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Full Length Article 

Large language models have divergent effects on self-perceptions 
of mind and the attributes considered uniquely human 

Oliver L. Jacobs a,*, Farid Pazhoohi b, Alan Kingstone a 

a Department of Psychology, University of British Columbia, Canada 
b School of Psychology, University of Plymouth, United Kingdom  

A B S T R A C T   

The rise of powerful Large Language Models (LLMs) provides a compelling opportunity to investigate the consequences of anthropomorphism, 
particularly regarding how their exposure may influence the way individuals view themselves (self-perception) and other people (other-perception). 
Using a mind perception framework, we examined attributions of agency (the ability to do) and experience (the ability to feel). Participants 
evaluated their agentic and experiential capabilities and the extent to which these features are uniquely human before and after exposure to LLM 
responses. Post-exposure, participants increased evaluations of their agentic and experiential qualities while decreasing their perception that agency 
and experience are considered to be uniquely human. These results indicate that anthropomorphizing LLMs impacts attributions of mind for humans 
in fundamentally divergent ways: enhancing the perception of one’s own mind while reducing its uniqueness for others. These results open up a 
range of future questions regarding how anthropomorphism can affect mind perception toward humans.   

1. Introduction 

The meteoric rise of highly capable AI chatbots such as ChatGPT and other large language model (LLM) applications has spurred 
calls to use psychological tools to investigate how interactions with these systems influence a number of perceptions (Shiffrin & 
Mitchell, 2023; Kosinski, 2023; Binz & Schulz, 2023). A variety of tools in psychology, cognitive science, and other related fields have 
emerged to study perceptions in the context of diverse human–computer interactions, which can be applied to LLMs. While this interest 
harkens back to an earlier period with chatbots such as ELIZA (Weizenbaum, 1966; Shum et al., 2018), the immense technological 
developments and widespread popularity of LLMs have reinvigorated the need to understand attitudes toward AI systems. 

The novel capabilities of AI offer a particular opportunity to investigate the tendencies of people to anthropomorphize and its 
subsequent consequences. Anthropomorphism involves recognizing a spectrum of human-like traits, from seeing human-like shapes in 
the environment (commonly referred to as animacy; Bartneck et al., 2009), to attributing human-like qualities, both non-mental and 
mental, to nonhuman entities (Epley et al., 2007; Epley et al., 2008; Waytz et al., 2010). 

The attribution of mental states has been distilled into two principal factors by Gray, Gray, and Wegner (2007): agency – the ability 
to do, think, and act morally; and experience—the ability to feel emotions, drives, and pleasure or pain. Their mind perception 
framework has been applied extensively to a wide variety of beings including humans, animals, robots, and AI systems (e.g., Wiese 
et al., 2017; Jacobs et al., 2022; Shank et al., 2019). Recently, this mind perception framework has also been applied to ChatGPT, 
revealing that even the briefest of exposures to ChatGPT can increase agentic (the ability to do) and experiential (the ability to feel) 
attributions to ChatGPT (Jacobs et al., 2023a). In other words, exposure can increase anthropomorphic attitudes toward 
LLMs—including those relating to the perception of mind. 
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In the initial work by Gray et al. (2007) one of the targets of mind perception was the self, such that individuals were asked to rate 
themselves on a variety of capacities of mind. People predictably rated themselves higher than nonhumans such as a dog, frog, or robot 
on both agency and experience. However, in their study, as in the mind perception literature in general, the measures of mind have 
tended to focus predominately on external mental attributions toward others rather than internal attributions toward the self (i.e., self- 
perception). 

Though most investigations in the field have concentrated on one’s perceptions of other minds (c.f. Jacobs et al., 2023), it is 
essential to acknowledge that our understanding of our own mind does not develop in isolation—it emerges within a comparative 
context. We define and perceive ourselves often in comparison to others (e.g., social comparison theory; Festinger, 1957; Gerber et al., 
2018). The degree to which we do this with nonhumans is far less studied or conclusive, with past investigations often alluding to, but 
not directly addressing, self-comparisons with nonhumans (Kiesler et al., 2008; Waytz et al., 2010a; Brette, 2022). However, if we take 
as a working hypothesis that the external attributions of mind to nonhuman entities (i.e., anthropomorphism) can in turn affect our 
self-attributions —where humans not only attribute human-like qualities to nonhuman entities but also re-evaluate their own char
acteristics as a result—then there is a large gap in our understanding of anthropomorphic tendencies and self-perception. As in
teractions with increasingly sophisticated AI systems like ChatGPT become more prevalent, investigating this often-overlooked 
consequence of anthropomorphism becomes all the more important. Moreover, this interplay between self-perception and other- 
perception raises intriguing questions. For instance, how might our growing familiarity with LLMs impact our self-perception of 
mind (i.e. how we view our own minds) and what makes us human? 

Approaches to this question have complex philosophical and religious roots that begin with Aristotle’s numerous writings on the 
essence of what it is to be human with his emphasis on rationality (Barker & Stalley, 1995). Unsurprisingly, since that time a range of 
different viewpoints have emerged. For example, Charles Darwin famously noted that the difference in mind between man and higher 
animals, although great, is more a matter of degree than kind (Darwin, 1859). In contrast, other scientists such as Michael Gazzainga 
(2008) have leaned towards the metaphor of a phase shift in evolution, with the result being that it is nearly impossible to think of the 
minds of humans and animals as having the same constituent parts (Cacioppo & Patrick, 2008). Psychology and neuroscience also have 
a long history of searching for what makes the human brain unique, and by extension the human mind. A number of hypotheses have 
been put forth ranging from the high ratio of brain size to body size (Cairό, 2011), to the unusually large development of the cerebral 
cortex (Molnár et al., 2019), to the plasticity of human brains compared to our closest ancestors (Gómez-Robles et al., 2015). 

Critically, the conceptualization of what makes the human mind unique has always been thought of in a comparative context first 
with animals and now, perhaps increasingly, with machines. Furthermore, a common thread between the disparate ideas that exist is 
that it is the cognitive abilities of the human mind that separate it from all else. It is our ability to think rationally, perform mathe
matical calculations, and create works of art that make us uniquely human. However, as AI encroaches on each of these capabilities, it 
is understandable that people begin to question if these agentic abilities ‘to do’ are what establishes the human mind as unique. Rather, 
people may begin to emphasize our experiential capabilities ’to feel’ as crucial to what makes them in particular, and humans in 
general, unique. In short, it is not our ability to do that makes us special, but the way we feel and experience our world that makes us 
human. A key distinction is that when attempting to address these questions about self-perception and the degree to which certain 
qualities of mind are uniquely human, is that there are two approaches one can take. There is the loftier philosophical approach, and 
there is the empirical approach that seeks to survey folk psychology. The benefit of the mind perception framework is that it can be 
used for the latter to probe people’s attitudes on these important questions (Jacobs et al., 2022). 

The present study examines if exposure to LLM responses can influence self-perception of mind and the attributes of mind 
considered to be uniquely human. We predict that people will place greater emphasis on the experiential components of mind because 
as AI systems continue to become more sophisticated in their range of capabilities to do various tasks, the experiential capabilities of 
humans become comparatively larger than any agentic differences. To test this hypothesis, participants were recruited to fill out mind 
perception scales rating themselves and indicating the degree to which agency and experience are uniquely human, before and after 
brief exposure to ChatGPT prompts. 

2. Methods 

2.1. Participants 

G*Power was used to conduct a power analysis to detect differences among groups for small effects (d = 0.3) with 95 % power. This 
suggested a sample size of at least 134 participants. To protect from participant dropout and exclusion, 150 participants took part via 
Amazon’s Mechanical Turk (MTurk). 17 participants were excluded for rapidly clicking through the survey leaving 133 for the 
analysis. Of these participants, 75 were men, 57 were women, and 1 individual preferred not to identify. The mean age was 40.7 
(SD=12.4) and all participants took part from IP addresses listed in the United States. This study was approved by the Behavioural 
Research Ethics Board of the University of British Columbia (H22-00572). 

2.2. Procedure 

After agreeing to participate following a brief description of the study that did not mention ChatGPT or LLMs, participants were 
asked to answer demographic questions related to their age and gender. Next, participants were asked to rate themselves on a modified 
5-item Mind Survey (Gray et al., 2007; Tharp et al., 2017; Jacobs et al., 2023) which had a 5-point numerical scale from ‘Not at all’ (1) 
to ‘A great deal’ (5). These items were: ‘How capable of exercising self-control are you?’, ‘How capable of remembering are you?’, ‘How 
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capable of feeling fear are you?’, ‘How capable of feeling self-pleasure are you?’, and ‘How capable of feeling hunger are you?’. A 
morality question was unintentionally omitted from the survey. The first 2 questions measured agency with acceptable reliability (α =
0.74), and the latter 3 questions measured experience with acceptable reliability (α = 0.71). Participants were then asked to rate 
themselves on agency (ability to do things) and experience (ability to feel things). These items were measured using a slider scale, with 
0 indicating ‘Not at all’, and 100 indicating ‘A great deal’. These questions were included in addition to the Mind survey in order to 
determine if the Mind survey questions would differ from simply asking for agency and experience ratings as is occasionally done (Will 
et al., 2021; Jacobs et al., 2022). Next, participants were asked to answer the question: ‘To what degree do you think that agency (the 
ability to do things) makes humans unique compared to AI?’ and “To what degree do you think that experience (the ability to feel 
things) makes humans unique compared to AI?” using sliding scales, from 0 to 100. After answering the previous questions, partic
ipants were presented with three real prompts provided by ChatGPT (GPT-4) along with its responses. The prompts were related to (a) 
the nature-nurture debate, (b) a tricky question about the number of feet that fit in a shoe, and (c) generating a cover letter for a 
janitorial position on the moon. These prompts were chosen to highlight the remarkable diversity of responses ChatGPT is capable of 
providing, from being educational to demonstrating reasoning and creativity. After reading these prompts, participants were once 
again asked to complete the above-mentioned 9 mind perception questions. The study took about 15 min for an individual to complete. 

2.3. Data analysis 

Data analyses and visualizations were conducted in R (v4.2.1; R Core Team 2021) using the packages tidyverse (Wickham et al., 
2019) and papaja (Aust & Barth, 2018). Data are publicly available on OSF at https://doi.org/10.17605/OSF.IO/TYE3K. 

3. Results 

3.1. Mind survey scale 

Items from the Mind survey (Gray et al., 2007) were averaged across the items corresponding to agency and the items corre
sponding to experience. These scores were then analyzed with a 2x2 within-subjects ANOVA with timepoint (pre versus post) and 
attribute (agency versus experience) as factors (see Fig. 1). There was a significant main effect of timepoint, F(1,132) = 7.84, p = 0.006, 
η̂2

G = 0.002, no main effect of attribute, F(1,132) = 0.95, p = 0.332, η̂2
G = 0.002, and the timepoint by attribute interaction was not 

significant, F(1,132) = 1.00, p = 0.320, ̂η2
G < 0.001. This analysis indicates that agency scores and experience scores were significantly 

higher to a similar degree post-exposure (MAgency = 4.27, SDAgency = 0.75, MExperience = 4.35, SDExperience = 0.71) compared to pre- 
exposure (MAgency = 4.22, SDAgency = 0.73, MExperience = 4.26, SDExperience = 0.74). 

3.2. Self-Ratings single item measures 

Using the single-item mind perception assessments, a 2x2 within-subjects ANOVA was also conducted for the self-perception 
ratings made before and after exposure to the ChatGPT prompts (see Fig. 2). The main effects of attribute, F(1,132) = 14.37, p <
0.001, η̂2

G = 0.015, and timepoint, F(1,132) = 4.64, p = 0.033, η̂2
G = 0.001, were significant, and there was no interaction, F(1,132) =

0.47, p = 0.500, η̂2
G < 0.001. This analysis indicates that self-attributions of experience were significantly higher than that of agency 

(MExperience = 89.8, SDExperience = 13.9; MAgency = 86.3, SDAgency = 16.4), with the increase from pre-exposure (MExperience = 89.8, 
SDExperience = 13.9; MAgency = 86.3, SDAgency = 16.4) to post-exposure (MExperience = 91.1, SDExperience = 13.4; MAgency = 87.1, SDAgency 
= 16.4) being equivalent for both forms of attribution. Correlations between the Mind Survey scores and single-item responses for 

Fig. 1. Scaled self-ratings of mind perception pre-and post-exposure. Error bars indicate SEM.  
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agency (r = 0.47) and experience (r = 0.57) revealed they were strongly related. 

3.3. Human uniqueness 

A 2x2 within-subject ANOVA was also applied to the agency and experience (single items) attributions measuring the degree to 
which they are perceived to be unique to humans (see Fig. 3). As illustrated, experience ratings are higher overall than those for agency 
(MExperience = 86.9 vs MAgency = 65.0) with both falling a similar degree from pre-exposure (MExperience = 88.7, SDExperience = 19.2; 
MAgency = 67.1, SDAgency = 28.7) to post-exposure (MExperience = 85.1, SDExperience = 22.7; MAgency = 62.9, SDAgency = 28.7). This was 
confirmed statistically, with significant main effects for attribution, F(1,132) = 65.61, p < 0.001, ̂η2

G = 0.161, and timepoint, F(1,132) 
= 7.62, p = 0.007, η̂2

G = 0.006, and no interaction, F(1,132) = 0.03, p = 0.857, η̂2
G < 0.001. 

These single-item measures indicate that self-perception attributions increase post-exposure, while attributions for human 
uniqueness decrease post-exposure. This divergence was confirmed statistically by entering question type (self-perception, human 
uniqueness) into the within-subject ANOVA, which returned a significant question type by timepoint interaction, F(1,132) = 10.95, p 
= 0.001, η̂2

G = 0.004). 

4. Discussion 

Anthropomorphism involves the attribution of human-like qualities to nonhumans (Epley et al., 2007; Waytz et al., 2010a). Large 
language models (LLMs) with their increased capabilities and popularity offer a compelling opportunity to investigate the conse
quences of anthropomorphism on human perception. The mind perception framework is a popular psychological tool for measuring 
mental attribution that has previously been applied to examine self-perception and other-perception (Waytz et al., 2010b; Jacobs et al., 

Fig. 2. Single-item self-ratings of mind perception pre-and post-exposure. Error bars indicate SEM.  

Fig. 3. Mind perception ratings (single item) pre-and post-exposure indicating the degree to which each attribute is uniquely human. Error bars 
indicate SEM. 
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2023b). This framework simplifies a wide variety of qualities of mind into their principal components: agency (the ability to do), and 
experience (the ability to feel) (Gray et al., 2007). Using this framework, we sought to probe self-perception and the features that 
individuals consider uniquely human before and after exposure to ChatGPT. Drawing from previous work that has used this mind 
perception framework (Jacobs et al., 2023a), we predicted that after exposure to ChatGPT, people will attribute greater experience to 
themselves and humans, in general, compared to agentic attributions. 

Our investigation returned two major findings. First, self-perception was malleable as a function of exposure to ChatGPT prompts. 
Participants increased the amount of agency and experience they attributed to themselves after exposure to ChatGPT. We had pre
dicted this effect to be especially salient for experience; that a comparable result occurred for agency was unexpected. These results 
could be a reflection of a shift in conceptual categories, which can be understood in terms of prototype theory (Rosch, 1973). Par
ticipants may consider themselves a better conceptual member (or prototype) of an entity—both in what they can do and feel—post- 
exposure to a LLM like ChatGPT. This is in effect also similar to social comparison theory (Festinger, 1954; Suls & Wheeler, 2013). 
However, unlike social comparison theory which focuses on how people compare themselves to other people, in the present case, the 
comparison concerns LLMs. This sort of downward comparison could explain the elevated self-perception of one’s capabilities. 
Notably, these were consistent across both methods of measurement: single-item agency and experience assessments and the Mind 
survey. 

Our second major finding was that, unlike self-perception, exposure to the LLM prompts decreased perceptions that agency and 
experience are uniquely human features. This divergence in results demonstrates that separating self-perception and other-perception 
(e.g. attitudes toward humanity) can reveal distinct effects. Moreover, it suggests that as programs like ChatGPT continue to develop 
and demonstrate more sophisticated abilities, individuals in turn may increasingly come to view agency and experience as less defining 
characteristics of humanness. Essentially, the implication is that there may be a change in social perspectives concerning the criteria of 
what defines uniquely human features. This fits neatly with the idea that if one’s ability to think rationally, perform mathematical 
calculations, and create works of art forms a part of what makes us uniquely human, then as AI encroaches on each of these capabilities, 
then it follows that people will begin to question if traditional features of mind are unique. However, there was no interaction between 
facets of mind perception and exposure. Contrary to our hypothesis, people did not disproportionately think of agency as less unique 
than experience post-exposure. This is surprising considering that the developments in LLMs seem more related to increased agentic 
capacities compared to experiential capacities. 

Importantly, although there was no interaction between exposure and facets of mind perception, people still viewed agency—the 
ability to do—as less unique to humans in comparison to attributions of experience. For example, many more people indicated 
experience as unique to humans at ceiling levels compared to agency (see Fig. 3). This fits with past work demonstrating high levels of 
attributing experience to other people and the general reluctance to ascribe experience to nonhumans (Gray et al., 2007). That said, 
people still considered agency as unique to humans and the difference with regard to experience was only relative, not in kind. 

A number of limitations of the present study are worth considering. All participants took part remotely, and the degree to which the 
chosen prompts surprised participants was not measured. In light of our present results, measuring expectancy violation could shed 
light on the mechanisms driving the pre- and post-exposure effects. Furthermore, it is possible that the experience of the ChatGPT 
prompts may differ from interacting with ChatGPT in real time. The importance of real-time interactivity with LLMs remains an 
outstanding future research question, especially concerning mental attribution and anthropomorphism. Recent work has found that 
psychological distance, or the subjective experience of something being close or far from the self (Liberman et al., 2007), can be a 
mediating factor through which anthropomorphism positively affects evaluations of AI systems (Li & Sung, 2021) In the present study, 
the magnitude of effects was also relatively small. This may in part be because we adopted a conservative method for investigating 
differences, with the exposure manipulation to ChatGPT being relatively brief. It is possible that the short duration may have increased 
consistency bias effects among participants as they likely remembered their prior ratings and would desire to remain consistent. 
Understanding the impacts of long-term exposure as LLMs become more commonplace offers an additional fruitful direction for future 
research. Future directions may also include examining individual differences as they relate to anthropomorphism and self- and other- 
perception, given the wide inter-individual variation in mind perception noted elsewhere (e.g. Tharp et al., 2017; Gray et al., 2011). 

Collectively the present findings add to the growing literature on the effects of human–computer interaction with LLMs. As the 
frequency and nature of LLM interactions increase, and with these interactions people become increasingly aware of its capabilities, it 
is crucial to consider how these interactions might shape attitudes toward ourselves in addition to wider societal attitudes (Turkle, 
2017). The overall findings support our working hypothesis that anthropomorphism can in turn affect self-perception and attitudes 
toward other people’s minds more broadly. 
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