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A B S T R A C T

Breast cancer stands as the most frequently diagnosed life-threatening cancer among women
worldwide. Understanding patients' drug experiences is essential to improving treatment strate-
gies and outcomes. In this research, we conduct knowledge discovery on breast cancer drugs us-
ing patients' reviews. A new machine learning approach is developed by employing clustering,
text mining and regression techniques. We first use Latent Dirichlet Allocation (LDA) technique
to discover the main aspects of patients' experiences from the patients' reviews on breast cancer
drugs. We also use Expectation-Maximization (EM) algorithm to segment the data based on pa-
tients' overall satisfaction. We then use the Forward Entry Regression technique to find the rela-
tionship between aspects of patients' experiences and drug's effectiveness in each segment. The
textual reviews analysis on breast cancer drugs found 8 main side effects: Musculoskeletal Ef-
fects, Menopausal Effects, Dermatological Effects, Metabolic Effects, Gastrointestinal Effects,
Neurological and Cognitive Effects, Respiratory Effects and Cardiovascular. The results are pro-
vided and discussed. The findings of this study are expected to offer valuable insights and practi-
cal guidance for prospective patients, aiding them in making informed decisions regarding
breast cancer drug consumption.

1. Introduction

In the United States, breast cancer is both widespread and the second most common cause of cancer-related deaths among women,
with lung cancer being the leading cause [1]. Breast cancer represents a substantial risk to their well-being and longevity. There are
different types of breast cancer, such as invasive ductal carcinoma, invasive lobular carcinoma, and rarer subtypes like inflammatory
breast cancer and triple-negative breast cancer [2,3]. The prevalence of breast cancer is on the rise [4,5], with more than 2 million
new cases reported annually. In 2018, it constituted 11.6 % of all cancer instances and 24.2 % of cases among women, making it the
most commonly occurring cancer and the leading cause of female mortality worldwide at 6.6 % [6]. In addition, in 2024, it is esti-
mated that 42,250 women and 530 men will die of breast cancer [7]. Additionally, according to Ref. [7], despite having a 4 % lower
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incidence rate, Black women experience a 41 % higher mortality rate from breast cancer compared to White women. Risk factors as-
sociated with breast cancer comprise family history of the illness, age, genetic mutations like BRCA1 and BRCA2, lifestyle elements
including alcohol intake, late menopause, and hormone replacement therapy, hormonal influences such as early onset of menstrua-
tion, lack of physical activity, and obesity, as well as exposure to ionizing radiation [3].

Breast cancer has several subtypes, with triple-negative breast cancer posing a particularly difficult prognosis due to the lack of ef-
fective treatment targets. Breast cancer treatment strategies and outcomes are primarily determined by its stage and subtype [8]. The
prognosis for breast cancer is primarily determined by early tumor detection and prompt treatment [9]. Understanding breast can-
cer's development from preclinical biomarkers to mortality may help identify key markers for prevention and mortality reduction.
Early detection of breast cancer can greatly improve outcomes [10,11]. There have been several methods such as screening mammog-
raphy, clinical breast exams, and self-examinations for detection of breast cancer. When diagnosed, it is crucial to receive timely treat-
ment. The specific interventions will be customized based on the type and stage of cancer to effectively manage the disease [3].

Estrogen receptor (ER) positivity is seen in approximately 80 % of breast cancers, suggesting that these tumors grow in response to
estrogen. Hormone therapy, utilizing medications such as selective ER downregulators (SERDs) [12] and aromatase inhibitors (AIs)
[13], is commonly prescribed for this cancer subtype. It is primarily administered to postmenopausal women and, to a lesser degree,
to premenopausal women when coupled with a central blocking agent. These treatments work by either reducing estrogen production
or promoting the degradation of its receptor [14,15]. Research is ongoing to find effective breast cancer treatments and develop new
cancer prevention drugs, although drugs design and development can be quite expensive, time-consuming, and demanding [3,16].

Breast cancer treatment involves a range of individualized therapies and medications. Chemo, hormone, targeted, immuno, and
preventative treatments are all part of the package [17,18]. Chemotherapy is the process of killing cancer cells through various mech-
anisms by administering a variety of drugs, such as capecitabine [19], cyclophosphamide [20], docetaxel [21], and others. Treatment
with hormones inhibits either the body's natural hormone production or their ability to kill cancer cells [22]. Hormone therapy may
also be used in combination with other treatments like chemotherapy or targeted therapy for optimal results in breast cancer manage-
ment. Aromatase inhibitors such as anastrozole [23] and letrozole [24], fulvestrant [25], and tamoxifen [26] are common examples.
Aromatase inhibitors are often used as adjuvant therapy following surgery or as first-line therapy for metastatic breast cancer. Cancer
cells or other targets can be located and attacked with targeted therapies. Examples of targeted therapies include olaparib [27], tyro-
sine kinase inhibitors lapatinib [28] and neratinib [29], and monoclonal antibodies margetuximab [30] and trastuzumab [31]. Im-
munotherapy [32], which includes the use of immune checkpoint inhibitors like pembrolizumab, enhances the body's natural de-
fenses against cancer. In high-risk individuals, preventive treatments that interfere with estrogen's effects, such as raloxifene [33] and
tamoxifen [26], help reduce the risk of breast cancer. The choice of medication and therapy is ultimately dictated by factors such as
cancer type, stage, and individual patient characteristics.

Community pharmacists are in a unique position to provide individualized counseling because of their frequent and direct interac-
tions with patients [34]. The provision of drug-related information to patients and healthcare professionals is seen as crucial, with
pharmacists playing a pivotal role in this aspect. In order to effectively carry out their role in patient care, it is expected that they re-
main informed about new therapies and emerging drug information. Accurate drug information is critical for improving patient out-
comes, including symptom relief and avoiding medication errors. Patients rely on pharmacists for accurate medication information as
the repercussions of misinformation can be significant. Access to reliable sources ensures the provision of relevant and easily applica-
ble guidance. In addition to pharmacists, patients are also required to have access to a diverse range of dependable and up-to-date
sources of medicine information. Web-based resources (e.g., drugs.com) can possess significant value when they provide precise and
reliable information [35]. In addition, users can benefit from actual experiences and insights shared by individuals who have used
specific medications. A unique perspective on drug effectiveness, side effects, ease of use, and overall satisfaction is offered by online
reviews. By reading patient reviews, valuable insights into real-world experiences with medications can be gained, aiding individuals
in making more informed decisions about their healthcare.

Patients are increasingly relying on online resources for medication and related health information as a result of the rapid growth
of online review sites and discussion boards in medicine [36]. Patients can post unbiased reviews of medications and services they
have personally used on review sites, allowing potential patients to make more informed decisions about which medications to take
[37]. Online drug reviews typically include two sections: textual comments and ratings [38]. While ratings use a numerical scale to
represent a customer's overall assessment, textual comments can provide more detailed information about the medication's specific
side effects and usefulness than overall ratings. However, as the number of textual user comments grows by the day, prospective users
are finding it increasingly difficult to read through each review before making a decision [39]. As a result, an effective, structured al-
gorithm is required to analyze the reviews and categorize them into relevant features that can be used to inform prospective cus-
tomers [40]. Given this, the primary goal of this study is to create a novel machine learning technique that utilizes online customer re-
views to evaluate the efficacy and identify any potential side effects of prescription breast cancer drugs.

In this research, we propose a machine learning approach for knowledge discovery on breast cancer drugs using patients' reviews
collected from drugs.com, which is a free online database powered by four independent leading medical-information suppliers:
Cerner Multum, American Society of Health-System Pharmacists, Lexicomp, and Micromedex [41]. Understanding patients' drug ex-
periences is essential to improving treatment strategies and outcomes. The proposed approach employs clustering, text mining, and
regression techniques. Latent Dirichlet Allocation (LDA) technique [42] is initially utilized to discover the main topics from the pa-
tients' reviews on breast cancer drugs. Additionally, the Expectation-Maximization (EM) algorithm [43] is employed to segment the
data based on patients' overall satisfaction. We then use the Forward Entry Regression technique [44,45] to find the relationship be-
tween discovered topics and patients’ overall satisfaction in each segment.
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2. Related works

In [46], the authors examined human breast cancer cell lines and drug sensitivity data from Genomics of Drug Sensitivity in Can-
cer (GDSC) and Cancer Cell Line Encyclopedia (CCLE) databases to identify potential drugs. They selected top-ranked biomarkers and
tested their radiation resistance using Cleveland database data. Six drugs were identified as effective on breast cancer cell lines. Addi-
tionally, five biomarkers showed sensitivity to both the shortlisted drugs and radiation. In Ref. [47], the authors tackled the high costs
and risks of 'de novo' drug discovery by focusing on repurposing known drugs. They utilized large-scale data and a network-based in-
tegration approach to capture complex relationships among drugs, genes, and diseases. Using a network-based machine learning
method, they identified potential therapeutic drugs for breast cancer subtypes, needing further clinical validation. In Ref. [48], the
authors analyzed molecular descriptor data of compounds for breast cancer therapy using an ensemble learning algorithm. They se-
lected important features for developing and validating Absorption, Distribution, Metabolism, Excretion, and Toxicity (ADMET) clas-
sification models. The process involved data cleaning, splitting, feature selection, and model evaluation. They proposed a Two-Level
Stacking Algorithm (TLSA) for the classification of ADMET, reporting various performance measures. Results showed that TLSA with
Logistic Regression excelled in Absorption, Distribution, and Excretion, while Support Vector Machine was best for Metabolism and
Toxicity.

In [49], the authors developed MEDICASCY, a machine learning method that predicts indications, drug side effects, mode of ac-
tion, and efficacy using only the chemical structure. MEDICASCY outperforms existing methods, showing 78 % precision and recall
for severe side effects and 72 % precision for drug efficacy. It achieved nearly 80 % precision in predicting efficacy for cancer cell
lines. MEDICASCY could enhance drug approval success rates and is accessible via MEDICASCY. In Ref. [50], the authors analyzed
chemotherapy-related side effects using data from an oncology department in Scotland, focusing on breast cancer patients over three
years. They compared several techniques—Markov model, Hidden Markov model, Recurrent Neural Network, and Random Forest
—to predict treatment toxicity. In the study by Ref. [51], the authors aimed to detect subtle brain alterations in post-chemotherapy
breast cancer patients using machine learning. Nineteen breast cancer patients and twenty healthy controls underwent resting-state
functional Magnetic Resonance Imaging (MRI) and Generalized Q-Sampling Imaging (GQI). Machine learning models, including Lo-
gistic Regression (LR) with GQI indices, LR with mean regional homogeneity, Classification and Regression Tree (CART) with general-
ized fractional anisotropy, and XGBoost (XGB) with normalized quantitative anisotropy, effectively classified subjects into chemo-
brain or healthy control groups. Leave-one-out cross-validation achieved the highest accuracy of 84 % with LR, CART, and XGB. The
study's models show promise for clinically tracking brain changes due to chemotherapy.

In [52], to improve prediction of doxorubicin resistance, the authors evaluated 16 machine learning algorithms across 8 molecular
profiles. Among 128 models, only 2 showed substantial predictive power. The best model, a CART, combined 4 miRNA isoforms,
achieving a median Matthew Correlation Coefficient (MCC) of 0.56 and Area Under the Curve (AUC) of 0.80. In contrast, HER2 ex-
pression had lower predictive accuracy (median MCC of 0.14 and AUC of 0.57). The authors in Ref. [53] explored how variability in
breast cancer responses and drug side effects relates to Cell Surface Receptor (CSR) transcriptional profiles. By comparing CSR expres-
sion in breast tumors and normal tissues, the research linked drug responses in cell lines to CSR levels. Significant differences in CSR
expression were found between tumor subtypes and cell lines, influencing drug response predictions. Clinical data also showed corre-
lations between CSR expression in healthy tissues and adverse drug reactions, aiding in the selection of optimal CSR targets for ther-
apy. In Ref. [54], the authors used NLP (Natural Language Processing) to analyze social media data from breast cancer patients on X
(Twitter). They developed a transformer-based classifier to identify relevant posts and a rule-based model to create a side effect lexi-
con and detect medication usage patterns. Their analysis revealed medication-related side effects and emotional distress, highlighting
NLP's effectiveness in studying patient experiences through social media. In Ref. [55], a machine learning method was developed to
categorize and forecast cancer drug combinations. The task entailed gathering and annotating data from the O'Neil drug interaction
dataset, performing preprocessing on it, and dividing it into separate training and test sets. Classification models were constructed to
classify drug combinations into the categories of synergistic, additive, or antagonistic, while regression models were used to forecast
combination sensitivity scores. The framework identified successful combinations, such as kinase inhibitors with mTOR inhibitors or
DNA damage-inducing drugs, specifically for ovarian, colorectal cancers, melanoma, lung, and prostate. Significant drugs that exhib-
ited synergistic effects were Gemcitabine, MK-8776, and AZD1775. In Ref. [56], the authors investigated the effects of N-acetyl-D-
glucosamine (D-GlcNAc) on breast cancer using cell assays and machine learning. Researchers cultured MCF-7 and 4T1 cell lines with
D-GlcNAc and found that higher concentrations significantly reduced cell proliferation and increased apoptosis. They also used a
xenograft mouse model, where D-GlcNAc administration led to reduced tumor size, mitosis, and angiogenesis. Molecular docking re-
vealed D-GlcNAc's strong binding to HER2, suggesting its potential mechanism of action. These findings revealed that D-GlcNAc could
be a promising candidate for breast cancer treatment.

3. Methods

LDA for Text Mining: This study used LDA for text mining [42]. This approach is widely used for topic modeling in previous
studies. LDA uses probabilistic generative models which are used to model documents and words [57–59]. Assume that the indexes
of the document are for each topic, and is the word indices in a document. According to Ref. [42], in
LDA to generate the topics from the documents we have:

i. (the number of words) is distributed according to a Poisson distribution.
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ii. (the model parameter) can be used to describe the proportions of the topic in a document per document . The probability
distribution over topics is represented by the letter . It is assumed that the random variable comes from a Dirichlet
distribution with prior parameter and it is chosen on a random basis.

iii. Word proportions per topic can be identified by . Each topic in the corpus is a probability distribution over a set of
vocabulary that has been constructed. We assume that is a random variable. By considering a prior parameter , this variable
is selected from a Dirichlet distribution.

iv. In the document , the topic of each word is randomly selected from a multinomial distribution, and from another
multinomial distribution, the words are randomly selected to define terms.

The latent topical scheme was determined using two significant measures in LDA: and . Researchers can determine the likeli-
hood of a topic appearing in a particular text based on the value of . Scholars can infer the most important terms that define a
topic from the value of . and are unknown variables in Bayesian statistics, and they are allocated to theoretically acceptable
distributions, also called prior distributions. and are prior distributions in the LDA model, and they are defined using a probabil-
ity distribution that is considered in the Dirichlet family of distributions. A prior parameter governs each of the two Dirichlet distribu-
tions, for and for .

EM Clustering Using Gaussian Mixture Model (GMM): GMM [60] is used for data clustering as a probabilistic technique. It uti-
lizes the EM or Expectation and Maximization [61] to fit data points with the GMM model's parameters, entailing the mixing propor-
tions of the Gaussian components, means, and covariance [62–64]. A parametric Gaussian distribution can be used to determine the
boundaries of each segment [65]. Eq. (1) is a linear superposition of Gaussian components that can be used to outline the distribution
of the entire dataset :

(1)

where and . distributions from each point in can be drawn from the model distributions
by a probability of where , 2, . To calculate unknown parameters the maximum-likelihood approach can be utilized.
Through Eq. (2) and training samples is calculated to maximize the log-likelihood function

(2)

Still, in the data set that is used in the training process, there is a need for the information of labels, particularly with an incom-
plete dataset. The EM algorithm can address this issue effectively. To estimate the GMM parameters, the following steps are per-
formed which are presented in Fig. 1 [64].

1. Initialization: Select the initial estimates and compute the initial log-likelihood by Eq. (3) as:

Fig. 1. Em clustering.
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(3)

2. As shown in Eq. (4), in E-Step we have:

(4)

3. As shown Eq. (5), in M-Step we have:

(5)

4. Data analysis and results

A general framework of the proposed method is presented in Fig. 2. According to Fig. 2, patients’ online reviews on breast cancer
drugs are collected from drugs.com. The data is cleaned to keep high quality reviews to be analyzed by the LDA technique. Aspects of
patients' experiences are discovered by the LDA technique and combined with the numerical ratings to perform data segmentation us-
ing EM. Drug effectiveness prediction is performed using Forward Entry Regression technique. Finally, the method is evaluated using
R-squared (R2). To determine the optimal number of topics for our Latent Dirichlet Allocation (LDA) model, we assessed the good-
ness-of-fit by comparing models with different topic counts. This evaluation involved calculating the perplexity of a separate set of
documents, which gauges how effectively the model captures the content of the documents. A lower perplexity score indicates a bet-
ter model fit. By analyzing perplexity scores across different topic numbers, we identified the number of topics (8 topics) that pro-
vided the best fit for our data. According to the LDA analysis, the topics were categorized in Musculoskeletal Effects, Menopausal Ef-
fects, Dermatological Effects, Metabolic Effects, Gastrointestinal Effects, Neurological/Cognitive Effects, Respiratory Effects and Car-
diovascular Effects (see Table 1).

Musculoskeletal effects encompass a range of symptoms affecting the muscles, bones, and joints in individuals undergoing breast
cancer drug therapy. These may include joint pain, stiffness, muscle weakness, and reduced range of motion. Some patients may expe-
rience conditions like osteoporosis or osteopenia, leading to increased fracture risk. Furthermore, Menopausal symptoms refer to the
physiological changes experienced by individuals undergoing breast cancer drug treatment, often due to hormonal alterations. Com-

Fig. 2. Procedure of patients' reviews analysis for breast cancer drugs.
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Table 1
An example of patient reviews on breast cancer drugs in drugs.com, side effects and group of side effects.
Patient Review Side Effect Group

I was prescribed Letrozole by the Oncologist after breast cancer surgery. Exactly one year on this medication
I started having arthritis, which progressed to full blown Rheumatoid Arthritis. The Oncologist refused to
acknowledge a link, and insisted I stay on the medication for five years. Common sense told me that the
medication interfered with my immune system. I will be on medication for the rest of my life, to control
the RA, taking injections every three weeks. I am positive it is connected to the Letrozole.

Arthritis, Rheumatoid
Arthritis

Musculoskeletal
Effects

Stage 3 breast cancer. Double mastectomy, chemo, Radiation. Started letrozole about 5 months ago. Severe
joint and muscle pain especially in shoulders, arms and hands. 20 lb weight gain. Seriously hate this
medication but afraid to go off it because supposedly it reduces my recurrence rate. I'm trying
acupuncture for the joint pains.

Severe joint and muscle
pain, especially in
shoulders, arms, and
hands. Weight gain of 20
lbs

Musculoskeletal and
Metabolic Effects

Started taking letrozole in June. Side effects started almost immediately. Fatique, not flashes, joint and
muscle aches. Hair thinning. Have cut my hair very short to hopefully make the thinning less noticeable. I
just realized that I cut my hair 5–6 weeks ago and it does not seem to be growing at all. Has anyone else
noticed this side effect. I would recommend yoga and acupuncture to help with the side effects. Without
them, I would not be able to tolerate this medicine! Good luck to you all who are taking this drug!

Fatigue, Hot flashes
Joint and muscle aches,
Hair thinning, Delayed
hair growth

Musculoskeletal and
Dermatological
Effects

mon symptoms include hot flashes, night sweats, vaginal dryness, and mood swings. These symptoms can significantly impact quality
of life and may require management strategies such as hormone replacement therapy or lifestyle modifications. Dermatological ef-
fects (e.g., skin rashes, dryness, or changes in hair and nail health) pertain to the skin-related side effects associated with breast cancer
drug therapy. Additionally, Metabolic effects involve alterations in metabolic processes and parameters observed in individuals re-
ceiving breast cancer drug therapy. They may involve weight gain, changes in cholesterol levels, or alterations in blood sugar regula-
tion. Gastrointestinal effects (e.g., nausea, vomiting, diarrhea, or constipation) encompass a spectrum of digestive system-related
symptoms experienced by individuals undergoing breast cancer drug treatment. Neurological and cognitive effects refer to changes in
brain function and cognitive abilities observed in individuals undergoing breast cancer drug therapy. They may present memory
problems, difficulty concentrating, or cognitive fog. Moreover, Respiratory effects involve complications affecting the respiratory sys-
tem in individuals receiving breast cancer drug therapy. These may include dyspnea, cough, pulmonary fibrosis, and susceptibility to
respiratory infections. Finally, Cardiovascular effects encompass changes in cardiovascular health and function observed in individu-
als undergoing breast cancer drug therapy. These effects may include hypertension, arrhythmias, thromboembolic events, and car-
diomyopathy.

EM parameters, Clusters, Max Iteration, Trials, and Ridge were respectively set to 3, 50 and 0.001. Totally, 3 clusters were gener-
ated by EM clustering. 1-way ANOVA (Clusters vs. Input Attributes) is shown in Table 2.

BSS stands for Between-Cluster Sum of Squares, WSS stands for Within-Cluster Sum of Squares, and TSS stands for Total Sum of
Squares. These metrics play a vital role in cluster analysis, particularly in evaluating the quality of clustering algorithms. BSS mea-
sures the total variance between clusters, indicating the extent to which the clusters are distinct and well-separated. In contrast, WSS
quantifies the variance within clusters, reflecting how tightly grouped the data points are within each cluster. TSS represents the total
variance in the dataset, encompassing both between-cluster and within-cluster variability.

In addition, in Table 3, the cluster centroids are presented. The cluster centroids represent the average values for each attribute
across three segments. The attributes include musculoskeletal effects, menopausal symptoms, dermatological effects, metabolic ef-
fects, gastrointestinal effects, neurological and cognitive effects, respiratory effects, and cardiovascular effects. Each segment is char-
acterized by its level of intensity for these attributes, ranging from low to moderate to high, based on the values ranging from 0 to 1.

Table 4 presents the results of a forward entry regression analysis in Segment 1, revealing coefficients along with their corre-
sponding p-values in parentheses. Notably, negative coefficients signify an inverse relationship between predictor variables and out-
comes which is drug effectiveness. Specifically, the Musculoskeletal Effects (−9.102735, p = 0.000000), Metabolic Effects
(−1.464585, p = 0.000000), and Gastrointestinal Effects (−0.959759, p = 0.000000) display negative coefficients, indicating that
higher values of these factors are associated with lower outcomes in Segment 1. Hence, Musculoskeletal Effects appear to exert the
most significant influence on outcomes, followed by Metabolic and Gastrointestinal Effects.

In Table 5, the outcomes of a forward entry regression analysis within Segment 2 are outlined. Particularly, Respiratory Effects
(−4.033943, p = 0.000020), Cardiovascular Effects (−1.348199, p = 0.000009), Musculoskeletal Effects (−2.012207,
p = 0.000000), and Metabolic Effects (−3.036903, p = 0.000676) display negative coefficients which suggest that higher values of
these attributes correspond to diminished outcomes in Segment 2. Among the effects in this table, Respiratory Effects exert the most
substantial influence, followed by Metabolic, Musculoskeletal, and Cardiovascular Effects, respectively.

In Table 6, we provide the outcomes of a forward entry regression analysis performed within Segment 3. It is noteworthy that all
coefficients display negativity which are: menopausal effects (−4.046992, p = 0.000000), dermatological effects (−4.560264,
p = 0.000000), and neurological/cognitive effects (−2.309966, p = 0.000000). notably, dermatological effects stand out as the
most influential factor, followed by menopausal and neurological/cognitive effects, respectively.
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Table 2
1-way ANOVA results for EM clustering.
Attribute_Y Attribute_X Description Statistical test

Musculoskeletal Effects Clusters Variance decomposition
Value Examples Average Std-dev Source Sum of square d.f.
C1 155 0.5924 0.0999 BSS 32.8916 2
C2 183 0.1993 0.1277 WSS 4.8798 430
C3 95 0.8980 0.0633 TSS 37.7714 432
All 433 0.4933 0.2957 Significance level

Statistics Value Proba
Fisher's F 1449.171035 0.000000

Menopausal Symptoms Clusters Variance decomposition
Value Examples Average Std-dev Source Sum of square d.f.
C1 155 0.5600 0.2222 BSS 22.1906 2
C2 183 0.3073 0.1865 WSS 14.1843 430
C3 95 0.8996 0.0523 TSS 36.3748 432
All 433 0.5277 0.2902 Significance level

Statistics Value Proba
Fisher's F 336.356121 0.000000

Dermatological Effects Clusters Variance decomposition
Value Examples Average Std-dev Source Sum of square d.f.
C1 155 0.5704 0.1000 BSS 27.6861 2
C2 183 0.2239 0.1091 WSS 4.1991 430
C3 95 0.8701 0.0724 TSS 31.8851 432
All 433 0.4897 0.2717 Significance level

Value Proba Statistics
1417.575282 0.000000 Fisher's F

Metabolic Effects Clusters Variance decomposition
Value Examples Average Std-dev Source Sum of square d.f.
C1 155 0.5899 0.1328 BSS 32.2423 2
C2 183 0.2097 0.1396 WSS 6.6518 430
C3 95 0.9049 0.0644 TSS 38.8941 432
All 433 0.4983 0.3001 Significance level

Statistics Value Proba
Fisher's F 1042.141956 0.000000

Gastrointestinal Effects Clusters Variance decomposition
Value Examples Average Std-dev Source Sum of square d.f.
C1 155 0.6247 0.1088 BSS 5.1322 2
C2 183 0.3924 0.3235 WSS 30.2595 430
C3 95 0.5891 0.3160 TSS 35.3918 432
All 433 0.5187 0.2862 Significance level

Statistics Value Proba
Fisher's F 36.465658 0.000000

Neurological/Cognitive Effects Clusters Variance decomposition
Value Examples Average Std-dev Source Sum of square d.f.
C1 155 0.6325 0.1119 BSS 31.4769 2
C2 183 0.2206 0.1256 WSS 5.1531 430
C3 95 0.8917 0.0614 TSS 36.6300 432
All 433 0.5153 0.2912 Significance level

Statistics Value Proba
Fisher's F 1313.291942 0.000000

Respiratory Effects Clusters Variance decomposition
Value Examples Average Std-dev Source Sum of square d.f.
C1 155 0.5706 0.1276 BSS 28.8625 2
C2 183 0.2148 0.1512 WSS 7.1852 430
C3 95 0.8739 0.0744 TSS 36.0477 432
All 433 0.4868 0.2889 Significance level

Statistics Value Proba
Fisher's F 863.635522 0.000000

Cardiovascular Effects Clusters Variance decomposition
Value Examples Average Std-dev Source Sum of square d.f.
C1 155 0.4533 0.2009 BSS 21.6078 2
C2 183 0.3224 0.2431 WSS 17.3180 430
C3 95 0.9040 0.0607 TSS 38.9258 432
All 433 0.4969 0.3002 Significance level

Statistics Value Proba
Fisher's F 268.258031 0.000000
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Table 3
Cluster centroids.
Attribute Segment 1 Segment 2 Segment 3

Musculoskeletal Effects 0.592380 0.199338 0.897961
Menopausal Effects 0.559954 0.307336 0.899648
Dermatological Effects 0.570424 0.223898 0.870100
Metabolic Effects 0.589905 0.209742 0.904878
Gastrointestinal Effects 0.624739 0.392423 0.589133
Neurological/Cognitive Effects 0.632523 0.220635 0.891676
Respiratory Effects 0.570615 0.214781 0.873862
Cardiovascular Effects 0.453346 0.322423 0.903981

Table 4
Selected effects by forward entry regression in Segment 1 (Sig. Level = 0.05; R2 = 0.9421).
Attribute Coef. std p-value

Intercept 10.904579 0.092831 0.000000
Musculoskeletal Effects −9.102735 0.200672 0.000000
Metabolic Effects −1.464585 0.187843 0.000000
Gastrointestinal Effects −0.959759 0.142127 0.000000

Table 5
Selected effects by forward entry regression in Segment 2 (Sig. Level = 0.05; R2 = 0.9464).
Attribute Coef. std p-value

Intercept 10.732682 0.058900 0.000000
Respiratory Effects −4.033943 0.911123 0.000020
Cardiovascular Effects −1.348199 0.292599 0.000009
Musculoskeletal Effects −2.012207 0.316542 0.000000
Metabolic Effects −3.036903 0.872232 0.000676

Table 6
Selected effects by forward entry regression in Segment 3 (Sig. Level = 0.05; R2 = 0.9447).
Attribute Coef. std p-value

Intercept 10.595677 0.054707 0.000000
Menopausal Effects −4.046992 0.638233 0.000000
Dermatological Effects −4.560264 0.494864 0.000000
Neurological/Cognitive Effects −2.309966 0.363459 0.000000

5. Findings and discussions

Our findings from analysis of reviews on breast cancer drugs suggest that breast cancer patients in Segment 1 are particularly con-
cerned about musculoskeletal, metabolic, and gastrointestinal effects of treatment. In Segment 2, respiratory effects, cardiovascular
effects, musculoskeletal effects and metabolic effects and in Segment 3, menopausal effects, dermatological effects, neurological and
cognitive effects are the most concern in consuming breast cancer drugs. These potential side effects underscore the need for further
investigation to elucidate connections and develop targeted interventions to manage adverse effects in breast cancer patients.

Previous research has investigated osteoporosis and musculoskeletal complications related to breast cancer therapy [66]. The au-
thors highlighted that AIs cause musculoskeletal issues, including muscle pain (myalgias) and joint pain (arthralgias). The authors in
Ref. [67] found that a substantial portion of single-agent Trastuzumab administrations resulted in gastrointestinal toxicities, such as
vomiting, nausea, abdominal pain, and diarrhea. In Ref. [68], the authors investigated the effects of neoadjuvant chemotherapy on
respiratory function in breast cancer patients. They found a significant increase in maximal ventilatory volume, with most patients ex-
periencing dyspnea and fatigue. The authors in Ref. [69] carried out a mixed-methods study to analyze content related to AI-
associated side effects posted on twelve message boards between 2002 and 2010. Out of a total of 25,256 posts concerning AIs, 4589
posts, accounting for 18.2 %, mentioned at least one potential side effect. The most cited side effects were joint/musculoskeletal pain,
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osteoporosis, hot flashes, and weight gain. The authors in Ref. [70] investigated central nervous system toxicity and cardiovascular
caused by anticancer drugs in breast cancer patients. They highlighted that, despite improvements in breast cancer treatment, anti-
cancer drugs are associated with significant side effects, such as cardiotoxicity, which can lead to heart failure. In Ref. [71], the au-
thors revealed that chemotherapy has the potential to induce cognitive impairments, which may be long-lasting or permanent. These
cognitive deficits tend to be diffuse, affecting various domains of functioning, including attention and concentration, verbal and vi-
sual memory, and executive functioning. In Ref. [72], the authors conducted an analysis on the occurrence of skin toxicity resulting
from drugs used in adjuvant and neoadjuvant chemotherapy in women with breast cancer. An evaluation was conducted on the med-
ical records of 72 women who received therapy from 2003 to 2006. Out of the 558 cycles of chemotherapy, a total of 152 adverse
events were recorded. 37 cases of dermatological toxicity were reported, with 20 instances of extravasations that affected 17 women.
Throughout the course of neoadjuvant therapy, there were nine recorded instances of localized injury, fibrosis, pain, and hyperemia.
Throughout the course of adjuvant therapy, there were 11 recorded cases of extravasations, which resulted in reports of fibrosis, hard-
ened local injury, and local pain.

6. Conclusion

Drug reviews have served as a critical source of medical information for healthcare professionals and consumers alike. With the
rising trend of online platforms, such as review sites, discussion boards, and forums, individuals are increasingly sharing their experi-
ences and opinions about various drugs. These platforms have offered valuable insights and feedback, aiding both healthcare
providers and patients in making informed decisions regarding treatment options. In this research, we accordingly developed a new
machine learning approach employing clustering, text mining, and regression techniques. Initially, we utilized LDA to identify the
main aspects of patients' experiences from their reviews on breast cancer drugs. Subsequently, we employed the EM algorithm to seg-
ment the data based on patients’ overall satisfaction (drug effectiveness). Finally, we applied the Forward Entry Regression technique
to ascertain the relationship between aspects of patients' experiences and drug effectiveness within each segment.

6.1. Managerial implications

Breast cancer is a global health concern, it is the most common cancer among women in many countries [73,74]. While female
gender is the primary risk factor, other factors like age, obesity, and alcohol use also contribute. Treatment modalities, including
surgery, radiation therapy, and medications, offer hope, but their effectiveness hinges on timely intervention and adherence to full
courses. Efforts to reduce breast cancer mortality are underway through initiatives like the WHO Global Breast Cancer Initiative, em-
phasizing health promotion, early detection, and comprehensive management. Strengthening health systems and fostering awareness
are vital steps towards achieving this goal, ensuring that women worldwide receive timely care and support. The objective of the
WHO Global Breast Cancer Initiative is to decrease worldwide cancer mortality by 2.5 % annually, thereby preventing 2.5 million
death rates caused by breast cancer in women under the age of 70 from 2020 to 2040 [75]. The Global Breast Cancer Initiative is a re-
sult of the enduring dedication of breast cancer advocates on a global scale. It currently involves international collaborators in order
to effectively coordinate endeavors aimed at promoting the advancement of breast cancer control.

When using medications for breast cancer, it is important to investigate any potential adverse effects as they have the potential to
significantly influence the quality of life of patients as well as their adherence to treatment. The ability of healthcare providers to miti-
gate the impact of side effects and tailor treatment plans accordingly, which ultimately results in improved patient well-being and
outcomes, is made possible by the understanding of the nature and severity of side effects as well. In addition, the investigation of ad-
verse effects yields valuable information regarding the safety profiles of drugs. This information enables the identification of potential
adverse reactions and the development of strategies for risk management.

Utilizing online patient reviews can prove to be a valuable and cost-effective method for identifying potential side effects linked to
medications. Examining these reviews provides immediate insights into patients' experiences, allowing healthcare providers and
pharmaceutical companies to quickly identify and resolve common side effects. This approach can offer significant advantages in en-
hancing drug safety profiles and fine-tuning treatment strategies. Through careful analysis of online feedback, managers and adminis-
trators in healthcare can improve decision-making, customize patient communications, and take proactive steps to address reported
side effects. This will result in improved patient outcomes and more effective resource allocation. Thus, a reliable data collection plat-
form is crucial for effectively utilizing patient reviews to identify drug side effects. This platform should enable the systematic collec-
tion of extensive data from various sources. The system should have sophisticated analytics capabilities to perform comprehensive
text mining and sentiment analysis. This will enable the extraction of actionable insights from patient feedback. Moreover, the ability
to personalize survey options is essential for capturing precise facets of patients' experiences with medications. The inclusion of real-
time monitoring capabilities will guarantee that emerging trends and new reviews are promptly attended to. Seamless integration
with pre-existing healthcare databases is crucial in order to offer a comprehensive perspective on patients' experiences.

6.2. Limitations and future work

While this study illuminates critical insights from online reviews regarding breast cancer drugs, its limitations prompt avenues for
future research. We acknowledge that patient reviews may contain unverified and subjective information. Although, we applied sev-
eral pre-processing steps to filter out irrelevant or clearly erroneous data, future work may involve applying more advanced pre-
processing steps to filter out irrelevant or clearly erroneous data. In fact, while our findings provide valuable insights, they should be
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interpreted with caution. Future research could enhance reliability by integrating patient reviews with clinical data and conducting
longitudinal studies to validate patient-reported outcomes. In addition, this study only used the patients reviews in drugs.com, thus,
ensuring the generalizability of findings across diverse patient populations and drug regimens remains paramount which underscores
the need for further patients’ reviews. Future research could explore ways to address these limitations by incorporating diverse data
sources, such as clinical records or patient surveys, to provide a more comprehensive understanding of patient experiences with
breast cancer drugs. Furthermore, refining the machine learning techniques to enhance the interpretability and robustness of the re-
sults could further advance the field. Moreover, longitudinal studies could be conducted to assess the long-term effectiveness and side
effects of breast cancer treatments, providing valuable insights into their real-world impact on patient outcomes. Finally, our method
for knowledge discovery in detecting the side effects of breast cancer drugs using patients' reviews can be further developed using
deep and machine learning-based algorithms [76] and generative artificial intelligence-based diagnostic algorithms [77,78].
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