University of Plymouth

PEARL https://pearl.plymouth.ac.uk
04 University of Plymouth Research Theses 01 Research Theses Main Collection
2017

ON THE ROLE OF AERATION,
ELASTICITY AND WAVE-STRUCTURE
INTERACTION ON HYDRODYNAMIC
IMPACT LOADING

Mai, Tri Cao
http://hdl.handle.net/10026.1/9884

http://dx.doi.org/10.24382/579
University of Plymouth

All content in PEARL is protected by copyright law. Author manuscripts are made available in accordance with
publisher policies. Please cite only the published version using the details provided on the item record or
document. In the absence of an open licence (e.g. Creative Commons), permissions for further reuse of content

should be sought from the publisher or author.



This copy of the thesis has been supplied on dondihat anyone who
consults it is understood to recognise that itsycmht rests with its author
and that no quotation from the thesis and no infttrom derived from it

may be published without the author's prior consent












| would like to take this opportunity to express sincere thanks to my supervisors,
Prof. Deborah Greaves and Dr. Alison Raby, for rtleainstructive discussions and
guidance during this project. Special thanks tof.PRaul H. Taylor at Oxford

University for his helpful comments and support idgr analysing the data and

presenting results of this experimental study.

I would also like to thank my colleagues, studemtsl technician team at Plymouth

University who have helped me during this project.

Special thanks to Ms. Jill Neale, Elise & Steve Iétiland Kate Neale for their kind to
look after me during the time | have been in PlythoThey are my second family in

Plymouth.

Many thanks to all my family members for their urelanding and supports during the
time | have been in Europe. Special thanks to ngrga in law for their hard work to
look after my wife during her pregnancy time withaone. | would like to give many
thanks to my parents for their patience and undmmdil supports to motivate and

encourage me to complete this work.

Finally, | would like to thank my beloved wife, ThtAnh, for her love, patience and
encouragement. | would dedicate this PhD thesmytdovely son, Binh, who is a new

comer to the world.



Vi



At no time during the registration for the degrééoctor of Philosophyas the author
been registered for any other University award authprior agreement of the Graduate
Sub-Committee.

Work submitted for this research degree at the Biytm University has not formed part
of any other degree either at Plymouth Universitatoanother establishment.

This study is a part of the FROTH project, whichswanded by the Engineering and
Physical Science Research Council (EPSRC GranDEPRH6/1).

Relevant scientific seminars and conferences wegelarly attended at which work
was often presented. As lead author, several p&ypeesbeen prepared for publication.

Publications as lead author:

Mai, T., Greaves, D., Raby, A. and Taylor, P.H., 201®8hysical Modelling of Wave
Scattering Around Fixed FPSOsApplied Ocean Researchl, Pages 115-129,
ISSN 0141-1187http://dx.doi.org/10.1016/j.apor.2016.10.007

Mai, T., Greaves, D. and Raby, A., 201A€ration Effects on Offshore Structure Wave
Impacts. Journal of Fluids and Structure$V(iting up for submissign

Mai, T., Greaves, D. and Raby, A., 201Hytroelasticity Effects on Offshore Structure
Wave Impacts Journal of Fluids and Structure®V(iting up for submissign

Publications as co-author:

Ma, Z., Causon, D., Qian, L., Mingham, ®™ai, T., Greaves, D. and Raby, A., 2016.
"Pure and Aerated Water Entry of a Flat Plat®hysics of Fluid28(1): 016104.
DOI: http://dx.doi.org/10.1063/1.4940043

Hu, Z.Z.,Mai, T., Greaves, D. and Raby, A., 2018vestigations of Offshore Breaking
Wave Impacts on a Large Offshore Structuteurnal of Fluids and Structure.
(Accepted for publication

Conference proceedings:

Hu, Z.Z.,Mai, T., Greaves, D. and Raby, A., 20148.Numerical and Experimental
Study of a Simplified FPSO in Extreme Free Surf&eees Proceedings of the 26
International Ocean and Polar Engineering Confer¢f®OPE2016).

Mai, T., Hu, Z. Z., Greaves, D. and Raby, A., 20IB/estigation of Hydroelasticity:
Wave Impact on a Truncated Vertical Wdlroceedings of the 23nternational

Vil



Ocean and Polar Engineering Conference (ISOPE2B&)aii, USA. Vol.3, pp
647-654.

Ma, Q.W., Yan., S.,Mai, T., Greaves, D. and Raby, A., 2018Humerical and
Experimental Studies on Nonlinear Interaction bemwé&PSO and 3D Focusing
Waves Proceedings of the P25International Ocean and Polar Engineering
Conference (ISOPE2015), Hawaii, USA. Vol.3, pp &&2-

Ma, Z.H., Qian. L., Causon, D.M., Mingham, C.@lai, T., Greaves, D. and Raby, A.,

2015.The role of fluid compressibility in predicting sianing loads during water
entry of flat plates Proceedings of the ®5International Ocean and Polar
Engineering Conference (ISOPE2015), Hawaii, USAL3/@p 642-646.

Hu, Z.Z., Mai, T., Greaves, D. and Raby, A., 2018ydroelastic Investigation of
Extreme Wave Impact on a Truncated Vertical W&ltoceedings of the7
International Conference on Hydroelasticity in Mh&iTechnology, Split, Croatia,
September 16- 19",

Mai, T., Greaves, D. and Raby, A., 20&kration effects on impact: Drop test of a flat
plate Proceedings of the 24 International Ocean and Polar Engineering
Conference (ISOPE2014), Busan, Korea. Vol 3, pf-70p.

Word count for the main body of this thesis 35,898

D= 1 (=

viii



I "#H#S % S&S # (OH % +& + $ #&S$
((#P&PHE& TH(S.

Mai Cao Tri

Local and global loadings, which may cause thelldamnage and/or global failure and
collapse of offshore structures and ships, arerampeatally investigated in this study.
The big research question is how the aeration t¢émand the elasticity of the structural
section affect loading during severe environmecdalditions. A further question is how
the scattered waves from ships and offshore strestuhe mooring line force and the
structural response, which are known to affectlltmad and contribute to global load,
will be affected by wave-structure interaction a$kap or offshore structure under non-
breaking wave conditions. Three different experiteemere undertaken in this study to
try to answer these questions: (i) slamming impa€ta square flat rigid/elastic plate,
which represents a plate section of the bottomoav bf ship structure, onto pure and
aerated water surface with zero degree deadride;afiiywave impacts on a truncated
vertical rigid/elastic wall in pure and aerated avatwhere the wall represents a plate
section of a hull; and (iii) wave-structure intefans of different FPS&shaped
models, where the models were fixed or taut moorée. experiments were carried out

at Plymouth University's COAST Laboratory.

Spatial impact pressure distributions on the sqp&ate have been characterised under
different impact velocities. It was found that timpact pressures and force in pure
water were proportional to the square of impactoeiy. There was a significant
reduction in both the maximum impact pressure anckffor slamming in aerated water
compared to that in pure water. An exponentialti@ahip of the maximum force and
the void fraction is proposed and its coefficieats found from drop test in this study.
There was also a significant reduction in the fpbiase of the pressure and force
impulse for slamming into aerated water compareith wure water. On the truncated
wall, aeration also significantly reduced peak whads (both pressure and force) but

impulses were not reduced by very much.

1 FPSO: Floating Production Storage and Off-loading
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For the case considered here, elasticity of theaghplate has a significant effect on the
impact loads, though only at high impact velocitié®re the impact loads were
considerably reduced with increasing elasticity V@/bbading on the truncated wall was
found to reduce with increasing elasticity of thallvior all investigated breaking wave
types: high aeration, flip-through and slightly &kang wave impacts. In particular,
impact pressure decreases with increasing elgstitithe wall under flip-through wave
impact. As elasticity increases, the impulse of fir& positive phase of pressure and
force decreases significantly. This significaneetfof hydroelasticity is also found for

the total force impulse on the vertical wall undeve impacts.

Scattered waves were generated from the interadfidocused wave groups with an
FPSO model. The results show that close to the dothe FPSO model, the highest
amplitude scattered waves are observed with theé owmpact model, and the third-
and fourth-harmonics are significantly larger th#re incident bound harmonic
components. At the locations close to the sterg, lthear harmonic was found to
increase as the model length was decreased, althihegnonlinear harmonics were
similar for all three tested lengths, and the sde@md third-harmonics were strongest
with the medium length model. The nonlinear scattewaves increased with increasing
wave steepness and a second pulse was evidert imgther-order scattered wave fields
for the fixed and free floating models. In additidime higher harmonics of the mooring
line force, and the heave and pitch motions allréased with increasing wave
steepness. Incident wave angles of 0 (head-omn@i(20 degrees were experimentally
investigated in this study. As the incident waveglarbetween the waves and the long
axis of the vessel was increased from 0 to 20 @sgrhe third- and fourth-harmonic
scattered waves reduced on the upstream side. Tihaske and fourth-harmonic
diffracted waves are important in assessing waveup and loading for offshore
structure design and ringing-type structural responn fixed and taut moored
structures. The second-, third- and fourth-harmeoicthe mooring line force, and the
heave and pitch motions decreased as the incidewt \angle increased from 0 to 20

degrees.
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Offshore structures and platforms for oil and gapl@ation have seen significant
development in past decades (Frieze, 2011). Funibrer, development of renewable
energy (wind, wave and tidal energy, etc.) has sgewth as the world's fastest-
growing energy source, increasing by 2.6 %/yearS(UEnergy Information
Administration, 2016). In addition to the onshorsdvfarms, the growing trend in the
development of renewable energy has been towardbooé wind farms and wave
energy converters (U.S. Energy Information Admmaisbn). Similarly, the
development trend of the oil and gas industry heentio move further offshore (Frieze,
2011; Lefebvre and Collu, 2012).

In design, construction and operation of offshoreuctures and platforms,
determination of wave-structure interaction is @ludn the design process, the aim is
to optimise the design of the structure to mininvisesze induced loads on the structure;
hence the cost of the initial investment will benmiised. During construction and
operation, it is important to determine the actuale loads which are needed for safety
assessments and to increase operational safetyexiieene and fatigue loads need to be
assessed during service lifetime of the structaresplatforms to have a better forecast
on structural durability and to make a better neiahce plan.

Stationkeeping of floating structures in deep ahdllew water, ringing which is a
transient response of structures in survival wawediions, green water on deck of
Floating Production Storage and Offloading (FPS@3sels, wetdeck slamming and
steep wave impact on offshore platforms have beend among others as important

offshore engineering problems with possible hydisit effects (Faltinsen, 2014).



The motion response of a floating structure wilteof have low frequency, wave
frequency and high frequency motion components.rétyghamic effects of importance
for a single FPSO have been introduced in the revemded practice by Det Norske
Veritas (DNV-RP-F205, 2010). These include the wirggquency loads, low frequency
loads (due to slow-drift motions i.e. slowly varginvave and wind loads give rise to
low frequency resonant horizontal motions which @ependent only on the first order
guantities), loads in moonpool, slamming loads green water loads, all of which
must be taken into account in the analysis andgdesThe high frequency loads
(ringing) are also important for tension leg platio(TLP) design.

Offshore floating models are usually large struesuand therefore inertia dominated
(KC < 2 andD/L > 0.2, where&KC = uwT/D is the Keulegan-Carpenter numbayjs the
maximum horizontal water particle velocify,is the wave period is the diameter of
the structure and is the wave length). This implies that radiaticfffdction from the

structure need to be investigated/ predicted ak wel
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Hydrodynamics of a fluid medium is quite well unsterod, but the violent wave-
structure impact in a water-air mixture still remgas a principle challenge for offshore
engineering. It is essential to improve understagdif that problem in order to safely
design offshore structures to prevent and minirtheeloss of life and cost in offshore
industry.

Nowadays, sea level rise and the occurrence of megeient and severe storms around
the UK and North-Western Europe as a result of aié@rchange are well known (Gulev
& Grigorieva, 2004; Grabemann & Weisse, 2008; Yoehgl., 2011; Bitner-Gregersen
et al., 2013). This has significant effects onghéety of existing offshore structures and
their ability to continue to operate safely undewnconditions and for the safety

assessment of the new offshore structures in deegter planned for the UK. There are
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some structures in UK waters that are up to 40 péhiand need to be re-assessed to
ensure that they will survive under more severeirenment conditions caused by
climate change, and to confirm that their life t@nextended into the next 25 years. The
reliability of hydrodynamic impact load predictiois critical for upgrade of existing
structures and design of new structures. Owindnéohlydrodynamic impact loads, sea
walls, containers of sloshing liquids (e.g. LigediNatural Gas carriers - LNG), FPSO
vessels and offshore structures can be damageéx&mple, wave impact induced the
damage of the Foinaven and Schiehallion FPSOBuselner et al., 2004).

There is still considerable uncertainty in predioi of extreme wave loading on
offshore structures (Bitner-Gregersen et al., 20TBg Morison equation is applied to
predict wave loading on a slender structure anditiear and second order diffraction
theory works well for the large volume structuresaddition, the ringing load, which is
nonlinear structural behaviour at triple linear wdvwequency, of the offshore structure
columns was found in the 1990s (Chaplin et al.,7)9Bor design process of offshore
wind turbines in deeper water, this ringing loadl v as a design problem.

The peak pressure is known to be unreliably predi@nd unrepeatable in extreme
conditions although surface elevations are weltljgted and with carefully controlled
laboratory experiments (Buchner et al.,, 2004; Voagt Buchner, 2004; Xu et al.,
2008a&b). It was found that the aeration and emteqt of air pockets play an
important factor in pressure time histories undgpact loading (Bullock et al., 2001 &
2007).

There are still a number of open questions to timeldmental physics of hydrodynamic
impact loading and the available occurrence ofetkteemely pressure impulsive found
from previous projects (Bullock et al, 2007; Lafele¢ al., 2012; Guilcher et al., 2014).
In particular, uncertainty exists in the understagaf the influence of: the presence of

air in the water (both entrapped air pockets anttagred air bubbles) leading to



variability of wave impact pressures measured ipeexnents; flexibility of the

structure leading to hydroelastic response; thieewulsionality of the incident wave.
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This PhD research was part of the FROTH projeciclviivas a close collaboration
between five universities (Plymouth University, Mhaster Metropolitan University,
City University, Oxford University and Universityf @ath). The aim of the FROTH
project was to investigate the physics of hydrodyicaimpact loading and wave-
structure interaction of offshore structures angshhrough a carefully integrated
programme of numerical modelling and physical expents.
Within the FROTH Project, the specific aim of tRBD research was to:
improve understanding of the physical effects afaten, hydroelasticity and
wave-structure interaction on the local and gldbatlings of offshore structures
and ships through a series of laboratory experisent
The overall aim is broken down into three underpigrobjectives:

I. Investigate the aeration and hydroelasticity effeach slamming impact by
means of free dropping a flat plate (rigid/elastitbm various heights, into
pure and aerated water surfaces with zero degiedride angle, to:

0 Understand the distribution of impact pressurestloa plate under
different impact velocities and evaluate empiridakctors of the
relationship between slamming impact loading angaict velocity.

0 Assess the effect of aeration of air-water mediumtloe slamming
impact loadings and then evaluate the empiricaltofac of the
relationship between the impact loading and thataer level.

0 Assess the effect of elasticity of the impact plate the slamming

impact loadings.



ii. Investigate the aeration and hydroelasticity effeoh wave impact on a
truncated vertical wall (rigid/elastic) in pure aadrated water media. Focused
wave groups based on NewWave underlying JONSWAEPEtspe were applied
to generate different wave impact types, i.e. elrbken, broken, high aeration
(large air pocket), flip-through and slightly bréad waves, by changing the
focused distance of the wave packet, to:

o ldentify characteristics of the tested wave impgges.

0 Assess the effect of aerated water on wave impazadihgs on the
vertical rigid wall.

o0 Assess the effect of elasticity of the vertical Wwah wave impact
loadings.

iii. Investigate the wave-structure interactions of dixer free floating FPSO-
shaped bodies, in which various conditions wergetksincluding different
model lengths, different wave steepness and diftemave directions. Focused
wave groups based on NewWave with underlying JON®fectrum were
applied in the experiment, to:

0 Assess the effect of structural geometry on saadt@raves, which may
induce ringing-type load on offshore structures sinigs.

o Improve the understanding of the effects of wawephess and wave
direction on scattered wave fields, mooring linecé and structural

motion.
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The main methodologies of the research are theguledia variety of physical models,
the subsequent laboratory experiments and the sisabf resulting data. Physical
models were conducted and implemented to investigftects of aeration and

hydroelasticity on slamming onto water surface asl vas on wave impact on a
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truncated vertical wall, which is used to represargection of the hull of an FPSO.
Physical modelling was also carried out to invedggwave-structure interactions of
simplified FPSOs and wave scattering around diffefengths of FPSO models. A set
of non-breaking wave conditions, which correspamthe 100 year extreme significant
wave height at the Cleeton platform in the Southéonth Sea (Williams, 2008), were
employed in these experiments by scaling. The éxgerts were conducted in a wave

flume as well as in the Ocean Basin in the COA®Diatory at Plymouth University.
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The thesis is presented in seven chapters. Foltpifia general introduction to wave
loading on offshore structures and the objectiveshe research presented here, a
literature review on slamming, wave impact and wsivacture interaction is given in
Chapter 2. Chapter 3 presents the experimentaladeltbgy applied in order to meet
the research objectives, and a detailed descripfidine three test series is also given in
this chapter. Results and discussions of aeratidrhgdroelasticity effects on slamming
are given in Chapter 4. In Chapter 5, the effedthyaloelasticity and aeration on
various wave impact types found from this reseanmehpresented. Experimental results
of wave-structure interactions of FPSO-shaped nsodeé given and discussed in

Chapter 6. Finally, Chapter 7 gives overall condus and recommendations.
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Hydrodynamic impact problems are frequently encergd in natural hazards (Kay,
2014; Rodgers & Bryson, 2014), marine engineerif@ltinsen, 1993 & 2000;
Kapsenberg, 2011) and water sports (Rubin, 199@mi&ing of high speed marine
vessels on the water surface and wave impacts gn lsbws both create vitally
important environmental loads that must to be takemaccount for practical design of
those structures. In addition, the ditching of awnraft on the water surface is another
problem of water slamming on a body which can leadlamage to the aircraft and
potential loss of life. Hydrodynamic impact andrstaing is a complicated process in
which compressibility of the water, the presenceawfair cushion and air bubbles, and
hydroelasticity may all be relevant (Faltinsen ket 2004). Water slamming has been
investigated over several decades using both theareand physical models. Von
Karman (1929) developed the first theory to estenatre water impact for a wedge and
then for a horizontal plate. In 1932, Wagner (198@yeloped the theory for a wedge
with very small dead-rise angle which is small egiouwnot to trap air under impact.
There are a number of experimental studies undemta investigate water slamming
by dropping a wedge (Chuang, 1966a; Zhu, 1995; #tab., 1997), a horizontal body
(Chuang, 1966b; Verhagen, 1967; Zhu, 1995; Falin2©00; Bullock et al., 2001;
Kwon et al., 2003; Ermanyuk et al., 2005; Oh gt2009), a horizontal circular cylinder
(Lange and Rung, 2011; Van Nuffel et al., 2014)aqguvyramid onto a still pure water
surface (Alaoui et al., 2012 & 2015). Furtherma®eith et al. (1998) conducted a

series of drop tests of a horizontal plate ontoaseanf different steepness.



If the compressibility of the water can be taketo iaccount, then the peak pressure at
the instant of the impact of a horizontal platecostill water is equal to the acoustic
pressure (von Karman, 192p) = rcv, where is the fluid densityc is the speed of
sound in the fluid and is the plate velocity just before the impact (dksown as the
impact velocity). In practice, the maximum acougiliessure never occurs because an
air layer is trapped between the flat plate andwhter surface and this air layer acts as
a cushion layer (Chuang, 1966a&b; Lewison and Matld.968). In the experiment of
Chuang (1966a&b) the maximum impact pressure isdaw be proportional tocav,
whereca is the speed of sound in air rather than in wdtethe theory developed by
Chuang (1966a&b), the compressibility of both tlireasmd water was considered in a
general solution of the problem. Since the maxinimmpact velocity was limited to 1.92
m/s, the finding in Chuang’s tests may not necdgsapply to a higher impact velocity.
The compressibility of the water and the elastiaify the body are neglected by
Verhagen (1967). In his explanation, compressjbéitfects are neglected because the
events of interest are expected to happen in astiale of the order required by an
acoustic wave in air to travel over a distahcee., = l/ca, Which is large compared
with l/c (I is the half width of the flat plate). His experinte indicated that this
assumption is fully justified. However, his expeeints are limited to small values of
the mass of the body compared with the added nfaem his experiment, he found
that the maximum impact pressure was proportiaméheé square of the impact velocity
for small value oM/ 12, but this relationship will be linear M/ 12 >> 1 M is the mass
per unit length of the impact plate). Zhu (1995urid that the slamming pressure
coefficient,Cp = pmad(0.5rV), increases with the weight of the model due ®ablded
mass of water induced, whepeax is the peak slamming pressure. The coefficient of
weight has been defined &s = nVA, wherem is the weight of the model amdis the

flat impact area. It was found that there was asitterable amount of scatter in the peak



slamming pressures, but the pressure impulses eoffitst positive phase (the time
integration of pressure from initial impact throughthe first maximum and back to
zero) were more or less the same (Zhu, 1995).

In open oceans and seas, bubbles are known toebé&drin the upper ocean through
different mechanisms (Deane and Stokes, 1999), ascl{i) the action of breaking
gravity and capillary waves (Longuet-Higgins, 199@i) drop impact on the ocean
surface (Franz, 1959; Pumphrey and Elmore, 1990)(&h melting snow (Blanchard
and Woodcock, 1957). However, most bubbles neartsan surface are caused by
breaking waves under moderate wind conditions (Med@977; Dean and Stokes,
1999). The entrained bubbles in both field and latmyy have diameters of the order of
millimetres and the rise velocity of those bubblesnearly constant for bubble
diameters ranging from 0.5 to 50 mm (Chanson et2802; Chanson, 1997; Wood,
1991). A burst of sound is emitted at a frequenggreximately given by Minnaert’s
equation after a bubble is first formed (Deane &tdkes, 1999; Minnaert, 1933).
Bubbles produced by breaking waves are concentnaitith a plume and this plume
starts to dissipate through the processes of dissn| diffusion, and degassing (Deane
and Stokes, 1999). There are different phasesboibale plume’s life cycle such as
plume, -plume andgplume (Monahan, 1993). The-plume is the phase of a plume
formed when the majority of bubbles are createdi®aking waves. This stage of the
plume persists for a second in time and is chanaetd by high void fractions (order
10% of void fraction) and a broadband spectrum wfhbe sizes (tens of microns to
millimetres), see Monahan (1993) and Deane andeSt¢k999). Once the momentum
of the combination of the downward moving jet améaking wave dissipated, the most
diffuse bubbles aggregate and then form Ahglume. As time moves on, the largest
bubbles rise to the surface, the remaining smalldables are spread by the turbulent

diffusion over a greater volume, which is represdrty thegplume (Monahan, 1993).



In the open ocean, breaking waves may be causemrstructive interference, wave-
wave, wave-current and wind-wave interactions (Mielv1996).

Hydroelasticity in marine applications can be fodman the early works of Chuang
(1970), Bishop and Price (1979) and Faltinsen (1&2000). More recently, Temarel
(2008) investigated the effects of hydroelastifilya variety of marine structures such
as ships, offshore platforms, very large floatingucures and also aqua-culture
structures. There is a significant body of reseamohhigh-speed craft related the
localized hydroelasticity effects, for example htve slamming loads and structural
responses are affected by the elasticity of thd/daulel (Aarsnes, 1994; Kvalsvold,
1994; Battley et al., 2009; Stenius, 2009; Stemitial., 2011a,b and Stenius et al.,
2013). With increasing ship size, craft speed, sexkrity of environmental loadings,
the localized hydroelasticity effects have becomeremof an issue for achieving
optimized structures. In general, hydroelasticéy ©e considered as a sub-category of
fluid-structure interaction between flexible sturet and liquid. A classic example being
the hull-water impacts of high-speed craft whichn caroduce large transient
hydrodynamic impact loads on the hull/bottom swuoet There is a critical influence of
the impact velocity and the relative angle betwdlem hull and water surface (the
deadrise angle) on the impact loads: the impaatsloacrease with increasing impact
velocity and decreasing deadrise angle. Howeveh svhall deadrise angles the impact
pressure will be decreased by an air-cushioningceffVerhagen, 1967; Lewison and
Maclean, 1968; Faltinsen, 2004). A flexible struetuwill be deformed under
hydrodynamic loading and this deformation of theicture will affect the local flow-
field between the structure and water, and thetbbyspatial and temporal pressure
distributions on the structure. Kinematic and irgeéffects have been identified as two
types of hydroelasticity effects during an impaetr (Stenius et al., 2013); kinematic

effects are associated with the structure respamesehe structural deformation changes
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the geometry, velocity and acceleration conditiahshe fluid-structure boundary, and
on the other hand inertia effects are associatdil tve loading rates of the structure.
Kinematic and inertia effects are fundamentally bored and interrelated, however a
distinction between them has been discussed byiuSt§2009) and Stenius et al.
(2013).

In particular, uncertainty exists in the understagdf the influence of the presence of
air in the water (both entrapped pockets and emtabubbles) leading to variability of
wave impact pressures and forces. There are limidguerimental studies on the
slamming impact onto aerated water (see Bullockl.e2001; Lange and Rung, 2011).
In this present study, aeration effects on impaetewexperimentally investigated by
dropping a flat plate from various heights ontowwaer surface, in which the water was
aerated to various degrees, to understand roleratian effect on slamming impacts on
ship and offshore structures. In addition, a spsggtem was connected between the
impact plate and the carriage to form an elastiactiire for investigating elasticity
effect on slamming impacts with zero deadrise angleich has rarely been done
before. The springs could be changed to gain @iffeelasticities of the tested plate
(Elastic 1 and Elastic 2 in Table 3-1) and the iotpe&locity was varied from 1 m/s to 7

m/s by changing the drop height.
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Breaking wave impacts on vertical structures candpce very high loads, which may
lead to structural failure and damage. Wave impantsoastal and offshore structures
have been investigated experimentally and numéyidar several decades. Most
investigations have been carried out to improveeuwstdnding of the physics and
characteristics of wave impacts on a vertical wW&lumeraci et al., 1992 & 1993;

Hattori et al., 1994; Bullock et al., 2007; Bredraast al., 2010; Hofland et al., 2011,

Lafeber et al., 2012; Guilcher et al., 2014) or extical mono-pile (Wienke and
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Oumeraci, 2005). The physics and characteristicshefimpact loading have been
shown by researchers to depend significantly on lineaking wave conditions
(Oumeraci et al., 1993; Hattori et al., 1994). Hattet al. (1994) found in their
experimental results that the smaller the amourgndfapped air between the breaking
wave and the wall at the collision, the higher thmpact pressures. However, the
distinctions of low-aeration (small amount of eppad air) and high-aeration (large
amount of entrapped air) were considered by Bulletcal. (2007) and they found that a
high aeration level, which is known as the largepaicket wave impact, does not
always reduce the peak pressure, and it can iretaath the force and impulse on the
structure. The previous studies also found thathiglest impact pressures tend to
occur around still water level (SWL) under reguleave conditions (Hattori et al.,
1994; Bullock et al., 2007). Other researchers fodaine maximum peak pressure
occurred at SWL for plunging breakers (Chan and iNggv1988; Hull and Miiller,
2002) and for flip-through, small and large air peic(Oumeraci et al., 1995). However,
Hofland et al. (2011) presented the location of pinessure peak was located above
SWL under the tested wave impact types (broken |Isama large air pockets, flip-
through and slosh impacts) which were generategjubie focussing wave technique.
Structural hydroelasticity effects have been ingeséd for many years, for example by
dropping an elastic plate onto the water surfaceeasrted by Chuang (1970) and
Faltinsen (1997 & 2000). The research demonstraésresting theoretical and
experimental results that are significant for tlesign of offshore structures. The results
show that the maximum bending stress of a struicplage section is proportional to the
drop velocity and is neither sensitive to where Waves hit the wetdeck nor to the
curvature of the wave crest in the impact regioalt{isen, 1997 & 2000). More
recently Kimmoun et al. (2009) have investigatedirbglasticity experimentally by

considering wave impacts on a flexible vertical w&heir study investigated pressure

12



distribution on the flexible wall, and deflectiorf the wall under various types of
impact. Further, the kinematics of the fluid antefidetails of the flow (air pocket) were
investigated experimentally and theoretically. Theitudy showed fairly good
agreement between these approaches.

There is limited research investigating the efieicterated water on wave impacts in
the literature. Kimmoun et al. (2012) carried owperiments to investigate the
influence of a bubble curtain on wave impacts oredical wall with the soliton and
focused wave techniques applied. They found thathi® cases using the focused wave
technique, the location of the bubble generator thedinjected air flow rate make the
wave breaking process more or less efficient, dredviariation of loads is increased
while the high loaded area size is decreased. lditiad, they found that the
compressibility of the aerated water does not sezrne of significant influence on
wave impacts generated using the soliton wave tqabr(Kimmoun et al., 2012).

In this study, to gain a better understanding & fhysical processes involved in
breaking wave impacts on a large ship or offshtaxectire (where aeration of water-air
mixture and elasticity of structure may have an angnt effect on wave impacts)
various types of wave impact on a truncated vdrtiall, considered to be part of a
FPSO hull, have been experimentally investigatetiisiwork, in both pure and aerated
water. The truncated wall is an initially rigid wedat can be modified to an elastic wall
by using a spring system on the rear side of tHe @aflection of the springs, pressures

and forces have been measured under the impact.
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Another aspect of this study is the consideratibnvave structure interaction with a

fixed or taut moored structure. Wave-induced loachgonents at integer harmonics of
the dominant linear input wave frequency can exgitgh frequency resonant response

for floating offshore structures (e.g. floating sifbre wind turbine, floating wave
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energy converter, floating production storage affdoading vessels - FPSOs and
floating platforms more generally) and also fortbot-fixed offshore structures (e.g.
gravity-based structures - GBS). There may be dimear transfer of energy to a
higher-harmonic response of the structure owingndalinear wave-wave interaction
effects and nonlinear wave-structure interactiofeat$. Therefore, waves with the
incident spectral energy at peak frequen&y €an in principle excite structural
responses at multiples of the linear peak freque@ty 3fp,, 4fp ...). These higher-
harmonic frequencies are known to cause highlynsgenonlinear structural behaviours
called springing (at double frequency) andnging (at triple frequency), which were
first observed in a model test of the Hutton platfovhich was operated in the UK
North Sea from 1984-2001 (Mercier, 1982). The sdemmler excitation at the double
frequency dominates for springing, while the higheder (3¢ and 4" order) frequencies
trigger the ringing of gravity-based platforms ateshsion leg platforms, which is a
transient elastic response (Faltinsen, 1995 & 20%4p0 and Faltinsen (2014) used a
new potential flow method (the harmonic polynontell method) to simulate the linear
and higher-order harmonic force amplitudes and ghas a surface-piercing vertical
cylinder standing on the sea floor in regular wavéhkeir results showed good
agreement with the higher-harmonic experimentalltedy Huseby and Grue (2000).
Bachynski and Moan (2014) simulated wave-structaoteraction of different tension
leg platform used to support wind turbines andrteanulation results showed that the
large extreme forces were caused by ringing loadsch also increased short-term
fatigue damage in the tendons and tower.

Floating production storage and off-loading vesq€IBSOs) and floating platforms
more generally - with 'soft' catenary-type moorgygtems - are unlikely to be affected
by sum harmonic forcing. However, a major load dbntion to the design of their

mooring systems is the second order frequencyrdiftee term, as well as current and
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wind loading. Thus, nonlinear wave interactions ateo important for floaters. A
second area of where local hydrodynamics playsrgroitant role is estimation of the
likelihood and severity of green water.

For structures which give rise to substantial clesnm the wavefield around them,
Molin et al. (2005) found that the'3order interactions between the incident and
reflected wave fields in regular waves lead to i$icgnt enhanced waves and run-up at
a finite wall in regular waves. Their experimentsl aaumerical simulations, accounting
for third-order driven changes to the total (incidand diffracted) wave field, are in
good agreement. But standard analysis methodarfge olume offshore structures are
generally restricted to 2nd order in wave amplitudging codes such as WAMIT or
DIFFRACT (Zang et al., 2006). It may be that Mdii8rd order interactions are only
important in regular waves; further work is reqdite investigate this.

Floating Production Storage and Off-loading (FPS@psels are important and
commonly used as parts of offshore oil and gasymtioh systems. In recent decades,
oil and gas resources have been developed in siogha deep water and it is necessary
to understand wave-FPSO interactions in such wateditions, where physical model
testing remains important. The interaction of wawéh an FPSO-type body has been
the subject of previous investigations, for examiple wave scattering (Zang et al.,
2006; Siddorn, 2012) and the response of an FPS®elén long- and short-crested
seas (HR Wallingford Ltd, 2002). Zang et al. (20@&amined the effects of second
order wave diffraction around the bow of a simplifiFPSO. Their study found that at
locations upstream of the bow there is a secondrdsdund harmonic of the incoming
wave, then later radiated free waves well-separfted the incoming wave group, but
no significant third-order harmonic componemtsre observed. A significant second-
order diffracted wave field was found in the fulipnlinear simulations of Siddorn

(2012) based on a boundary element potential fl@thod with quadratic elements, but
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again no evidence of the third-harmonic contritngiat the bow or upstream. However,
there was evidence of third-order diffraction offitoto the sides and diagonally
downstream of the stern of the FPSO.

Fitzgerald et al. (2014) studied higher harmonftraiited wave fields around a surface-
piercing column due to a focused wave group usieg/Wave theory (Tromans et al.,
1991). They simulated wave-structure interactiora gbcused wave group (witkA =
0.1, wherek is the wavenumber corresponding to the spectiai paergy period, and

is the total amplitude of the linear harmonic) an@.25 m diameter cylinder, using a
fully nonlinear higher-order BEM potential flow meld Their simulation showed the
second and third harmonics of the total and seatterave fields at locations upstream
and downstream of the model. Their general phaseebharmonic separation method
(Fitzgerald et al., 2014) is applied to decompbseldcal wave field in this work.

The importance of these scattered waves and theciagsd loads depends on the
application. One of the principal loading composest FPSOs is the slow drift force -
the 2nd order difference frequency loading - as ithia major loading component in the
design of the spread moorings, together with caresrd wind. Double and higher
frequency harmonics of force are less importantehddowever, another design
condition for floating bodies, including FPSOsthe occurrence and severity of loading
arising from green water on deck (Barcellona et aD03; Greco et al.,, 2007;
Schoenberg & Rainey, 2002). The onset of greenrweitebe significantly influenced
by 2nd order difference and sum (and higher haro)atontributions to local surface
elevation, as negative freeboard is required feegmwater to appear on the deck.

In the present work, those higher harmonic comptnefithe scattered wave, force and
structural responses are experimentally investibieyet a better understanding of how
model geometry (i.e. model length), wave steepaesswave direction effects on the

local scattered wave field, mooring line force aesponses of FPSO-shaped body, may
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affect local and global loads, which may cause dmmt or failure of offshore
structures and ships. Experiments were carriedising three FPSO models of different
lengths, with waves of various steepness and withdént waves approaching from
three different angles. The scattered wave fietdiiad the fixed and floating models is
investigated in detail by applying the phase-ba$edmonic separation method
(Fitzgerald et al., 2014) or the phase-inversiontho@ to separate the harmonic
components of the scattered wave (Baldock et @861Hunt et al., 2003; Zang et al,
2006). The linear, second, third and fourth harro®mif the evolution of the local wave
field and the scattered wave amplitudes are predeand discussed. In addition, the
linear and higher harmonics of the single moorimg lforce and the motions of the
floating model are also presented and discusstdsrstudy.

It is noted that the bodies used in the experimigmtagramme reported here are rather
compact compared to the wavelendiilp ~ 0.09, wherd, is the wave length and

the body width). The body dimensions were seletdadatch the geometry of the ‘wave
scattering from a box' tests at Imperial Collegand@ et al., 2006). Even for this
compact geometry and a head-on wave approach idmedhere were significant
second order sum and difference contributions bothe body and also scattered away

as free-radiation.
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The first series of experiments is designed to stigate aeration and hydroelasticity
effects on slamming. It involves bodies slammingpomater, examples of which are the
bottom and bow of a high speed vessel, ditchingrofircraft, impact of bottom and
bow of large ships like FPSO. It will model thesgeractions by performing a drop test

with zero degree deadrise angle.
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The experimental work was carried out in the OcBasin at Plymouth University’s
COAST Lab. The ocean basin is 35 m long by 15.5idewsnd has a movable floor that
allows operation at different water depths up to.3or these tests the depth was set to
1m. The falling block included a rigid impact platennected to a carriage produced by
two driver plates with a total mass that could heied from 32 kg to 52 kg. A spring
system was used to form elastic plates and elstitithe plate could be changed using
different spring stiffness. The falling block coulsk freely dropped in a 4 m high
vertical guide frame fixed on the gantry crossingrothe ocean basin. After each test,
the falling block was lifted up to the tested dimpght by a crane (see Figure 3-1). The
impact plate was 0.25 m long, 0.25 m wide and 0.0ilthick. The impact velocity
varied between 1 m/s and 7 m/s by varying the dreight of the impact plate in the
experiments in order to investigate the relatiomdietween impact velocity, maximum
pressure and force at impact. Pressures undentpact plate were measured by five
miniature pressure transducers (FGP Sensors XPMiidd measurement range of up
to 100 bar) installed at various locations on thpact plate. The velocity of impact was

integrated from the measured data recorded by aelezometer (Model 4610 with
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range of up to 2GPor 50@, in whichg is the gravity acceleration) mounted on the top
of the impact plate. A displacement sensor (ModeDI-GCA500) was used to
measure deflection of springs under slamming impabe geometry of the impact
plate, the vertical distribution of mass and thefwuration of the instrumentation on
the impact plate are presented in Figure 3-2, Ei@i8 and Figure 3-4. The sampling
frequency was 50 kHz for pressure transducers, lercreeter and displacement
sensors. All drop test conditions in this study presented in Table 3-1. Figure 3-5
shows the calibration of the tested springs. Initadd a high speed camera (frame rate
up to 10,000 fps) was used to visualise the jetslyred at impact and two underwater
cameras (30 fps) were used to record the procedsas pocket entrapment and air

bubble entrainment under the impact plate.

Figure 3-1. Configuration of drop test rig in theegan Basin: (a) Overview and (b) Closer view.
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(a) (b) (€)
Figure 3-2. Configuration of the impact plates: Rigid plate; (b) Elastic plate 1 - with springs
CXF51x64 and (c) Elastic plate 2 - with springs GAk102.
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Figure 3-3. Vertical distribution of mass of thepatt plates: (a) Rigid plate; (b) Elastic platewtith
springs CXF51x64 and (c) Elastic plate 2 - withirsgs CXF51x102.
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Figure 3-4. Configuration of instrumentation on thmpact plate: P1 - P8 are pressure transducerss Al
the accelerometer. Note units in mm.
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Table 3-1: Drop test conditions.

Mass Aeration levels
Impact plates
(kg) 0 08% | 1% | 16%
Riaid plat 32 v=4-7m/s
igid plate
gid p 52
Elastic plate 1: Springs CXF51x64 | 45 v=4-7mls
(k1 = 4*765.5 N/mm) 5o v=1-7m/s
Elasticplate2: Springs CXF51x1( 52
(k2 = 4*397.4 N/mm)

@) (b)
Figure 3-5. Calibration of the tested springs:3pjings CXF51x64; (b) Springs CXF51x102.

The assumption of “pure water” in the ocean basis we-evaluated by measuring the
speed of sound in water used in the ocean basimAdaustic Systems Trainer (AST)
for SONAR SOund NAvigation andRanging) was used to measure speed of sound in
water. Average speed of sound in the ocean badierwa1471.90 m/s with standard
deviation of 0.69 m/s for 14 measurements aftemtheer surface was completely calm.
This measured speed of sound is relatively closheéaheoretical estimation value of
1475.79 m/s for pure water at 22 °C according ttsd¥i (1960).

In addition, after each drop test in pure water,nlifutes was allowed for the water
surface to calm before running the next test. Adicgy to Stokes’ theory (Detsch and
Harris, 1989; Leger-Belair et al., 2000), a bubbfediameter 0.05 mm needs about
12.26 minutes to rise through a water depth of dsnused in the drop test (rise velocity

of about 1.36 mm/s), and this bubble is degassettieatvater surface. The Stokes’
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theory and experiment presented by Leger-Belaiale{2000) show that the rising
velocity is proportional to the bubble radius. Téfere, after each test all bubbles of
diameter larger than 0.05 mm will have risen to tiater surface and have been

degassed within the 15 minutes left between tests.

In this study, aerated water was achieved usinglible generation system to obtain
different levels of void fraction. The bubble gester was made of a clear perforated
plastic square top-plate (dimensions of 0.54 x &.54002 m). The bottom plate and the
sides of the bubble generator were also made af plastic. Holes of 0.2 mm diameter
were drilled in the top plate using a laser cutfére holes were uniformly distributed
with a spacing of 10 mm over a square area of 0x405195 M. To generate aerated
water, the air from an air compressor was injeatéal the bubble generator via four air
inlets (see Figure 3-6). The bubble generator esepl on the floor of the Ocean basin
at an operating depth of 1 m. Snapshots of thetekraater generated by different
injection air pressures are presented in Figure 8hich clearly shows that the bubble
density increases with injection pressure. In #higly, bubbles were required to be as
uniform in size as possible in order for comparisgiih numerical predictions presented
by Ma et al. (2016). Average bubble size variesnfétb3 mm to 6.6 mm as estimated by
Hancock (2014).

Different methodologies were applied to determihe void fraction of the aerated
water: measurement of the speed of sound, a votimmeeéthod, hydrostatic pressure in
aerated water, and high speed photography, whichals®m be applied to estimate size,
distribution and velocity of bubbles. Each of thesethods has its own advantages and
disadvantages (Mai et al., 2014).

In the present work, the void fractio)(of aerated water was calibrated by the

volumetric method (air flow rate measurement) usheyfollowing formula, which was
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developed by Prof. Kurt Langfeld - Professor in dietical Physics, Plymouth

University (see Appendix A for the derivation détaif the formula).

b= 1+i% t_b

= (3-1)
2/( pa tfuII

where is the adiabatic coefficient,p is the change in pressure given by the weight of
the water colummpais the atmospheric pressuteis the time a bubble needs to reach
the surface after leaving the bubble generator,t@ani$ the time needed to fill the
cylinder with air completely. A clear plastic cydier was used to measure the air flow
rate through the water body as shown in Figure &8arhe air flow rate of each
aeration level was measured at nine spatial loestindicated in Figure 3-8c. Injecting
air pressures of 0.065 bar, 0.083 bar and 0.13Tnbathe bubble generator, the water
was respectively aerated at void fractions of 0.8t®%6, 1+0.39 % and 1.6+0.07 % as
calibrated by the volumetric method at a depth®t& from the water surface (Figure
3-9). These values are based on the mean of thee measurements for each air
pressure. It should be noted that the degree atiarrcannot be adequately defined by
a single parameter because the degree of aeraigs\in space (the measured depth
level/location in water) and time. In this studiye tdegree of aeration is idealised by a
representative single parameter, i.e. the tested fvaction was about 0.8%, 1% or
1.6%, enabling comparisons with the numerical satoih presented by Ma et al.

(2016).
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Figure 3-6. The bubble generator. Note units in mm.
(a) (b) (c)
Figure 3-7. Aerated water at different injectedm@ssures: (a) 0.065 bar; (b) 0.083 bar; (c) O87
Air inlet
10 ﬁ
:?: ‘ BN
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Figure 3-8. Volumetric method: (a) the clear plastilinder; (b) the cylinder in aerated water; écidthe
measured locations.
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Figure 3-9. Void fraction calibrated in the OceaasB applying the volumetric method. Mean values ar
shown, with error bars representing the standavitien of the nine measurements.

41/12'# :$ # $&%
The time-varying velocity of the platey(t), was integrated from the measured

acceleration as follows
v(t)=v, + afdt (3-2)
in which, o is the initial velocity of the impact plate agaft) is the plate acceleration at

time instant.

The impact velocity can also be estimated fromditeg height of the impact plate using

the theoretical formula = \/2_gh (g is the gravity acceleratioh;is the drop height) and
an ideal free drop is assumed. By comparing thairh velocity with that of Equation
(3-2), the effect of friction between the guidenfig and the carriage can be observed.
Due to friction the experimental velocities are Baerahan the theoretical ones and the
deviation from theory is greater for increased dhmight and fall velocity (Figure

3-10).
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Figure 3-10. Theoretical and experimental impatbaites. The error bars represent the standard
deviation of the repeated tests.

The displacement of the impact plalt¢t) may also be determined from integration of

the measured acceleration using the following fdamu
h()=h+ afdf (3-3)

in which, ho is the initial height of the impact plate.
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Repeatability of the measured impact pressuregdedan pure and aerated water was
investigated and is illustrated in Figure 3-11 igufe 3-13. Ten repeat tests of the
impact experiments in pure water with the plate snas52 kg and impact velocity

3.45+£0.04 m/s were performed and in Figure 3-1%ulte from 3 repeat tests are
presented at each of 5 different pressure measutdowtions (P1, P2, P6, P7 and P8
in Figure 3-4). It is shown that the pressure tsae¢ the measured location are
repeatable. Average impact pressures at P1, PR P&and P8 are 9.16 bar, 3.45 bar,
7.79 bar, 7.33 bar and 2.77 bar, respectively. §taadard deviations of the impact
pressures at those locations vary from 0.14 bar42 bar (or 4 % to 9 % of the average
values). In addition, repeatability of pressuretta central point (P1) and the four
locations at the edge of the plate (P2, P3, P4 R were also investigated and
presented in Figure 3-12 for the case with impatbaity of 4.12 + 0.1 m/s and plate

mass of 52 kg. Pressures at these locations areegieatable and at the edge locations
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(P2, P3, P4 and P5) the maximum impact pressueesearsonably similar with the
average value of 6.07 = 0.4 bar (Figure 3-12b-e).

A selection of repeat tests with= 4.09 + 0.03 m/s for the plate in aerated watét 1
void fraction are shown in Figure 3-13 and showt thlee impact pressure is
unrepeatable in both magnitude and behaviour. Itspaith this velocity were repeated
12 times and the standard deviation of impact pressat all measured locations (P1,
P2, P3, P4 & P5) varied from 27 % to 40 % of therage impact pressure. It was also
observed that there was no clear relationship betwke central impact pressure and
the impact pressures at locations near the edg¢igegblate. This unrepeatability of the
impact pressures in aerated water is due to thervgatface being disturbed by the air
bubbles rising through the water and breaking tlmase such that the water is not

perfectly flat as the plate impacts.

Figure 3-11. Pressure P1, P2, P6, P7 and P8 invpater (Rigid platey = 3.45+0.04 m/sn = 52 kg).
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Figure 3-12. Pressures P1, P2, P3, P4 and P5éwmter (Rigid platey = 4.12+0.1 m/stn = 52 kg).

Figure 3-13. Pressure measurements in aerated witlbevoid fractionb = 1 % (Rigid platey =
4.09£0.03 m/stmn = 32 kQ).
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The impact force has been determined by spatiagiation of the measured pressures
on the surface of the impact plate. The experimemise carried out in three separate
series’ and different pressure data were colleégtecdach series, with P1 and P2
common to all tests. Four alternative spatial irdégns were investigated (Figure

3-14), with the integrated forces resulting frontle@onfiguration presented in Figure
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3-15 for comparison. In general, the integratedd®r, is much higher than the others.
F4 is slightly higher tharF1 andFs at the highest impact velocity € 7.21 m/s). The
integrated force$: andFs are in good agreement for all impact velocitiesergfore,
the integrated forc€: will be presented in the remainder of this studg tb the good

quality and the availability of these data poirdsdill tests.

(@)F1 (b) F2 (d)Fs (c) Fa
Figure 3-14. Alternatives of spatial integratingd® from the measured pressures on a square plate.

Figure 3-15. Integrating forces from the measunedgures on a square rigid plate.
412 #* $,-#& # +&# (* $&# #!
The second series of experiments was the offshoeeking wave impacts on a
truncated vertical wall, representing a hull settidd an FPSO. Various types of wave
impact were generated and tested to identify thetmiolent impact type for ship and
offshore structures. Furthermore, aeration of watet elasticity of the wall were tested

to investigate how they affected impact loadingstenstructure.
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The experimental work was carried out in the sedim@ave flume at Plymouth
University’s COAST Lab. The wave flume is 35 m lowgh a working section 0.6 m
wide by 1.2 m high with a maximum still water demth0.8 m. A schematic of the
physical model setup is given in Figure 3-16. Tiumdated vertical wall (Plate 1) is an
aluminium plate of 0.56 m width by 0.6 m height &h@12 m thickness connected to
rigid elements (Plate 2 and 3) by four springstePBaand 3 were mounted on a support
frame via a low profile load cell and Plate 4. Tharere 0.02 m gaps on both sides of
the tested model to remove the friction betweenntioelel and the flume side walls, as
friction can affect the free deformation of theisgs and the load measurement. The
spring system could incorporate springs of differgiffness and also can be locked to
obtain a rigid wall model. Pressures under waveaichgvere measured by FGP XPM10
pressure sensors installed at 7 locations on thmadmwall. A low profile load cell
(stainless steel series) was used with an inlineadlifier (Model 140) to measure
total force on the wall. A displacement sensor (BlodVDT-GCA500) and
accelerometers (Model 4610) were used to meastilectien of springs and vibration
of the structure under wave impact, respectivelyhe Tconfiguration of the
instrumentation on the impact plate is presente#igure 3-17. The mass horizontal
distribution of the tested walls are presented igufe 3-18. The tested springs
(CL51x102 and CL51x254) are calibrated and thebcations are shown in Figure
3-19. The data of pressures, force, deflectionanudleration were sampled at 35 kHz
frequency. This sampling frequency was smaller tin used in the drop test due to
the larger number of the measured instrumentsla@®AM (Random-access memory)
limitation of the computer used in this experiment.

Thirteen resistance-type wave gauges were usece&sume water elevation along the

wave flume, of which five wave gauges were usethéasure the wave profile in front
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of the model during impact (Figure 3-16b). The wgaeige data were sampled at 128
Hz frequency. In addition, a Photron SA4 high spesaiera (frame rate up to 3600 fps
at a resolution of 1024x1024) was used to visudltiseair pockets, wave run-up and jets
produced at impact.

The same bubble generation system was used akefarop tests to generate aerated
water with 0.6 % void fraction for these flume tesfThe location of the bubble

generator was just in front of the impact wall (kg 3-16b).

Impact plate

Waterproof membrane
1197 Plate ) | preerproomembrane

I Load cell

475

Dry area

0.700

N

Support frame

L

Plate 4/

Plate 2

Waterproof membrane

700

Bubble generator

B [ T 0.0

@)

(b)

Figure 3-16: Side view of the tested model in tBevBlong wave flume.

Acc.
Pressure sensors

LVDT
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ceee

SWL

Q)
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Figure 3-17: Configuration of instrumentation oe tmpact wall. Unit in mm.
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Springs CL51x102 Springs CL51x254

Impact plate mass = 1.9 kg Impact plate mass = 4.6 kg
mass = 13.7 Kg Waterproof mass = 13.7 kg Waterproof
< membrane < membrane

Load cell Load cell

600
450

600
450

150,
150,

Waterproof Waterproof
membrane ‘ mass = 26.4 kg membrane mass = 23.7 kg
T

(a) (b)

Figure 3-18: Mass horizontal distribution of thelkvg) With springs CL51x102; (b) With springs
CL51x254. Unit in mm.

@) (b)
Figure 3-19. Calibration of the tested springs:3pjings CL51x102; (b) Springs CL51x254.
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A focusing technique was applied to generate differtypes of wave impact by
changing the focus locatio¥s (Kimmoun et al., 2010). Focused wave groups were
generated using NewWave focusing (Tromans et &91) with an underlying
JONSWAP spectrumg= 3.3). Wave conditions were scaled from prototipe factor

of 1:65 of the 100 year extreme significant wavegheat the Cleeton platform in the
Southern North Sea (Williams, 2008) to optimise weve impact types in the wave
flume. Five different types of wave impact were geted by changing the focal
location from an absorbing piston paddle (0.5 meniy 1 m high) in the wave flume
with water depth, at the structure, of 0.625 mifvidtibble generator in place) and 0.7 m

(without bubble generator). The distance betweenftbnt impact plate (Plate 1) and
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the wave paddle is 26.9 m. The target focus pa@mntslocated downstream at 1.14 m,
1.64 m, 1.94 m, 2.14 and 2.54 m from the impactepfar the early broken wave,
broken wave, high-aeration wave, flip-through waamed slightly breaking wave,
respectively. The tested wave impacts are:

(1) Early broken wave impact: The target focus pointorsated atX; = 28.04 m
from the wave paddle (Figure 3-20a). This wave rskén far from the wall
front. This early broken wave produces a largetadravater mass which hits the
wall.

(2) Broken (nearer the structure) wave impagt= 28.54 m (Figure 3-20b). This
wave is broken nearer the front of the wall. Thisduces a smaller aerated
water mass which hits the wall and is similar tatttiescribed by Bullock et al.
(2007).

(3) High aeration wave impacks = 28.84 m (Figure 3-20c). At the moment of
impact, the wall and wave enclose a combined clafuoubbles and a large air
pocket (Bullock et al., 2007).

(4) Flip-through wave impactXs = 29.04 m (Figure 3-20d). At the moment of
impact, uprush on the wall causes a jet just befbee crest hits the wall
(Bredmose et al., 2009; Kimmoun et al, 2010).

(5) Slightly breaking waveXs = 29.44 m (Figure 3-20e). This has its run-up &igh
than its crest and the crest is slightly broken miteeaches the wall (Bullock et
al., 2007).

A summary of the tested conditions of wave impacthe rigid and elastic walls in the

wave flume are presented in Table 3-2.
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(a) Early broken (b) Broken (c) High aeration

(d) Flip-through (e) Slightly breaking
Figure 3-20: Five tested wave profiles.

Table 3-2: The tested conditions of wave impactigid and elastic walls.

Water depth Wave impact types
Truncated walls Early High Flip- | Slightly
(m) Broken Broken Aeration | Through | Breaking
0.625 - Aeration level: =0 & 0.6 %
Rigid wall
0.7 Aeration level: =0
Elastic wall 1
(with spring CL51x102:
— A%
k= 4.98'5 N/mm) 0.7 Aeration level: =0
Elastic wall 2
(with spring CL51x254:
k = 4*37.7 N/mm)
41214 '*#$ $ " R -1

Water elevations in front of the wall at differeinistances in time are presented in
Figure 3-21. Profiles of each of the five tested/evanpacts (early broken, broken, high
aeration, flip-through and slightly breaking wavem)e produced using five wave
gauges. Each plot shows the average water elevatitmree test repeats and times
defined relative to the time at which the maximumver crest was measured by wave
gauge WG11, which was locatedxat -0.15 m from the wall frontx(= 0). From each
plot in Figure 3-21, the run-up velocity can beireated around the impact, with the

smallest interval time stef@ = 0.0078 s, which corresponds to the sample freqyuef
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128 Hz of the wave gauges for this experiment. @&@sB presents the run-up velocities
as determined by wave gauges locatex at-0.015 m. The maximum run-up velocity
was 5.87 m/s for the high aeration wave impact,wine water surface rose frans -

0.039 s tot = -0.031 s at locatiom = -0.015 m from the front wall (see Table 3-3).
Overall, the run-up velocities at the locatior -0.015 m for the high aeration and flip-
through impacts are higher than those for the otn@acts (early broken, broken and

slightly breaking).

Figure 3-21: The measured water elevation in fodrthe wall during the impacts witit = 0.0078 s: (a)
early broken; (b) broken; (c) high aeration; (df)-hrough; and (e) slightly breaking. The vertitack
line represents the vertical wall fronbat 0.

Table 3-3: Run-up velocity (m/s) of water surface at=-0.015 m.

t(s) Early broken Broken High aeration Flip-through Slightly break
0.000 1.53 2.14 2.69 3.42 3.74
-0.00¢ 1.8C 2.9t 2.82 4.0¢ 3.74
-0.016 1.58 3.44 3.23 4.95 3.57
-0.023 1.77 3.04 4.66 457 3.35
-0.031 1.57 2.22 5.87 3.45 2.42
-0.03¢ 1.11 2.6¢ 3.21 2.2¢ 2.0z
-0.047 1.07 2.07 2.04 191 1.76
-0.055 111 1.45 1.76 1.71 1.52
-0.063 111 1.43 154 1.46 1.37
-0.07(
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The last series of the experiments was the wawuetsire interaction of FPSO-shaped
bodies to understand how model geometry (i.e. miedejth), wave steepness and wave
direction affected the local wave field around thedels, the single mooring line force

and the response of the models.

4141] +- ")# % +&+ $ #&$ 9- $, %

The experimental work was carried out in the OcBasin at Plymouth University’s
COAST Lab. A water depth of 2.93 m was used fog #xperiment. The FPSO models
were made of aluminium and were fabricated at ~@:4€nle from a rectangular box
with a half circular cylinder at the bow and stésnthe longer models (Model 2 and 3)
and purely a cylinder for Model 1. The tested medgl had the same height and width
of 0.3 m, and lengths of 0.3 m, 0.6 m and 1.2 rgyF& 3-22). The draft was 0.15 m for
all of the models. The models were rigidly fixedthh@ gantry (which spans the width of
the Ocean Basin) or free floating with a single nrapline system.

The input waves were focused wave groups generatgdg the NewWave
methodology (Tromans et al., 1991) with an undagydONSWAP spectrungE 3.3),
focusing at the bow of the models. Hence, the inpaxe group is a representation of
the average shape of the largest (linear) wavesrandom sea-state with a JONSWAP
spectrum. A set of non-breaking wave conditionsictvicorrespond to the 100-year
extreme significant wave height at the Cleetonfptat in the Southern North Sea
(Williams, 2008), were employed in these experimmeny scaling (1:100). The peak
wave periods were chosen according to the guidahtiee offshore technology report
for UK water (Offshore Technology Report, 2001)htve a variety of wave steepness
for investigation. The local wave steepness vafieth 0.13 to 0.21, and the incident
wave angle was from 0° to 20° where 0° correspdads head sea. The ratio of body

size over wavelength (correspondingTy) varies between ~0.09 (cylinder) and ~0.43
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(longest model). Test parameters are given in T8ble Wave run-up on the models
and the local wave field around the models were smeal by 24 resistance wave
gauges, as shown in Figure 3-23, with a sampliaguency of 128 Hz. In addition, a
Qualisys system was used to track the motions ofleV8 in six degrees of freedom
(6DOF) floating tests, and tension force of thegkmmooring line was measured by a

tension load cell fixed on the basin floor (FigGr24).

Figure 3-22. The tested models in the Ocean Basin.

Table 3-4. The tested wave conditions.

Parameters Values

Amplitude, A (m) 0.069 - 0.094

Peak periodTp (s) 1.330 - 1.440

Peak energy frequencly,(Hz) 0.694 - 0.750

High frequency cut-off (Hz) 2
Wave steepneskA (-) 0.13-0.21
Wave direction, (°) 0-20
Water depthd (m) 2.93

Relative depthkd (-) 5.68 - 6.63
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Figure 3-23. Layout of wave gauges around the desiadels.
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Figure 3-24. Single mooring line system of the fileating FPSO model (Model 3).
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In order to obtain higher-order components of tteves, a separation of components
technique was required. Baldock et al. (1996) fipsesented aphase-inversion
methodology; for applications see Hunt et al. (90®@rthwick et al. (2006), Zang et
al. (2006), Siddorn (2012), Fitzgerald et al. (204d4d Hann et al. (2014). The odd and
even harmonic components can be extracted frontinie histories of kinematic or
dynamic quantities i.e. the free-surface elevatipwave force in the focus wave group
interactions, in which two incident wave groups danentical wave component
amplitudes and frequencies but inverted phasehase of 0° (crest-focused wave) and
180° (trough-focused wave). Then the individualnhamics e.g. linear and third-order,
or second- and fourth-order can be separated fewh ether by frequency filtering.
In this study, however, the extended phase-basedthdmc separation method
(Fitzgerald et al., 2014) is applied to extract theear and higher-order harmonic
components of the free-surface elevation by apglgimple linear combinations of the
relevant time histories. This method requires tAedrom four incident focused wave
groups that are each exactly 90° out of phase.eTtseethen minimal post-processing

applied to extract the linear, second-, third- towdth-harmonics.
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An incident wave group that has amplitulend relative phasg can be expressed as

the classic Stokes perturbation expansion (Ferdi@85), as follows

(3-4)
where Bjj are the coefficients in Fourier series #A,g); i is the amplitude content
order; and is the frequency content order. Equation (3-4) lbarrewritten in a more
compact form as:

(3-5)
where, A are thej"-order harmonic components; = A Bj cos{g). If i andj are
identical, then/r; are thej-order harmonic sum, e.g. the first-order sfmm On the
other hand, if andj are different, thers; are thg™-order harmonic difference, e.g. the
term /A1 is at the first-harmonic in frequency but ®rder (cubic) in input wave
amplitude. Henceforth, the subscrips referred to as the (amplitude) order aag the
harmonic.

By considering four focused wave groups generatedh fthe same wave amplitude
components but with the phase of each Fourier coeoshifted 0°, 90°, 180° and
270° it is possible to obtain the four time histsrof free-surface elevatigf, #°°, 4180
and /#%7° respectively. The linear combinations of theseetinistories and the Hilbert
transforms of the 90° and 270° free-surface elematime histories are applied to
extract the linear and the first three superharo®ii@, 39 and 4" order); these are
important for springing and ringing and are presdnh Equations (3-6) - (3-9). A more
detailed explanation of the separation method eafobnd in Fitzgerald et al. (2014).

(3-6)

(3-7)

(3-8)
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(3-9)
whereH is the harmonic conjugate of the signal. Also nibi&t due to the relatively
weak nonlinearity of the difference components carag with the sum components,
for example 31 compared with/ni, the difference components are likely to be
negligible. The only exception to this is th&-@der componentig which represents
the long wave satownand can be cleanly separated using digital freqydittering
from components obtained in Equation (3-9). Thigglavave set-down also contains a
4%-order amplitude contributiofso but in this application this additional contribaniis
small compared to thé'Qorder term.
Figure 3-25 shows the time histories of the fredame elevation®, A%, 480 and A?7°
at the focus location (wave gauge WG11). The varéxis is the dimensionless free-
surface elevation /{A), where /1 is the free-surface elevation amdis the linear
amplitude at the focus location and time. The fwnial axis is the time scale with the
focus time at = 0 s. The focused wave groups shown in Figur® B&ve a spectral
peak energy periodp, = 1.44 s and total linear amplitude of 0.069 m, the wave
steepness is thé = 0.13, wherd is the wavenumber correspondinglo
Applying the linear combinations presented in Egqua(3-6) - (3-9) for/°, /%, 80
and#*7%in Figure 3-25, the linear and the next three digiarmonic components have
been obtained and presented in terms of their n@adaamplitude spectra (Figure
3-26) and their separated time histories (Figug¥3-Minimal post-processing (Fourier
band-passing) has been applied to remove the leastthe linear component in the
higher harmonics. The higher-order sum frequenaypmments fzo+/42, s, has) are
derived from the experiments by applying the fasturer transform (FFT) to the
measured data, removing the zero-frequency andarlifieequency range of the
amplitude spectrum, leaving the higher-order suequency ranges individually, and
then performing an inverse FFT. Consequently, tineat and higher-order sum
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harmonic components are very well separated ubegxtended phase-based harmonic
separation method with a minimal post-processiriger& was a double frequency error
wave train off the wave paddles since only lineavevtheory was used to create the

waves. This can be seen at arourd+13 s for the second harmonic presented in Eigur

3-27b.

Figure 3-25. Wave profiles at the focus locatioftifaut model kA= 0.13).

Figure 3-26. Amplitude spectra of the separatedpmrants at the focus location (without modél=
0.13). Note the different vertical scales.

Figure 3-27. Time histories of the separated coraptmat the focus location (without moded, = 0.13).
Note the different vertical scales.
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The scattered or diffracted wave field can simmyelxtracted as the difference between
the undisturbed incident wave and the measured \watlee presence of the model as

follows
s , (3-10)
where /9 is the (i,j)" component of the scattered/diffracted wayg!'°% is the

equivalent component with the model present, &né the undisturbed incident wave

component measured at the same gauge locatior ebtence of the model.
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Resistance wave gauges were used in the experim&hisn the gauge operates, the
resistance of the water between a pair of paratlds/wires is measured and this is
proportional to the immersion depth. The gaugesewsmlibrated at the beginning of
each test day and/or before the tests with eactehioglace. The linearity of the gauge
measurement is very close to 1 over the entireerarigsurface elevation measured in
the experiments. Repeatability of the unprocessee thistory of measured water
elevation at the presented locations is very highia repeatable within the thickness of
a line.

In the experiments, the focus location was preeéefiat the bow stagnation point. With
each focus wave group, the input focus distancetter (linear) wave paddle was
optimised to ensure that the waves focus at thdefireed location without the FPSO
model in place. The focus location was determirmebet the point at which the troughs
either side of the central crest are symmetric,dfeequal depth. WG11 was used to
measure water elevation at the focus location. ifpat focus distances of the wave
groups with kA = 0.13, 0.18 and 0.21 were 13.56 m, 13.25 m an®655 m,
respectively. From the measured signals at WG4 fabused times of each wave

group was determined and then the time dbiftestimated. Each wave group has it
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group velocitycy (a half of the phase velocity), therefore the shift of the focus point is
calculated byDXs = ¢4 * Dt;. Consequently, the shift of the focus point iswth@d1 m
between the wave groups wik = 0.13 and 0.18 or about 2.5 m between the wave
groups withkA=0.18 and 0.21.

It should be noted that unless very steep nearkinmgawaves are generated, the
movement of the focus position and changes in ve&ieture are group properties -
relative phase of the components is important lotitabvsolute phase. Hence, the crest-
trough phase combination will still work, and ofucse it would become immediately
clear from the analysis if it was to breakdown thwlarge leakage of even harmonics
into the odd harmonics. Although the harmonic esticen process is sensitive to the
accuracy of the time alignment of the four phasmioations, the results presented
here are very clearly separated between the diffeb@rmonics and there is no
significant leakage between harmonics.

A timing (phase) error of E in the linear signabguces an equivalent relative error of
nE for the n-th harmonic. Given that we didn't habsolute timing alignment, relative
errors are certainly possible. But cross-corretatad the signals should allow the
signals to be accurately aligned (to say 1/100ftthe main period -> 3.6deg for the
linear but 14.4deg for the 4th harmonic). Howevke, results presented here are very
clearly separated between the different harmonich e cannot see any significant
leakage between harmonics.

An example of the time alignment for the focus wgveup withkA = 0.13 is shown in
Figure 3-28 and Figure 3-29. Figure 3-28 showsr#ve data of/°, #°°, /8 and #?7°
with t = 0 is defined at the highest crest point (poihtoA/°. Figure 3-29 presents the
signals after the time alignment by moving the IstMeough point of#*° (point B in
Figure 3-28) horizontally to the vertical line at 0 and moving the point C in the

signal of #*° to the point O (0,0).
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Figure 3-28: Time histories of water elevationthatfocused location (WG11) before the time aligntne

Figure 3-29: Time histories of water elevationthatfocused location (WG11) after the time aligntnen
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This chapter presents the results and discussamthé experimental investigation of
aeration and hydroelasticity effects on slamminglimpping a flat square plate onto the
water surface, in which the water was aerated towa degrees. The experiment is

presented in detail in Section 3.1.
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Motion time histories for the impact of the rigidage in pure water with an impact
velocity of 7.21 m/s and plate mass of 52 kg, assented in Figure 4-1. N.B. Motion
is defined as positive upwards. The maximum acagtar due to the impact was not
captured by the 2@Daccelerometer as the signal was clipped from tbmemt that the
plate hit water surface (Figure 4-1a). This indésathat, the maximum accelerations of
the impacts in pure water were larger thang2fid the impact velocities were larger
than 4 m/s in this experiment. Figure 4-1b shoves the velocity is zero at the start of
the test and then increases linearly during the fafling of the impact plate until a
maximum velocity is obtained. At the instant of aleimg its maximum velocity, the
impact plate starts to decelerate and this corredpdo first contact with the water
surface. The velocity of the impact plate fluctsater about 30 milliseconds, then
decreases smoothly to zero and changes its dinedtie to the safety rope, which was
connected to the carriage and used to stop thegarirom leaving the guide frame. In
Figure 4-1c, the integrated displacement of theaichplate during the test is also

shown.
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Figure 4-2 presents the measured pressures anatdigeated forceK:) during impact
for the test case presented in Figure 4-1. At tleenemt of impact, pressures start to
increase up to their maximum values, with the tiaeen to reach a maximum value
called the rise time. The maximum pressure at trdre of the impact plate (P1) is
much higher than the maximum pressures near thesg@®® & P8) and slightly higher
than the maximum pressures at locations P6 & Pdtéacnear the plate centre. The
maximum pressures are attained at time instantgeeet 1.24 ms and 1.32 ms after the
moment of first contact of the impact plate witlk thater surface. It is observed that the
maximum pressure at location P8 is always attagatier than the maximum pressure
P1 at the centre of the plate, by between abo@& ®€ under impact velocity = 7.21
m/s and 0.38 ms under impact velocity= 1.33 m/s. This observed phenomenon is
similar to the previous work of Lewison and Maclgd868). The results also show a
second pressure peak under high impact veloegity .21 m/s) from this experiment
and it appears at about 0.6 ms after the first (®ed Figure 4-2a). The second pressure
peak may be due to the propagation of an acoustickswave either through air to the
edge of the plate and back, over a distaricevBerel is the half width of the impact
plate, or through water to the bottom of the basid back, over a distance of twice the
tested water depthh2The time-scale associated with propagation ostiark wave in
water, namely B/cy is 1.36 ms, where the measured speed of soundréanvpater iy

= 1471.90 m/s, whereas the propagation time neéatethe shock wave travelling in
air, d/ca is 0.74 ms, where the speed of sound in air iertak beca = 340 m/s. Based
on these calculations, the scenario of shock weaxelling through the air gap along
the width of the plate and back seems most likelyha time-scale is comparable to the
observations (~0.6 ms) from the pressure time-hésoof this experiment and the

horizontal half-size of the trapped air regionasd tharn. Unfortunately, the trapped air
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region cannot be observed in sufficient resolufimm the low frequency underwater

cameras (frame rate of 25 - 30 fps) used in thieament.

Figure 4-1. Typical time-history of acceleratioe)acity and displacement under impact of the 52 kg
rigid plate in pure watenv(= 7.21 m/s).

Figure 4-2. Typical time-history of pressures aoté under impact of the 52 kg rigid plate in puweer
(v=7.21 m/s).

Distinct post-impact pressure oscillations havenbebserved and depicted in Figure
4-3 for the test under impact velocities of 1.3%n#.28 m/s and 7.21 m/s. The fast
Fourier transform (FFT) has been applied to analyeetime histories of pressure

signals presented in Figure 4-3. The purpose ofgeetral analysis here is to identify

47



the oscillation frequencies of the pressure odwmieg observed in the time history
signals which are expected due to repeated compneaad expansion of the trapped
air between the impact plate and water surfacereftwe, the FFT should be an
appropriate technique for spectral analysis to tifienthe pressure oscillation
frequencies. The left hand plots (Figure 4-3a,are)the time histories of pressures and
the right plots (Figure 4-3b,d,f) are the respect#¥Ts plotted on the lin-log scale (with
logarithmic scale for the y-axis) to show more detd the spectral tail form. The
pressures oscillations at the central point (P1) mear the plate centre (P6) are much
more obvious than those near the edges of the (&g at all impact velocities. The
evolution of the impact pressure loading compridegtinct stages: the first shock
loading, fluid expansion loadings (under atmosphmessures) and re-loadings. This
evolution of pressures due to impacts in pure watdrgh velocities = 5.5 m/s to 7
m/s) was also observed by Ma et al. (2016). Tharakfrequency of the falling block,
carriage and support frame set-up is about 500 mt iis far from the observed
oscillation frequencies which vary from 139.9 Hz399.7 Hz. These oscillations in
pressure may due to repeated compression and espasfsthe trapped air when the
impact plate is about to hit the water surface fMdgen, 1967; Lewison and Maclean,
1968) and/or due to reflection of the acoustic &heave from the bottom of the basin
(Lange and Rung, 2011). The time required for pnessvave transmission through
twice the water depth is about 1.35 ms as calallateove, which corresponds to a
frequency of 740 Hz. Under an impact velocity 3L m/s the peak frequency of the
oscillations is 319.7 Hz (Figure 4-3b). Under imipgelocities of 4.28 m/s and 7.21
m/s, the peak frequencies of oscillations are apprately the same and of 139.9 Hz
(Figure 4-3d,f). Those frequencies of the oscilasi are much smaller than the
frequency of 740 Hz, which is the estimated freqyeof sound wave travels through

twice the water depth. Therefore, it is believedt tthe post-oscillations of the pressure
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are not due to shock wave reflected from the basittom. Table 4-1 presents the

oscillation frequencies and their correspondingillasion periods under different

impact velocities. In addition, bubble sizes estadafrom the oscillation frequencies
applying Minnaert’s equation (Minnaert, 1933) alggresented. It is shown in Figure
4-3 and Table 4-1 that as the impact velocity isreased, the frequency of these
pressure oscillations reduces and the bubble sizeafcorresponding oscillation is

increased. This suggests that the trapped air bulibthis is indeed the effect being
measured, is larger for higher impact velocity.mantioned above, it is not possible to
observe the trapped air bubble clearly in the undtar camera footage, but the size of
trapped air bubble predicted by the theory is &iast, being of the order of the size of
the plate. The FFTs presented in Figure 4-3(bjthf)e shown many high frequency
components of the corresponding discrete impacattev@ the pressure time histories

presented in Figure 4-3(a,c,e).

v Shock load

f,=319.7 Hz
%e-loadings
@Fluid expansions
Shock load <«—f=139.9 Hz
V4
N Shock load \ fp=139.9 Hz

Figure 4-3. Oscillations of pressures (left) aneitispectra (right) under impact of the 52 kg ripldte in
pure water: (a, by = 1.36 m/s; (c, dy = 4.28 m/s; (e, fy = 7.21 m/s. Note the different vertical scales.
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Table 4-1: Distinct post-impact pressure oscillaticequencies and associated periods
and bubble diameters.

v f T | Doubbie(Minnaert, 1933)
(m/s) (Hz2) (ms) (mm)
1.3¢ 319.7 3.13 20.t
4.2¢ 139.¢ 7.1 46.¢
7.21 139.9 7.14 46.8

For structural design, it is essential to understdre maximum environmental load
condition. By determining the distribution of maxim pressures on a plate, the local
loads and requirement to strengthen parts of thie glan be established, in applications
such as the hull of a high speed vessel, the boa ship or FPSO hulls (FPSO -
Floating Production Storage and Offloading vess8patial 2D-distributions of the
maximum pressures on the square plate have beamettfrom the available measured
pressure points on the plate using the linear ratemn from the measured data points,
which are represented by the dots shown in Figude W Figure 4-4, arxy plane
coordinate system is applied on the surface ofrtipgact plate, with the plate centre at
(x/a, y/@) = (0, 0) anda is the half width of the plate. The largest maximpressure
always occurred at the centre of the plate. Looatat about a half way from the centre
to the edge of the plate have maximum pressuredafit 70% to 80% of the highest
pressure at the centre of the plate, while locatioear the edges of the plate have

maximum pressures of about 40% of the centre pressu
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Figure 4-4. Spatial distribution of dimensionlesaxsimum impact pressur®iga/Pimay on the 52 kg
rigid plate in pure water for a range of impactoaities.P1maxis the maximum impact pressure at the
centre of the plate arffelnax represents for all locations on the plate surface.

Figure 4-5 and Figure 4-6 present the maximum pred$3l measured at the centre of
the impact plate and the maximum integrated fér@gainst the impact velocity for the
rigid tests in pure water with the plate mass ofkg2and 52 kg, respectively. In each
plot of Figure 4-5 and Figure 4-6, the circles esmgnt the experimental maximum
pressures (Figure 4-5a & Figure 4-6a) or maximunmddFigure 4-5b & Figure 4-6b)

and the solid line represents fitted curves wittctions as follows.

For pressure:

P = &V, (4-1)
or force:

Frae = 8V, (4-2)
where the empirical coefficient® and @ are estimated by the non-linear least-
squares algorithm in Matlab to obtain the best eufiv to the experimental data.
Empirical coefficientsa,, a- and the correlation coefficied®? are presented within
Figure 4-5 and Figure 4-6. It is clearly shown ttte¢ impact pressure and force are

proportional to the square of the impact velodigr the present experiment with' |2
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= 8.2 (form = 32 kg) and 13.3 (fam = 52 kg), this relationship of the impact pressure
and impact velocity is expected to be linear adogrdo the numerical estimation of
Verhagen (1967) for the case witly 12 >> 1. The theoretical formulae proposed by
von Karman (1929) and Chuang (1966) are also irclud Figure 4-5 and Figure 4-6
for comparison. Experimental results of the pressantly are much lower than the
acoustic pressure estimation (von Karman, 1929)admntrast, the current results are
much higher than the theory developed by Chuan§g)lat high impact velocities.
This may be due to Chuang’s theory which was exrpamtally validated up to impact
velocities of 1.92 m/s only. This means that thegnitaade of the maximum impact
pressure might be considerably affected by any mgbact velocity (Chuang, 1966),

such as the tested velocities in the range of Zamds7 m/s in the present study.

Figure 4-5. Impact pressure and force versus imyelotity for the 32 kg rigid plate in pure wat&he
error bars represent the standard deviation ofgheated tests.

Figure 4-6. Impact pressure and force versus imyelotity for the 52 kg rigid plate in pure wat&he
error bars represent the standard deviation ofgheated tests.
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Figure 4-7 shows the measured acceleration, tegrated velocity and displacement of
an impact of the rigid plate in aerated water hg\anvoid fraction of 1.6%. The impact
velocity was 7 m/s and the plate mass was 52 kgs ttlearly seen that the plate
acceleration in aerated water (Figure 4-7a) is mesb than in pure water (Figure 4-1a)
for the same impact velocity and plate mass. Thiecitg of the plate decreases
smoothly after the plate contacts with the watefase (Figure 4-7b) and the velocity
trace after impact is found to be less complex thanmpact in pure water presented in
Figure 4-1b. The displacement trace of the impéaepn aerated water (Figure 4-7¢)
looks identical to the one for impact in pure waféigure 4-1c). The water surface is
unstable in this case as it is disturbed by thebleulyeneration, and the generated
bubbles are expected to affect the pressure trables. measured pressures and
integrated force are presented in Figure 4-8. Téakppressures occur at different
instances in time, separated by a few millisecdifiigure 4-8a). Impact pressure and
force under this impact case in aerated water aichrfower than those in pure water in
Figure 4-2. This significant reduction of the impacessure in aerated water was also
found from the experimental studies by drop te$ta oircular plate by Bullock et al.
(2001) and a cylinder at deadrise angle of 0° hygesand Rung (2011).

Figure 4-9 presents the pressure traces after ingfatbe 52 kg rigid plate in aerated
water ¢ = 1.6 %) with the impact velocities of 4.12 m/slahm/s. There is no distinct
oscillation of pressures after the impact in aeratater (Figure 4-9a,c) unlike what was
observed from the impact in pure water (Figure 483 It seems to be a quasi-
hydrostatic pressure after the impact in aeratedenwarhe associated pressure
amplitudeFFT spectra are presented in Figure 49@nd there is no high frequency
peak unlike that observed in pure water due totthpped air between the plate and

water surface, and this is again likely to be aduthe uneven free surface created by the
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bubble generation. However, the FFTs in Figure Bleh( clearly show many high
frequencies of the corresponding discrete impaenevin the pressure time histories

presented in Figure 4-9(a,c).

Figure 4-7. Typical time-history of acceleratioeacity and displacement under impact of the 52 kg
rigid plate in aerated watér= 1.6 % ¢ = 7 m/s).

Figure 4-8. Typical time-history of pressures amté under impact of the 52 kg rigid plate in aedlat
waterb=1.6 % ¢ =7 m/s).
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Figure 4-9. Oscillations of pressures (left) aneitispectra (right) under impact of the 52 kg ripldte in
aerated wateb = 1.62 %: (a, by = 4.12 m/s; (c, dy = 7.0 m/s. Note the different vertical scales.
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Typical time-histories of the measured accelerationl the integrated velocity and
displacement of the 52 kg elastic plates are shiowrigure 4-10 for the elastic plate 1
(using springs CXF51x54) with an impact velocity4o11 m/s and Figure 4-11 for the
elastic plate 2 (using springs CXF51x102) with arpact velocity of 3.90 m/s. The
acceleration of the elastic plates was measuredh 50@ accelerometer and the
maximum acceleration of the plates was found tdabger than 506 The associated
pressures and deflection of springs and the spaiiegrated force are presented in
Figure 4-12 and Figure 4-13 for the elastic pldtés 2, respectively. Figure 4-12a and
Figure 4-13a present the pressures measured éiblie®1 and P2 on the elastic plates
1 and 2 (see Figure 3-4 for the measured pressoations). As was found for impact
of the rigid plate, the impact pressures at locetimear the edge (P2) are always
attained earlier than the others at the centréefrhpact plate (P1) and they are always
much smaller than those at the plate centre undgent impacts. The spatially
integrated force and the measured deflection ahgprare respectively presented in
Figure 4-12b and Figure 4-12c for the elastic plgtand in Figure 4-13b and Figure

4-13c for the elastic plate 2. The maximum forc& 082 kN on the elastic plate 1 due
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to impact with v = 4.11 m/s is very slightly hightian that on the elastic plate 2 due to
impact with v = 3.90 m/s, where the maximum forcaswB87.00 kN. In contrast, the
maximum deflection of the springs of the elasti@@l 1 Dmax = 1.47 mm) is
measurably smaller than that for the elastic pla®max = 1.87 mm). The maximum
deflection was attained at about from 2 ms to 3after the impactt(= 0). This delay
was also found in the drop test presented by Baiti(1997 & 2000). It may be due to
the natural response period of the tested sprifigs.natural period of a spring can be
estimated fromT = 2 (myk)%5, wherem is the mass of spring in kg akds the spring
rate in N/m. Therefore, the natural periods ofdhengs CXF51x54n(1 = 0.41 kg) and
CXF51x102 (2 = 0.66 kg) are calculated to bR = 4.8 ms andl, = 8 ms,
respectively. The rise time of the maximum deflatsi is about 2.2 ms for both spring
types (Figure 4-12c and Figure 4-13c). This riseetiis about a half of the natural
period of the spring CXF51x54( = 4.8 ms) and about one quarter of the naturabger
of the spring CXF51x54Tg = 8 ms). Note that in this experiment the sprimgse

allowed to compress only.

Figure 4-10. Typical time-history of acceleratioe]ocity and displacement of the 52 kg elasticelain
pure water fov = 4.11 m/s.
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Figure 4-11. Typical time-history of acceleratior]ocity and displacement of the 52 kg elasticgpain
pure water for = 3.9 m/s.

Figure 4-12. Typical time-history of pressurescéoand deflection of springs of the 52 kg eladiatepl
in pure water for = 4.11 m/s.
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Figure 4-13. Typical time-history of pressuresctand deflection of springs of the 52 kg elasiitep2
in pure water fow = 3.90 m/s.

Distinct post-impact pressure oscillations undepast of the elastic plates onto the
water surface were also observed in this experimBrgssure P1, P2 and P6 are
presented and compared with the impact of the péate in pure water in Figure 4-14
to Figure 4-16, in which the impact velocities wér28+0.07 m/s, 4.08+0.17 m/s and
6.96+0.18 m/s, respectively. In Figure 4-14, thstfpressure peak on impact decreases
with increasing elasticity of the plate. The ostithn after the impact is believed to be
caused by the oscillation of the trapped air betwibe impact plate and water surface,
which has been discussed in the previous sectibims.FFT spectra of the measured
pressures are given in the right hand plots irfithees. Under higher impact velocities
(v = 4.08£0.17 m/s and 6.96+£0.18 m/s), there areifgignt differences in the post-
impact oscillations between the rigid plate andstidaplates with higher frequency
peaks evidence for the elastic plates (Figure 4ab8 Figure 4-16). Significant
differences between the pressure traces for rigdl feexible panels were also found
from the controlled water slam test of composité panels presented by Battley et al.

(2009), Stenius (2009) and Stenius et al. (2014a&her oscillation frequency of the
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pressure under impact of an elastic plate wasaserved by Tenzer et al. (2015). In

the present study, it is clearly seen for the mlgslates that there are higher order
frequencies in the pressure oscillations under mgtact velocities and most of these
oscillation frequencies are higher than the nativesjuency of the impact plate (Figure
4-15 and Figure 4-16). As it was found in the intpzfdhe rigid plate in pure water, the
high peak frequencies (339.7 Hz and 139.9 Hz) efghst-impact pressures (Figure
4-14b,d,f; Figure 4-15b,d,f and Figure 4-16b,d,§yndue to the repeated compression
and expansion of the different diameter trappedoabbles when the impact plate is
about to hit the water surface (see Table 4-1)aAesult of the shock wave traveling
through the air gap along the width of the rigidtpl (Section 4.1.1), a second pressure
shock was observed at an early stage 0.6 ms) under impact velocity of 6.96+0.18
m/s (the solid lines in Figure 4-16a), but thisaset pressure shock does not seem to be
evident in the elastic plate experiments (the dasirel dotted lines in Figure 4-16a).
The second pressure peak appears coincident vétlogtillations caused by the plate
elasticity and the trapped air under the plate.r@he also no evidence of this second
pressure peak from the previous experimental desp studies in which plates with
large deadrise angles (5° and 10°) were used ambsair bubble could be trapped
under the plate. Similar to the impact of the rigidte in pure water, the impact of
elastic plates in pure water have shown many higgguency peaks of the
corresponding discrete impact pressure events laegk thigh frequencies are slightly
different between the rigid and elastic plates (Fég4-14b,d,f; Figure 4-15b,d,f; Figure

4-16b,d, ).
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Figure 4-14. Oscillations of pressures (left) ameirt spectra (right) due to impact of rigid andséila
plates in pure water & 1.28+0.07 m/an = 52 kg). Note the different vertical scales.

£ f=139.9Hz

fo=139.9 Hz
/ p

«—f,=139.9 Hz

Figure 4-15. Oscillations of pressures (left) ameirt spectra (right) due to impact of rigid andséila
plates in pure water & 4.08+0.15 m/an = 52 kg). Note the different vertical scales.
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™~ First shock load

4 Second shock load

Figure 4-16. Oscillations of pressures (left) ameirt spectra (right) due to impact of rigid andséia
plates in pure water E 6.96+0.18 m/an = 52 kg). Note the different vertical scales.
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Typical time-histories of pressures under impatthe 52 kg elastic plates into aerated
water ¢ = 1.6 %) are presented in Figure 4-17(a,c) andirEigl-18(a,c). Similar to
impact of the rigid plate in aerated water, the actppressures under impact of the
elastic plates varied temporally and spatially doethe presence of the generated
bubbles and the disturbance of the water surfageré-4-17(b,d) and Figure 4-18(a,c)
show the FFTs of the corresponding pressure sigmakented in Figure 4-17(a,c) and
Figure 4-18(a,c), respectively. It is seen thatdhe no distinct high frequency peak of
the corresponding distinct post-impact pressurdlasons under the impact in aerated
water and this is similar to the observation ofsguees under impact of the rigid plate in
aerated water (Figure 4-9). However, the FFTs shwamy high frequencies of the

corresponding discrete impact pressure events.

61



Figure 4-17. Pressure time histories (left) andt thgectra (right) under impact in aerated water 1.6
%: (a, b)v = 4.05 m/s; (c, dy = 5.37 m/s. Elastic plate in = 52 kg. Note the different vertical scales.

Figure 4-18. Pressure time histories (left) andt thgectra (right) under impact in aerated water 1.6
%: (a, b)v = 3.77 m/s; (c, dy = 6.69 m/s. Elastic plate & = 52 kg. Note the different vertical scales.
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All maximum pressures measured at all locationsrfgracts in pure and aerated water
are presented in Figure 4-19. Figure 4-19a andr€igul9b present the maximum

pressures under impact of the 32 kg and 52 kg plites, respectively. It is shown that

the impact pressures in pure water (the blackesrii plots) are much higher than those

measured in aerated water of 0.8 %, 1 % and 1.®@i#hfvaction. With the presence of
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air in the water the impact pressure in aeratedemwalecreases significantly in

comparison with the impact pressure in pure wéter.example, for an impact velocity
of 7 m/s and mass of 52 kg, the impact pressunguie waterPlnax = 33.23 bar, is
reduced to that of 4.45 bar when the water haseaatian level of 1.6 %. This shows
that the aeration has an important role during th@ad can reduce impact pressure
significantly. In addition, the water surface disitan also affects the impact pressures
for the tests in aerated water. The water surfaa® disturbed by the bubble generation
system, therefore the impacts in aerated water wetr@erfectly flat impacts as in pure
water. Because of the water surface distortion, ithpacts in aerated water were
reduced due to the small local deadrise angle, wlicshown by others to cause the

impact pressure to decrease (Chuang, 1966a; Lewi®&9; Van Nuffel et al., 2014).

Figure 4-19. Impact pressures on rigid plate ireamd aerated water: (@)= 32 kg; (b)m = 52 kg.

Both lognormal and extreme value models have besxl tio test the measurements
with aerated water presented in Figure 4-19 torémioethat no accidentally sampled
measurements with a much higher probability of emoeedance are included. Figure
4-20 to Figure 4-25 present the Cumulative DenBiipction (CDF or probability of
non-exceedance) of lognormal and extreme value m@gwlied toPmax measured in
aerated water. The 95 % confidence intervals (@&)aso plotted for lognormal and
extreme value models which are applied to each sifttarhe empirical CDF &¥max is
estimated using Bernard’s approximation for sanspte less than 100: probability &= (

0.3)/(N+0.4), in whichi is the index of event sorted in ascending orddr\is the total
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number of events (Stapelberg, 2009). In generas, shown that the measured data fit
quite well to a lognormal and/or extreme value nhod#d measured data are placed in
the 95% confidence interval of the applied modé&lsis means that no measured data

with a much higher probability of non-exceedaneziacluded in Figure 4-19.

Figure 4-20. Probability of non-exceedancégfxon the 32 kg rigid plate in aerated watér£ 0.8 %):
(a)v=4.020.14 m/s; (b} = 5.25:0.44 m/s; (c} = 6.780.19 m/s.

Figure 4-21. Probability of non-exceedancégfxon the 32 kg rigid plate in aerated watér£ 1.0 %):
(a)v=4.020.14 m/s; (b} = 5.25:0.44 m/s; (c) = 6.780.19 m/s.

Figure 4-22. Probability of non-exceedancégfxon the 32 kg rigid plate in aerated watér£ 1.6 %):
(a)v=4.020.14 m/s; (b} = 6.780.19 m/s.
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Figure 4-23. Probability of non-exceedancégfxon the 52 kg rigid plate in aerated watér£ 0.8 %):
(a)v=4.02£0.14 m/s; (b} = 5.250.44 m/s; (cy = 6.780.19 m/s.

Figure 4-24. Probability of non-exceedancégfxon the 52 kg rigid plate in aerated watér£ 1.0 %):
(a)v=4.020.14 m/s; (by = 5.25t0.44 m/s; (cy = 6.780.19 m/s.

Figure 4-25. Probability of non-exceedancégfxon the 52 kg rigid plate in aerated watér£ 0.8 %):
(a)v=4.020.14 m/s; (b} = 6.78:0.19 m/s.

Maximum forces in pure and aerated water are pteddn Figure 4-26 for the tested
rigid plates fn = 32 kg and 52 kg). The error bars in the plotshef figure indicate

standard deviation obtained from 3 to 10 repeatshdws that there is also significant
reduction in the impact force from tests condudtegure water in comparison with
those conducted in aerated water. Figure 4-27 aqndd-4-28 show the maximum force
versus void fraction ) of the water for the rigid plate mass of 32 kgl &R kg,

respectively. Within the range of the experimerdata in the present study, the

maximum force appears to be as an exponentialibmof the void fraction, given by:
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Foo = ke € , 4-3)
in which, coefficientskr and n are estimated using the non-linear least-squares
algorithm in Matlab to obtain the best curve fitteal the experimental data. This
relationship is entirely empirical from the expeeintal data in this study from data
fitting the results. The best fitted curve andfitaction are presented in each plot of
Figure 4-27 and Figure 4-28 for each impact vejociihey show similar behaviour to
the experimental results by Bullock et al. (20043 simulations by Ma et al. (2016).
These authors also found that there is significadtiction of the impact pressures even

due to presence of a relatively small air contertt that the aeration effect increased

with the violence of the impact.

Figure 4-26. Impact force on rigid plate in purel aerated water: (&) = 32 kg; (b)m = 52 kg. Error
bars indicating standard deviation.

Figure 4-27. Impact force on rigid plate as a fiorcbf void fractionb (m = 32 kg).
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Figure 4-28. Impact force on rigid plate as a fiorebf void fractionb (m = 52 kg).
61212-+1% % ;- %%+ # (" & <+%$.-+ #(# # ( )#
Impulse, which is defined as the change in momerafian object, can be obtained by
integrating force values over the duration of thpact (Cooker & Peregrine, 1995;
Bullock et al., 2007). The impulse is known lessissive than the loading peak

(Bullock et al., 2007), therefore it is useful tegent results in terms of impulses. In the

present study, the first impulsé (* ) of the impact is defined as the impulse of tingt fi

positive phase of the impact, i.e. the area Aliguife 4-29 and the total impulsé'{*)

is integrated from the start of the impact unté gignal falls back to the noise level, i.e.
the sum of the areas Al to A7 in Figure 4-29. hased that, the “total impulse” for the
drop tests is calculated for a duration of timenfrthe start time of an impact until the
time when the impact plate was not restrained kyrtipe used to stop the plate falling
onto the basin floor. Therefore, the “total impulsesed in this analysis does not
consider the total impulse of the object broughtest and therefore there may be a

difference between the total impulses for varioupacts.
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Figure 4-29. Definition sketch for the first impel§l ™) and total impulse I(°®).

Pressure impulses of the rigid plate impact in pamd aerated water are presented in
Figure 4-30 and Figure 4-31. It is shown that tingt foressure impulsed {*') of the
impact in pure water are much higher than thosaeemated water and there is a linear
relationship between the first impulse and the iobpaelocity (Figure 4-30). In pure
water, scattering of the first pressure impulsmigh smaller than the scattering of the
impact pressure®max presented in Figure 4-19. This smaller scattewhghe first
pressure impulse was also found from the experiatewbrk by Zhu (1995). In
contrast, variation of the first pressure impulsestill as large as the variation of the
impact pressures (Figure 4-19) for the aeratedw@ites total pressure impulses(")

are presented in Figure 4-31 and their variatiopure water is as large as the variation
in aerated water. Additionally, there is no redwetof the total pressure impulses from
pure water to aerated water for both the 32 kg=#hklg rigid plates.

Figure 4-32 and Figure 4-33 present the first pasiphase force impulsel {*') and

the total force impulsel®), respectively. Similar to the pressure impulselifigs, the

first force impulses in pure water are significgriirger than those in aerated water. In
pure water, the variation of the first force impuls larger than the variation of the first
pressure impulse, especially at high impact veksifrom 4 m/s to 7 m/s (see Figure

4-30 and Figure 4-32). Bullock et al. (2007) alsegented the large variation of the
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first force impulse from their experimental work wfave impacts. The total force

impulses in pure and aerated waters are more ®thessame, except the impacts of the
52 kg rigid plate show the total force impulsesé@rated water are higher than those in

pure water (see Figure 4-33b).

Figure 4-30.1 of rigid plate impact in pure and aerated waternfa 32 kg; (b)m =52 kg.

Figure 4-31.1° of rigid plate impact in pure and aerated waternfa 32 kg; (b)m =52 kg.

Figure 4-32.1/ of rigid plate impact in pure and aerated waternfa 32 kg; (b)m = 52 kg.
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Figure 4-33.1°% of rigid plate impact in pure and aerated waternfa 32 kg; (b)m= 52 kg.
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Figure 4-34 presents the impact pressures andsanceéer the impacts of the rigid and
elastic plates in pure water. The impact pressaregpresented in Figure 4-34a for the
measured location at the centre of the plate (F1g.impact forces are shown in Figure
4-34b. In general, there is a slight reductionnmpact pressure and force only at the
higher velocities, beyond 5 m/s. This limited reiluc may due to the stiffness of
springs used to form the elastic plate 1 and 2. rEselts presented by Tenzer et al.
(2015) also did not show a clear trend of hydrdelag effects on pressure peaks, with
the body they tested also being relatively stiterfius et al. (2011a, b) showed that
measured pressure magnitudes increase at the oénlie panel width of a wedge with
increasing flexibility of the tested body with thiend being similar to their numerical
simulations. They found a change of pressure magge# as a result of the local change

in deadrise angle and impact velocity for a flegibbdy.
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Figure 4-34. Impact pressure and force of rigid elagtic plates in pure watengE 52 kg).
61412-+1% % ;- %%+ # (" &< $.5(# ( #% $& -! # %
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and 1™ of the rigid and elastic plates impact in pure watee presented in

Figure 4-35. The masses of the plates are all &fg62t is shown that ;™ and 1 /™" of

the rigid plate are generally higher than thosetler elastic plates. This can be seen

most clearly at the high impact velocities beyona/4. However, the total impulses of
pressure and forcel ' and 1 °®'") presented in Figure 4-36 show there is no clear

difference between the total impulses of the ragd elastic plates.

Figure 4-35.1 (a) and1 /™ (b) of the rigid and elastic plates impact in pwager (n = 52 kg).

Figure 4-36.15* (a) and 1@ (b) of the rigid and elastic plates impact in pwager (= 52 kg).
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The impact pressureBrax) measured in aerated water have been tested ogtiotmal
and extreme value models to ascertain that no ectatly sampled measurements with
a much higher probability of non-exceedance arkided in analysis. The results show
that there is no sampled data are located outdidbeo95% confidence intervals of
lognormal and/or extreme value models which aral usetest each data set of each
impact velocity (see Appendix A.2).

Impact pressures and forces of the elastic plaaedL2 in pure and aerated water are
shown in Figure 4-37, Figure 4-38 and Figure 4Sinilar to the rigid plate, the impact
pressures on the elastic plates due to impactne water are much higher than those in
aerated water especially at and near the centiieegblate (Figure 4-37a, Figure 4-38a
and Figure 4-39a). Large scatter of the impactsures on the elastic plates is similar to
that observed from the rigid plate which is preednn Figure 4-19. The impact forces
on the elastic plates in pure and aerated watepi@sented in Figure 4-37b, Figure
4-38b and Figure 4-39b. In general, the impactesrin pure water are also much
higher than those in aerated water. The impactspresand force decrease with

increasing the aeration level as was previousiynddior the rigid plate as well.

Figure 4-37. Impact pressure and force of elastitepl (n = 45 kg) in pure and aerated water.

72



! " # " "

Figure 4-38. Impact pressure and force of elastitepl (h= 52 kg) in pure and aerated water.

Figure 4-39. Impact pressure and force of elagtite? (h = 52 kg) in pure and aerated water.
61612,-+!1% % ;- %%+ # (" &<
The first pressure and force impulses on the elgdéites due to impacts in pure and
aerated water are shown in Figure 4-40, Figure antlLFigure 4-42. It can be seen that
there is no significant difference between thet fingpulses in pure and aerated water
even though the first pressure impulses at and theaplate centre in pure water are
slightly higher than those in aerated water (FigdrdOa, Figure 4-41la and Figure
4-42a). In contrast, the first force impulses oa #¢astic plate 1 (with botim = 45 kg
and 52 kg) in aerated water are higher than thogiie water under impact with high
velocities ¥ > 3 m/s), see Figure 4-40b, Figure 4-41b. Avenagaes of the first force
impulses on the elastic plate 2 in pure water dightly higher than the values in
aerated water (Figure 4-42b).
The total pressure impulses are presented in Figw#Ba, Figure 4-44a and Figure

4-45a, and it is shown that the total pressure Isgsunear the edges of the plates for

73



impact in pure water are lower than in aerated mydiet at and near the plate centre
they are more or less the same as in aerated Watgne 4-43b, Figure 4-44b and
Figure 4-45b present the total force impulses eneflastic and they show that the total
force impulses in pure water are smaller than thoserated water.

Scatter of the first and total force impulses imegpwater are found to be less than those
in aerated water, but for the pressure impulseth(bwe first and total impulses) the

scatter is similar in pure and aerated water.

Figure 4-40.1[ (a) and1 /™ (b) of elastic plate Inf= 45 kg) impact in pure and aerated water.

Figure 4-41.1 (a) and1/™ (b) of elastic plate Inf= 52 kg) impact in pure and aerated water.

Figure 4-42.1™ (a) and1/™ (b) of elastic plate 2n¢ = 52 kg) impact in pure and aerated water.
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Figure 4-43.1°% (a) and 1 (b) of elastic plate Inf = 45 kg) impact in pure and aerated water.

Figure 4-44.1°* (a) and 1 (b) of elastic plate In = 52 kg) impact in pure and aerated water.

Figure 4-45.1°% (a) and 1 (b) of elastic plate 2n§ = 52 kg) impact in pure and aerated water.
617 &!+%3$ % "%'#,,$.$,-#& %
Slamming of rigid and elastic square flat platespumre and aerated water were
experimentally investigated in this chapter by nseah a drop test which involved
freely dropping a rigid or elastic plate having maé between 32 kg and 52 kg from

various heights to obtain various impact velocitisk tests were done with 0° deadrise
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angle (flat impact). The water was aerated by usitgibble generation system to gain
different aeration levels. The following are somadusions of this experimental study:
The spatial distribution of those impact pressuras been found under impact
velocities varying from 1 m/s to 7 m/s and it i®aim that the distribution of the
maximum pressure depends on the impact velocity.
An empirical relationship has been proposed taregt the impact pressures
and force on the square plate. The impact presqatethe centre or near the

edge of the plate) and force are proportional ¢éositjuare of the impact velocity,

i.e. Poax =8 Vor Fow =38V, whered, and a- are the empirical factors and

depend on the impact body (rigidity, elasticity amdss of the body) and the
locationi on the plate.

Pressure measurement under impact in pure watepé&atable. In contrast, for
impacts in aerated water, the measured pressuaniom in both magnitude
and rise time. This unrepeatability in aerated watdelieved to be caused by
the unstable surface of the aerated water, which disturbed by the bubble
generation.

There is a significant reduction in the impact ptee and force from those
measured in pure water to those in aerated wakes. réduction is not only due
to the presence of air in water but also due tomaker surface distortion.

An exponential relationship of the maximum forced &he void fraction has

been proposedf. =K-€) and its coefficientsk¢ andn) are found from this
experimental study.

The elasticity of the tested plates has a sigmtiedfect on the impact pressures
and forces at high velocities only.

Hydroelasticity affects the post-impact oscillasasf the pressures under impact

in pure water.
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Significant reductions of the pressure and forceulse of the first positive

first | first
F

phase (» and ) were found from the impacts in pure water to tela

water. But there is no reduction of both the t@ssure impulsel@™ ) and

the total force impulsel¢™).

1" and 1™ of the impact of the elastic plates in pure watermauch lower

than those of the rigid plate. There is no cledfedince in 15 and I+

between the impacts of the rigid and elastic plates
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This chapter presents results and discussiorthéoexperimental investigation of wave
impact on a truncated vertical wall, which reprasensection of the hull of an offshore
vessel such as an FPSO (Floating Production StamadeOff-loading) vessel, which is
commonly used in the offshore oil and gas indudinythe experiments, the wall is a
rigid aluminium plate and could be connected tgprang system to alternatively form
an elastic wall. Water was either pure or aeratatéry and the experimental details are

given in Section 3.2.
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Typical time-histories of accelerations, force gdssures due to early broken wave
impact (focus distanc¥: = 30.5 m) on the rigid wall in pure water are preed in
Figure 5-1 and Figure 5-2. Accelerations up tayMWkre measured on the impact wall
(Plate 1 shown in Figure 3-16) for this particulest run (Figure 5-1a) and this is the
highest acceleration recorded for early broken waveact on the rigid wall. Plate 2
was rigidly fixed to the support frame as showrFigure 3-16. The oscillation of the
force signal after the impact is shown in Figurgélband this oscillation frequency (~37
Hz) is close to the natural frequency of the compteodel v = 40 Hz). Figure 5-2
presents pressure traces, which were measured@aisdevels #/d = 0.071 to 0.39zis

the pressure sensor level above S\Wis the water depth at the structure) on the wall,

and it shows that there are a number of impac#stime period betweein= -150 ms to
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t = 0, in whicht = 0 is denoted at the maximum impact force (semirei 5-1b). The

randomness of pressure traces was due to a réyaavge volume of the aerated water
generated under this type of wave impact. The mawinmpact pressure and force due
to the early broken waves was 0.12 bar (at leieF 0.25 att = -137.5 ms) and 0.56
kN, respectively. Many high frequency oscillatiomsre superimposed on the pressure
time histories and these oscillations were causethé oscillations of small bubbles
within the aerated water produced by wave breal@igpilar oscillations to these have
been observed in previous studies under broken wapact, e.g. Bullock et al. (2007).
Visualisation of irregular clouds of small bubbleésring the process of early broken
wave impact are shown in Figure 5-3 in sequentiapshots taken from= -100 ms td
=50 ms with&x = 10 ms. The impact wall is on the right hand sitleach snapshot and
the wave front come from the left hand side. It banseen that the wave was already
broken (before = -100 ms) and produced a turbulent water-air unéxthat impacts the
wall. Because the wave has lost much of its engrgpyeaking before reaching the wall,
it caused low impact pressures and force on thé ®ab-atmospheric pressures were
observed in the early broken wave impact presemdegure 5-2, and these negative
pressures were a common behaviour observed inxgheriment and are thought to be
due to the trapped air under wave impacts, asmaéstioned by Oumeraci et al. (1993),
Hattori et al. (1994) and Bullock et al. (2007).pRatability of acceleration, force and
pressures observed in five early broken wave impests are presented in Figure B-1
and Figure B-6 in Appendix B.1. Total force on thell seems to be repeatable (Figure

B-1Db), but acceleration and pressures are unrdgegfaigure B-1a and Figure B-6).
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Figure 5-1: Time histories of force and acceleraidue to early broken wave impact on rigid wall in
pure waterd = 0.7 m).

Figure 5-2: Time histories of pressures due toydandken wave impact on rigid wall in pure watdr<
0.7 m). Note the different vertical scales.
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Figure 5-3: Snapshots of early broken wave impadaigid wall in pure waterd = 0.7 m). In each
snapshot, the wave was coming from the left andviddewas located on the right.
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Figure 5-4 presents typical time-histories of aegions and force under the broken
wave impact (focus distancé = 31 m) on the rigid wall in pure water. In thisse, the
wave breaks just as it hits the wall. Acceleratioipsto 2.8 were recorded for the
broken wave impacts and are presented in Figurg e maximum impact force due
to broken wave for this particular test was 0.81 (Rgure 5-4b). The low frequency
oscillation superimposed on the force time histisryound to be close to the natural
frequency of the modefy = 40 Hz). This low frequency oscillation was atswserved

in the force time histories of all broken wave iragga Due to the chaotic nature of the
broken wave turbulent flow as the wave hits thelvihére is considerable randomness
apparent in the pressure time history under th&dravave impact as can be seen in
Figure 5-5. At levelzd = 0.36, there was high impact pressure of 0.2(ther highest
value that was observed for broken waves) at-53.83 ms (see Figure 5-5a). Many
other test runs of broken wave impact show highaohgpressures up to 0.18 bar that
were attained at early times, around -100 ms. Similar to the early broken wave
impacts presented in the previous section, thexehayh frequency oscillations which
were superimposed on the pressure signals (seeeFigba,b). These oscillations are
likely to be due to the alternate expansion and pression of the dense cloud of
bubbles seen in the image sequence of Figure B@lao noted by Hattori et al. (1994)
and Bullock et al. (2007). Figure 5-6 shows theusedjal snapshots of the broken wave
impact and a smaller volume of aerated water, impgarison with the early broken
wave, can be seen in this case. The wave was cadmingthe left hand side and the
impact wall was located on the right hand side adhesnapshot. As shown in Figure
5-6, att = -100 ms, a jet forms as the breaking wave hieswiall, causing high random

impact pressures betweeér= -100 ms and = 0. Similar to the early broken wave
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impact, the acceleration and pressures on the armallunrepeatable (Figure B-2a and

Figure B-7), but the total force on the wall se¢mbe repeatable (Figure B-2b).

Figure 5-4: Time histories of force and acceleraidue to broken wave impact on rigid wall in pure
water @ = 0.7 m).

Figure 5-5: Time histories of pressures due to &nokave impact on rigid wall in pure water< 0.7 m).
Note the different vertical scales.
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Figure 5-6: Snapshots of broken wave impact o mgll in pure waterd = 0.7 m). In each snapshot,
the wave was coming from the left and the wall Weasited on the right.
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Under high aeration wave impact (focus distan¢e= 31.3 m), the maximum
acceleration of the wall is up ta6or the case illustrated in Figure 5-7a. The time-
history of the measured force on the wall undehhagration impact is presented in
Figure 5-7b. The low frequency oscillations of #ueeleration and force traces after the
impact (betweenn = 0 ms and = 500 ms in Figure 5-7a,b) can be seen and they ar
identical to the 40 Hz natural frequency of theaustiire. Associated time-histories of
pressures on the wall at different levels are preskin Figure 5-8 for the test case
presented in Figure 5-7. Higher impact pressurespmparison with the previous wave
impact types, are found and the time of peak presBu each gauge is now nearly
simultaneous under this wave impact type. The losgdency oscillation found in
acceleration and force traces can also be obsdrgatdthe pressure traces under the
high aeration wave impact type (see Figure 5-8)islshown that there are high
frequency oscillations (~170 Hz to 880 Hz) of ptess after the impact (betweer 0

ms and = 11 ms in Figure 5-8a,b). These high frequencjllatons may be due to the
acoustic wave reflecting from the flume bottom amddue to air-pocket and bubble
oscillations. Using the theoretical natural frequenf air bubbles in water as derived
by Minnaert (1933) and Hattori et al. (1994), theguency of oscillation observed here
corresponds to air-pocket and bubble radius of eetwl19.2 mm and 3.7 mm. This
behaviour of the pressure time histories after ithpact is similar to the previous
findings for large air-pocket wave impacts (Hatterial., 1994) or high aeration wave
impacts (Bullock et al., 2007). Variation of presspeaks due to high aeration impacts
was very large as was also found by Hattori e{18194) and Bullock et al. (2007). The
high aeration wave impact is presented in Figugei®-sequential snapshots taken from
t =-100 ms td = 50 ms. It can be seen that the wave crest dtayteverturn at = -100

ms and as time processing the jet of the breakiagewhit the wall and entrapped a

85



large air volume and a cloud of bubbles (see a twtweern = -30 ms and = -10 ms).
Measurements of acceleration, force and pressurgiseowall are shown in Figure B-3
and Figure B-8 for five high aeration wave impadts. It is shown that the total force
on the wall is well repeatable for the high aeratwave impact (Figure B-3b). Low
frequency oscillation after impact on the acceleratind pressure traces is found to be
repeatable, but the maximum acceleration and thgadmpressure is unrepeatable

(Figure B-3a and Figure B-8).

Figure 5-7: Time histories of force and acceleratidue to high aeration wave impact on rigid wall i
pure waterd = 0.7 m).

Figure 5-8: Time histories of pressures due to kigtation wave impact on rigid wall in pure watre(
0.7 m). Note the different vertical scales.
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Figure 5-9: Snapshots of high aeration wave impagaigid wall in pure waterd= 0.7 m). In each
shapshot, the wave was coming from the left andwddewas located on the right.
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Flip-through impact occurs if the air-pocket becsrzero and the wave strikes the wall
with a vertical front face. This means the flipahgh impact type lies between air-
pocket impact and sloshing, where a sloshing weses up and down on the surface of
a vertical wall. Flip-through impact was first iddied by Cooker and Peregrine (1990)
from their fully non-linear potential flow compuian. Figure 5-10 and Figure 5-11
present time histories of the accelerations, fame pressures of a flip-through impact
test case which caused the largest impact pregkire bar at levet/d = 0.39 in Figure
5-11a) obtained of any experiment presented hdre.fdcus distance ofs = 30.5 m
was used to generate this flip-through wave impgm¢. The maximum acceleration of
the wall on impact was recorded up ®fdr this particular case (Figure 5-10a). Similar
to broken wave impacts and high aeration impacifesce of the low frequency
oscillation (~37 Hz) , which was due to the natdrafjuency vibration of the impact
wall, was also found in the acceleration, force @messure signals under the flip-
through impacts. A high frequency oscillation (~628) was also observed after impact
in pressure signals at all measured levels (Figeté). This high frequency oscillation
may be due to oscillation of 10.6 mm-diameter aiolide or a bubble cloud which was
enclosed during the flip-through impact due to telce of the water surface. The high
frequency oscillation of pressures after impacthhiglso be caused by sound wave
reflected from the flume bed. Phase differenceth®tigh frequency oscillations in the
pressure traces were observed and this may beodbe different distances between the
pressure sensors and the impact point, where theibble was formed and sound wave
started to transmit. Figure 5-12 presents snapsfidke flip-through impact at different
instant times and it shows clearly the turbulenesoaiated with the flip-through wave
impact in this experimental work. Similar to thegtiaeration wave impact, the total

force on the wall is well repeatable (Figure B-4dpwever, acceleration and pressures
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cannot be repeated, except the low frequency asoil after the impact which is

known to be due to the natural frequency vibratdthe wall (Figure B-4a and Figure

B-9).

Figure 5-10: Time histories of force and acceleraidue to flip-through impact on rigid wall in pur
water @ = 0.7 m).

Figure 5-11: Time histories of pressures due mthirough impact on rigid wall in pure water=£ 0.7
m). Note the different vertical scales.
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Figure 5-12: Snapshots of flip-through wave impactigid wall in pure waterd = 0.7 m). In each
snapshot, the wave was coming from the left andwddewas located on the right.
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Increasing the focus distance upXo= 31.9 m leads to the run-up on the wall being
higher than the crest and the crest is slightlykéno when it reaches the wall.
Accelerations, force and pressures under the BSlighteaking wave impact are
presented in Figure 5-13 and Figure 5-14. A maximacoeleration of 0.7 g was
recorded after the impact for this particular diighbreaking wave impact (Figure
5-13a). There is also a low frequency oscillatigident in the force signal (see Figure
5-13b) but the amplitude of this oscillation is rhugeaker than that due to other wave
impacts (early broken, broken, high aeration ai@tArough impacts). As can be seen
in the pressure time histories presented in Fidufel, the pressure peak tends to
decrease as the levet increases, except at the lew&l = 0.32 and 0.36 whereas the
wave crest hits the wall, high pressures are caukepreceding single impact was
found on the pressure trace at lex/dl= 0.36 and this is due to slightly breaking of the
wave crest which can be seen in the snapshotgjurd-b-15, where the visualisation of
this wave impact condition is illustrated by sedisrsnapshots recorded from the high
speed camera. The time interval between two sn#pginesented in Figure 5-15 is 10
ms and the figure presents snapshots from t = ri®@ t = 50 ms. Acceleration, total
force and pressures on the wall due to five shgbteaking wave impacts are illustrated
in Figure B-5 and Figure B-10, and show clear latkepeatability of acceleration and
pressures on the wall as findings from other wawegict types (Figure B-5a and Figure
B-10). However, total force on the wall also seeimde repeatable for the slightly

breaking wave impact, see Figure B-5b.
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Figure 5-13: Time histories of force and accelersidue to slightly breaking wave impact on rigialiw
in pure waterd = 0.7 m).

Figure 5-14: Time histories of pressures due gghtly breaking wave impact on rigid wall in puretema
(d=0.7 m).
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Figure 5-15: Snapshots of slightly breaking waveast on rigid wall in pure watedE 0.7 m). In each
snapshot, the wave was coming from the left andviddewas located on the right.
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Comparing time histories of acceleration, force pressures on the rigid wall under the
five tested wave impact types, which are previoysigsented in Section 5.1.1.1 to
Section 5.1.1.5, are made and illustrated in Figui® and Figure 5-17. It is shown that
the maximum acceleration and force due to the ligtation and flip-through wave
impacts are much higher than those for the eaxkdmr, broken and slightly breaking
wave impacts (Figure 5-16). In addition, Figureshows that amplitude of the low
frequency oscillation after impact in the accelieratand force traces due to the high
aeration and flip-through wave impacts are sigaifity higher than those under the
other tested wave impact types. Very high impaesgures due to the high aeration and
flip-through wave impacts, in comparison with therlg broken, broken and slightly
breaking wave impacts, can be clearly seen in Ei§ui7a,b,c. On the other hand, high
impact pressures are found at the time betweenrl150 ms ta = 0 ms for the early
broken and broken wave impacts, while those aradaroundt = 0 ms for the other
impact types (Figure 5-17b-g). Evidence of the fesquency oscillation after impact is
also found in the time histories of pressures auéhé high aeration and flip-through
wave impacts (Figure 5-17d-g). Repeatability of thi@l force on the wall due to high
aeration and flip-through wave impacts (Figure BaBlol Figure B-4b) are much better
than for the early broken, broken and slightly kieg wave impact types, which
produce higher turbulence of the flow (Figure B-Higure B-2b and Figure B-5b).
Acceleration and pressures of all wave impactshenwtall cannot be repeated, except
the low frequency oscillation after impact (Figi€ela to Figure B-5a and Figure B-6

to Figure B-10).
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Figure 5-16: Comparison of acceleration and foraeds on rigid wall under five tested wave impact
types in pure waterd(= 0.7 m).
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Figure 5-17: Comparison of pressure traces on vigil under five tested wave impact types in pure
water @ = 0.7 m). Note the different vertical scales.
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Investigation of different wave impacts on the digvall in pure and aerated water are
presented in this section. The bubble generatorused to generate air bubbles in front
of the impact wall, therefore the water depth wonfrof the wall was decreasedda=
0.625 m (see Figure 3-16). Water was aerated tewaela void fraction of 0.6 %. The
pressure sensor mounted at lex/dl= 0.29 was removed from the impact wall and used
to calibrate and control the injection air presdoreghe bubble generator. Therefore, the
number of the measured pressure points on the invpalt was reduced to six points
which were atzd = 0.071, 0.14, 0.25, 0.32, 0.36 and 0.39. Becalisthe time
limitation, the number of wave impact types wasoalsduced to four wave impact
types: broken, high aeration, flip-through andtdlig breaking (see Table 3-2).

Typical time histories of accelerations, force gréssures on the rigid wall in the
aerated water for the four wave impact types duvstriated in Figure 5-18 to Figure
5-21. Comparisons of wave profiles between the itesture and aerated water have
been made and presented in Figure 5-22 to Fig@@ for the four wave impact types.
Figure 5-24 to Figure 5-25 show the sequential simajs during the wave impacts in
aerated water.

Figure 5-18(a, b) to Figure 5-21(a, b) show theebarations and force during the
impacts. The low frequency oscillation (~37 Hzpisdent in the acceleration and force
traces but its amplitude is rather smaller tham ith@ure water. Looking at the pressure
traces in Figure 5-18c to Figure 5-21c, there arsignificant high pressure peaks such
as those obtained in pure water under the impactsepted in Section 5.1. High
frequency oscillations after the impacts were abeerved in the pressure traces and
these oscillations are considered to be due toettpansion and compression and
pressure wave transmitted through the water-aituréxbody. Repeatability of wave

impacts in aerated water is presented in AppendX fBr four wave impact types.
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Similar to wave impact in pure water, the totalctoron the wall is repeatable, and

acceleration and pressures are unrepeatable.

Figure 5-18: Typical time histories of acceleratipforce and pressures on rigid wall under brokawen
impact in aerated wated € 0.625 m).

Figure 5-19: Typical time histories of acceleratipforce and pressures on rigid wall under higlatien
wave impact in aerated watetr £ 0.625 m).

98



$ ## " # " "

Figure 5-20: Typical time histories of accelerasipforce and pressures on rigid wall under flipstigh
wave impact in aerated watet £ 0.625 m).

Figure 5-21: Typical time histories of accelerasipforce and pressures on rigid wall under slightly
breaking wave impact in aerated wad=(0.625 m).

Wave profiles of the same wave impact types in jgune aerated water at locatior -
0.065 m and -0.15 nx & 0 at the front of the impact wall) are presente8ligure 5-22
and Figure 5-23. The air was injected into the beildenerator via four inlets to
generate the aerated water. This air flow was éegbétom the bubble generator, came
into the water body and generated a flow, which faras in vertical direction and then

in horizontal direction. Consequently, there wasidace current which was opposite to
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the incoming wave direction. This flow has its effen the incoming waves and this is
clearly shown in Figure 5-22 and Figure 5-23. Teat of the flow formed by the

bubble generation system, tended to change themingowave in the aerated water
(dashed line in plots) so that it travelled up 1080s slower than that in the pure water
(solid line). Therefore, the surface current indubg the bubble generator slowed down
the wave leading to decrease in the wave steepfidss.difference between the
maximum wave crest elevations in pure and aeratgérg; ak = -0.065 m and -0.15

m, was up to 0.01 m. The disturbance of the waestalue to presence of a bubble
curtain was studied by Kimmoun et al. (2012) anelytshowed that the disturbance
could lead to a decrease in impact pressure orrtecalewall such as is found in the

experiments presented here. The influence of thélbugeneration on the water surface

can be seen in Figure 5-24 to Figure 5-25.

Figure 5-22: Comparison of wave profiles of brokeave (a, b) and high aeration wave (c, d) in pue a
aerated waterd(= 0.625 m).

Figure 5-23: Comparison of wave profiles of flipdghgh (a, b) and slightly breaking (c, d) in pungla
aerated waterd(= 0.625 m).
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Figure 5-24: Snapshots of broken wave impact iatedrwaterd = 0.625 m). In each snapshot, the wave
was coming from the left and the wall was locatadte right.
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Figure 5-25: Snapshots of high aeration wave imjmaaerated wateid(= 0.625 m). In each snapshot, the
wave was coming from the left and the wall was fedaon the right.

102



$ ## " # " "

/

Wave front

Impact wall ="

/

Wave front

Impact wall ="

a

Wave front

Impact wall—"

Impact wall—

Figure 5-26: Snapshots of flip-through wave impaaerated wateid(= 0.625 m). In each snapshot, the
wave was coming from the left and the wall was ledan the right.
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Figure 5-27: Snapshots of slightly breaking waveaust in aerated wated € 0.625 m). In each snapshot,
the wave was coming from the left and the wall Weasited on the right.
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The wave impact pressuresntl) due to broken, high-aeration, flip-through angtdly
breaking wave impacts in aerated water have bestadevith lognormal and extreme
value models to ascertain that no accidentally omeas data with a much higher
probability of non-exceedance are included in agialyit is shown that no sampled data
are placed outside of the 95% confidence intergal®gnormal and/or extreme value
models which are used to test each data set at@azllz/d (see Appendix C:).

The maximum pressures at various levels on thd ngill are presented in Figure 5-28
for wave impacts in pure and aerated waters wittema@epthd = 0.625 m. The vertical
axis is the dimensionless le&tl of the measured points on the wall and the SWill (St
Water Level) is represented kd = 0. The horizontal axis is the logarithm of
dimensionless impact pressuRxnad7gd. The black diamonds are the impact pressures
in pure water and the red pluses are the impasspres in the aerated water with 0.6%
of void fraction. The solid and dashed lines ake itiean values of data points at each
level on the rigid wall in pure and aerated wateespectively. Maximum impact
pressures were found to occur at vertical positasve SWL for impacts in 0.625 m
water depth and this is similar to the finding bgfldnd et al. (2011). It is clearly seen
from Figure 5-28 that there is a significant reductof the impact pressures from pure
water to aerated water. The maximum impact pressoreasured in pure water were
0.27 bar, 0.38 bar, 0.56 bar and 0.2 bar for tloé&édr, high aeration, flip-through and
slightly breaking wave impacts, whereas those marinimpact pressures were only
from 0.03 bar to 0.13 bar for wave impacts in amtatvater. This reduction of the
impact pressures was caused by increase in aelatithe water body (The aerated
water with 0.6 % void fraction has its density 82%g/n¥, while the pure water has its

density of 998 kg/f). In addition, the incident wave which was affechy the current
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and turbulence induced by the bubble generatod teareduced impact pressures in
aerated water. Significant reduction of the impgaessure from 5.5 bar in pure water to
0.9 bar in aerated water of 0.8 % void fraction,ionhwas generated by a bubble
curtain, was also found in the experimental workmhmoun et al. (2012). Figure 5-28

shows the mean values of the impact pressuresategewater (dashed line) were much

smaller than that in pure water (solid line).

Figure 5-28: Impact pressures on rigid wall in panel aerated water.

Pressure impulses on the vertical rigid wall arespnted in Figure 5-29 for pure and
aerated water. The black diamond marker and sokddre the pressure impulse and the
medium value at the measured levels in pure watspectively. The red plus marker
and dashed line are for the aerated water. Thétseswow that the pressure impulses in

aerated water are smaller than those in pure i@teil types of wave impacts (broken,
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high aeration, flip-through and slightly breakin@ressure impulses decrease with

increasing the level on the wall for both pure ardated water.

Figure 5-29: Pressure impulses on rigid wall inepaind aerated water.
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Figure 5-30 presents the mean value and its vaniaif the impact forces and force
impulses on the rigid wall in pure and aerated wéie the tested wave impacts. It is
shown that the impact forces in pure water areifsogmtly higher than the impact force
in aerated water (Figure 5-30a). In both pure ardtad waters, the flip-through impact
resulted in the highest impact force and the lovwregiact force is for the broken wave
impact. The aerated water was also found to deerélaes overall load which was
integrated from the measured pressures in Kimmdual.e(2012). In general, the

average values of the total force impulses in puaer are higher than those in aerated
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water but their variation is quite large where @me events the total force impulse in

aerated water is larger than that in pure wateuifé 5-30b).

Figure 5-30: (a) Impact force and (b) force impuserigid wall in pure and aerated water.
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Typical time histories of acceleration, force, deflon of springs and pressures on the
rigid and elastic walls are presented in Figurel5 Figure 5-40. The corresponding

FFT spectra are also presented in those figuresaritbe clearly seen that the low
oscillation frequency (~37 Hz) after impact in ttime histories and FFT spectra of

acceleration, force and deflection of springs @ thsted walls (Figure 5-31, Figure

5-33, Figure 5-35, Figure 5-37 and Figure 5-39)idErnce of this low frequency can

also be seen in the pressure signals under higtli@e@nd flip-through wave impacts

on the rigid and elastic walls (Figure 5-36 anduFég5-38). Acceleration of the impact

walls increases with increasing flexibility of theall and there are higher oscillation

frequencies for the more flexible wall (Figure 5834, Figure 5-33a-b, Figure 5-35a-b,
Figure 5-37 a-b and Figure 5-39 a-b). Maximum foo€ehe wall also decreases with

increasing flexibility of the wall, except for tieightly breaking wave impact whereas

the maximum force on the elastic wall 1 is higheart that on the rigid wall (Figure
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5-39c¢). This reduction of the maximum force canclearly seen for the high aeration

and flip-through wave impacts (see Figure 5-35c &iglre 5-37c). As expected,
deflection of springs increases significantly wdcreasing stiffness of spring under the
tested wave impacts (Figure 5-31e, Figure 5-33mrei5-35e, Figure 5-37e and Figure
5-39e). Pressures on the tested walls are foube teery sensitive under wave impacts
and it is difficult to assess how hydroelasticitfyeats the pressure on the walls by
comparing single test cases between the tested (tjure 5-32, Figure 5-34, Figure
5-36, Figure 5-38). However, for the slightly kiesy wave, which is known to be
more stable than the other wave impact types, sasfaund for the force on the wall,
the pressures on the elastic wall 1 are higher thase on the rigid wall, although they
are seen to decrease with the more flexible walistie wall 2), see Figure 5-40. The
respective FFT spectra are presented in the righd Iplots in Figure 5-32 to Figure
5-40 for the time histories of pressures preseintdte left hand plots. The spectra are
plotted on the lin-log scale (with logarithmic sedbr the y-axis) to show more detail of
the spectral tail form. There are many high freqiesof the corresponding discrete

events in the time histories of the measured pressgnals.

Figure 5-31: Time histories (left) and their spadtight) of acceleration, force and deflection dmearly
broken wave impact.
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Figure 5-32: Pressure time histories (left) andrthgectra (right) due to early broken wave impacthe
walls. Note the different vertical scales.

Figure 5-33: Time histories (left) and their spadtight) of acceleration, force and deflection tiue
broken wave impact.

Figure 5-34: Pressure time histories (left) andrthgectra (right) due to broken wave impact on the
walls. Note the different vertical scales.
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Figure 5-35: Time histories (left) and their spadtight) of acceleration, force and deflection tudigh
aeration impact.

Figure 5-36: Pressure time histories (left) andrthigectra (right) due to high aeration wave impatthe
walls. Note the different vertical scales.

Figure 5-37: Time histories (left) and their spadtight) of acceleration, force and deflection tudip-
through impact.
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Figure 5-38: Pressure time histories (left) andrthgectra (right) due to flip-through wave impactthe
walls. Note the different vertical scales.

Figure 5-39: Time histories (left) and their spadtight) of acceleration, force and deflection tiue
slightly breaking wave impact.

Figure 5-40: Pressure time histories (left) andrtiectra (right) due to slightly breaking wavepewt on
the walls. Note the different vertical scales.
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The maximum pressures at various leveld € 0.071 to 0.39) are presented in Figure
5-41 for different types of wave impact on the digind elastic walls. For the tested
elastic wall 2, pressures were only measured atlémels ofz/d = 0.071, 0.32, 0.36 and
0.39. The vertical axis is the dimensionless lelelbof the measured points on the wall
and SWL is represented byd = 0. The horizontal axis is the logarithm of
dimensionless impact pressuRxa{(rgd). In each plot of Figure 5-41, the black circle
represents the impact pressures on the rigid waile the red cross and blue square are
respectively for the elastic walls 1 and 2. Thedsalashed and dotted lines connect the
mean values of the measured maximum pressure latl@as on the rigid wall, elastic
walls 1 and 2, respectively. Note these resultsewatained from the tests with the
water depth of 0.7 m. It can be seen from Figudd Bhat the distributions of the impact
pressures on the tested walls are different undeiows wave impact types (early
broken, broken, high aeration, flip-through andidliy breaking) and the highest impact
pressures were attained at the levels above SWikhwisi similar to the finding by
Hofland et al. (2011), while most previous worksirid the highest impact pressures
occurred at and around SWL (Hattori et al., 1994m@raci et al., 1993; Hull and
Mller, 2002; Bullock et al., 2007). For the eablyoken wave impact, the highest
medium value of the impact pressures occurredvat t&f z/d = 0.25 for all the rigid and
elastic walls (Figure 5-41a). At levels -l = 0.25 to 0.32, high impact pressures on the
rigid and elastic walls were attained under brokave impact (Figure 5-41b). Under
high aeration wave and flip-through impacts, thepact pressures are significantly
higher further up the wall (greatefd), except for the high aeration wave impact in
which the medium value of the impact pressuregwllzZd = 0.39 is slightly smaller
than that at levelzd = 0.36 on both the rigid wall and the elastic wall(Figure

5-41c,d). For the high aeration case the impadsoumre appears to peak at legel =
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0.36, while for the flip-through the impact press@ontinues to increase with distance
up the wall. The highest impact pressure on thel ngall and the elastic wall 1 were
1.15 bar Pmadrgd = 16.8) and 0.44 baPgadrgd = 6.4) which were both recorded at
level zZd = 0.39 under the flip-through impacts (Figure SH%10n the other hand, the
highest impact pressure of 0.56 bBk4/rgd = 8.2) was measured &t = 0.36 on the
elastic wall 2 under high aeration wave impact (Fég5-41c). Figure 5-41e illustrates
the distribution of the impact pressures on tharand elastic walls under the slightly
breaking wave impacts. The impact pressures atititelevels ¢d = 0.25 to 0.39) are
slightly larger than those at lower levels for thié tested walls. The impact pressures
due to the slightly breaking wave impacts are mogrer than those due to other wave
impact types (early broken, broken, high aeratind #ip-through). The early broken
wave generated a water-air mixture turbulent bbrgufe 5-3) which caused the impact
pressures at the lower levels = 0.071 to 0.14 to be much higher than those dukég
other wave impacts, in which the impact pressureevnore likely caused by the run-
up of the wave trough on the walls at these loweels (Figure 5-6, Figure 5-9, Figure
5-12 and Figure 5-15). Considering single impa&ngs, the highest impact pressures
on the rigid wall Pmax = 1.15 bar) are much higher than those on thdielaslls Pmax

= 0.44 bar for the elastic wall Pmax = 0.56 bar for the elastic wall 2). However, the
medium values of all recorded impact pressuresrame or less the same for the rigid
and elastic walls at all levels, except the imgmessures on the elastic wall 2 are much
smaller than those on the rigid wall and the etastll 1 under the flip-through impact
(Figure 5-41d). Large scatter of the impact pressuvas observed at all levels on the
walls for the early broken wave impacts (Figurela@ For the broken, high aeration
and flip-through wave impacts, large scatter of ithpact pressures was also found at
high levels #d = 0.25 to 0.39) on the walls (Figure 5-41b,c,dab8ity of the slightly

breaking wave impact caused the smallest scattampéct pressures at all levels,
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whereas the evolution of pressures on the walhiply as the hydrostatic pressures on

the walls (Figure 5-41e). The large scatter of ithpact pressures on a vertical wall
under different wave impacts were also observegrevious studies (Hattori et al.,

1994; Oumeraci et al., 1993; Hull and Muller, 20Bgjlock et al., 2007).

Figure 5-41: Impact pressurd®&/ gd) on the walls in pure wated € 0.7 m).

The total pressure impulsds'{®) were obtained by integrating pressure values theer
impact duration. Figure 5-42 present the total gues impulses at different levels on
the rigid and elastic walls under the tested wamwpaict types. The black circle, red
cross and blue square markers represent the tetdyre impulses on the rigid wall, the
elastic walls 1 and 2, respectively. The line jognimean values of the total pressure
impulses are also presented in each plot of Figu4@. It can be seen that the total
pressure impulses on the rigid wall (the blackdshities) are approximately the same on
the elastic wall 1 (the red dashed lines) at akle due to the tested wave impact types.
On the elastic wall 2, pressure impulses at lefrels zd = 0.071 to 0.32 are slightly
higher than those on the rigid wall and the elastd 1 due to all wave impact types

(Figure 5-42a-e). In general, the total pressunguise decreases with increasing level

115



on the walls and this is because of the submergeatidn at low level is higher than
those at higher level even the maximum pressul@natevel is much smaller than that
at high level. This can be seen from the time hissoof pressures at different levels on
the wall under wave impacts presented in previaaiens (Figure 5-2, Figure 5-5,

Figure 5-8, Figure 5-11 and Figure 5-14).

Figure 5-42: Pressure impulsés®f®) on the walls in pure wated & 0.7 m).
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The mean impact forcé(ax) and force impulsdg) on the rigid and elastic walls due to
different wave impacts are presented in Figure 5td3ach plot, the horizontal axis
represents the impact force (Figure 5-43a) and fimtee impulse (Figure 5-43b) on the
elastic wall, while the vertical axes represensthon the rigid wall. The black and red
markers represent the elastic walls 1 and 2 despectively. The diagonal solid line in
each plot is the 1:1 line.

It can be seen from Figure 5-43a that the mean dimjpaces on the rigid wall are the
same as those on the elastic wall 1 due to thedeastpact types, except for the slightly

breaking wave impact whereas the impact force errithd wall is slightly smaller than

116



$ ## n # n "
that on the elastic wall 1. In contrast, averagpaat forces on the elastic wall 2 are

smaller than those on the rigid wall for the higeradion, flip-through and slightly
breaking wave impacts. Due to the early broken wengact, the impact forces on the
rigid wall and the elastic wall 2 are approximatilg same, but the force on the elastic
wall 2 is higher than that on the rigid wall undee broken wave impact.

Figure 5-43b shows that the mean total force ingsutsn the rigid wall are higher than
those on the elastic walls for the broken, highaaen, flip-through and slightly
breaking impacts, while for the early broken wawepact the mean of total force
impulses on the rigid and elastic walls are netirysame. The total force impulses on
the elastic wall 2 are significantly smaller thaonge on the elastic wall 1 for the broken,
high aeration, flip-through and slightly breakingwe impacts. The scatters in the total
force impulses (Figure 5-43b) are much larger ttimse of the impact forces (Figure

5-43a).

Figure 5-43: (a) Impact forces and (b) total faropulses on the walls in pure watelr 0.7 m): Elastic
wall 1 vs. Rigid wall (filled markers); Elastic wa vs. Rigid wall (empty markers). The diagondido
line is the 1:1 line.
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The mean maximum deflections of the springs usettdate elastic walls are presented
in Figure 5-44a. Due to the high aeration and thippugh impacts, the average

deflections of the springs of the elastic wall & approximately the same (~0.09 mm)
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and they are nearly double the average deflectdres to the broken and slightly
breaking wave impacts (~0.05 mm) and triple theraye deflection due to the early
broken wave impact (~0.03 mm). The highest averdefection of springs of the
elastic wall 2 is found for the high aeration wawgpact (~0.3 mm). The average
deflection due to the broken wave impact (~0.24 msrigher than that of the flip-
through impact (~0.2 mm). The early broken waveantaused the smallest average
deflection of springs of the elastic wall 2 (~0rh2n). Overall, the average deflections
of the springs of the elastic wall 2 are much higtan those for the elastic wall 1.
These are simply due to the spring rate of thetielagll 2 (CL51x254:k = 4*35
N/mm) is nearly one-third of the spring rate of tastic wall 1 (CL51x102k = 4*94
N/mm). The total deflection impulses are presemeggure 5-44a, whereas we can see
that the total deflection impulses of the elastallv2 are about ten times those of the

elastic wall 1.

Figure 5-44: (a) Maximum deflection and (b) totafldction impulses of the springs. The diagonaidsol
line is the 1:1 line.
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This chapter presents an experimental investigatibulifferent wave impacts on a
truncated wall in pure and aerated water. The @all be changed from the rigid wall to

elastic wall to investigate hydroelasticity effeots the wave impacts. The wave impact
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types include the early broken, broken, high aenatilip-through and slightly breaking

wave impacts. The results of the study show that:
Oscillations observed in time histories of pressumed total horizontal force are
due to elasticity of the tested models, pressureewaflections and trapped air
bubbles.
High aeration and flip-through wave impacts arenfibas the violent impacts on
the hulls of offshore structures, which can prodwesy high both impact
pressure and horizontal force on the hulls. Theaeewmpact types should be
considered for offshore structure design.
In contrast to the drop test (slamming impactsgspure measurement due to
wave impact on the truncated vertical wall was peegable, but the total force
on the wall was found to be repeatable.
Impact pressure on the wall due to flip-through atipdecrease with increasing
elasticity of the wall. However, the total pressumpulse on the wall increases
with the more flexible wall.
Impact force is reduced with the more flexible wdille to high aeration, flip-
through and slightly breaking wave impacts. Addigtly, there is a significant
hydroelasticity effect on the total force impulse the vertical wall under all
wave impact types, whereas the total force impulsereases as increasing
elasticity of the wall.
Aeration did significantly reduce peak wave loabstk pressure and force) on
the wall, but impulses were not much reduced.
Implications for design are that maximum instantase loads may be

conservative in the presence of aerated water.
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In this chapter, experimental results of wave-stmginteractions of simplified FPSO-
shaped bodies are presented and discussed, withinthef understanding more about
the wave-structure interaction, particularly thengmtion of scattered waves, the
mooring line force and structural response, whictly naffect the local and global
loadings of ship and offshore structures under m@aking wave environment. These
tests were carried out in the Ocean Basin at Plymbuiversity’s COAST Laboratory
where the effects on the wave-structure interaatiomodel length, wave steepness and
incident wave direction were investigated. A detitiescription of the experiment has
been fully presented in Section 3.3. The non-dinwgrad ratioD/L, of the tested waves
varies from 0.09 to 0.11 (with the linear componefiom 0.37 to 0.43 (with the
second-harmonic), from 0.83 to 0.98 (with the tie@monic) and from 1.48 to 1.74
(with the four-harmonic). Due tB/L, < 0.2, the diffraction of the linear component is
much weaker than those of the higher harmonic comps (second-, third- and four-

harmonics) which havB/Lp > 0.2.
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Figure 6-1. Location of WG4, 8, 10 & 22 for modé&l2 & 3.
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Wave gauges were positioned close to the testealin@see Figure 3-22) in order to

examine how the model length affects the scatterade field. Two locations were
investigated, close to the bow (WG10) and at adfidestance from the stern of the three
models (WG4 for Model 1, WGS8 for Model 2 and WG2# Model 3), as shown in
Figure 6-1, with exact gauge locations given inufég3-23. Results are presented for

the steepest wav&A = 0.21).

% .
By applying the phase-based harmonic separatiohadentroduced in Section 3.3.2,
the linear and the higher harmonic components efftee-surface elevatiorfifo+ /42,
h3s, hag) can be obtained at the bow of the models (for W{b$t upstream of the front
stagnation point on the bow). The amplitude speitiah correspond to the time history
of the separated components are shown in FigureGb&paring these spectra for the
tests with and without the models in place indisatee considerable enhancement of
the spectra due to the interaction of the incidestes with the models. This is evident
in the importance of the second, third and foudmtonics. In addition, it is found that
the enhancement of the amplitude spectrum of thleeliharmonics/oot+/142, h33, Has),
due to wave interaction with Model 1 (the cylindaaje strongest in comparison with
the interactions observed with Models 2 and 3. amgplitude spectra of the linear and
higher harmonics caused by the presence of Modelad23 are approximately the

same, except the second harmovig)( which is greater for Model 3 than for Model 2.
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Figure 6-2. Amplitude spectra of the separated aomapts near the bow of the modelskér= 0.21
(WG10). Note the different vertical scales.

The corresponding time histories of the separategthbnic components are derived by
performing an inverse FFT of the correspondingrféd amplitude spectrum. These are
presented in Figure 6-3 for the waves with and euttithe models in place. Significant
enhancement of the free-surface elevation of theali and higher harmonics due to
wave scattering from the models can be clearly.sEea local free-surface elevation of
the linear component has a lower crest and higioeigh, in the presence of Model 1,
than with Models 2 and 3 in place (Figure 6-3a).comtrast, the local free-surface
elevations of the second, third and fourth harmomiave the highest crest and lowest
trough with Model 1 and these are approximatelyséame with Models 2 and 3 (Figure
6-3b, c, d). For the second harmonic, the incidenind and scattered wave fields are
roughly comparable (Figure 6-3b). However, thedhand fourth harmonics indicate
that the scattered wave field is significantly kErghan the incident bound wave

component (Figure 6-3c, d).

122



% & " i s !

Figure 6-3. Time histories of the separated comptzneear the bow of the models k@ = 0.21
(WG10). Note the different vertical scales.

Data on the scattered wave only are obtained byrastlon of the time histories with
and without the models in place (Equation (3-1@)&se are shown in Figure 6-4. As
previously seen in Figure 6-3, the scattered wadethe second, third and fourth
harmonics are strongest with Model 1 in place (Fegbr4b, c, d). The third harmonic
scattered wave is reduced as the model lengtttieased. It can be observed in Figure
6-4c & d that there is a second pulse in the taird fourth harmonics of the scattered
wave fields, arriving about 1.5 s later than thstfpulse. This may induce a second load
cycle for the structure. It should be noted tha th entirely separated from the double
frequency error wave off the paddles which arriaédhe model at arourtd= +13 s in
the time histories of the second harmonic companérigure 3-27b), and will then

diffract in a predominately linear manner.
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Figure 6-4. Time histories of the scattered waess the bow of the models fkA = 0.21 (WG10). Note
the different vertical scales.

% .
Wave scattering at the stern of three models isstigated using wave gauges WG4,
WG8 and WG22 shown in Figure 6-1, all of which hétwe same relative distance from
the stern of Models 1, 2 and 3 respectively. Tmedr and higher-harmonic sum
frequency harmonic components are separated byiagphe phase-based method as
before, and are presented in Figure 6-5 for thes testh and without models. The
amplitude spectra of the linear harmonics with ni@die place are smaller than those
without models (Figure 6-5a), but the amplitude cé@e of the higher harmonics
increase with models in place (Figure 6-5b, c,F)rthermore, it is shown that the
amplitude spectrum of the linear component deceeadghtly as model length
increases (Figure 6-5a). The amplitude spectrda®fsecond- and third-harmonic sum
frequency terms are highest in the presence of Mddehile they are approximately
the same with Models 1 and 3 (Figure 6-5b, c).tRerfourth-harmonic sum frequency,
the amplitude spectra are quite similar in magmtidit rather wiggly for all three

models (Figure 6-5d)The harmonic extraction process is sensitive toatt@uracy of
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the time alignment of the four phase combinatidng, the results presented here are

very clearly separated between the different harosorand we cannot see any

significant leakage between harmonics.

Figure 6-5. Amplitude spectra of the separated aomapts near the stern fioA = 0.21. Note the different
vertical scales.

The time histories of the separated harmonics fitmerncorresponding filtered amplitude
spectra are shown in Figure 6-6. Data are also stionthe test without the models in
place for comparison. The linear components aghtji smaller with the models in
place (Figure 6-6a, e, i). The difference in theefsurface elevation with and without
the models in place is much more significant fae #econd-, third- and fourth-order
sum frequency terms (Figure 6-6b-d, f-h, j-I). Aeed wave group due to diffraction
from the model is observed in the second-, thirtd ourth-harmonic sum frequency
terms, and this appears to come later than thedulse by about 3 s for the second
harmonic (Figure 6-6b, f, j) and about 1.5 s fa¥ third and fourth harmonics (Figure
6-6¢, g, k & Figure 6-6d, h, I). The second waveked is significantly lower in
amplitude than the first group for the second harimd@Figure 6-6b, f, j), while the
second pulse is slightly higher than the first pulsr the third-order sum frequency
component (Figure 6-6¢, g, k). At the fourth-harmsosum frequency, the first and
second pulses are approximately the same ampliaudkit seems there is a third pulse
in the free-surface elevation at about 5.5 s (Figure 6-6d, h, I). The second and third

wave packets are clearly separated from and amvueh earlier than the double
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frequency error wave trains off the wave paddlegirrived at the model position at
t = +13 s (Figure 3-27b).

The time histories of the linear and higher harrosuattered waves near the stern of
the models presented in Figure 6-7 indicate thecefdf wave-structure interaction on
the linear component is quite weak (Figure 6-74), dyut this effect is relatively much
stronger for the higher harmonic components (Fidi4i#-d, f-h, j-1). The free-surface
elevations of second and fourth harmonic scattevades are reduced as the model
length increases (Figure 6-7b, f, j for the secbadnonic & Figure 6-7d, h, | for the
fourth harmonic). For the third harmonic componehg free-surface elevation of the
scattered wave is strongest with Model 2 and itearly the same with Model 1 and 3
(Figure 6-7c, g, k).

One may speculate that this is an interferenceeftéh substantial nonlinear scattering
off the bow first and later off the stern. Both tseeed components reach the
downstream offset wave gauges but with differemietidelays for the different length

models, so with different degrees of overlap inetim
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Figure 6-6. Time histories of the separated comptzneear the stern of the modelskér= 0.21. Note the different vertical scales.

Figure 6-7. Time histories of the scattered waess the stern of the models fok = 0.21. Note the different vertical scales.
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The input wave groups used in these experimentslefiaed assuming linear paddle
transfer functions and then linear propagation faeguency dispersion on finite depth.
For finite amplitude waves, cubic wave-wave intéats can occur which lead to

changes in both the amplitude and phase of the svaway from linear predictions.

This type of modulational instability was first @rsed by Benjamin and Feir (1967) for
regular waves, see the review by Yuen and LakeQL38r wave groups these effects
are cumulative, increasing at increasing distanwenfthe wave maker (see, for
example, Baldock et al., 1996; Ning et al., 2008} Adcock and Taylor, 2009 & 2016).

Since it is necessary to change the amplitude efiticident packet to explore the
amplitude ordering of the various scattered wawenbaics, it is important to establish

whether nonlinear evolution is significantly chamgjithe structure of the incident wave

group when it interacts with the models.
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Figure 6-8. Location of WG7, 10 & 22 w.r.t Model 3.

The effect of wave steepness on the scatteringparted for Model 3, shown in Figure
6-8, with the focused wave groups of two differestéepnesses and three gauge
locations: near to the bow (WG10), to the side (W@&d near to the stern (WG22).
Results are presented for wave steepkAss0.13 and 0.18.

Time histories of the linear harmonics of the tédtecused wave groups with steepness
kA =0.13 and 0.18, at the location near the bow oti&l 3 (WG10) but with the model
removed are presented in Figure 6-9. The solidripeesents the scaled time history of

the linear harmonic of the focused wave group Wwith= 0.13 (by a scaling factor of
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0.18/0.13 = 1.38), the dashed line f&k = 0.18 and the dotted line is the difference

between the solid and dashed lines. It is showtthigasolid and dashed lines are almost
identical. Therefore, there is apparently no evigeof significant cumulative evolution
beyond linear as the wave propagates from the paddhe position of the model. The
incident linear components can then be treateddastical in shape, simply with an

amplitude scaling.

Figure 6-9. Comparison of the linear componenheftested wave groupeX = 0.13 & 0.18).

Applying the phase-based separation method prasémtSection 3.3.2, the amplitude
spectra of the linear and second, third and fourrmonics of the separated
components are examined. Only the more interesiigiger harmonics are presented in
this section to examine the effect of wave steepesthe wave-structure interaction,
because the linear component simply scaled withewsteepness, except for a slight
difference at the spectral tail high frequenciemphtude spectra of the second, third
and fourth harmonics of the separated componentprasented in Figure 6-10, Figure
6-11 and Figure 6-12 for the location near the @G 10), to the side (WG7) and near
the stern (WG22) of Model 3, respectively. In gaheans would be expected, the
amplitude spectra of the higher harmonics are seéncrease as the wave steepness is
increased fromkA = 0.13 (solid line) tokA = 0.18 (dashed line). The amplitude
spectrum of the second harmonic near the bow oiribeel is significantly higher than
those at the side and near the stern (Figure 6HiQare 6-11a & Figure 6-12a), and
there is slight difference in the amplitude spedafathe third and fourth harmonic
components at those locations (Figure 6-10b-c,rBigullb-c & Figure 6-12b-c). The
steepness of the wave appears to have its gredtest on the third harmonics where

some of the values nearly double near the steguf€i6-12b).
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Figure 6-10. Amplitude spectra of the separatedpmrants near the bow of Model 3 (WG10). Note the
different vertical scales.

Figure 6-11. Amplitude spectra of the separatedpmrents alongside Model 3 (WG7). Note the
different vertical scales.

Figure 6-12. Amplitude spectra of the separatedpmmants near the stern of Model 3 (WG22). Note the
different vertical scales.

The corresponding filtered time histories of thgheir harmonics of the scattered wave
fields at locations near the bow, to the side agak the stern of Model 3 are presented
in Figure 6-13, Figure 6-14 and Figure 6-15, retipely. At the bow there is
considerable amplification of the second and fouréinmonics (Figure 6-13a, c). A
significant effect of the wave steepness can aéséobnd at the third harmonic of the
scattered wave near the stern (Figure 6-15b) abtrbig expected from the amplitude
spectrum. The fourth harmonic component near theibanuch higher than that to the
side and near the stern of the model (Figure 6-Egmire 6-14c and Figure 6-15c). This
is at least due to WG10 being closer to the modehe radiated field has not decayed
in amplitude significantly due to geometric spreagliwhereas for the other gauge

positions spreading is more important.
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Figure 6-13. Time histories of the scattered wanees the bow of Model 3 (WG10). Note the different
vertical scales.

Figure 6-14. Time histories of the scattered waatesgside Model 3 (WG7). Note the different vertica
scales.

Figure 6-15. Time histories of the scattered waness the stern of Model 3 (WG22). Note the différen
vertical scales.
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Figure 6-16. The tested incident wave angles witideh 3.

Different incident wave angles were tested to itigase the effect of wave direction on
scattering. Tests were conducted with incident wdirections of 0°, 10° and 20°
(Figure 6-16) with a wave steepnégs= 0.17. In this case, only the crest focused wave
group (°) and the trough focused wave groupf) were tested. Therefore, the odd and
even harmonics were separated using the simpleepheasrsion separation method
which has been presented in previous studies (Bkldbal., 1996; Zang et al., 2006;
Fitzgerald et al., 2014).

(6-1)

(6-2)
The odd and even harmonics are separated usingdi&uj(é-1) and (6-2), respectively.
Frequency filtering is applied to extract the higharmonic amplitude spectra from the
odd and even harmonics, and then the free-surfavat®ns of those higher harmonic
terms (n2+ha2, 33, has) are obtained using inverse FFT of the filteredpbiode
spectra.
Amplitude spectra of the linear and the higher harim components for the location
near the bow (WG10) and to the side (WG7) of M&Jalue to different incident wave
angles, are presented in Figure 6-17 and Figur8, Bekpectively. It can be seen that
the amplitude spectra of the harmonic componemease as the incident wave angle

increases from 0° to 20°, but are most energetibeatncident angle of 10°, except for
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the third harmonic to the side where the amplitspectrum decreases with increasing

the wave angle (Figure 6-18c).

It is striking that the amplitude spectra are gatgof comparable shape for the linear
and second harmonics, as the approaching direistiatiered. In contrast, the shape of
the fourth harmonic spectrum changes somewhat hedthird harmonic spectrum
changes significantly, suggesting that third harim@in some sense ‘different’.

The time histories of the scattered wave corresipgnit the amplitude spectra near the
bow and to the side are presented in Figure 6-#9Fagure 6-20. The linear, third and
fourth harmonics are reduced with increasing arajlencidence for both locations
(Figure 6-19a, c, d and Figure 6-20a, c, d). Ondtwetrary, the second harmonic is
greatest for the 10° wave (Figure 6-19b and Figé#20b). The third and fourth
harmonics at the location near the bow (Figure 6-1) are significantly larger than

those to the side of the model (Figure 6-20c, d).

Figure 6-17. Amplitude spectra of the separatedpmrants near the bow of Model 3 fgk=0.17
(WG10). Note the different vertical scales.

Figure 6-18. Amplitude spectra of the separatedpmrants alongside of Model 3 feA = 0.17 (WG?7).
Note the different vertical scales.
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Figure 6-19. Time histories of the scattered waness the bow of Model 3 f&A = 0.17 (WG10). Note
the different vertical scales.

Figure 6-20. Time histories of the scattered walengside of Model 3 fdkA= 0.17 (WG7). Note the
different vertical scales.
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This experimental work has shown that there areséo®nd, third and fourth harmonic
scattered waves upstream of the bow, out to treeaimd downstream of all three tested

models. These findings are consistent with Fitadgeeaal. (2014) where their analysis
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of a 0.25 m diameter cylinder interacting with aldfeed wave group witkA = 0.1 gives

results with strong similarities to Model 1 (Figsr8, 9, 11 and 12). However, their
analysis of the cylinder simulations did not strédss structure of the fourth harmonic
components, due to concerns about grid resolusanilar second harmonic scattered
waves were also found on the upstream side of éOFf®del, which is similar to
Model 3 in this paper, by Zang et al. (2006) amddSin (2012), but their work did not
identify significant third and fourth harmonic simed waves on the upstream side
comparable to our experimental observations for &l (Figure 6-3, Figure 6-4 and
Figure 6-13). Siddorn (2012) simulated wave-striiectmteraction of the FPSO model
presented by Zang et al. (2006) and found a thaminbnic scattered wave to the side
and downstream of the FPSO model comparable tcethegorted here (Figure 6-6,
Figure 6-7, Figure 6-14 and Figure 6-15). In thespnt study, a second wave packet in
the second, third and fourth harmonics has beemdfcat almost all the observed
locations surrounding the models. These seconcepudee entirely separate from and
occur much earlier than the error wave train o# thave paddles. So these second
pulses are excited by the main incident group,taegl may induce a second load cycle
on the structure.

The linear, second, third and fourth harmonic scatt waves near the bow of models in
our experiment increased their maximum amplitude@1%, 13%, 4% and 3% of the
undisturbed incident linear amplitude, respecti@ligure 6-4). These components are
much larger at locations closer to the bow of trelet i.e. at WG16 located at 0.01 m
from the bow (see Figure 3-23). At this locatiofieetively the front stagnation point,
the linear, second, third and fourth harmonic scatt wave amplitudes increase up to
33%, 27%, 8% and 4% of the incident linear wavsepeetively (Figure 6-21). Zang et
al. (2006) found that near the bow the linear aexbrd order diffraction increased by

45% and 30% the undisturbed incident crest elenatimd these are quite similar to our
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findings here. The linear and higher harmonic scatt wave amplitudes near the stern
of the models are comparable with those near tiag brcept for the linear components
at the stern (WG24 in Figure 3-23) of Model 1 and2ese increase by up to 120% and
90% the undisturbed incident linear wave amplit(figure 6-22) and it is clearly seen
that the model length significantly affects theeln diffraction term at the stern (the
shorter the model length the higher the linearaldtion). The fourth harmonic scattered
wave amplitude can be seen to be as much as 8%eafindisturbed incident linear
component if the two phase separation method iBeap(Figure 6-19). Evidence of the
second scattered wave packets is also found fothiheg and fourth harmonics at the
bow, fromt = +1 s to +4 s (Figure 6-21c, d), and at the steamt = +2.5 sto +5.5 s
(Figure 6-22c, d), of the models. It would be expdcthat the higher harmonic wave
field saturates when the input wave amplitude icgently large (Grue, 1992), but
these present tests are likely to be well shorthisf stage when the whole idea of a

Stokes-type expansion breaks down.

Figure 6-21. Time histories of the scattered watdgke bow of the models f&@A = 0.21 (WG16). Note
the different vertical scales.
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Figure 6-22. Time histories of the scattered watdble stern of the models fioh = 0.21 (WG24). Note
the different vertical scales.

The interaction of the incoming wave group with twv of each of the models results
in a second difference frequency componemb)( This is a long bound wave and
significantly contributes to the local free surfadevation at the bow (up to about 10%
of the undisturbed linear harmonic amplitude), Bepire 6-23, Figure 6-24 and Figure
6-25. It is interesting to see that there is a m@Table setip of the water surface at the
bow (focal location) with each of the models inggaand this should be contrasted with
the smaller settown at the focal location without the models (Figure3. This
behaviour of the second difference component witth\@ithout models is similar to the
results presented in Zang et al. (2006) where gleywed the excellent agreement
between the experiments and second-order diffraatmiculations. Figure 6-23 also
shows that the local second difference componentisés unaffected by the model
lengths. Indeed, with three different lengths of thodels (Models 1, 2 and 3), the
second difference components are almost identictieabow. In contrast, the second
difference component is dependent on the wave sésspand wave direction, scaling

simply as the square of the wave group linear @og#i (again consistent with 2nd
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order diffraction) as shown in Figure 6-24. Furthere, it is unchanged with wave
direction from head-om = 0° to an approach angle of 10°, but reduce@aatlat the
gauge position for a wave approach angleaaf 20° off head-on, as shown in Figure

6-25.

Figure 6-23. Time histories of the second diffeeenomponent/,g) at the bow of the models (WG16)
for kA= 0.21.

Figure 6-24. Time histories of the second diffeeenomponent/,g) at the bow of Model 3 (WG16) for
kA=0.13 & 0.18.

Figure 6-25. Time histories of the second diffeeenomponent/,q) at the bow of Model 3 (WG16) for
kA=0.17 anda = 0°, 10° & 20°.

In practical applications, the third- and fourttder frequency components obtained
from the model test should be taken into accourdsgess wave loading for offshore
structure design and ringing-type structural responn fixed and taut moored
structures, and numerical modelling should be cdlyeflesigned to make sure these
effects can be captured. Some traditional numenaalelling approaches are based on
linear theory and cannot predict these stronglylinear effects (Det Norske Veritas,
2010) and so high order or fully nonlinear appra@sckhould be taken. The effects on
crest elevation, which is contributed from the éinesuperharmonics (up to fourth-
order) and the second difference componésd) (should also be considered for design

of the air gap and position of accommodation irslodire structures.
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In this section, the effects of wave steepnessveanke direction on the mooring line
force and motion response of the free floating M@&lare investigated. The mooring
line used in this experiment was a single taut nmgofine. Therefore, as the taut
moored model fluctuated the mooring line force waserated within the duration of
one wave group (typically x sec). Only the cresufged wave group®) and the trough
focused wave groupht®9) were tested for the free floating Model 3. Theref the
simple phase-inversionseparation method in combination with frequendsering,
which is presented in Section 6.1.3, is appliedextract the linear and the higher
harmonic components of the free-surface water @tmvaand also the mooring line
force of the free floating Model 3. The layout dfetsingle mooring line system is
presented in Figure 3-24. Two wave gauge locatieer® investigated, close to the bow

(WG10) and to the side (WG7) of Model 3, as showRigure 6-26.
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Figure 6-26: Location of WG7 & 10 w.r.t Model 3.

Typical time histories of the mooring line forcedamotion response of the floating
Model 3 are presented in Figure 6-27 and Figur8 &2 the wave steepneka = 0.13.
The undisturbed water elevation at the focal laratfWG11) is included in Figure
6-27a and Figure 6-28a. The vertical axis is thmedisionless values, in whidh™ma*
and Ryy™® are the total linear amplitude of the mooring lfieece and pitch motion,
respectively. Unfortunately, the measurement sigridghe motion in yaw was lost as

shown in Figure 6-27b and Figure 6-28b.
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Figure 6-27: Typical time histories of the mooriirge force and motion response of the floating M@&le
(kA= 0.13, Phasg = 0°).

Figure 6-28: Typical time histories of the moorlitge force and motion response of the floating M@&le
(kA=0.13, Phasg = 180°).
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The water elevations at two locations (WG7 & 108 analysed in order to examine
how the floating model affects the scattered waetlf Results are presented for the
steepest wavekQA = 0.17) tested with the floating model.

Near the bow

By applying the phase-inversion separation methdbduced in Section 3.3.2, the
linear and the higher harmonic components of the-Burface elevatiomi{1, /122, /33,
hag) can be obtained at the bow of the models (for Wt upstream of the front
stagnation point on the bow). The amplitude speitia& correspond to the time history
of the separated components are shown in Figui® €&@mparing these spectra for the

tests with and without the models in place indisdtee considerable enhancement of
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the spectra due to the interaction of the incideaves with the models, except the

linear harmonic £11), which is smaller for the floating model than feithout model
and with the fixed model (Figure 6-29a). In additid is found that the enhancement of
the amplitude spectrum of the second and fourtimbaics (22 & f4), due to wave
interaction with the floating model, are strongercomparison with the interactions
observed with the fixed model (Figure 6-29b, d)eTdmplitude spectra of the third
harmonic (133) caused by the presence of the fixed and freetifigamodels are

approximately the same (Figure 6-29c).

Figure 6-29: Amplitude spectra of the separatedpmmnts near the bow of Model 3 (Fixed and free
floating) forkA = 0.17 (WG10). Note the different vertical scales.

The corresponding time histories of the separatethbnic components are derived by
performing an inverse FFT of the correspondingri@td amplitude spectrum. These are
presented in Figure 6-30 for the waves with an¢hovit the models in place. Significant
enhancement of the free-surface elevation of theali and higher harmonics due to
wave scattering from the models can be clearly.s€ea local free-surface elevation of
the linear component has a lower crest and higloeigh, in the presence of the free
floating model, than with the fixed model in pla@ggure 6-30a). In contrast, the local
free-surface elevations of the second harmonic Hawéighest crest and lowest trough
with the floating model (Figure 6-30b), and therdhiand fourth harmonics are

approximately the same with both fixed and floatingdel (Figure 6-30c, d).
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Figure 6-30: Time histories of the separated waramonents near the bow of Model 3 (Fixed and free
floating) forkA=0.17 (WG10). Note the different vertical scales.

Data on the scattered wave only are obtained byraetlon of the time histories with
and without the models in place (Equation (3-10)¢se are shown in Figure 6-31. The
scattered waves of the linear, third and fourthrtwarics are strongest with the fixed
model in place (Figure 6-31a, c, d). In contrdst, $econd harmonic scattered wave is
strongest with the floating model (Figure 6-31b¥ @bserved before, it can be seen in
Figure 6-31c & d that there is a second pulse @ntttird and fourth harmonics of the
scattered wave fields, arriving at aboet+3.5 s which may induce a second load cycle

for the structure.
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Figure 6-31: Time histories of the scattered waness the bow of Model 3 (Fixed and free floating) f
kA =0.17 (WG10). Note the different vertical scales.

Alongside

Wave scattering alongside of the fixed and floatimgdels is investigated using wave
gauges WG7 shown in Figure 6-26. Amplitude spedfathe linear and higher
harmonic components are presented in Figure 6-482la® to the observed at location
near the bow, it is also shown that the amplitysecsum of the linear component is
lower with the floating model than with the fixedodel and without model (Figure
6-32a). The amplitude spectra of the second and tharmonics are highest in the
presence of the floating model (Figure 6-32b, chilevthe fourth harmonics are
approximately the same but rather wiggly for theedi and floating models (Figure
6-32d); possibly a reflection that the harmonicra&stion process is sensitive to the
accuracy of the time alignment of the two phase lwoations, and the 4th-harmonic

has the higher sensitivity.
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Figure 6-32. Amplitude spectra of the separatedpmmants alongside Model 3 (Fixed and free floating)
for kA= 0.17 (WGT7). Note the different vertical scales.

The time histories of the linear and higher harrna@tattered waves alongside of the
fixed and floating models presented in Figure 6-83s indicated that the effect of
wave-structure interaction on the linear componewjuite weak for the floating model
in comparison with the fixed model (Figure 6-33alit this effect is relatively much
stronger for the second harmonic component (Figu83b). For the third and fourth
harmonic components, the free-surface elevationbefscattered wave are nearly the

same with the fixed and floating models (Figure3g;31).

Figure 6-33. Time histories of the scattered walesgside Model 3 (Fixed and free floating) k&=
0.17 (WGT). Note the different vertical scales.
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The effects of wave steepness on the wave scajtarinoring line force and motion
response are reported for the free floating Modest®wn in Figure 3-24, with the
focused wave groups of two different steepnégs= 0.13 and 0.17), at two gauge
locations: near to the bow (WG10) and to the sSW&T), the single mooring line force
and the motion response in heave and pitch.
Applying the simple phase-inversion separation metim combination with frequency
filtering presented in Section 3.3.2, the amplitggectra of the linear and second, third
and fourth harmonics of the separated componert®xamined. Similar to the fixed
model presented in Section 6.1.2, only the morerasting higher harmonics are
presented in this section to examine the effeatafe steepness on the wave-structure
interaction of the free floating model. Amplitudeestra of the second, third and fourth
harmonics of the separated components are presentggure 6-34 and Figure 6-35 for
the location near the bow (WG10) and to the sideG{)Vof the floating model,
respectively. In general, as would be expected ssamilar to the results of the fixed
model, the amplitude spectra of the higher harnmsoaie seen to increase as the wave
steepness is increased frdtA = 0.13 (solid line) tokA = 0.17 (dashed line). The
amplitude spectrum of the second harmonic neabdtve of the model is significantly
higher than those at the side k&= 0.13, but they are approximately the samefor
0.17 (Figure 6-34a & Figure 6-35a). There is ahglgjfference in the amplitude spectra
of the third and fourth harmonic components at ¢htxations (Figure 6-34b-c &
Figure 6-35b-c). The steepness of the wave appeadnave its greatest effect on the
third and fourth harmonics where some of the vahesrly double at the location near

the bow (Figure 6-34b-c).
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Figure 6-34. Amplitude spectra of the separatedpmrents near the bow of the free floating Model 3
(WG10). Note the different vertical scales.

Figure 6-35. Amplitude spectra of the separatedpmmants alongside the free floating Model 3 (WG7).
Note the different vertical scales.

The corresponding filtered time histories of thgh@r harmonics of the scattered wave
fields at locations near the bow and to the sidineffree floating Model 3 are presented
in Figure 6-36 and Figure 6-37, respectively. At How there is slight amplification of
the second harmonic (Figure 6-36a). There is afgignt effect of the wave steepness
at the third and fourth harmonics of the scattevade near the bow (Figure 6-36b, c) as
might be expected from the amplitude spectrum.ghificant effect of wave steepness
can also be found at the second harmonic to tree(Fidure 6-37a). Amplitudes of the
third harmonics to the side seem not to be affettedhe wave steepness (Figure
6-37b), but the amplitude of the fourth harmonicddecreased as the wave steepness
increasing (Figure 6-37c). Similar to the findingttwthe fixed model presented in
Section 6.1.2, the fourth harmonic component nearbw is much higher than that to
the side of the floating model (Figure 6-36¢ anguFé 6-37c). As discussed in previous
section, this is due to geometric spreading, wisetba gauge position spreading is

more important.
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Figure 6-36. Time histories of the scattered coneptsnear the bow of the free floating Model 3
(WG10). Note the different vertical scales.

Figure 6-37. Time histories of the scattered coneptsalongside the free floating Model 3 (WG7).éot
the different vertical scales.

The linear and the higher harmonic componentsefitboring line force, the heave and
pitch motions of the free floating Model 3 were rexted using the phase-inversion
method which has been applied for the free-surédeeation. Amplitude spectra and
time histories of the higher harmonics of the mogiine force are presented in Figure
6-38 and Figure 6-39, respectively. The verticakag the dimensionless force, in
which F1™ s the total linear amplitude of the mooring liioece. It can be seen that the
amplitude spectra of the second and third harmdnm®ase significantly as the wave

steepness increases fra&A = 0.13 tokA = 0.17 (Figure 6-38a, b), but the amplitude
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spectra of the fourth harmonics are nearly the sgigeire 6-38c). Indeed, the evidence
for a significant effect of the wave steepnesshatdecond and third harmonics of the
mooring line force can be found on the time hig®rof those harmonics presented in
Figure 6-39a-b, whereas as the wave steepnesagesrdéronkA = 0.13 tokA = 0.17
the amplitudes of the second and third harmonicsease by three and two times,
respectively. Amplitudes of the fourth harmonic arere or less the same for bt =

0.13 & 0.17 (Figure 6-39c).

Figure 6-38. Amplitude spectra of the separatedpmrants of the mooring line force of the free flogt
Model 3. Note the different vertical scales.

Figure 6-39. Time histories of the separated coraptsof the mooring line force of the free floating
Model 3. Note the different vertical scales.

Amplitude spectra of the heave and pitch motionghef free floating Model 3 are
presented in Figure 6-40 and Figure 6-42, respagtiBimilar to the behaviour of the
mooring line force, the amplitude spectra of theosel and third harmonics of the
heave and pitch motions increase significantly ragelasing wave steepness (Figure

6-40a, b and Figure 6-42a, b). In addition, the lgoge spectrum of the fourth
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harmonic increases slightly as the wave steepmesesases (Figure 6-40c and Figure

6-42c). Corresponding time histories of the higharmonics of the heave and pitch
motions are presented in Figure 6-41 and Figure3,6ahd they show clearly a
significant effect of the wave steepness on thaanaesponse of the floating Model 3

as the findings from the mooring line force preednh Figure 6-39.

Figure 6-40. Amplitude spectra of the separatedpmmants of the heave motion of the free floating
Model 3. Note the different vertical scales.

Figure 6-41. Time histories of the separated coraptsof the heave motion of the free floating Mdgiel
Note the different vertical scales.

Figure 6-42. Amplitude spectra of the separatedpmr ants of the pitch motion of the free floating
Model 3. Note the different vertical scales.
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Figure 6-43. Time histories of the separated coraptsof the pitch motion of the free floating Mo@el
Note the different vertical scales.
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Amplitude spectra of the linear and the higher e components for the location
near the bow (WG10) and to the side (WG7) of the= ffloating Model 3, due to
different incident wave angles (= 0°, 10° & 20°), are presented in Figure 6-44 and
Figure 6-45, respectively. In contrast with thedfimgs for the fixed model presented in
Section 6.1.3, the amplitude spectra of the harma@mponents decrease as the
incident wave angle increases from 0° to 20° fer flboating model, but similar to the
fixed model that they are also most energetic atitlkcident angle of 10° at the higher
harmonics, except for the second harmonic to tbe sihere the amplitude spectrum
decreases with increasing the wave angle (Figutghg)-
The time histories of the scattered wave corresipgnid the amplitude spectra near the
bow and to the side are presented in Figure 6-di6Fagure 6-47. The linear harmonic
is increased with increasing the incident angle doth locations (Figure 6-46a and
Figure 6-47a). On the contrary, the second harmimnibe side is significantly reduced
as the incident angle increased (Figure 6-47b).thind harmonics at the locations near

the bow and to the side are strongest for the IH/ewFigure 6-46¢ and Figure 6-47c).
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Similar to the fixed model, due to the gauge lamatspreading the third and fourth

harmonics at location to the side (Figure 6-47cam) significantly smaller than those

near the bow of the floating model (Figure 6-46c, d

Figure 6-44. Amplitude spectra of the separatedpmrants near the bow of the free floating Modedr3 f
kA =0.17 (WG10). Note the different vertical scales.

Figure 6-45. Amplitude spectra of the separatedpmmants alongside the free floating Model 3Kar=
0.17 (WGT7). Note the different vertical scales.
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Figure 6-46. Time histories of the scattered waness the bow of the free floating Model 3 k= 0.17
(WG10). Note the different vertical scales.

Figure 6-47. Time histories of the scattered waatesgside the free floating Model 3 fikA = 0.17
(WGT7). Note the different vertical scales.

Amplitude spectra of the linear and the higher tarits of the mooring line force, the
heave and pitch motions are presented in Figur®, &~gure 6-49 and Figure 6-50 for
different incident wave angles. It can be seenttiatinear and the higher harmonics of
the mooring line force, the heave and pitch motiars reduced with increasing the
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angle of incidence, but similar to the higher hamios of the free-surface elevation at

location near the bow of the floating model, theose and third harmonics of the
mooring line force, the heave and pitch motionsadse most energetic at the 10° wave
(Figure 6-48b, c, d, Figure 6-49b, c, d and Fige#®0b, c, d). Time histories of the
higher harmonics of the mooring line force, thevgeand pitch motions show indeed
the evidence of the most energetic at the incidegte of 10° for the higher harmonics
(Figure 6-51b, c, d, Figure 6-52b, c, d and Figeh®3b, c, d). It can be clearly seen
from Figure 6-51, Figure 6-52 and Figure 6-53 thatlinear and the higher harmonics
of the mooring line force, the heave and pitch oraiare significantly decreased as the

incident angle increases from 0° to 20°.

Figure 6-48. Amplitude spectra of the separatedpmomants of the mooring line force of the free fiogt
Model 3 forkA = 0.17. Note the different vertical scales.

Figure 6-49. Amplitude spectra of the separatedpmrants of the heave motion of the free floating
Model 3 forkA = 0.17. Note the different vertical scales.
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Figure 6-50. Amplitude spectra of the separatedpmomants of the pitch motion of the free floating
Model 3 forkA = 0.17. Note the different vertical scales.

Figure 6-51. Time histories of the separated coraptmof the mooring line force of the free floating
Model 3 forkA= 0.17. Note the different vertical scales.
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Figure 6-52. Time histories of the separated coraptmof the heave motion of the free floating Mdglel
for kA= 0.17. Note the different vertical scales.

Figure 6-53. Time histories of the separated coraptsof the pitch motion of the free floating Mo@el
for kA= 0.17. Note the different vertical scales.
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This experimental work has shown the floating dffat scattered wave fields upstream
and at the side of an FPSO-shaped model (Modelldzh was fixed or free floating.

When the FPSO is floating, the linear harmonic tecatl waves are significantly
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reduced, but the second harmonic scattered wawvbsupstream and to the side of the
model, are significantly increased. The third aadrth harmonic scattered waves are
approximately the same for the fixed and floatingdeis. At the bow of the model
(WG16), the linear harmonic wave component is na#t smaller than the linear
harmonics of the undisturbed incident wave andathee with the fixed model (Figure
6-54a). Consequently, the linear harmonic scattevade at the bow of the floating
model is significantly larger than that of the fixenodel (Figure 6-55a). On the other
hand, the second and third harmonic waves at theiboreased significantly with the
floating model than without and with the fixed mb¢ieigure 6-54b, c) and the second
and third harmonic scattered waves were therefaneased with the floating model as
well (Figure 6-55b, c). The fourth harmonics of #isturbed wave and the scattered
wave at the bow of the floating model are smalleant those with the fixed model

(Figure 6-54d and Figure 6-55d).

Figure 6-54. Time histories of the separated warepgonents at the bow of Model 3 (Fixed and free
floating) forkA=0.17 (WG16). Note the different vertical scales.
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Figure 6-55. Time histories of the scattered wategbe bow of Model 3 (Fixed and free floating) két
=0.17 (WG16). Note the different vertical scales.

Similar to the free surface elevation around thedehothe second, third and fourth
harmonics of the mooring line force of the freeaflog model are also found from this
experimental work and their maximum amplitudesatreut 6 %, 1.7 % and 1 % of the
linear harmonic mooring line force (see Figure 6&8@ Figure 6-51). These findings
are comparable with Fitzgerald et al. (2014) wheedr analysis of a 0.25 m diameter
cylinder interacting with a focused wave group with = 0.1 gives results with the
second, third and fourth harmonic inline forcesjohwere calculated using the Stokes
expansion with wave-to-force quadratic transfercfions, were about 14 %, 4 % and
1.5 % of the linear component, but their model @dixed model.

The second difference frequency componefis) @t the bow of the fixed and floating
models are presented in Figure 6-56. It is cleselgn that, due to the interaction of the
incoming wave group with the bow of the fixed mqdbé second difference frequency
component is significantly higher than that witle fltoating model. As shown in Figure
6-57 and Figure 6-58, the wave steepness has dficagnh effect on the second

difference components of the free surface elevadiothe bow f20) and the mooring
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line force f20) of the floating model, scaling simply as the sguaf the wave group
linear amplitude (again consistent with 2nd ordérattion). In addition, as the wave
direction changes from head-am = 0° to an approach angle of 10°, the second
difference components/fo and Fzg) are unchanged, but they reduced for a wave
approach angle o& = 20° off head-on, as shown in Figure 6-59 andifggs-60. It is
found that there is a significant difference in #@pe of wave packages for the second
difference mooring line force from this experiménteork (Figure 6-58 and Figure

6-60) to the second difference inline force preséim Fitzgerald et al. (2014).

Figure 6-56. Time histories of the second diffeeenomponent/,o) at the bow of the fixed and free
floating Model 3 (WG16) fokA=0.17 anda = 0°.

Figure 6-57. Time histories of the second diffeeenomponentf,) at the bow of the free floating
Model 3 (WG16) fokA=0.13 & 0.17 andz = 0°.

Figure 6-58. Time histories of the second diffeeenomponentH2g) of the mooring line force of the free
floating Model 3 fokkA=0.13 & 0.17.

Figure 6-59. Time histories of the second diffeeenomponentfzq) at the bow of the free floating
Model 3 (WG16) folkA=0.17 anda = 0°, 10° & 20°.
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Figure 6-60. Time histories of the second diffeeenomponentR,g) of the mooring line force of the free
floating Model 3 forkA = 0.17 anda = 0°, 10° & 20°.
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Experiments have been performed to examine wauetsate interactions for simplified
FPSO geometries. These explore the effects of medegth, wave steepness and the
incident wave angle on the structure of the taiahl wave field and also the scattered
wave components. An existing general phase-basedonéc separation method has
been successfully applied to extract the linearlagber harmonic wave components of
the free-surface elevation around the models. titiat, wave-structure interactions of
a free floating FPSO model were also investigatedtfe mooring line force and wave
scattering.

It is noted that the results reported here aredtatively small models in long waves
(D/Lp ~ 0.09, wheré, is the wave length arid the body width), so the effect of linear
diffraction is relatively modest. However, this d&yu does observe significant
nonlinearity in the scattered field, for which @l8ts-type expansion is appropriate. For
relatively larger bodies, linear diffraction wilebmore important and the nature of the
nonlinear scattered components of the waves mawygeharhe key findings of this

study are as follows.
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At locations having the same relative distanceht® bow of the models, the
highest amplitude scattered waves are obtained thithshortest model (the
cylinder). In each case, the second harmonic sedtt@ave field is comparable

in magnitude to the component in undisturbed intideave, whereas the third-
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and fourth harmonics are significantly larger thla@ equivalent incident bound

components.

At locations having the same relative distanceht gtern, the linear harmonic
increases as model length decreases but the nanlwa@monics are similar for
all three models and slightly smaller for the lostgenodel at the second

harmonic component.

As the incident wave steepness increased, the inearl scattered wave
increases and a second pulse is evident in theehiggrmonics of the scattered

wave fields (at second-, third- and fourth-order).

It is found that the second harmonic scattered vis\ggeatest near the bow for
the incident wave angle of 1Gand the third and fourth harmonic scattered
waves reduce as the incident wave angle increases® to 2C°. The incident
wave angle affects the maximum crest height andevileading and therefore it

should be considered in design.

The second order difference long-wave componeat lisbust feature of these
experiments. This interaction produces a subsiaatid relatively long-lasting

set-up at the bow for all three models. All othégghler frequency components
ride on the local hill, so the implications of tthehaviour for green water on

deck are clear.

In a generic sense, this experimental work obsetivasthe third harmonic of
the scattered wave field shows the most complaxcsire in time, and also in
the spectrum. This is consistent with the discussibthe extra complexity of
the third harmonic force component in time on agkencylinder given by

Fitzgerald et al. (2014).
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Although these results are for contributions to sheface elevation around the

models, the third- and fourth-order wave componerastribution to global
force and to local pressures on the body surfaceldhalso be considered for
assessing wave loading and structural responsedfshooe structure design,

which may result in ringing-type load effects fonge structures.

Higher order components i.e. the third and fourtwarics are significant (up to
8% of overall crest height) so a design method itidtides these effects should
be applied. This could be achieved using a fullylim@ar numerical method
(CFD) solving the Navier-Stokes equations, higheorBEM or FEM schemes

for fully nonlinear potential flow, and of courseome physical experiments.

The contributions of the third- and fourth-harmenand the second difference
term to the surface elevation need to be takenantmunt in design of the air

gap and the level of accommodation for offshorecsures.
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In comparison with the fixed model, the linear hanic scattered waves
reduced significantly with the floating model. Howee, the second harmonic
scattered waves increased significantly both upstreand to the side of the

floating model.

Similar to the fixed model, the higher harmonictsar@d waves increased with

increase wave steepness.

As the incident wave steepness increased, the mhigirenonics of the mooring

line force, heave and pitch motions increased.

In contrast with the fixed model, the linear ane thigher harmonic wave

components decreased with increase the incidentewawgle. The third
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harmonic scattered waves are strongest both nedral and to the side for the

incident wave direction of 10°.

The second, third and fourth harmonics of the nmgptine force, heave and
pitch motion responses are greatest with the 107ewdhe linear and higher
harmonics of the mooring line force, heave andhpiteotions reduce as the

incident wave angle increases from 0° to 20°.

The second difference long-wave component redudgaifisantly with the
floating model. The second difference wave at tber lof the floating model
also increased with the wave steepness increaseg, reduced as the incident

wave angle increases from 0° to 20°.

Similar to the second difference wave at the bowthef floating model, the
second difference component of the mooring linedancreased with increasing

wave steepness.

As the incident wave angle increased from 0° to, 20&re is significant

reduction of the second difference mooring lineéor
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This study brings together three different typeshpfirodynamic interactions to shed
light on the role of (i) aeration and hydroelasyidn slamming and wave impacts and
(i) wave-structure interaction in wave loading.€Ble can have both local and global
effects on offshore structures and ships, and naage local damage and/or structural
vibrations. The effects of model length, wave stemss and incident wave angle is also
considered on wave scattering from offshore strestiand ships, mooring line force
and structural response. These effects are imgantgathey may affect global load and
potentially lead to damage or catastrophic failuraree different experiments were
conducted: (i) free-falling of a flat plate (rigm elastic) onto pure and aerated water
surfaces, which is designed to represent severenslag impacts with zero degree
deadrise angle; (ii) different types of wave imgaon a truncated vertical rigid or
elastic wall in pure and aerated water; and (iigverstructure interaction of FPSO-
shaped bodies. In the following, conclusions ancbmemendations found from this
experimental study are given relating to local giabal loads on offshore structures

and ships, which need to be assessed as part ofdhiee structure design process.

>1/ H&%$ -+

Physical modelling of slamming impacts by freelppmjing a flat plate onto a pure
water surface was investigated in this experimestiadly. It has been found that the
spatial distribution of impact pressures dependshenimpact velocities (which varied
from 1 m/s to 7 m/s in this study). The largest mmm pressure always occurred at the
centre of the plate, while the maximum pressurdecdtions near the edges is about 80
% of the pressure at the centre of the plate fo2 m/s and about 40 % fer> 2 m/s. In

addition, the impact loadings on the tested plaéeproportional to the square of the
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impact velocity and the empirical factors of thesationship are found to depend on the
body mass and the location on the plate. Theserm@lpiactors may be used for design
process of the bow or bottom slamming of offshdrecsures and ships.

Another aspect of impact on a large offshore stmec{such as an FPSO vessel) is
offshore breaking wave impact on the hull of shipcture. In this study, wave impacts
on a truncated vertical wall, designed to represewertical section of an FPSO hull,
was experimentally explored for various wave impgpes, i.e. early broken, broken,
high aeration (large air pocket), flip-through asiijhtly breaking wave impacts. It is
found that the high aeration and flip-through wawpacts are the most severe impact
types and they should be considered for offshatetstre design.

Post-impact high frequency oscillations of pressuveere observed for both the
slamming and wave impacts, and these oscillatiomslae to repeated compression and
expansion of the trapped air between the impace @alad water surface, or the trapped
air between wave front and the truncated wall. Famrhore, post-impact low frequency
oscillation, with a frequency similar to the naluraquency of the wall, was discovered
in the time histories of acceleration, pressures tatal force of the wall for all tested
wave impact types. Those local loading oscillatighigh and low frequencies) may
need to be assessed for the fatigue analysis e€tios of the structure hull or whole

ship structure.
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Aeration has an important effect on the slammingd)\wave impacts, both considered in
the present experimental study. There is a sigmticeduction in the hydrodynamic
impact loadings (pressure and force) for those oredsin aerated water compared to
those in pure water. In addition, significant retifucs in the pressure and force
impulses of the first positive phase are also folwach the slamming impacts in aerated

water compared with pure water, but there is neadyeduction of the total loading
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impulses for both slamming and wave impacts. Theatian of impulsive loadings is
less sensitive than the peak loadings for both sisng and wave impacts. Therefore,
implications for design are that maximum instantarseloads may be conservative in
the presence of aerated water. The loading amplitudi spatial/temporal evolution is
fundamental to be considered in the analysis atairal response.

An exponential relationship of the maximum forced ahe void fraction has been
proposed with its coefficients found from the slamgnimpacts in this study. These
empirical coefficients may be considered as a esiee for marine structure design if
the effect of aeration needs to be assessed fiomsley impacts, and can be used for
numerical modelling of aeration effect on slammimgacts.

The repeatability of the pressure time histories ffoth magnitude and rise time) was
severely affected by aeration of the air-water omt This is believed to be caused by
the presence of the bubbles in the air-water medich create random disturbance
in the body of the fluid and at the free surfachisTsurface distortion also affects the

impact pressures in the slamming impact test (tesp.
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The elasticity of the tested plates and/or walls fza significant effect on the
hydrodynamic impact loadings for both slamming amalve impacts, in which the
impact loadings are reduced with the more flexj&e/wall. In addition, the elasticity
has also an effect on the post-impact oscillatiohshe pressures for the slamming
impacts. The impulsive loadings of the first pagtphase decreases as increasing the
elasticity of the plate for the slamming impacts$miarly, the total force impulse
decreases as increasing elasticity of the wallwave impacts, but the total pressure
impulse on the wall increases with the more flexiblall. The effects of elasticity on
hydrodynamic impact loadings need to be considévedssess the local/global loads

which may cause local damage of a hull sectionalvaj structural response.
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Experiments of wave-structure interaction of FP®@ped bodies was carried out to
investigate the effects of model length, wave stesp and wave direction on wave
scattering around the models, mooring line forcd esponses of the model, all of
which may affect the local pressures and globaicttiral response. The models were

fixed or free floating with a single mooring line.

>161/™ &% ", (1! .

Scattered waves were generated from the interaatfofocused wave groups with

different FPSO-shaped models. The results show that geometry of offshore

structures and ships has significant effects onewsnattering around the structure, in
which the highest amplitude scattered waves neabdhv are obtained with the shortest
model (the cylinder) but the nonlinear harmonicarribe stern are similar for all tested
models. Significant third and fourth harmonic sestl waves were observed for all
tested models and these non-linear harmonic wawganents may induce the ringing-
type loading on offshore structures and ships. &foee, physical model test should be
carried out to assess for design processing farticplar geometry of a ship or offshore

structure.
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As the incident wave steepness increased the neatliscattered wave increases and a
second pulse is evident in the higher harmonidb®fcattered wave fields for both the
fixed and floating models. These may increase Iqgmaksure loading on structure
surface in its magnitude and loading cycle, whiah contribute to fatigue load of an
offshore structure or ship hull section. In additithe higher harmonics of the mooring
line force, heave and pitch motions also increagsid the wave steepness increasing

and these will affect the global loading of struetuThe highest wave steepness in a
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particular operation area/location of offshore ctues and ships should be
tested/investigated to understand how it affeces Ittcal and global loading of the

structures.
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The incident wave direction has considerable edfemt the scattered wave field,
mooring line force and structural response of thip eind offshore structure, and its
effects depend on the geometry and situation (figedloating) of the structure. It
would therefore be advisable to obtain exact infatfan from model testing with
various incident wave direction to determine whiahe is critical for design of a
particular ship or offshore structure, in particuthe 10° wave was found in this
experimental study to have a significant effectsoattered waves, mooring line force

and structural response.
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The finding of this experimental study might befuséo assess in design processing of
offshore structures and ships, and also for cormparwith numerical simulations. The

author recommends further experimental study of@dhewing factors.

Future research should use underwater high speedraa with suitable lighting
to capture the trapped air pocket between the itn@ate and fine detail of the
water surface in slamming impacts. This will befust estimate the frequency
of the air pocket for comparison with the post-itpascillation frequency

observed in pressure time history.

Different deadrise angles should be consideredlianming impact test in both

pure and aerated water in future study.
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Future study should also consider both compresaiwh extension of springs

used to form the elastic plate/wall tests.

A single mooring line was used for FPSO-shaped intel#s in the present
study, therefore a mooring line system, which isilgir to the mooring system

used at sea, should be interested for model teistihgure.

Combination of wave and current should be testedvestigate their interaction

with FPSO models.
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This method was developed by Kurt Langfeld - Predesin Theoretical Physics,
Plymouth University.

Let us put a cylinder of cross sectiéand length_ into the bubble bath of depth(see

Figure A-1 below).

Figure A-1: Air flow rate measured by a verticaliogler.

Let's calltrun the time needed to completely fill the cylindetiwair. We also introduce
tn, which is the time a bubble needs to surface.
The rateR of air delivery is then given by

R= AL= (A-1)

tfuII
The amount of air in the basin (within the sameunm than the cylinder) is then given

by Ri leaving us with a void fraction of:

1 t
=AL—t / AL=—2 (A-2)
V tfull tfull
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In the remainder, we correct for the fact that thibbles are expanding during the
ascent. We introduce the surface presputbe pressurpnat depthh andp the change
in pressure given by the weight of the water column

p(h) = p+Dr, Dp =rgh (A-3)

If v(h)denotes the volume of a bubble at depth h, we nisal@batic gas equation:
p(HVH* = p\O)* (A-4)

The average bubble size is then given by:

1- 1k

L L
Vavzl V(h)dh:_l % P K .00 ) (A-5)
L, L ,(@+rgh/ p) Dpk -1 p
Using
1k 1k
voy= Py = 1422y (A-6)
p p
We find
k D 1/k
v=P K 4.0 By (A-7)
Dpk-1 p p

Assuming thaDp << p, we find:

h: i@ EZ -
v(L) 1-'-2/( p+O P (A-8)

The air in the (full) cylinder is exposed to thegsurep(L). The corrected void fraction

is given by:

peYa, 14 1P VA g 10D G o)
\ 2k p V %k p Yy

For L = 0.5 m and using the adiabatic coefficiemt5/3, we find:

D_I;’ » 510_080 =5% (A-10)

Therefore,
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b=1.015" (A-11)

full

Hence, the effect of the growing bubbles duringeascs a small correction.

12 5#5$I$' " 9& (#& " wSHEQOE " (- %

Figure A-2. CDF ofPnax0n the 45kg elastic plate 1 in aerated water~(0.8 %).

Figure A-3. CDF oPmnax0n the 45kg elastic plate 1 in aerated water=(1 %).

Figure A-4. CDF ofPnax0n the 45kg elastic plate 1 in aerated water~(1.6 %).

Figure A-5. CDF ofPmax0n the 52kg elastic plate 1 in aerated water(0.8 %).
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Figure A-6. CDF oPnaxon the 52kg elastic plate 1 in aerated water(1 %).

Figure A-7. CDF oPnaxon the 52kg elastic plate 1 in aerated water(1.6 %).

Figure A-8. CDF oPnaxon the 52kg elastic plate 2 in aerated water(0.8 %).

Figure A-9. CDF oPnaxon the 52kg elastic plate 2 in aerated water(1 %).

Figure A-10. CDF oPmaxon the 52kg elastic plate 2 in aerated water=(1.6 %).
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Figure B-1: Repeatability of acceleration and fareges on rigid wall under early broken wave intpac
pure waterd = 0.7 m).
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Figure B-2: Repeatability of acceleration and fareees on rigid wall under broken wave impactuinep
water @ = 0.7 m).

Figure B-3: Repeatability of acceleration and fdreees on rigid wall under high aeration wave iotpa
in pure waterd = 0.7 m).
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