COPPER AND ZINC SPECIATION AND BIOAVAILABILITY IN THE TAMAR ESTUARY

By

HOLLY BEVERLEY CLARE PEARSON

A thesis submitted to Plymouth University in partial fulfilment for the degree of

DOCTOR OF PHILOSOPHY

School of Geography, Earth and Environmental Sciences
Faculty of Science and Technology

October 2016
AUTHOR’S DECLARATION

At no time during the registration for the degree of Doctor of Philosophy has the author been registered for any other university award without prior agreement of the Graduate Committee. Work submitted for this research degree at Plymouth University has not formed part of any other degree either at Plymouth University or any other establishment.

This study was co-funded by Plymouth University, the International Zinc Association and the International Copper Association. All the work presented in this thesis is the author's own, unless stated otherwise.

A number of relevant scientific seminars, conferences and meetings were regularly attended during this degree, at which work was presented and discussed. Articles were also submitted for publication in scientific journals.

Word count of thesis: 70,260

Signed…………………………………………..

Date……………………………………………

10/09/2016

10/09/2016

10/09/2016

10/09/2016

Signed…………………………………………..

Date………………………………………………

10/09/2016

10/09/2016

10/09/2016

10/09/2016
This copy of this thesis has been supplied on condition that anyone who consults it is understood to recognise that its copyright rests with its author and that no quotation from the thesis and no information derived from it may be published without the author’s prior consent.
Copper and Zinc Speciation and Bioavailability in the Tamar Estuary
Holly B.C. Pearson

The chemical speciation of trace metals controls their potential bioavailability and therefore toxicity to exposed organisms. Despite previous studies demonstrating the ameliorative effects of dissolved organic carbon (DOC) on metal toxicity, the effectiveness of ligands from varying sources and of potentially variable composition in controlling speciation has not been studied in detail in estuarine waters. In addition, the effect of DOC on radionuclide contaminants in combination with trace metals has not been investigated in any waters. This is of particular interest in the estuarine environment, where both anthropogenic and natural ligands, and contaminants that pose a potential threat to ecosystem health, can be present.

Competitive ligand exchange adsorptive cathodic stripping voltammetry (CLE-AdCSV) with complexation capacity titrations was employed to determine the speciation of dissolved Cu and Zn, two metals that possess revised environmental quality standards (EQS) which now account for potential metal bioavailability. Dissolved metal concentrations in the < 0.4 and < 0.2 μm filter fractions of samples from the Tamar Estuary were determined during seasonal transects made over a calendar year. Samples were taken over a full salinity range (0-35) and from locations thought to contain DOC from a variety of sources (e.g. terrigenous, biogenic, sewage). No seasonal trends in metal speciation were identified, but a semi-quantitative assessment of DOC type using 3-D fluorimetry showed domination of humic and fulvic type ligands in the upper estuary, and biogenic-type ligands in the lower estuary, the former appearing the most important in controlling Cu and Zn complexation. Filter size fraction differences showed a major portion of the dissolved metal is associated with the 0.2 ≥ 0.4 μm fraction, indicating an importance of larger molecule ligands in controlling potentially bioavailable metal. Sample ligand concentrations ([Lx]) ranged from 1-372 nM (Cu) and 3-412 nM (Zn), and metal-ligand conditional stability constants (log KMx) from 10.5-13.5 (Cu) and 7.5-10 (Zn), which are similar to reported literature. Calculated free metal ion concentrations ([M2+]) of 0.3 – 109 nM (Zn) and 1.4 x 10⁻¹³ – 7.3 x 10⁻¹¹ M (Cu) compared well (92% showed no significant differences (P = 0.02)) with direct measurements of [Zn2+] made for the first time in estuarine waters using “Absence of Gradients and Nernst Equilibrium Stripping” (AGNES) after optimisation for estuarine waters. AGNES fully complements CLE-AdCSV in terms of analytical capability and shows that methods are now available that are capable of directly determining [Zn2+] in estuarine waters for use in environmental monitoring studies. Calculations made using the chemical equilibrium speciation programme Visual MINTEQ (VM) showed [Cu2+] and [Zn²⁺] could be predicted to within one order of magnitude of measured values when log KMx and [Lx] are determined and input into the model. This was in contrast to poor agreement between measured and predicted [M2+] when VM was used with the NICA-Donnan complexing model, which assumes a set portion of the total DOC concentration input is fulvic acid that actively complexes metals. These results corroborate a lack of identification of a relationship between metal speciation in the Tamar samples and DOC concentration, highlighting that knowledge of DOC type, log KMx and Lx are important when assessing environmental risk, setting EQSs and for accurate modeling of [Cu²⁺].

Finally, a combined chemical and biological study investigating the effects of mixtures of DOC, Zn and the radionuclide tritium (³H) on the marine mussel presents the first evidence of a protective effect of Zn on DNA damage caused by ³H. The association of ³H with DOC remains elusive and an assessment of DOC type is recommended for future research, but the study emphasises the importance of investigating mixture effects in order to avoid inaccurate risk assessment and potentially costly site remediation.
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### Table 5.1 Generic parameters for the determination of dissolved Zn using anodic stripping voltammetry.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adsorptive cathodic stripping voltammetry</td>
<td></td>
</tr>
</tbody>
</table>

### Table 5.2 Geometric and activity concentration parameters used to calculate dose rate to mussels exposed to tritiated water via the ERICA tool.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anodic stripping voltammetry</td>
<td></td>
</tr>
</tbody>
</table>

### Table 6.1 Stability constants for the formation of Cu and Zn complexes with EDTA.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fresh-saline water interface</td>
<td></td>
</tr>
</tbody>
</table>

### Table 6.2 Percentage reduction in Cu and Zn species calculated by VMICA-D when increasing concentrations of EDTA are included.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labile metal. This term within “[[]]” indicates concentration</td>
<td></td>
</tr>
</tbody>
</table>

### List of Abbreviations

- **AdCSV**: Adsorptive cathodic stripping voltammetry
- **AE**: Auxillary electrode
- **AGNES**: Absence of Gradients and Nernst Equilibrium Stripping
- **AL**: Artificial/addvded ligand
- **ASV**: Anodic stripping voltammetry
- **BLM**: Biotic ligand model
- **CCT**: Complexation capacity titration
- **DOC**: Dissolved organic carbon
- **DMSO**: Dimethyl sulphoxide
- **DP**: Differential pulse
- **DSD**: Dangerous Substances Directive
- **DW**: Detection window
- **EA**: Environment Agency
- **EDTA**: Ethylenediaminetetraacetic acid
- **EQS**: Environmental quality standard
- **EU**: European Union
- **FSI**: Fresh-saline water interface
- **FWEM**: Fresh water end member
- **GFAAS**: Graphite furnace atomic absorption spectrometry
- **HDPE**: High density polyethylene
- **HEPES**: 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid
- **ICP-MS**: Inductively coupled plasma mass-spectrometry
- **ICP-OES**: Inductively coupled plasma-optical emission spectroscopy
- **k_a**: Rate constant for association of a metal-ligand complex
- **k_d**: Rate constant for dissociation of a metal-ligand complex
- **K_os**: Stability constant for intermediate outer sphere complex
- **k_w**: Rate constant for dehydration of a metal ion’s outer coordination sphere
- **LFH**: Laminar flow hood
- **LMPA**: Low melting point agarose
- **LOD**: Limit of detection
- **Log K**: Conditional stability constant
- **L_x**: Organic ligand
- **MAL**: Metal-added ligand complex
- **M_{lab}**: Labile metal. This term within “[[]]” indicates concentration
- **M^{2+}**: Free hydrated metal ion. This term within “[[]]” indicates concentration
- **NMPA**: Normal melting point agarose
- **RE**: Reference electrode
- **SLOP**: Standard laboratory operating procedure
- **SW**: Square wave
- **SWEM**: Sea water end member
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDM</td>
<td>Total dissolved metal. This term within “[ ]” indicates concentration</td>
</tr>
<tr>
<td>TPM</td>
<td>Two point method</td>
</tr>
<tr>
<td>UKTAG</td>
<td>United Kingdom Technical Advisory Group</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet</td>
</tr>
<tr>
<td>WE</td>
<td>Working electrode</td>
</tr>
<tr>
<td>WFD</td>
<td>Water Framework Directive</td>
</tr>
<tr>
<td>WHAM</td>
<td>Windermere humic aqueous model</td>
</tr>
<tr>
<td>WwTWs</td>
<td>Waste water treatment works</td>
</tr>
</tbody>
</table>
CHAPTER 1. INTRODUCTION

1.1 ESTUARIES: CHARACTERISATION AND CONCERNS

In his definition of an estuary as “a semi enclosed body of water connected to the sea as far as the tidal limit or the salt intrusion limit and receiving freshwater runoff, recognising that the freshwater inflow may not be perennial, the connection to the sea may be closed for part of the year, and that the tidal influence may be negligible” Wolanski [1] highlights them as a mixing zone of changing physico-chemical characteristics, in particular salinity. The European Union, within the Water Framework Directive (WFD), use the term “Transitional Waters” to denote “bodies of surface water in the vicinity of river mouths which are partially saline in character as a result of their proximity to coastal waters but which are substantially influenced by freshwater flows” [1]. However they are defined, understanding biogeochemical processes within estuarine systems is important as they provide habitat and food for thousands of marine species including fish, shellfish, birds, and marine mammals [2]. Historically, estuaries have also been central to human settlements, and a convenient means to dispose of waste. With a growing population, urbanised areas and industrial establishments are increasing in close proximity to estuaries, with around 60 % of the human population now living in coastal zones [3]. Estuarine contamination and/or pollution results from increased inputs of potentially harmful waste, (e.g. metals, organic chemicals, radionuclides) originating from past and present anthropogenic activities (Table 1.1), but differ in definition. Contamination may be defined as “the presence of elevated concentrations of substances in the environment above the natural background level for the area and for the organism” [4], and pollution “the introduction by man, directly or indirectly, of substances or energy into the marine environment (including estuaries) resulting in such deleterious effects as harm to living resources, hazards to human health, hindrance to marine activities including fishing, impairment of quality for use of sea water, and reduction of amenities” [5]. The term “pollutant” can therefore be used synonymously with the term “toxicant”.

Estuaries are the link between fresh water fluvial systems on land and the saline waters of the ocean. The salinity, temperature and pH gradients resulting from mixing of seawater and fresh water, the sediment suspension through tidal activity and different point and diffuse sources of contaminants, make estuarine biogeochemistry particularly complex to study [1]. These physico-chemical characteristics mean that estuaries,
despite their connection to the ocean, serve as a sink for many contaminants and pollutants remaining in channel waters or bottom sediments. Accumulation of these potentially harmful substances becomes a problem when they are in a bioavailable form, and uptake by organisms exceeds the required concentrations for normal healthy function. For decades there has been widespread agreement among scientists that element speciation, defined as “the physico-chemical form in which an element exists; oxidation state, stoichiometry, coordination (complexation) and physical state” [6], plays a significant role in governing biological availability, and consequently, metal toxicity [7]. An element’s physico-chemical form influences reactivity, solubility and mobility in the environment, and in turn exposure of organisms and uptake. The following sections expand on this concept and provide a rationale for the focus of this research.

Table 1.1 Contaminants and pollutants affecting estuaries, rivers and coastal areas as a result of anthropogenic activities.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Contaminants/Pollutants</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sewage discharge</td>
<td>Nutrients, natural organic matter</td>
<td>[8, 9]</td>
</tr>
<tr>
<td>Mining (extraction / smelting / refining)</td>
<td>Metals (e.g. Zn, Cu, Cd, Sn, As, Sb), Acid mine drainage, sediment, oils, organic compounds</td>
<td>[10, 11]</td>
</tr>
<tr>
<td>Agricultural (waste runoff / chemical use)</td>
<td>Cd in sewage sludge, nitrate/phosphate from fertilisers, pesticides, pathogens, sediment, salt, Cu in fungicides</td>
<td>[12-15]</td>
</tr>
<tr>
<td>Fossil fuel burning</td>
<td>Polycyclic Aromatic Hydrocarbons (PAHs)</td>
<td>[16]</td>
</tr>
<tr>
<td>Waste water treatment</td>
<td>Surfactants, organic compounds, metals, PAHs</td>
<td>[17-19]</td>
</tr>
<tr>
<td>Road runoff</td>
<td>Cu and Zn from tyres, hydrocarbons, pesticides</td>
<td>[20]</td>
</tr>
<tr>
<td>Shipping</td>
<td>Zn and Cd from sacrificial anodes, Cu, organics, and Zn-compounds from antifouling paints, oils, petroleum</td>
<td>[21-23]</td>
</tr>
<tr>
<td>Dredging</td>
<td>Metals, organic contaminants</td>
<td>[24]</td>
</tr>
<tr>
<td>Nuclear weapons testing, power generation, and fuel reprocessing</td>
<td>Radionuclides (e.g. tritium, radiocaesium, radioiodine, radiostrontium)</td>
<td>[25]</td>
</tr>
</tbody>
</table>
1.2 The importance of trace metal studies in natural waters

Previous trace element speciation studies in natural waters include arsenic (As) [26], lead (Pb) [27], cadmium (Cd) [28], chromium (Cr) [29], cobalt (Co) [30], copper (Cu) [31], iron (Fe) [32], mercury (Hg) [33], nickel (Ni) [34], tin (Sn) [35], and zinc (Zn) [36]. These elements can be divided into two groups: those that are both essential for healthy organism growth and development, but are toxic in excess (e.g. Cu, Zn), and those that are deemed non-essential and have no known health benefits (e.g. Cd, Pb, Hg, As). In all cases, the speciation of the element, and the nature of the receiving organism, will govern its bioavailability and potential toxicity. For many metals, an operationally defined “labile” fraction, consisting of the free hydrated metal ion, plus relatively weak inorganic and organic complexes, is thought the most bioavailable [37]. Labile metal is defined by the metal species that dissociates from a complex, and contributes to the free metal ion flux over the timescale that metal species are resident in the diffusive boundary layer surrounding the organism [38]. As a result, labile and free metal ion concentrations in environmental samples are often quoted, as this constitutes potentially the most toxic fraction [39]. There are exceptions, however. While metal complexation by organic ligands (see section 1.5), contained within the dissolved organic carbon (DOC) fraction, can greatly reduce the toxicity of some metals (e.g. Cu [40]), it can significantly enhance it for others (e.g. Hg [41]).

Competition for complexation with metals in the water column and at the site of uptake occurs when inorganic and organic ligands of varying types and sources (see section 1.5.2), protons and other cations, are present. Such interactions are conceptualised by a number of models seeking to describe element uptake by organisms, and aid in predicting element speciation. One of the earliest was the Free Ion Activity Model (FIAM), developed in the 1970s and defined by Morel [42], to explain the relationship between free ionic metal concentrations and toxicity [43, 44]. The FIAM conceptualised the process of metal-ligand interactions, and was used to explain how water hardness (presence of Mg$^{2+}$ and Ca$^{2+}$ ions) mitigates toxicity by increasing ionic competition for binding at the cellular sites of toxic action. However, the FIAM lacked applicability to real samples [45], something that was later achieved with the gill surface interaction model (GSIM) [46]. The theoretical basis of the GSIM is similar to that of the FIAM, but was applied in the interpretation of individual metal and metal mixture toxicity tests [45]. Combination and improvement of these two models resulted in the biotic ligand model [47, 48] (BLM, Figure 1.1), the most advanced speciation model to date. Put simply, the BLM incorporates some of the main factors affecting metal speciation, and is used as a
tool to predict metal bioavailability. This is combined with observed ecotoxicological data for a wide range of algae, invertebrates and fish to allow a prediction of metal toxicity for any given ambient water quality. The toxicity of metals is controlled by:

- Metal complexation in the water by ligands (either organic or inorganic, **Figure 1.1**). Typically, this reduces the potential for metal toxicity, because strong and/or abundant complexation make metal binding at the biotic ligand thermodynamically less favourable. There are some exceptions, e.g. Hg.
- The degree of competition for metal binding at the biotic ligand by the presence of other cations such as Ca$^{2+}$ and Mg$^{2+}$, and protons.
- Interruption of essential ion uptake at the biotic ligand. Sites needed for uptake of important ionoregulatory ions such as Na$^+$ and Ca$^{2+}$ are effectively blocked when occupied by another metal.

![Figure 1.1 A schematic diagram of the biotic ligand model showing the interactions between dissolved ligands, cations and protons as they compete for binding sites in the water column and at the biotic ligand (e.g. fish gill).](image)

The BLM forms the basis of legislative standards (see **section 1.3**) and a number of computational models that can mathematically predict metal bioavailability and thus potential toxicity to organisms. These models have been developed to enable the prediction of metal speciation in the environment, so that problems resulting from pollution and compliance with legislation may be addressed. Simple user-friendly models, such as the Metal Bioavailability Assessment Tool (M-BAT [49]) and BioMet tool [50] are available online and frequently used by organisations such as the Environment Agency.
(EA) for compliance monitoring. Other more complex models also exist, such as MINEQL [51], Visual MINTEQ [52], the Windermere Humic Aqueous Model (WHAM) [53], and, most recently, WHAM VII [54]. However, all are limited in their predictive power. One assumption is that the modelled solution is in constant equilibrium. In reality, natural systems are rarely so [55]. Another is the default value (usually 50 %) for the fraction of DOC considered “active” (metal-complexing). Considering the variability in the types and sources of DOC occurring in natural waters (see section 1.5.2), this value may not always be considered representative. Sarathy and Allen [56] have even suggested including different classes of DOC as additional ligand types in the BLM. These factors, combined with fluctuating physicochemical parameters, make metal speciation in estuaries particularly difficult to predict with confidence. This has attracted research efforts aimed at elucidation of links between speciation, bioavailability and toxicity, and improvement of existing speciation methods and models [57].

1.3 Environmental Quality Standards

In the 1950s and 1960s, concern arose regarding the environmental dangers of extensive production and use of synthetic and industrial substances. An early implementation of a scheme to try to control or eliminate the release of these into the environment was the 1976 European Dangerous Substances Directive (DSD) [58]. The DSD recognised metal bioavailability only through inorganic metal speciation, and so standards were based on water hardness.

In October 2000, the Water Framework Directive (WFD), which incorporates the DSD, was established as a result of increasing demand for cleaner rivers, lakes, coastal beaches, and groundwater. The aim of the WFD is to ensure that all Europe’s water bodies reached “good ecological status” by the year 2015, to be achieved by implementing a risk assessment based exercise which grades waters according to their ecological and chemical quality [59]. Under the WFD, environmental quality standards (EQSs) for priority chemicals have been set to protect the most sensitive marine life from exposure to pollutants. At a European scale, EQSs based on bioavailable metal have been established for Ni and Pb, which are categorised as priority substances (requiring minimisation of inputs to the aquatic environment and to be below the EQS threshold). Individual Member States can set EQSs for chemicals of local concern and in response to this the UK has derived freshwater EQSs for Cu and Zn, taking bioavailability into account. The BLM approach (Figure 1.1), originally adopted by regulators in the USA
has been adapted for use in the UK for Cu [61], Zn [62] and manganese (Mn) [63] to judge compliance against the new fresh water EQSs.

In recent years, the Environment Agency for England and Wales (EA) has revised the EQSs for Cu and Zn in UK fresh and salt waters [64] (Table 1.2). For the first time, the EQSs take into account bioavailability and background concentrations for assessing compliance, by considering organic complexation through a DOC correction factor for Cu, and ambient background concentrations for Zn. Although not based on the BLM for saline waters (BLM models are, however, under development for Cu and Zn in saline waters), these changes to the EQSs are a result of a large, ongoing research campaign to set standards at an appropriate level [65]. Such EQSs should neither be over-protective (resulting in expensive remediation efforts, or deficiency in essential metals like Zn and Cu [66]) or under-protective (resulting in toxicity to sensitive aquatic species).

Table 1.2 Old (pre-2013) and new (post-2013) Zn and Cu environmental quality standards (EQSs) under the Water Framework Directive [64]. “Dissolved” refers to the metal concentration present in a sample passed through a 0.45 µm filter. DOC: dissolved organic carbon, ABC: Ambient Background Concentration

<table>
<thead>
<tr>
<th>Metal</th>
<th>New EQS</th>
<th>Old EQS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>59 nM (3.76 µg L⁻¹) dissolved where DOC ≤ 83 µM (1 mg L⁻¹)</td>
<td>79 nM (5 µg L⁻¹) dissolved</td>
</tr>
<tr>
<td></td>
<td>59 nM + (42 x ((DOC/2)-0.5)) µM dissolved where DOC &gt; 83 µM</td>
<td></td>
</tr>
<tr>
<td>Zn</td>
<td>104 nM (7.9 µg L⁻¹) dissolved plus ABC (17 nM (1.1 µg L⁻¹) dissolved)</td>
<td>612 nM (40 µg L⁻¹) dissolved</td>
</tr>
</tbody>
</table>

1.4 Copper and Zinc: The Essential Toxicants

This work investigates the speciation of two metals, copper (Cu) and zinc (Zn), in transitional waters, using the Tamar Estuary (UK) as a study site. These metals have been chosen because:

- Both are micronutrients for all organisms, but are toxic in excess.
• They have undergone recent revision with respect to fresh and saltwater EQSs under the WFD, highlighting concern over their potential for causing environmental harm.
• Both are contaminants in and around the Tamar Catchment (the area of study) due to historical mining activities, use in antifoulant paints, sacrificial anodes (Zn), and their presence in road runoff and sewage effluent.
• The speciation of both metals can be determined using voltammetric methods (see Chapter 2).

1.4.1 Chemistry and abundance

Cu and Zn are found in the transition metal block of the periodic table, although only Cu possesses the partially filled d-shell of electrons that qualifies it as a true transition metal. The terrestrial chemistry of Zn is dominated by Zn(II), where its complete electron d-shells class it as a post-transition element. The electron configuration of Zn means, unlike Cu²⁺, it is redox-stable under physiological conditions [67, 68], and its small radius to charge ratio gives it marked Lewis acid characteristics, meaning it forms strong covalent bonds with sulphur, nitrogen and oxygen donors. Zn forms soluble salts in the environment (e.g. halides, sulphates, nitrates, acetates), and sparingly soluble compounds (e.g. Zn-ammonium phosphate, Zn hydroxide and Zn carbonate), and numerous soluble and insoluble organic complexes [69]. Cu exists as one of three valence states, Cu(0) (solid metal), Cu(I) (“cuprous ion”) or Cu(II) (“cupric ion”) [70], and, like Zn, exhibits Lewis acid behaviour, readily accepting electron pairs. Interactions of Zn and Cu with organisms are mutually antagonistic at the adsorption site, although the mechanism for this is poorly understood [71].

Zinc is the 24th most abundant element in the Earth’s crust, as a result of its existence as a minor constituent in common rocks, minerals and soils [67], present at an average concentration of approximately 70 µg g⁻¹ of the lithosphere. The crustal abundance of Cu is slightly lower, at approximately 50 µg g⁻¹ [72]. Both metals are associated with anthropogenic pollution from historical metalliferous mining activities, with Zn minerals (e.g. sphalerite) often being found together with Cu minerals (e.g. chalcopyrite) along mineral lodes [67].
1.4.2 Toxicity and deficiency

1.4.2.1 Zinc

Zinc is a crucial component of many proteins in plants and animals, is required for enzymatic function and hence, it is the second most abundant transition metal, after iron, in organisms [69]. It serves as the active centre of approximately 300 enzymes [73] and deficiency results in immune system malfunction in humans, and stunted growth and chlorosis of leaves in plants [74]. Zn in excess of required concentrations supresses the uptake of other essential metals (e.g. Cu and Fe) [75].

1.4.2.2 Copper

There are at least thirty Cu-containing enzymes which function as redox catalysts in the mammalian body [70], and Cu also facilitates the absorption and utilisation of iron (Fe) by organisms [76]. Deficiencies of Cu have been linked with anaemia in mammals [77-79], as well as increased susceptibility to infection and myelopathy [75]. Oxidative damage in vertebrate and invertebrate species has been observed as a result of Cu toxicity [80] and the free hydrated Cu$^{2+}$ ion is toxic to sensitive aquatic species such as phytoplankton and algae, even at extremely low concentrations (~2 - 5 pM) [81].

1.5 Ligands and their role in metal speciation studies

1.5.1 Terminology and definition

Ligands are substances which complex metals via chemical bonding, either within the ligand structure (chelation), or by electrostatic interactions between charged ions. The types and strengths of these chemical bonds vary according to the nature of the ligand, which may be organic (e.g. incorporated within DOC) or inorganic (e.g. simple charged anions such as Cl$^{-}$, OH$^{-}$, SO$_4^{2-}$, CO$_3^{2-}$, NO$_3^{-}$, HCO$_3^{-}$, HPO$_4^{2-}$). As discussed in section 1.2, complexation of metals by ligands is the major focus of many speciation and uptake studies, because it either decreases or enhances bioavailability of metals to organisms.

Organic matter is composed of a highly complex mixture of heterogeneous molecules (Figure 1.2), with no specific formula [82]. It is formed in the environment through physical decomposition or microbial processing of plant and animal material [83], or exudates from plants or animals [84]. It is often referred to as natural or dissolved organic
matter (NOM or DOM, respectively). Dissolved organic carbon (DOC) is how DOM is commonly quantified (as µM C), comprising approximately 50% by mass of DOM [85].

The total organic carbon (TOC) in water can be divided into DOC and particulate organic carbon (POC). The former is the fraction that passes through a filter membrane, with POC (and microorganisms such as zooplankton, phytoplankton and bacteria [86]) being retained on the membrane [87]. The filter pore size defining the dissolved fraction of TOC is operationally defined. Walther [86] classes that which passes through a 0.45 µm filter as dissolved, while Wefer et al. [87] give nominal pore sizes of 0.5 – 0.7 µm. The source of the variability arises largely from the membrane material used and it is important to report the pore size employed and consider it in data interpretation. Chapter 3 discusses this variability in more detail.

**Figure 1.2** A complex organic polymer showing various acid groups and metal complexes. Adapted from [86].
1.5.2 **Dissolved Organic Carbon: Composition and Sources**

Humic substances are the degradation-resistant compounds remaining after plant decay, possessing a highly aromatic character, high molecular weight and a large number of functional groups (mainly carboxylic and phenolic) in their chemical structures. They are composed predominantly of carbon, oxygen, hydrogen and nitrogen with the approximate percentage composition 45-55 %, 30-45 %, 3-6 %, and 1-5 % respectively [86].

Humic substances can be divided into three groups (Figure 1.3); humin, humic acids and fulvic acids. Humin is the insoluble plant material, black in colour, with the highest molecular weight, carbon content, and degree of polymerisation. The dissolved material is acidified and the fraction that precipitates from solution is humic acid (HA), while the fraction remaining dissolved is fulvic acid (FA). Fulvic acids generally have the lowest molecular weight, highest oxygen content, and, compared with HAs, a higher number of carboxyl groups (see Figure 1.2) from which protons dissociate and produce a charge. This property makes FAs soluble in water [86].

### Figure 1.3 Humic substances, their sub-classifications and properties. Adapted from [88].

<table>
<thead>
<tr>
<th><strong>Humic Substances</strong></th>
<th><strong>Fulvic acids</strong></th>
<th><strong>Humic acids</strong></th>
<th><strong>Humin</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Light yellow</strong></td>
<td><strong>Yellow-brown</strong></td>
<td><strong>Dark brown</strong></td>
<td><strong>Black</strong></td>
</tr>
<tr>
<td>Soluble in acid, insoluble in alkali</td>
<td>Soluble in alkali, insoluble in acid</td>
<td>Insoluble in acid or alkali</td>
<td></td>
</tr>
</tbody>
</table>

Increasing molecular weight
Increasing carbon content
Increasing oxygen content
Increasing acidity
Increasing colour intensity

Dissolved organic carbon consists predominantly of humic and fulvic acids, with some carbohydrates and hydrocarbons. The relatively large molecules, commonly allochthonous (from an exterior source) in origin, are derived from the degradation of lignins (e.g. wood, leaves). By comparison, autochthonous (derived in-situ) DOC is produced by algae or other organisms or by degradation (microbial or photolytic) of allochthonous organic matter. It appears lighter in colour, consists of relatively small molecules, and has a much smaller proportion of aromatic ring structures than its terrigenous counterpart [85].
Sources of DOC may be natural or anthropogenic and differ greatly in composition. They include:

- **Rivers.** These are major contributors of allochthonous sediments to estuaries and oceans.
- **Biogenic activity.** During spring through autumn seasons, dead phytoplankton cells release lysate upon bursting, which contains metal-complexing substances [89, 90].
- **Sewage treatment works.** As well as being a source of humic substances, synthetic complexing agents, such as ethylenediaminetetraacetic acid (EDTA), phosphonates and carboxylic acids, are commonly found in waters discharged from wastewater treatment works (WwTWs) [19].

### 1.5.3 Dissolved Organic Carbon and Toxicity Mitigation

Metal complexation with organic ligands is of particular interest due to the significant mitigating effect it can have on metal toxicity. Complexation of metal by organic ligands (Figure 1.2) can render it less or non-bioavailable for uptake, allowing organisms to tolerate exposure to higher concentrations of total metal. Organic ligand complexation is considered relatively strong, with conditional stability constants ($\log K$) for Cu and Zn complexes generally in the range 8-15 [91] and 7-11 [92-95], respectively. Binding of more than one metal by a single ligand is possible due to their complex heterogeneous structures (see section 1.5.2) which contain multiple functional groups. Covalent bonding (sharing of electrons) between the ligand and metal ions is the dominant form of binding and therefore organic complexes are less prone to dissociation (have a lower lability). By comparison, inorganic ligands, existing as simple mono- and multi-dentate complexants, have well defined chemical structures and their negatively charged groups mean that the primary binding of the metal is through electrostatic interactions (ionic bonds). Such bonds are relatively weak (Table 1.3) and so inorganic metal complexes are more prone to dissociation, increasing their bioavailability.

**Table 1.3** Stability constants ($\log K$) of Cu and Zn with inorganic ligands at 25 °C. Taken from the Visual MINTEQ thermodynamic database [52].

<table>
<thead>
<tr>
<th>Metal</th>
<th>Carbonate</th>
<th>Sulfate</th>
<th>Chloride</th>
<th>Hydroxide</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>6.75 – 10.87</td>
<td>2.36</td>
<td>-4.59 – 0.30</td>
<td>-39.73 – -6.71</td>
</tr>
<tr>
<td>Zn</td>
<td>4.75</td>
<td>2.34</td>
<td>0.20 – 0.46</td>
<td>-41.19 – -8.99</td>
</tr>
</tbody>
</table>
For example, DOC added to the test medium during exposure of rainbow trout, fathead minnows and water fleas to toxic concentrations of silver (Ag) provided a greater protective effect than increased chloride concentrations and hardness [96]. Similar effects have also been observed for water fleas [97] and blue mussel embryos [98] exposed to Cu, and water fleas exposed to Zn [99, 100]. The proportion complexed by DOC varies, depending on the metal, water composition and DOC type. It is documented that some DOC types exhibit a greater protective effect against metal toxicity (see section 1.5.3) than others (e.g. [101, 102]), and that the optical properties of DOC can be correlated with its protective capabilities. For example, ligands from WwTWs have been found to have a stronger affinity for metals in comparison to DOC derived from natural sources [103]. Aromatic-rich, dark coloured compounds with high humic acid content have been shown to be most effective against the toxicity of some metals, particularly Cu, Ag and Pb [85].

As well as ligand-type, different metals have different affinities for binding at the ligand. Cu is generally found to be > 90 % organically complexed in natural waters, whereas organic Zn complexation typically varies between 24 – 98 % [104]. The higher organic complexation of Cu compared to Zn is reflective of the greater binding affinity of the former metal [105].

1.6 PROJECT AIMS AND OBJECTIVES

The principal research questions which formed the basis for this work were:

- What is/are the dominant controlling factor(s) in dissolved Cu and Zn speciation in estuarine environments? How might this information be used to improve the current setting of EQSs?
- Is the application of the electrochemical technique Absence of Gradients and Nernst Equilibrium Stripping (AGNES) to estuarine waters for the direct determination of the free Zn concentration ([Zn^{2+}]) appropriate for use in a regulatory context?
- Do observed organism effects correlate with observed metal speciation when a marine species is exposed to Zn in combination with another contaminant of concern? Does DOC alleviate toxicity in combination with toxic tritium in the same way as has been shown for metals?
• How good are current models at predicting trace metal speciation in estuarine waters? How might the data obtained in this study suggest improvements for future standard setting?

The principal aims of this work were to:

• Investigate the role of different sources and types of DOC, varying salinity and other water quality parameters (e.g. pH, chlorophyll-a), on the speciation and bioavailability (and thus, potential toxicity) of Cu and Zn in estuarine waters.
• Determine \([\text{Cu}^{2+}]\) and \([\text{Zn}^{2+}]\) in estuarine water samples.
• Investigate the toxicity of binary mixtures involving Zn to the marine/estuarine species Mytilus galloprovincialis.
• Evaluate whether metal speciation predictions can closely replicate observations, in order to improve the accuracy of chemical speciation models.

Objectives set in order to meet the aim and answer the specific research questions were:

• Conduct seasonal transects of the Tamar Estuary over at least one calendar year, taking samples over a full salinity range and from locations potentially influenced by differing DOC types and sources. Determine total and labile metal, and metal-ligand complexation parameters using a well-established electrochemical method competitive ligand exchange adsorptive cathodic stripping voltammetry, CLE-AdCSV (detailed in Chapter 2).
• Use appropriate techniques (AGNES and CLE-AdCSV) to determine \([\text{Zn}^{2+}]\) and \([\text{Cu}^{2+}]\) in estuarine waters of varying ionic strength.
• Expose marine mussels M. galloprovincialis to binary mixtures of i) a potentially aggravating (tritium) and a potentially mitigating co-exponent (DOC), and ii) two potentially aggravating co-exponents (Zn and tritium).
• Use thermodynamic equilibrium calculations to check the agreement between modelled and measured free metal ion concentrations in the Tamar Estuary samples.
CHAPTER 2. METHODS

2.1 TRACE METAL SPECIATION METHODS: AN INTRODUCTION

Trace (10^{-9} – 10^{-10} M) metal concentrations of Cu and Zn are commonly found in coastal and estuarine waters. With advancements in technology and improved instrument sensitivity, the detection of metal and metalloid species at trace concentrations has been made possible utilising a number of techniques. Some of those commonly applied to metal speciation in natural waters are discussed in turn here.

Most of the techniques described in this chapter detect an operationally defined metal fraction that is deemed ‘mobile’ or ‘labile’ (see section 1.2) and refers to groups of compounds, rather than to individual chemical species. In addition to ligand concentration and characteristics, the technique employed will influence what fraction of metal in solution is deemed labile. With respect to ligand type, the association and dissociation rate constants ($k_a$ and $k_d$ respectively) of the metal-ligand complex determine its lability. The lower the $k_d$ (and therefore $k_a$) value, the lower the lability of the complex. The parameters controlling $k_a$ are determined by i) the rate constant for dehydration ($k_w$) of a specific ion in its inner coordination sphere, and ii) the stability constant for the intermediate outer sphere complex ($k^o$), the so-called Eigen mechanism [106].

The instrumental technique employed is limited to detecting species with physicochemical properties within its accessible range, e.g. size, mobility, stability and lability etc. [107], and therefore the “detection window”, the range of metal complexes detected during analysis, will vary with the method [107, 108]. This is an important point to consider when comparing values obtained using different sensors, techniques, and analytical parameters. The selectivity of a method is dependent on kinetic factors, with the timescale of the technique defining the kinetic window in which complexes may be determined [106, 107]. Some techniques are based upon dynamic processes (e.g. stripping voltammetry, diffusive gradients in thin films DGT, see below) while others are equilibrium-based (e.g. AGNES, Donnan equilibration). Some (e.g. Donnan membranes and permeation liquid membranes) can function both as equilibrium and dynamic sensors, depending on specific deployment [107].

In the current research, high sensitivity and low detection limits (≤ nM concentrations) in matrices across a range of ionic strengths were required of the speciation method. Low running costs, rapid preparation and determination were also considered advantageous.
Stripping voltammetry fulfilled these criteria and was available for immediate use. Anodic stripping voltammetry (ASV) and competitive ligand exchange adsorptive cathodic stripping voltammetry (CLE-AdCSV) were considered most applicable to this project. **Section 2.1.2** gives a brief summary of these (and other) electrochemical techniques, with more in-depth detail on instrumentation and ASV and CLE-AdCSV voltammetric procedures given in **section 2.4.1** and **2.4.2**. A comprehensive description of the theory, and application of the Absence of Gradients and Nernstian Equilibrium Stripping (**section 2.1.2.5**) to estuarine waters, is given in **Chapter 4**.

### 2.1.1 Non-electrochemical methods

#### 2.1.1.1 Ion exchange and complexing resins

Ion exchange and complexing resins are based on the sorption of labile and free metal species onto a complexing resin before quantification. Because they constitute two steps, these are sometimes termed “hyphenated” or “coupled” techniques. An initial separation step, where element species are partitioned according to chemical structure, thermodynamic stability or kinetic lability, is followed by a determination step, where quantification is achieved via a spectroscopic (e.g. ICP-MS [109], ICP-OES [110], GFAAS [111]) or electrochemical technique. Various complexing and ionic exchange resins are available for the separation step, which vary in sorbing strength to allow the user to investigate metal-ligand complexes of different binding strengths [112]. Examples include solid silica C$_{18}$ [113], activated alumina [114] and ionic exchangers (e.g. Chelex®-100 [38, 115]).

Other hyphenated techniques include flow injection with chemiluminescence detection [116] and liquid phase micro-extraction [117, 118]. The use of ionic liquids in the latter is considered attractive because they are more environmentally friendly in comparison to conventional organic solvents [118]. Although these techniques are sensitive and can reach low limits of detection, their major drawbacks include lengthy preparation and costly analysis, the requirement of numerous reagents, and the potential to introduce sample alteration and contamination during the separation phase.
2.1.1.2 Diffusive Gradients in Thin Films

Diffusive gradients in thin films (DGT) are "passive sampling" devices first introduced by Davison and Zhang [119] as a method suitable for routine use, which could determine labile metal species in-situ. The technique consists of a three layer system: a cation exchange resin-impregnated hydrogel layer (e.g. Chelex®-100), a hydrogel diffusion layer (designed to minimise hydrodynamic effects originating from the solution on metal accumulation [120]), and a filter membrane. All components are held inside a specially designed plastic case, which is deployed in the field for an appropriate length of time (often days). Diffusion-controlled mass transport of free metal ions and small complexes able to penetrate the diffusion layer occurs, and kinetically labile species are sorbed to the resin. The sorbed species therefore act as a proxy for the potentially bioavailable fraction of metal in the solution [121]. After deployment, the sorbed metal is extracted using 1 M HNO₃ and quantified. The time-average concentration of metal in the bulk solution can be determined from the deployment time, mass of sorbed metal, metal diffusion coefficient, and surface area and thickness of the gel [122].

The DGT technique is suitable for the determination of trace metal concentrations (as low as 4 pM have been reported Zhang and Davison [123]), as detection limits can be adjusted using deployment time. It has been used in a variety of matrices and, by varying the thickness of the diffusive gel layer, the user is able to investigate systems with different kinetic characteristics [107]. There is low risk of contamination during DGT deployment, and samples require no filtration. However, caution must be given to the interpretation of the measured species, as the thickness of the resin (and diffusive layer) will determine the lability criteria of the metal complexes [124], and settling of the resin beads to one side during casting has been reported to decrease the accumulation of metal in some cases [120].

2.1.1.3 Permeation Liquid Membranes

Permeation liquid membranes (PLMs), devised by Buffle and co-workers [125], are devices capable of determining the free and/or labile metal ion concentration in a solution.

Separation and preconcentration of element species is achieved by utilising a water-insoluble organic solvent containing a carrier ligand (\( C_{\text{org}} \)) which is selective for the target metal. The \( C_{\text{org}} \) is immobilized in a porous hydrophobic membrane set between a “donor” (the sample) and “acceptor” (or “strip”) solution. Quantification is carried out using multi-
elemental analysis (e.g. GFAAS) and achieved by calculating the change in metal concentration in the acceptor solution as a function of time. The change is dependent on thermodynamic stability of the complex formed between the metal and $C_{\text{org}}$, membrane diffusion kinetics, and thermodynamic and kinetic properties of the donor and acceptor solutions [7]. The metal flux (determined by diffusive transport in the hydrophobic membrane, the aqueous source, and the strip solutions) is driven by increasing complexation strength from the donor to the hydrophobic membrane and to the acceptor solutions [107]. The metal species determined can be altered by manipulation of the diffusion-controlling steps: if diffusion in the donor solution is rate-limiting, both the free and labile metal fraction can be determined. If the flux is governed by diffusion across the membrane, the free metal ion is measured. Varying the thickness of the membrane gives control over the rate-controlling step, as well as the concentration of $C_{\text{org}}$ [107].

PLMs have been successfully used in environmental applications [125], and developed for measuring free Ni$^{2+}$ concentrations in aqueous samples Bayen, Wilkinson [126]. Flow-through adaptations of the PLM technique have been devised in an attempt to improve preconcentration factors and lower detection limits [127-129], and PLMs have been coupled with voltammetric sensors for in-situ measurements [130]. The action of the carrier ligand in PLMs mimics well the biological uptake process, making it an attractive method for bioavailability studies [7]. However, interferences by lipophilic metal complexes diffusing across the membrane [37] has been observed to affect PLM measurements.

2.1.1.4 DONNAN MEMBRANE OR EQUILIBRATION TECHNIQUE

The Donnan membrane (sometimes called Donnan equilibration) technique (DMT) works in a similar way to PLM. Activity gradients present between a donor and acceptor solution results in cations being driven across a cation exchange membrane that separates the two. The acceptor solution is at a fixed ionic composition and will sometimes contain known ligands. The addition of ligands to the acceptor solution lowers the limits of detection, for example, to $10^{-11}$ M Cu$^{2+}$ and $10^{-9}$ M Zn$^{2+}$ in environmental samples [131].

The DMT is advantageous in being able to accurately measure several ions of interest simultaneously in one deployment [7]. However, the use of ligands in the acceptor solution causes evaluation of the free metal ion concentration to be more complex. In addition, equilibration of the solutions can require deployment times of up to three days.
2.1.1.5 The Gellyfish Sampler

A relatively recently introduced sampler for the simultaneous detection of a number of free metal ion concentrations in solution is the Gellyfish [132]. The device is an equilibrium based method, consisting of metal complexing resin beads, coated with a known quantity of iminodiacetic acid, encased in a polyacrylamide gel matrix [133]. The device is deployed in-situ, much like the DGT samplers described above. However, the Gellyfish is suspended in the water column until equilibrium of the free metal ions, M, is achieved between the solution and ligands in the resin, \( L_{\text{res}} \). The concentration of M bound to the sampler can be quantified using a thermodynamic, semi empirical relationship between M, and \( ML_{\text{res}} \). The concentration of \( ML_{\text{res}} \) is proportional to M in solution and a thermodynamic stability constant [132]. The sampler has recently been validated for use in waters of differing ionic strengths, and has been used to generate free Cu, Zn, Pb, Cd and Ni datasets from a number of marine locations [133]. The device is inexpensive, robust and simple to interpret, which is favourable in the routine monitoring of environmental waters. It’s main drawback, however, is the long times (several days) required for attainment of equilibrium [7].

2.1.2 Electrochemical Methods

2.1.2.1 Ion Selective Electrodes

Ion selective electrodes (ISEs) are probes that directly sense the ion activity in solution by measuring potential differences across a suitably designed ion-selective membrane. Key to the selectivity of the ISE is the membrane material used in the probe, which may be of glass, crystalline, liquid or polymer material. Selective carrier molecules transport ions across the apolar membrane, and the measured potential difference is a linear function of the logarithm of the free ion activity. The Nernst equation expresses this relationship [134]:

\[
EMF = K + \frac{RT}{zF} \ln a_i
\]  
(2.1)

Where EMF (the “electromotive force”) is the observed potential at zero current, K is a constant potential contribution (this often includes the contribution from the liquid-junction potential at the reference electrode), \( a_i \) is the sample activity of the ion I with charge \( z \), and \( R \), \( T \) and \( F \) are temperature, gas, and Faraday constants, respectively [134].
In principle ISEs are the ideal speciation technique, as they do not perturb the solution equilibrium, and are unaffected by solution chemistry or physical nature (e.g. colour or turbidity) [135]. They have been useful in determining formation and binding constants of ions in solutions containing different complexing agents [136], but they are occasionally subject to interference from other ions in solution. Recent advances in ISE technology have seen greatly improved limits of detection, for example (e.g. < $10^{-9}$M for Cu$^{2+}$ [137], and $6 \times 10^{-11}$ M for Pb$^{2+}$ [138]). However, ISEs for some environmentally important metals (e.g. Zn$^{2+}$) are not yet available with detection limits and working pH ranges suitable for trace metal speciation determinations [139].

2.1.2.2 ANODIC STRIPPING VOLTAMMETRY

Anodic stripping voltammetry (ASV) was first introduced and developed in the 1950s [140, 141], with progression in the use of the technique occurring throughout the 1960’s [142]. The basic procedure consists of the reduction of an analyte via application of a specific potential for a given length of time, during which the analyte is preconcentrated at or within an electrode. The potential is then swept in the positive direction and the analyte is oxidised and stripped back into the solution, with the analytical signal being the evolution of current (the value of which is proportional to the detectable (ASV-labile) species in solution) as a function of potential.

The advantages of ASV include simultaneous determination of several metals over a range of concentrations ($\sim 10^{-11} – 10^{-6}$M [143]), applicability to a range of media, including those with high ionic strength, and the option to titrate samples to obtain information on the complexation capacity of ligands present in a sample and their conditional stability constants (see section 2.8). Although adsorption of electroactive species at the electrode surface may cause interferences [144], optimisation of analytical parameters (e.g. deposition potential and time, wave modulation) can usually overcome this.

With the use of Hg drop electrodes, this technique is limited to the determination of metals that will amalgamate with Hg, and are oxidised at potentials within the stable range for Hg and water (0 and -1.5 V) (i.e. Cu, Cd, Pb and Zn). However, recent developments in alternative working electrode substrates (see section 2.2) have resulted in successful determination of additional elements, such as arsenic [145], manganese [146], antimony [147], indium [148] and tin [149].
2.1.2.3 COMPETITIVE LIGAND EXCHANGE ADSORPTIVE CATHODIC STRIPPING VOLTMETRY

Competitive ligand exchange (or equilibration) adsorptive cathodic stripping voltammetry (CLE-AdCSV), also known as adsorptive cathodic stripping voltammetry (AdCSV), utilises the same instrumentation as ASV, but the two techniques are fundamentally quite different. An AdCSV measurement involves chelation of the metal ion of interest (M) with a suitable added ligand (AL). During deposition, the MAL complex is oxidised by application of a suitable potential (for a fixed time period) and a layer of MAL one molecule thick is adsorbed to the electrode surface. The potential is ramped to a more negative potential and the MAL layer is stripped from the electrode, generating a current proportional to the solution metal concentration.

CLE-AdCSV has been extensively applied to trace metal speciation in estuarine and coastal waters [143, 150-155], and, like ASV, can be using in conjunction with sample titration (see section 2.8) to determine complexation capacity and complex conditional stability constants. In principle, any analyte forming a reducible complex with an added ligand can be studied using this technique [152], and stripping of the monomolecular MAL layer gives AdCSV greater sensitivity over ASV. The voltammetric parameters controlling the concentration of accumulated metal on the electrode surface (stirring speed, electrode size, deposition time) can be varied, allowing for a flexible working range (10^{-10} - 10^{-6} M [143]).

2.1.2.4 STRIPPING CHRONOPOTENSIOMETRY

This technique, abbreviated SCP, was first introduced in the 1970s by Jagner and Graneli [156] as an alternative to the stripping techniques described above. An SCP measurement consists of two steps: i) analyte deposition (through reduction at a constant applied potential for a fixed time, i.e. identical to that for ASV), and ii) a stripping step, where the ions are re-oxidised at the working electrode. The latter stage, however, is accomplished by application of a constant oxidising current, or chemical oxidant flux, which depletes all of the accumulated metal from the electrode. This complete depletion (as opposed to only partial depletion as with ASV measurements) allows for increased sensitivity and better peak resolution [7], as well as avoidance of interferences resulting from adsorption of electroactive compounds at the electrode [144]. The time taken for complete reoxidation (the transition time) is taken as the analytical signal (a measure of
the potential as a function of time). Slow reoxidation using low applied oxidising currents gives a relatively large analytical signal [144], and a direct quantitative relationship is formed between the signal response and the concentration of the analyte in solution [157]. The use of depletive stripping chronopotentiometry at scanned deposition potential (SSCP) is considered most suitable mode for speciation studies [157], and the shape of the SSCP wave allows interpretation of the degree of heterogeneity of the metal-ligand complexes in solution [144].

Methods for the determination of Zn, Cd, Pb and Cu in saline waters are available [158-160], although these studies report lengthy deposition periods, and, in some cases, high limits of detection for Cu.

2.1.2.5 ABSENCE OF GRADIENTS AND NERNST EQUILIBRIUM STRIPPING

Introduced and developed by Galceran and co-workers, Absence of Gradients and Nernstian Equilibrium Stripping (AGNES) is a technique designed for the direct determination of free metal ion concentrations in solution [161]. The analytical procedure consists of two stages, (i) application of a suitable potential to preconcentrate the determinand within the working electrode (a mercury drop or thin layer) by a known factor (the "gain" \( y \)) for a deposition time, long enough to achieve equilibrium of the metal species within the bulk solution, within the working electrode, and between them [162], and (ii) electrochemical stripping, under diffusion limited conditions, of the reduced metal from the electrode. The response function (current or charge) of AGNES is proportional to the free metal ion concentration in the solution [163, 164].

In principle, AGNES is able to determine the free concentration of any metal that will form an amalgam with Hg. With a hanging mercury drop electrode (HMDE, see section 2.2), the technique has been used to determine [Zn\(^{2+}\)] [165] and [Pb\(^{2+}\)] [166, 167] in natural seawater and treated wastewater, [Zn\(^{2+}\)] in freshwater [168], soils [169], nanoparticle dispersions [170, 171], and wine [172]. Determination of [Cd\(^{2+}\)] and [Pb\(^{2+}\)] in synthetic solutions with screen printed electrodes [162] has also been achieved, providing the opportunity for in-situ deployment of AGNES.

Among the most advantageous aspects of AGNES include the tailorble limit of detection, which is directly related to the applied gain. This feature makes it an attractive option for trace metal analysis, although low detection limits are only achievable using longer deposition times, which can become impractical for some environmental analyses (e.g.
Cd$^{2+}$ in pristine waters). However, strategies for reducing deposition times whilst retaining low detection limits have been presented [173]. The technique is unaffected by high ionic strengths, and avoids complications that typically plague traditional voltammetric methods, such as organic adsorption at the electrode surface (see section 2.4.1). The results are relatively simple to interpret and additional reagents (e.g. buffers, artificial complexants) are not required.

2.1.2.6 IN-SITU VOLTAMMETRIC STRIPPING

These arrays are voltammetric setups that can be used for in situ field measurements. They utilise both the high sensitivity and selectivity of the voltammetric techniques outlined above, but with complete portability and real-time monitoring capabilities. The gel-integrated microelectrodes (GIMEs) incorporate an agarose-gel, dialysis type membrane covering the working electrode to prevent the build-up or adsorption of interfering substances (such as biopolymers and colloids [174], and macromolecules [175-177]). The few microns-thick [178] gel layer eliminates signal irreproducibility due to ill controlled convection [7], and allows for reliable signal interpretation due to the gel’s “sieving action”, allowing pure molecular diffusion conditions [107]. The measurement is undertaken in two steps: i) equilibration of the gel with the test solution (~ 5 min), and ii) voltammetric analysis (by means of ASV in the case of Cu$^{2+}$, Pb$^{2+}$, Cd$^{2+}$, Zn$^{2+}$) inside the gel [178].

The Voltammetric In Situ Profiling System (VIP) is the only commercially available GIME, which allows for trace metal speciation analysis at up to 500 m depths, with limits of detection at sub nanomolar concentrations [178]. It has successfully been deployed and optimised for the determination of labile Cd, Cu and Pb in estuarine and coastal waters [179], averaging 2-3 samples per hour, and proving unaffected by changes in ionic strength, pH or dissolved oxygen. Advantages of the GIME include elimination of the risk of sample contamination or alteration upon collection, storage and transportation [7], good sensitivity and reliability (attributed to the micro sized electrodes used), fast sensor calibration times, low detection limits (sub nanomolar) and applicability to waters ranging in ionic strength. Using GIME, interference-free measurements have been possible in river waters containing 10-31 mg l$^{-1}$ fulvic and humic acids [176], and a reduction in interference from electro-inactive surfactants and adsorbable electroactive substances during analysis of pharmaceuticals Wang, Bonakdar [180].
2.2 Instrumentation for Stripping Voltammetry

Voltammetric instruments consist fundamentally of a cell containing three electrodes; the working electrode (WE), reference electrode (RE), and counter or auxiliary electrode (AE); connected to a potentiostat, voltmeter, current meter, and a measurement recorder (Figure 2.1). The analytical cycle of a stripping voltammetric measurement can be divided into two steps: i) a deposition step, where an electrical potential is held at a potential suitable for deposition ("pre-concentration") of the metal analyte at the surface of the working electrode, and ii) a stripping step, where, depending on the technique employed, the potential is ramped either anodically (more positive) or cathodically (more negative). This is known as a voltammetric scan or sweep, the purpose of which is to induce oxidation or reduction of the analyte at the working electrode. The resulting electron flow produces a current that is measured at the AE, and the subsequent signal is represented by a peak on a graph of potential vs. current (a voltammogram, Figure 2.2). Each metal has its own unique half-wave potential, equal to half the current value generated by the oxidation or reduction of the analyte during stripping under given experimental conditions. The position of the current peak, therefore, identifies the metal determined.

Figure 2.1 A typical voltammetric cell showing a three electrode setup, with a hanging mercury drop as the working electrode. Adapted from [181].
Signals obtained when anodic stripping voltammetry was used to quantify ASV-labile concentrations of Zn, Cd, Pb and Cu in a synthetic water sample. Increasing peak heights are a result of standard additions of metal made to the sample and subsequent scans. $i$ is the peak current in nanoamps and $E$ the potential in volts.

The deposition step is influenced by a number of processes occurring between the chemical components in solution and the working electrode surface. These processes differ depending on the specific technique used (sections 2.4 and 2.5). During the deposition and stripping steps, a potentiostat controls the potential of the WE, and the RE provides a constant reference potential between the working and auxiliary electrodes.

There are many types of working electrodes available for metal speciation analysis in environmental samples. Solid and liquid, and static and moving (e.g. vibrating or rotating [182, 183]) electrode types exist, with one of the most commonly used for environmental trace metal analysis being the HMDE. Low detection limits (pM), good reproducibility, and avoidance of electrode fouling (see section 2.4.1) are all attractive attributes of the HMDE. However, due to its toxicity, the use of Hg is now less desirable [184] and development of working electrodes made of alternative materials has become of increasing interest. Some examples include glassy carbon [145, 185], carbon and coated carbon paste [186-188], and antimony [189]. Complex modification of microelectrodes with a mixture of metallic and non-metallic film coatings [190, 191], and bismuth-coated electrodes [192-194] have been used successfully for analysis of Cu, Pb, and Zn in various media.
2.3 Voltage Scan Modulations

The potential scan during which the analyte is reduced or oxidised in stripping voltammetry may be undertaken using a number of differing sweep types or modulations e.g. Linear, Differential Pulse (DP), and Square Wave (SW). A detailed description of the characteristics of these sweep types can be found in [195] and [196], and their resultant waveforms are described by Buffle and Tercier-Waeber Buffle and Tercier-Waeber [130]. Briefly, their differences are attributed to variations in the manner in which the electrical potential is applied over time, which defines the sensitivity of the method. In each case, a pulse of voltage is applied, either consistently or varied over a given time period. Varying the height of the voltage pulse and the pulse width (the length of time this voltage is applied) will influence the observed peak shape and separation, resulting from the current produced.

The rationale for developing different voltage scan modulations arose from interferences inherent in the methodology. The faradaic current is the (desirable) current generated by redox reactions of the analyte at the electrode during stripping [130]. During deposition however, an electrical double layer exists at the charged WE due to counter ions that are electrostatically retained at the interface between the WE surface and the bulk solution. The current formed as a result of this electrostatic activity produces capacitative current which generates unwanted background noise, affecting the signal quality [130].

The SW modulation reduces the ratio of capacitative to faradaic current during analysis, improving sensitivity, and allows for rapid potential sweeps. The faster the sweep rate, the faster the metal is stripped from the WE, giving a sharp, narrow voltammogram peak, and lowering detection limits. Slower sweep rates result in slower stripping speeds, and broader voltammogram peaks which vary in size, lowering peak resolution. They are useful, however, for separating analyte peaks that are oxidised at potentials close together (e.g. Ni and Co).

2.4 Procedures for Stripping Voltammetry

2.4.1 ASV Procedure

The sample is pipetted into the voltammetric cell and the three electrodes are immersed in the solution. To optimise the oxidation states of the metals under analysis and retain suitable sensitivity, the sample is usually acidified to a low pH (pH 2-4, unless speciation
analysis is undertaken at the original sample pH). Hydrochloric acid (HCl) or acetate buffers are often used.

During the deposition step, a negative potential is held at the WE relative to the potential at the RE. The value of this initial potential should be approximately 0.3-0.4 V more negative than the oxidation potential of the metal of interest [143]. Positively charged metal ions (M\textsuperscript{n+}) in the sample are attracted to the negatively charged WE, and are pre-concentrated onto the WE through reduction to a metallic state (M\textsuperscript{0}) and dissolution into the Hg drop to form a mercury amalgam. The sample is stirred throughout deposition to ensure the metal concentration at the electrode/sample interface remains equal to that in the bulk solution. Diffusion of the analyte ions to the electrode surface is controlled by their respective concentrations, the diffusion properties of the electrolyte solution, and the electrode surface area [197], so deposition time is carefully fixed. A small fraction of the metal ions in the sample are pre-concentrated onto the Hg drop, and the potential is ramped in the anodic direction using a suitable voltage modulation, approximately 0.3 V more positive than the oxidation potential of the analyte. Oxidation of the metal induces a faradaic current as the metal is stripped from the Hg amalgam. Subsequent electron flow creates a measured current which is proportional to the concentration of the metal in the sample. The chemical processes occurring during deposition and stripping can be expressed by the forward and backward directions of equation 2.2, respectively:

\[
M_{(aq)}^{n+} + ne^- \leftrightarrow M^0
\]  

(2.2)

Whilst the current is the measured output, it is the current density (current per unit electrode surface area in amp cm\textsuperscript{-2}) that is directly proportional to solution analyte concentration. Therefore if the surface area of the electrode is not constant, measured current signal will vary, giving imprecise values [198]. For this reason, fouling associated with adsorption of surfactants [199] and/or organics [200] on the electrode surface can be a problem, as the dimensions of the electrode available for redox reactions to occur is reduced. This is also a problem associated with the adsorptive cathodic stripping technique (section 2.4.2). This results in either depression of the desired current peak, or overlapping/obscuring of the metal peak with the stripping peak of the interfering compound [199] (Figure 2.3). The use of HMDE as a WE can help overcome fouling issues because new drops are dispensed for each analysis, improving measured current reproducibility. However, for the analysis of total metal concentrations in samples with high organic interferences, a prior UV irradiation step (see section 2.6) is required to
destroy these compounds and liberate bound metal ions. Other methods for eradicating interference include adding fumed silica to the sample solution [201], and electrode-protective semi permeable membranes that allow diffusion of metal ions to the electrode surface, but exclude passage of organics and colloidal material [176]. Careful alteration of the voltammetric parameters can also aid in improving peak separation/eradication. Decreasing the accumulation time will decrease the time available for unwanted electroactive substances to accumulate at the mercury drop. Depositing at a very negative potential for a short time (1 s) following deposition at the desired potential can also improve the desired signal, as can increasing/decreasing the step/amplitude potentials.
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**Figure 2.3** An example illustration of the peak interference (blue solid line) caused by adsorption of organic material onto the surface of the working electrode during analysis of Cu using CLE-AdCSV (see following section). The red dashed line represents the undisturbed Cu peak recorded during the stripping step.

### 2.4.2 CLE-AdCSV Procedure

The formation of the MAL complex (equation 2.3) is dependent on pH, therefore the sample is buffered prior to analysis. Once a competing equilibrium is established between AL and any ambient naturally occurring ligand present in the sample, the deposition step begins (equation 2.4).
Where \( MAL_{ads} \) is MAL adsorbed to electrode surface.

During deposition, a potential is held at the WE at a potential approximately 0.1 V more positive than the reduction potential of the metal chelate, for a given length of time. At this point, the potential at the WE is more positive in relation to that at the AE. The MAL complex adsorbs to the surface of the WE (pre-concentration step, equation (2.4)) and is reduced via a voltammetric sweep in the cathodic direction that ends at a potential at least 0.1 V more negative than the reduction potential of the metal chelate. The reduction current produced from the stripping of the \( MAL_{ads} \) layer from the electrode surface (equation (2.5)) is taken as the analytical signal, recorded as a peak on a graph of current as a function of potential.

\[
MAL_{ads} + ne^- \leftrightarrow M + AL
\]  

During CLE-AdCSV deposition, a thin layer (a single molecule thick) of a minute proportion of the MAL complex adsorbs to the Hg drop surface, and the MAL complex is oxidised. This gives the technique the analytical advantage of much greater sensitivity in comparison to ASV, as the mono-molecular layer offers a greater surface area for complex reduction, and sweep speeds can be increased. In contrast, the speed of the stripping step during ASV analysis is retarded by the oxidation and diffusion kinetics of the metal of interest. The principle of generating a faradaic current (in the case of CLE-AdCSV, through electron gain), remains the same as for ASV; during stripping, the MAL complex undergoes reduction at a specific potential, resulting in the electron flow the measured current is proportional to the analyte concentration.

In theory, any metal that will form a reducible complex that adsorbs to the Hg surface can be quantified by CLE-AdCSV [202]. Several artificial ligands have been used in conjunction with this technique (Table 2.1), depending on the analyte of interest. It is also possible to use the CLE-AdCSV technique to determine a number of metals in the same sample simultaneously with mixed ligands [202]. Throughout this work, the ALs used for the determination of Zn and Cu were Ammonium pyrrolidine dithiocarbamate (APDC) and Salicylaldoxime (SA), respectively.

Figure 2.4 shows the preparation of, and metal speciation measurements made on, a water sample using CLE-AdCSV. The sample is usually prepared by filtration (see section 2.6), before the addition of a suitable AL and buffer. Sample purging with an
inert gas such as nitrogen or argon for ~3 minutes is required to remove dissolved oxygen from the sample. Oxygen can interfere with the measured current through reduction to water at the WE [203].

**Table 2.1** Artificial ligands and buffers used in the determination of trace metals using AdCSV in sea and estuarine water (bold print) and freshwater. APDC: Ammonium pyrrolidine dithiocarbamate, BES: N,N-bis(2-hydroxyethyl)-2-amine-ethane sulphonic acid, BZAC: Benzoylacacetone, DMG: Dimethylglyoxim, EDTA: Ethylenediaminetetraacetic acid, HBTA: Benzotriazole, HEPES: N-hydroxyethylpiperazine-N’-2-ethane sulphonic acid, MOPS: 3-(N-morpholino)propanesulfonic acid, PIPES: Piperazine-N,N’-bis-2-ethane sulphonic acid, PSH: Pyridoxal salicyloylhydrazone, SA: Salicylaldoxime

<table>
<thead>
<tr>
<th>Metal</th>
<th>pH</th>
<th>pH buffer</th>
<th>Ligand</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>7.7</td>
<td>HEPES</td>
<td>SA</td>
<td>[209]</td>
</tr>
<tr>
<td></td>
<td>7.8</td>
<td>Borate</td>
<td>SA</td>
<td>[210]</td>
</tr>
<tr>
<td></td>
<td>8.0</td>
<td>KNO₃, NaOH, MOPS</td>
<td>EDTA</td>
<td>[211]</td>
</tr>
<tr>
<td></td>
<td>8.4</td>
<td>Acetate</td>
<td>HBTA</td>
<td>[212]</td>
</tr>
<tr>
<td></td>
<td>7.8</td>
<td>Distilled NH₃ and HEPES</td>
<td>BZAC</td>
<td>[213]</td>
</tr>
<tr>
<td>Zn</td>
<td>8.2</td>
<td>Borate</td>
<td>APDC</td>
<td>[94]</td>
</tr>
<tr>
<td></td>
<td>8.2</td>
<td>HEPES</td>
<td>APDC</td>
<td>[215]</td>
</tr>
<tr>
<td>Pb</td>
<td>5.5</td>
<td>Acetate</td>
<td>Cupferron</td>
<td>[216]</td>
</tr>
<tr>
<td>Cd</td>
<td>7.8</td>
<td>HEPES</td>
<td>Oxine</td>
<td>[206]</td>
</tr>
<tr>
<td>Ni</td>
<td>8.2</td>
<td>NH₄Cl/NH₃</td>
<td>DMG</td>
<td>[217]</td>
</tr>
<tr>
<td></td>
<td>8.0</td>
<td>NH₄Cl</td>
<td>PSH</td>
<td>[218]</td>
</tr>
</tbody>
</table>
Figure 2.4 The steps involved in trace metal determinations using competitive ligand exchange adsorptive cathodic stripping voltammetry.
2.5 Preparation of Environmental Samples for Analysis

Correct collection, transportation and storage of water samples is important in preventing analyte loss, speciation changes, and sample contamination [219]. Suitable materials and standard laboratory operating procedures (SLOPs) should be adhered to for quality assurance (see section 2.7).

The preparation of water samples for storage and analysis typically includes filtration through a 0.4 or 0.45 µm membrane. This is the agreed pore size that separates the "dissolved" metal fraction from the "particulate" (or undissolved) metal fraction [91]. However, the definition is purely operational, and while this fraction is used in routine water quality monitoring by industry and regulatory bodies [220], it still includes colloidal material < 0.45 µm in the dissolved phase.

Storage of samples often includes refrigeration or freezing. The effects of the latter on sample integrity is the subject of some controversy. Florence [221] reported that samples stored at room temperature and chilled in the fridge for > 3 weeks showed little difference in the labile and total metal (Cu, Pb, Cd, Zn) content of the sample, but freezing had the effect of decreasing labile Cu and Pb concentrations. Batley and Gardner [222], found labile concentrations of Pd and Cd in estuarine samples unchanged after freezing, but a loss of labile Cu that was associated with organic and inorganic matter was observed. No significant changes in concentrations of labile Cu, Cd and Pb were found in a study by Capodaglio et al. Capodaglio, Scarponi [223] on the freezing and thawing of seawater samples.

The determination of total dissolved concentrations in natural samples requires liberation of the organically complexed metal fraction in the filtered sample, achieved by photolysis with ultraviolet (UV) light [224]. The sample is transferred into acid cleaned quartz glass tubes, acidified to ~pH 2, and UV irradiated for ca. 3-4 hours with medium-pressure 400 W Hg lamp in the presence of 15 mM hydrogen peroxide (H₂O₂). Ultraviolet radiation produces reactive hydroxide (OH) radicals (the production of which are initiated by the H₂O₂). Interaction of OH radicals with the organic compounds in the sample occurs as a chain reaction, breaking down larger molecules into compounds with lower molecular weights (e.g. CO₂, H₂O, N₂) Achterberg and van den Berg [225].
2.6 Analyte Quantification

One of several advantages of stripping voltammetry is that metals in different matrices can be analysed. Examples include water taken along an estuarine transect, containing organic matter of differing nature and concentrations. For such applications, the standard addition method is typically applied for analyte quantification, as it avoids matrix effects (e.g. presence of major anions, and differing concentrations and types of humic substances) that may occur with conventional calibration. Two or three standard additions are made to each aliquot, each one aiming to at least double the initial signal value. The voltammogram resulting from the stripping step records the peak height \( i_p \), Equation 2.6) above the baseline, which is proportional to the concentration of the metal in solution.

\[
\Delta i_p = i_{p1} - i_{p0}
\]  
(2.6)

Where \( i_{p0} \) and \( i_{p1} \) are the peak heights recorded before and after the standard additions, respectively. Equation 2.7 expresses the direct relationship between the sensitivity, \( S \), and metal concentration:

\[
S = \frac{\Delta i_p}{\Delta M}
\]  
(2.7)

Where \( \Delta M \) is the increase in metal concentration due to the standard addition. The initial concentration of the metal in the sample, \( C_M \), can then be calculated (equation 2.8).

\[
C_M = \frac{i_{p0}}{S}
\]  
(2.8)

The free metal concentration \([M^{n+}]\) may be quantified in a sample using the “two point method” (TPM, [226]), whereby labile and total dissolved metal concentrations, quantified using the same AL concentration, can be used to calculate \([M^{n+}]\) (equation 2.9) with side reaction coefficients ([227], see section 2.8):

\[
[M^{n+}] = \frac{TDM}{(\alpha_{M^{n+}} + \alpha_{ML_x})}
\]  
(2.9)

Where \( \alpha_{M^{n+}} \) and \( \alpha_{ML_x} \) are the side reaction (alpha) coefficients for complexation of \( M^{n+} \) with inorganic ligands, and natural organic ligands respectively (section 2.8) and TDM
is the total dissolved metal concentration. The $\alpha_M'$ can be calculated using the ion pairing model discussed below, and the $\alpha_{ML_x}$ using equation 2.10 [226]:

$$\alpha_{ML_x} = \frac{(\alpha_{MAL} + \alpha_M')(1-X)}{X} \quad (2.10)$$

Where $\alpha_{MAL}$ is the alpha coefficient for the MAL complex, which equals the stability constant for MAL corrected for ionic strength ($K'_{MAL}$) multiplied by the AL concentration, and $X$ is the ratio of labile metal to TDM in the sample. Values for $K'_{MAL}$ may be calculated using constants from literature.

In this work, an ion pairing model for seawater written by Van den berg van den Berg [228] was used to calculate the following in the Tamar Estuary samples from inputs of pH, salinity and temperature:

- Major ion concentrations
- Concentrations of free ions and ion pairs
- The effective ionic strength (derived from the above)
- The $\alpha$-coefficient for inorganic side reactions with a metal

The total ionic concentration of estuary samples were calculated from a standard seawater and concentrations in the river end member were taken from Environment Agency data obtained from the river Tamar. The water composition and ion concentrations are given in Table 2.2.

**Table 2.2** Composition of a standard seawater and the river end member for use in calculating major ion concentrations in samples collected during this work.

<table>
<thead>
<tr>
<th>Major ions</th>
<th>Standard seawater (M)</th>
<th>River end member (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na$^+$</td>
<td>0.469</td>
<td>6.38 x 10$^{-4}$</td>
</tr>
<tr>
<td>Mg$^{2+}$</td>
<td>5.32 x 10$^{-2}$</td>
<td>2.02 x 10$^{-4}$</td>
</tr>
<tr>
<td>Ca$^{2+}$</td>
<td>1.028 x 10$^{-2}$</td>
<td>4.24 x 10$^{-4}$</td>
</tr>
<tr>
<td>K$^+$</td>
<td>1.02 x 10$^{-2}$</td>
<td>7.77 x 10$^{-5}$</td>
</tr>
<tr>
<td>Sr$^{2+}$</td>
<td>9.1 x 10$^{-5}$</td>
<td>5.71 x 10$^{-7}$</td>
</tr>
<tr>
<td>Cl$^-$</td>
<td>0.546</td>
<td>6.69 x 10$^{-4}$</td>
</tr>
<tr>
<td>Br$^-$</td>
<td>8.39 x 10$^{-4}$</td>
<td>1.95 x 10$^{-6}$</td>
</tr>
<tr>
<td>SO$_4^{2-}$</td>
<td>2.82 x 10$^{-2}$</td>
<td>1.61 x 10$^{-4}$</td>
</tr>
<tr>
<td>F$^-$</td>
<td>6.8 x 10$^{-5}$</td>
<td>5.26 x 10$^{-6}$</td>
</tr>
</tbody>
</table>
The calculated composition of the major ions follows conservative dilution and is obtained using equation 2.11.

\[
[I_{\text{ion}}]_{\text{sample}} = S_{\text{sample}} \frac{[I_{\text{ion}}]_{\text{SW}} - [I_{\text{ion}}]_{\text{river}}}{S_{\text{SW}}} + [I_{\text{ion}}]_{\text{river}} \tag{2.11}
\]

Where \([I_{\text{ion}}]_{\text{sample}}\), \([I_{\text{ion}}]_{\text{river}}\) and \([I_{\text{ion}}]_{\text{SW}}\) are the concentrations of the ions in the sample, river end member and standard sea water, respectively, \(S_{\text{sample}}\) and \(S_{\text{SW}}\) is the salinity of the sample and standard seawater (35), respectively.

In order to calculate the \(\alpha\)-coefficients for inorganic side reactions with the metals, a number of parameters require calculation. First, the activity coefficient, \(\gamma\), for a particular ionic species at a specific ionic strength is calculated using the Debye-Hückel equation (equation 2.12).

\[
\ln \gamma = -1.176 x z^2 \times \frac{\sqrt{\mu_e}}{1 + B \sqrt{\mu_e}} + C \mu_e \tag{2.12}
\]

Where parameters B and C are values taken from Dickson and Whitfield [229], \(z\) is the valency of the ion, and \(\mu_e\) the effective ionic strength of the solution, which is the sum of the ionic strength due to ion pairs plus ionic strength due to free ions. For the former, the concentration of each ion pair is calculated from the adjustment of the stability constant for that ion pair to take into account the activity coefficient using equation 2.13:

\[
K^* = \frac{K y_{\text{ion1}} y_{\text{ion2}}}{\gamma} \tag{2.13}
\]

Where K are stability constant values for each ion pair taken from Dickson and Whitfield [229], and \(y_{\text{ion1}}\) and \(y_{\text{ion2}}\) are the activity coefficients for the individual ions (calculated in equation 2.12). The concentration of the ion pair, \([\text{ion pair}]\), in solution is then calculated using equation 2.14.

\[
[\text{ion pair}] = K^* [\text{ion}_1]_{\text{free}} [\text{ion}_2]_{\text{free}} \tag{2.14}
\]

Where \([\text{ion}_1]_{\text{free}}\) and \([\text{ion}_2]_{\text{free}}\) are the free concentrations of each ion making up the ion pair, and are calculated using equation 2.15.

\[
[I_{\text{ion}}]_{\text{free}} = \frac{[I_{\text{ion}}]_{\text{sample}}}{\alpha_{\text{free ion}}} \tag{2.15}
\]
Where $\alpha_{\text{free ion}}$ is 1 plus the sum of the adjusted stability constant for each ion pair containing the individual ion multiplied by the free ion concentration, e.g. for Na$^+$:

$$\alpha_{Na^+} = 1 + (K^*_{NaOH} \times [OH^-]) + (K^*_{NaHSO_4} \times [HSO_4^-]) + (K^*_{NaCO_3} \times [CO_3^{2-}]) \text{ etc.}$$

The concentration of each ion pair is multiplied by its valency squared. The sum of these divided by 2 gives the ionic strength resulting from ion pairs. Similarly, the free concentration of each ion is multiplied by its valency squared. The sum of these divided by 2 give the ionic strength due to free ions. The effective ionic strength is then used to calculate the conditional stability constants for individual trace metal – inorganic ligand complexes, $\log K^*_{ML_i}$, using **equation 2.16**:

$$\log K^*_{ML_i} = \log K_{ML_i} + 0.511 \times \delta z^2 \times \sqrt{\mu_e} \times \frac{1}{1 + B \sqrt{\mu_e}} + C \mu_e + D \mu_e^2$$ (2.16)

Where values for the stability constant for the metal-inorganic ligand complex, $\log K_{ML_i}$, and parameters B, C and D, and $\delta z^2$, which accounts for the ionic charge during complex formation and hydrolysis, were taken from Turner et al. [230].

The $\alpha$-coefficient for the inorganic side reaction for each individual species can then be calculated, based on their $K^*_{ML_i}$ and free ionic concentration of the ligand, e.g. for ZnCl:

$$\alpha_{ZnCl} = K^*_{ZnCl} \times [Cl^-]_{\text{free}}.$$ 

The overall alpha coefficient, for inorganic side reactions with the metal, $\log \alpha_{M'}$, can be obtained by summing the alpha coefficients for each individual metal-inorganic ligand species.

### 2.7 Quality Control Measures

Throughout this study, careful attention was given to ensure data quality was of a satisfactory standard, and that SLOPs (Table 2.3) were adhered to at all times. All the reagents, chemicals, acids and standard solutions used were of trace analysis grade or higher, and were made up freshly and stored in the fridge (4 °C) when not in use.

Ultra high purity (UHP) water (Elga Process Water, Bucks) was used for blanks, and preparing dilutions of standard solutions, samples and acids, and dissolving reagents. Instrument blanks (60 s deposition minimum) were conducted each analytical day to ensure no residual metal was present in the voltammetric cell or on the electrodes.
Procedural blanks were determined in the laboratory prior to fieldwork to ensure cleaning protocols were effective. Field blanks were also collected during sampling. Voltammetric parameters were carefully set according to the expected metal concentrations, to ensure analysis remained within the instrument’s linear working range. Repeat voltammetric scans (n ≥ 3) were made on each sample, and sample with added standard. The arithmetic mean of these signals were used to calculate the sensitivity and compute analyte concentration. At least two aliquots of each sample were analysed (or until agreement was within 10 % relative standard deviation, RSD). The final concentration is represented as the arithmetic mean of the two, with error represented as either the range (n = 2), or 95 % confidence intervals (n > 2).

The accuracy of the employed voltammetric stripping method for each set of experiments was assessed using an appropriate certified reference material (CRM). CRMs for estuarine samples (SLEW-2, National Research Council, Canada, and BCR-505, European Commission Joint Research Centre) was prepared by UV irradiation in acid cleaned quartz glass tubes (30 mL) according to the method outlined in section 2.6.
Table 2.3 Standard laboratory operating procedures (SLOPs) employed for cleaning sampling and laboratory equipment. All equipment was stored in a sealed polyethylene bag unless otherwise stated. UHP: Ultra high purity, HCl: Hydrochloric acid, LFH: Laminar flow hood, DOC: Dissolved organic carbon.

<table>
<thead>
<tr>
<th>Item</th>
<th>Step</th>
<th>Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDPE bottles (Nalgene)</td>
<td>1</td>
<td>3 x rinse with UHP water</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Immerse in first step 10% v/v HCl for 1 week</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5 x rinse with UHP water</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Immerse in second step 10% v/v HCl for 1 week</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5 x rinse with UHP water</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Dry bottles for metal standards in class 100 LFH</td>
</tr>
<tr>
<td>Polysulphonate filtration unit</td>
<td>1</td>
<td>Remove all rubber O rings</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5 x rinse with UHP water</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Immerse overnight in 10% v/v HCl</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5 x rinse with UHP water</td>
</tr>
<tr>
<td>Rubber O rings</td>
<td>1</td>
<td>5 x rinse with UHP water</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Immerse overnight in 0.01% v/v HCl</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5 x rinse with UHP water</td>
</tr>
<tr>
<td>Polycarbonate filter membranes (metals)</td>
<td>1</td>
<td>Immerse overnight in 25% v/v HCl kept at 60 °C [231]</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5 x rinse with, and storage in, UHP water</td>
</tr>
<tr>
<td>GF/F filter membranes (DOC)</td>
<td>1</td>
<td>Separate out on aluminium foil tray and cover with foil</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Ash for 6 h at 550 °C</td>
</tr>
<tr>
<td>Quartz UV digestion vials</td>
<td>1</td>
<td>5 x rinse with UHP water</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Immerse vials for 1 week in first step 10% v/v HCl</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5 x rinse with UHP water</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Immerse for 1 week in second step 10% v/v HCl</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5 x rinse with UHP water</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Dry in class-100 LFH</td>
</tr>
<tr>
<td>UV digestion vial lids</td>
<td>1</td>
<td>5 x rinse with UHP water</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Immerse in 10% v/v HCl overnight</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5 x rinse with UHP water</td>
</tr>
<tr>
<td>Glass DOC vials, glass filtration equipment</td>
<td>1</td>
<td>5 x rinse with UHP water</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Immerse overnight in 10% v/v Decon®</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5 x rinse with UHP water</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Immerse for 1 week in 10% v/v HCl</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5 x rinse with UHP water</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Dry in class 100-LFH</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>Wrap in aluminium foil and ash for 6 h at 550 °C</td>
</tr>
</tbody>
</table>

2.8 Complexation capacity titrations

The ability of a solution to complex excess metal inputs by the natural sample ligand (L_x) concentration present in solution, otherwise known as it’s complexation capacity, can be calculated using the complexation capacity titration (CCT) technique [210, 232, 233]. The conditional stability constants (log K) of the complexes detected and the free metal ion
concentration can also be computed from the titration. Different strengths (or "classes") of \( L_x \) can be investigated with CLE-AdCSV by altering the concentration of the added AL, which defines the "detection window" (see section 2.9.1). Only the natural ligands in the sample able to compete with the AL for complexation with the metal will be under investigation, hence an analytical detection window (DW) is created that is dependent on the AL concentration.

Approximately 10 to 12 aliquots (10 mL) of the sample is pipetted into separate, clean cups, which have been spiked with incrementally increasing amounts of the metal of interest. The range of additions varies from sample to sample, but usually aim to finish ~1.5 orders of magnitude greater than the total dissolved metal concentration. This ensures the natural ligands are completely saturated with metal, and a linear signal increase is obtained in response to metal additions. A pH buffer and the AL is added to each aliquot, the cups are covered to prevent evaporation, and left overnight to allow equilibration between the metal and natural ligands. Because voltammetry is operationally defined and the signal is dependent on the analytical parameters applied, each aliquot from the same sample is scanned using identical parameters. The sensitivity for the CCT is derived from the portion of the resultant graph (peak current vs. added metal concentration) that is linear. Figure 2.5 gives an example of a titration curve showing the capacity of a sample to be able to complex additional metal. The ligand concentration \([L_x]\), conditional stability constants of the metal-sample ligand complexes \((\log K_{M_L_x})\), and the free metal ion concentration \(([M^{n+}])\) were calculated by application (see below) of the van den Berg/Ruzic linearization method [234, 235] to the data.
Figure 2.5 A typical plot resulting from a complexation capacity titration. The curved portion shows sample ligands competing with added ligand for complexation with labile metal ions (curved portion), before sample ligands are saturated by the addition of excess metal (red line). The sensitivity is calculated from the linear portion of the graph and used in data transformation (see Figure 2.6).

The method and relationships for deriving $[L_x] \log K$ values is detailed in the literature by van den Berg [215] and [235], and shown as a stepwise calculation flow diagram in Figure 2.6. Once the total concentration of the metal of interest in the sample is known, an appropriate titration range can be decided. The calculation of the total dissolved metal concentration [TDM] in the cell at the time of analysis is the total metal in the sample plus the metal spike. The labile metal concentration $[M_{lab}]$ is that which is detected by CLE-AdCSV, and so is equal to the current signal divided by the instrument sensitivity (equation 2.17). The metal concentration complexed by natural ligands in the sample $[ML_x]$ is calculated by subtracting $[M_{lab}]$ from the [TDM] (equation 2.18).

$$[M_{lab}] = \frac{i_p}{S} \quad (2.17)$$

Where $i_p$ is the current signal in nanoamps (nA), and $S$ the sensitivity derived from the slope of the linear portion of the graph of $i_p$ vs. added metal concentration (e.g. Figure 2.5).

$$[ML_x] = [TDM] - [M_{lab}] \quad (2.18)$$

A new plot of $[M_{lab}] / [ML_x]$ vs. $[M_{lab}]$ will give a straight line in the case of the presence of a single class (strength) of complexing ligand. If two or more ligand classes are present, the line will be a curve and the calculations laid out by Ružić [235] or [209] may be applied. By application of equations 2.17 and 2.18 to the data in Figure 2.5, the resultant
transformed plot (Figure 2.7) can be used to calculate $[L_x]$ (equation 2.19) from the slope of the line, and the $\log K_{M_{L_x}}$ (equation 2.20) from the y-axis intercept (see step 2 of Figure 2.6), with application of linear least squares regression.
Figure 2.6 A flow diagram showing the stepwise calculations used to compute complexation capacity, conditional stability constants and free metal ion concentrations using the complexation capacity titration technique. Explanations of the symbols are given in the text.
The data shown in Figure 2.5 transformed via the Van den berg/Ruzic linearization method (applied using Microsoft Excel computer programme). The existence of a straight line indicates the presence of only one complexing ligand class. Application of linear least squares regression is used to deduce the slope m, and the Y axis intercept, which are used to calculate complexing ligand concentration and the conditional stability constant of the metal-ligand complex (see text).

\[
[L_x] = \frac{1}{S} \tag{2.19}
\]

Where S is the sensitivity derived from the slope of the transformed plot.

\[
K_{ML_x} = \frac{a'}{[L_x] \times \text{intercept}} \tag{2.20}
\]

Where intercept is that obtained from the transformed graph (see above).

The calculated \( K_{ML_x} \) requires correction using Davies equation to take into account ionic strength:

\[
\log K'_{ML_x} = \log K_{MAL} + S \Delta z^2 \left( \frac{\sqrt{\mu_e}}{1 + \sqrt{\mu_e}} - 0.3 \mu_e \right) \tag{2.21}
\]

Where \( \log K'_{ML_x} \) is \( \log K_{ML_x} \) corrected for ionic strength, \( \log K_{MAL} \) is the conditional stability constant for the formation of the metal with the AL (see equation 2.24), S is the Debye-Huckel slope (0.511 mol\(^{1/2}\) l\(^{-1/2}\) at 25°C and 1 atm), \( \Delta z^2 \) is the sum of the ionic charge of the products squared - sum of the ionic charge of the reactants squared, and \( \mu_e \) is the effective ionic strength, calculated using the ion pairing model described in section 2.6.
Alpha coefficients take into account the degree of complexation of the metal with a given ligand and are proportional to the complexed relative to free unbound metal concentration [143]. The overall alpha coefficient of the metal, $\alpha'$ (equation 2.22), is required in calculating the $\log K$ values for $ML_x$. The $\alpha'$ is the sum of the alpha coefficient of the inorganic metal (which is dependent on ionic strength ($\mu$) and pH), and the alpha coefficient of the MAL complex, $\alpha_{MAL}$. The value of $\alpha_{MAL}$ is the centre of the DW, with values for $\alpha_{ML_x}$ measurable within approximately one decade either side [236]. The lower limit of the DW is determined by the sensitivity of the technique, and the upper limit technique precision [91].

The overall alpha coefficient (equation 2.22), is composed of $\alpha_M$ (the alpha coefficient for inorganic side reactions with the metal, equation 2.23), and $\alpha_{MAL}$ (equation 2.24).

$$\alpha' = \alpha_M + \alpha_{MAL}$$ (2.22)

$$\alpha_M = 1 + \sum (K_i^* [L_j]^i) + \sum (K_{a,i}^*[H^+]^i)$$ (2.23)

Where $K_i^*$ is the stepwise stability constant for the complex of metal with inorganic ligands $L_j$, in the sample (e.g. $CO_3^{2-}$, $Cl^-$ etc) and $K_{a,i}^*$ is the stepwise acidity constant of the metal [215]. The calculation of the $\alpha_M$ in this study was done using an ion pairing model for seawater written by Van den Berg [228].

$$\alpha_{MAL} = K_{MAL}' \times [AL']$$ (2.24)

Where $K_{MAL}'$ is the conditional stability constant for the formation of the metal with the AL and $[AL']$ the concentration of the added ligand not complexed by the metal (because the final AL concentration used is usually far in excess of the metal concentration, this value may be used in calculations [215]). Values for $K_{MAL}'$ were taken from literature (Lucia et al. [210] for Cu with SA, and Van den berg [215] for Zn with APDC).

### 2.9 Error Calculations for Complexation Parameters

The error associated with measurements for ligand concentrations and complex conditional stability constants was calculated from the transformed titration data plot (e.g. Figure 2.7). For ligand concentrations, equations 2.25 and 2.26 were used to calculate lower and upper confidence limits respectively, and the error expressed as ± the average of these.
Lower \([L_x]\) confidence limit  
\[
= \frac{1}{m} - \frac{1}{(2 \times S.E. \ m) + m} \tag{2.25}
\]

Upper \([L_x]\) confidence limit  
\[
= \frac{1}{m} + \frac{1}{(2 \times S.E. \ m) + m} \tag{2.26}
\]

Where \(m\) is the slope of the transformed titration data points, and S.E. is standard error.

Upper and lower confidence limits for the conditional stability constants of the complexes was calculated using equations 2.27 and 2.28.

Upper \(\log K\ ML_x\) confidence limit  
\[
= \log \left( \frac{\alpha'}{[L_x] \times (b - (2 \times S.E. \ b))} \right) \tag{2.27}
\]

Lower \(\log K\ ML_x\) confidence limit  
\[
= \log \left( \frac{\alpha'}{[L_x] \times (b + (2 \times S.E. \ b))} \right) \tag{2.28}
\]

Where S.E. is standard error and \(b\) is the y-axis intercept of the transformed titration data points.
3.1 INTRODUCTION

Although there are reports available on the complexation of the metals Cu and Zn in saline waters [237-240], data is limited, particularly for Zn [241]. As a result, there is currently no saline Cu or Zn BLM available for use within the regulatory framework. In order to work towards a more robust, metal speciation derived EQS for estuarine waters, similar to that already derived for freshwaters, a number of areas of research have to be advanced, namely a better understanding of the relationship between metal ions and natural ligands present in the water column. Such interactions need to be considered in relation to different ligand sources and types (section 1.5.2), the prevailing geology and geography, and seasonality, in order to provide information that is useful in improving speciation modelling and setting appropriate EQSs that take account of the varying ambient conditions encountered in the estuarine environment.

The data reported here from transect surveys of the Tamar estuary, across the full salinity range (0 – 35), seeks to provide seasonal information regarding the dominance and complexation characteristics of ligands from different sources on Cu and Zn by use of competitive ligand exchange adsorptive cathodic stripping voltammetry (CLE-AdCSV) and complexation capacity titrations (CCT), and collection from strategically planned locations potentially influenced by varying ligand sources (Figure 3.3). The complexation capacity \( \left( L_x \right) \) of samples, and metal-ligand complex strengths \( \log K_{MLx} \), were determined in samples of different size fractions (0.2 and 0.4 µm pore size) to assess the influence of colloidal material on metal speciation. Characterisation of DOC in each sample was carried out to provide an indication of the likely origin of the ligands present.

Finally, the results were placed in a legislative, regulatory context in order to constructively critique the current EQS and suggest where improvements may be made. The new site-specific EQS for Cu, corrected for ambient dissolved organic carbon (DOC) concentration, was generated based on mussel toxicity data (the effective concentration for 50% of the population, EC50) across a range of DOC concentrations [242] (Figure 3.1). There is sufficient confidence in the ability of DOC to reduce copper toxicity (section 1.5.3), so that above 167 µM DOC the site specific EQS is actually higher than...
the previous value of 78 nM, and at 475 μM DOC the EQS is twice the previous value. The EQS derivation therefore relies on the assumption that DOC is ‘protective’ which is well established under laboratory conditions. Figure 3.1 shows a direct relationship between DOC and EC50s for Mytilus. However, increased data scatter above a DOC of 500 μM is evident. For example, EC50 varies by up to a factor of 5 at ca. 500 μM C, and DOC varies by up to a factor of 3 for a given EC50 of ca. 500 μM Cu. This is not unexpected, given common variability in ecotoxicity data, and furthermore, not all of the detected DOC is actually contributing to the complexation of the metal. Indeed, when modelling Cu toxicity, various factors are applied to DOC to correct for the actual organic ligands contributing to Cu complexation, whether described as ‘active DOC’ in the WHAM models [56] or ‘humic acid content’ in the BLMs [47].

![Figure 3.1 Mytilus galloprovincialis EC50 concentrations for Cu vs DOC (adapted from [243-247]).](image)

This therefore begs the question, are there better ways to describe the complexing DOC present in the water column? A number of chemical techniques are available to determine the complexation capacity of a sample for specific metals (see Chapter 2). Using either direct or indirect measurements, it is possible to determine the complexation capacity for a sample as well as complementary data, such as the ligand strength and free metal ion concentration. A number of studies ([240, 248-251]) have reported some
or all of these parameters for Cu in saline waters, which when taken as a whole show no obvious relationship between DOC and complexation capacity (Figure 3.2), although in isolation stronger relationships are revealed (e.g. [249, 251]). However, it is important to note that in all cases the complexation capacities are in the order of 1 to 100 nM of Cu set against DOC concentrations in the 1 - 100 μM range, in other words, the complexing ligands are present at one thousandth of the total DOC concentration.

**Figure 3.2** Complexation capacity for Cu vs DOC (A: Shank et al. [251], B: Gerringa et al. [249], C: Delgadillo-Hinojosa et al. [250], D: Van Veen et al. [248], E: Louis et al. [240], F: Data from A-E compiled).

These observations might be better elucidated if the ligands responsible for complexing the Cu in saline waters were better characterised. Most existing research on the complexation of Cu by DOC has focussed on humic and fulvic acids (see section 1.5.2) as the main source of organic ligands in the environment [105] but they are not the only source. Sewage effluent has been shown to contain high concentrations (in excess of
833 μM C) of DOC [19] which comprise ligands (both natural and synthetic) capable of strongly complexing Cu and other metals [103, 248]. Estuarine waters are areas of high primary productivity with spring and summer blooms of phytoplankton often exceeding 1000’s of cells per mL [252] which upon death leads to cell lysis and release of complexing ligands [250]. Macrophytes such as kelps also ooze proteinaceous exudates capable of complexing metals [253].

Consequently, to develop biotic ligand models analogous to the freshwater environment, and therefore more robust, metal speciation derived EQSs for estuarine waters, it is important to better understand the relationship between metal ions and the ligands (organic, as well as inorganic) present in the water column and how well DOC describes the complexation capacity of these ligands. Such interactions should be studied in relation to different ligand sources (e.g. inorganic ligands; terrestrial derived riverine humic and fulvic acids; biogenic ligands derived from primary producers, synthetic ligands from anthropogenic discharges, such as ethylenediaminetetraacetic acid (EDTA) [19] in wastewater), the prevailing geology and geography, and seasonality. The Tamar Estuary (UK) has all of these sources of ligands and therefore provides an excellent location for a case study.

3.2 AIMS AND OBJECTIVES

This study aimed to answer the following questions:

- Do ligands from varying sources in estuaries, and of different size fractions, differ in their affinities for complexing Cu and Zn? Will this result in variations in the potentially bioavailable concentration of Cu and Zn, and the degree of complexation of the ligand with the metal?

- Do total and labile Cu and Zn concentrations, complexation capacity ([Lₐ]), and conditional stability constants (Log K) of metal-ligand complexes show seasonal variation?

- Does salinity influence Cu and Zn complexation, so that complexation characteristics change spatially throughout the estuary?

- How compliant is the Tamar Estuary with respect to Cu and Zn EQS? Are there suggestions for improvement of the current standards based on these observations?
Study objectives were:

- To carry out seasonal transect surveys in the Tamar Estuary, UK across the full salinity range, including salt and freshwater endmembers. This would allow investigation of variation in the dominance and complexation characteristics of ligands from different sources (riverine, autochthonous, anthropogenic).

- Determine Zn and Cu speciation, complexing ligand concentrations, and metal-complex strengths on samples of different size fractions (0.2 and 0.4 µm pore size) from the Tamar estuary, UK. This will be done using the CLE-AdCSV technique.

- To determine the auxiliary parameters DOC concentration and character, nutrient (N and P), chlorophyll-a, and pH in each sample, which aid in inferring ligand sources and type.

- Evaluate the data in a regulatory context in order to aid in improving current metal EQSs.

### 3.3 Site Description

The chosen study site for this research was the Tamar Estuary (UK). The Tamar is local, close to the average length of UK estuaries [254], and its upper and lower reaches are affected by differing contaminant and DOC sources (e.g. historical mining activity [255, 256], discharge from WwTWs and marinas [257], algal blooms [257, 258]). It experiences a semi-diurnal tidal regime [259] and has already been well characterised with respect to DOC fluxes [260], and other physico-chemical parameters [261, 262]. These aspects make it an appropriate choice for this research.

The River Tamar ([Figure 3.3](#)) sits within the Tamar catchment, which covers an area of approximately 1700 km² [263]. The river begins in North Cornwall at Woolley Moor, Morwenstow Parish, and flows southward for ~45 km until it reaches the tidal influences of the Tamar Estuary at Gunnislake weir. The estuary stretches for a further ~16 km before it meets the mouth of the River Tavy, and, further downstream, the River Lynher, finally draining into the English Channel via Plymouth Sound. The Tamar estuary is a ria [264], a partially submerged river valley characterised by deeper waters than typical estuaries. The upper estuary receives inputs of contaminants such as As, Cu, Zn and Pb from unconstrained mining waste in the historic mining and ore processing areas of
Gunnislake and Calstock. Anthropogenically derived contamination originating from the naval dockyard and heavily populated areas around the mouth of the estuary affects the waters nearer the coast [260]. Effluent from waste water treatment works (WwTWs), such as that at Ernesettle and Camels Head, are discharged directly into the estuary, potentially introducing both natural and synthetic chemicals (nitrates, phosphates, pharmaceuticals etc) as well as metals and complexing ligands (e.g. dissolved organic matter and ethylenediaminetetraacetic acid). Metals in runoff (e.g. Cu from brake linings and Zn from tyres) from roads and bridges (e.g. Tamar Bridge at Saltash) draining into the Tamar could also contribute to elevated metal concentrations [265].
Figure 3.3 Map of the Tamar Estuary, UK, with sampling station locations: PS Plymouth Sound; DVP Devonport; LC Lynher Confluence; STSH Saltash; ERN Ernesettle; SNP South of Neal Point; CGR Cargreen; HF Haye Farm; WQ Weir Quay; HH Holes Hole; PC Pentillie Castle; HQ Halton Quay; COT Cotehele; CAL Calstock; MWH Morwellham Quay; GNL Gunnislake; WwTW Waste water treatment works. Potential DOC sources are marked with coloured symbols.
3.4 EXPERIMENTAL

3.4.1 SAMPLE COLLECTION AND STORAGE

All equipment was washed prior to sampling following the SLOPs outlined in section 2.7. Samples were collected using a sampling device [266] that carried six sampling bottles (500 and 60 mL LDPE bottles for metal and nutrients respectively, and 500 mL glass for DOC) and was triggered at 1 m below the surface by a messenger. Samples for metals analysis were filtered within 48 h of collection, first to 0.4 µm, then a sub-sample additionally to 0.2 µm. Filtration units were rinsed with ca. 150 mL UHP water between samples, then rinsed with a little UHP water, followed by ~50 mL sample once the membrane was installed. Filtered sample was poured into preconditioned (rinsed with filtrate) bottles and kept refrigerated at 4 °C. Procedural blanks for metals were stored in clean LDPE bottles and acidified (6 M HCl, SpA, ROMIL) to ca. pH 2. Samples for DOC were filtered within 24 hours of collection, acidified to ca. pH 2, and refrigerated in glass vials. The GF/F filter papers were wrapped in aluminium foil, frozen on dry ice and transferred to the freezer upon return for later analysis of chlorophyll-a. Upon return to the laboratory, samples for total dissolved (TD) and labile metal analysis were refrigerated and analysed within 48 h. Samples for the determination of metal complexation capacity were frozen for later analysis. In-situ pH was measured using a calibrated meter (model H19025, Hanna Instruments Ltd., UK). Salinity and temperature was measured in un-filtered samples using a calibrated Orion, model 105 salinometer.

3.4.2 CHEMICALS AND REAGENTS

All chemicals used were of analytical grade or higher, and UHP water was used for all applications. Element reference solutions (ROMIL PrimAg) were used to prepare Cu and Zn standards to a concentration of 1 µM. A 1 M stock solution of HEPES buffer was prepared from N-hydroxyethylpiperazine-N'-2'-ethanesulphonic acid (Biochemical grade, BDH Laboratory Supplies). The pH of the HEPES buffer was adjusted to 7.8 using clean ammonium hydroxide solution (ROMIL SpA). A 0.05 M stock solution of salicyclaldoxime (SA; 98% Acros Organics) was prepared by dissolving in 0.5 mL HCl (6 M) and making up to 30 mL with UHP water. This was diluted to make a working stock solution of 0.01 M SA which was made freshly each day and used for Cu complexation capacity titrations (CCTs) at concentrations of 2 and 10 µM. A stock solution of 0.1 M APDC was prepared using ammonium pyrrolidine dithiocarbamate (Fisher Scientific). This was diluted to concentrations of 40 and 4 µM APDC for complexation capacity titrations.
acid (6 M, ROMIL SpA) was used to acidify samples for quantifying total dissolved metal concentrations.

3.4.3 METHODS AND PROCEDURES

3.4.3.1 METALS

The experimental design for sub sampling for metals (and nutrients) is illustrated in Figure 3.4. The CLE-AdCSV technique was used for determination of TD and labile Zn and Cu, and sample complexation capacity during this study. The instrumentation used, method theory and detailed procedures are described in Chapter 2. The voltammetric instruments employed here were a Metrohm 797 VA Computrace, and a Metrohm VA 663 electrode stand attached to an μAutolab voltammeter (EcoChemie) via the interface for the Hg electrode (IME, EcoChemie). The former was used in conjunction with the 797 VA Computrace 1.3.2 Metrodata software for peak analysis, and the latter using GPES software written for MS DOS. The reference electrode and counter electrodes on both instruments were of Ag/AgCl/KCl (3 M, stored in 3 M KCl when not in use), and glassy carbon respectively. The stirrer on both instruments was of polytetrafluoroethylene. Nitrogen gas was used at a pressure of 1.0 ± 0.2 bar, fed into both voltammetric cells from one cylinder.

Labile Cu and Zn was undertaken on samples within 48 hours of collection and at ambient room temperature (~ 22 °C). Aliquots of sample (10 mL) were pipetted into the glass measuring vessel and HEPES added to a final concentration of 10 mM. Artificial ligand was added (final concentrations of 250 μM APDC for Zn, and 25 μM SA for Cu) and samples purged with ultrapure N₂ gas for three minutes before scanning in the negative direction using the parameters given in Table 3.1. Final labile concentrations were calculated from (the arithmetic mean of) at least two aliquots of sample upon which at least three replicate scans (RSD ≤ 5%) were performed. Two to three standard additions (section 2.6) were made for quantification which more than doubled the initial signal. The calculated sensitivity between additions showed a linear response was maintained. This procedure was used for TDM determinations after prior UV irradiation (section 2.5).
Figure 3.4 Experimental design for subsampling for metals and nutrients during the Tamar transects
The generic parameters used for determining labile Zn and Cu in the samples (Table 3.1) were subject to adjustment according to the composition of the individual sample (e.g. adjusting the deposition or step potential, or amplitude, should organic adsorption (section 2.4.1) interfere with the current signal), in order to produce a single, clearly defined, and quantifiable peak (determined as peak height above the baseline). Parameters were kept constant throughout the standard addition and titration procedure, and clean borosilicate glass voltammetric cells were used for all sample analyses. Deposition times, drop size and stirring speed were adjusted depending on the expected concentration of metal in the sample.

Table 3.1 Voltammetric parameters employed for the determination of total dissolved and labile Zn and Cu, and during metal complexation capacity titrations. DP: Differential pulse.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Cu with SA</th>
<th>Zn with APDC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial potential (V)</td>
<td>-0.15</td>
<td>-0.90</td>
</tr>
<tr>
<td>Final potential (V)</td>
<td>-0.3</td>
<td>-1.15</td>
</tr>
<tr>
<td>Step potential (V)</td>
<td>0.00244</td>
<td>0.00244</td>
</tr>
<tr>
<td>Amplitude (V)</td>
<td>0.025</td>
<td>0.025</td>
</tr>
<tr>
<td>Deposition potential (V)</td>
<td>-0.15</td>
<td>-0.90</td>
</tr>
<tr>
<td>Deposition time (s)</td>
<td>6 – 60</td>
<td>6 – 60</td>
</tr>
<tr>
<td>Purge time (s)</td>
<td>180</td>
<td>180</td>
</tr>
<tr>
<td>Modulation</td>
<td>DP</td>
<td>DP</td>
</tr>
<tr>
<td>Equilibration time (s)</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

3.4.3.2 Complexation capacity titrations

Samples were analysed within 48 hours of being slowly defrosted at 4 °C overnight. Sample preparation was undertaken in a class 100 laminar flow unit. Aliquots (approx. 12 x 10 mL, where one aliquot was repeated) of sample were pipetted into small clean cups (polypropylene, Life Pharmacy) and spiked with incremental additions of metal, with the last aliquot containing a metal concentration ca 1.5 orders of magnitude greater than the TD metal concentration. HEPES and artificial ligands were added to appropriate final concentrations mentioned above with these competition strengths chosen based on those used in other literature [215] for comparison. Cups were covered with clean petri dishes and left overnight (ca. 15 hours) to equilibrate at room temperature (ca. 22 °C) before determination the following day. Parameters were optimised by scans performed on the first aliquot (with no metal added), and kept the same throughout a titration. At least 3 repeat scans on each aliquot were conducted (RSD ≤ 5%), with the mean peak
height used for calculations. Duplicate CLE-AdCSV titrations at each competition strength were undertaken: one on sample filtered to 0.4 µm and one on the 0.2 µm fraction (Figure 3.5). The titration data were transformed using the van den Berg/Ruzic linearization method ([234, 235] and section 2.8) to quantify $L_x$, of the metal-natural ligand complexes ($\log K_{M_{L_x}}$) and free metal ion concentrations ($[M^{2+}]$).

3.4.3.3 BLANKS

Prior to analysis, instrument blanks were conducted using UHP water and a little electrolyte (KCl, Metrohm) in both voltammetric cells to ensure no contamination was present. These were kept to < 1 nM Cu and ≤ 1 nM Zn. Procedural (field) blanks were analysed in the same way as labile metal after raising the pH in the same way as for TDM. Field blanks for Cu were below the limit of detection in most cases, and ≈ 1.5 nM Zn. These were not subtracted from the final metal concentrations because accurate calculation of the complexation parameters outlined above via CCTs relies on the true TD metal concentration present in the sample. Field blanks for DOC and chlorophyll-a were subtracted from the final measured concentrations.

3.4.3.4 DISSOLVED ORGANIC CARBON

High temperature catalytic combustion using a Shimadzu TOC V analyser was used for DOC quantification according to the method described by Badr et al. [267]. The instrument was calibrated each analytical day. Samples were acidified (ca. pH 2) using 6 M HCl to purge inorganic carbon and run with field blanks between acidified UHP water blanks. Average DOC concentrations from the field blanks were subtracted from each sample. A marine water certified reference material (CRM, Florida Strait 700 m depth) commercially available from University of Florida was also run each analytical day. In each case, values were within the accepted consensus range.

For DOC characterisation, 3-D fluorimetry allowed a semi-quantitative assessment of the type of compounds making up the observed DOC present. The ratios of observed peaks in fluorescence can be used to categorise the organic carbon as humic and fulvic, terrestrial or in-situ generated material using the humification (HIX) and biological indices (BIX). The HIX index was introduced by Zsolnay [268] on the basis of the location of the emission spectra in order to estimate the degree of maturation of DOM in soil. HIX is the ratio H/L of two spectral region areas from the emission spectrum scanned for excitation.
at 254 nm. These two areas are calculated between emission wavelengths 300 nm and 345 nm for L and between 435 nm and 480 nm for H. When the degree of aromaticity of DOM increases, the emission spectrum (at $\lambda_{em}$ 254 nm) is red shifted, which implies that the H/L ratio, and thus the HIX index, increases. High HIX values correspond to maximal fluorescence intensity at long wavelength and thus to the presence of complex molecules like high molecular weight aromatics [269]. Subsequently, HIX < 4 = biological or aquatic bacterial origin; 4-6 = weak humic character and important recent autochthonous component; 6-10 = important humic character and weak recent autochthonous component; >16 = strong humic character/important terrigenous component.

Huguet et al. [270] reports the use of the biological index for marine samples (BIX) which utilised fluorescence to determine the presence of the β fluorophore, characteristic of autochthonous biological activity in water samples. Its calculation is based on the broadening of the emission fluorescence spectrum due to the presence of the β fluorophore at an excitation wavelength of 310 nm. BIX is calculated at an excitation wavelength of 310 nm, by dividing the fluorescence intensity emitted at 380 nm, corresponding to the maximum of intensity of the β band when it is isolated, by the fluorescence intensity emitted at 430 nm, which corresponds to the maximum in the ‘α’ band. An increase in BIX (i.e. the intensity ratio $I_{em,380}/I_{em,430}$) is related to an increase in the concentration of the β fluorophore. It was observed that high values of BIX (>1) correspond to a predominantly autochthonous origin of DOM from recent aquatic and bacterial activity freshly released into water, whereas a lower DOM production in natural waters will lead to a low value of BIX (0.6–0.7).

An aliquot of sample (10 mL) was transferred to a clean plastic centrifuge tube (Fisher Scientific). Three dimensional fluorimetry was carried out using a 1 cm quartz cell in a Hitachi F-4500 FL Spectrophotometer, in fluorescence mode, exciting at between 200 and 450 nm at 10 nm intervals and scanning emissions between 200 nm and 700 nm at 5 nm intervals. Excitation and emission slit widths were 5 nm, with scan speeds of 2400 nm/min and photo multiplier tube applied voltage of 950 V. Calibration standards were diluted into high purity water (resistivity > 18 MΩ cm) using Sigma Aldrich humic acid (55.1% C; Sigma Aldrich, UK) and Nordic aquatic fulvic acid reference material supplied by the International Humic Substances Society (45% C). Wavelengths used to determine humic and fulvic acid concentrations were excitation 260 nm, emission 450 nm, and excitation 330 nm, emission 450 nm respectively. Raw data were exported to MS Excel for analysis.
3.4.3.5 Chlorophyll-a

Filter papers were placed in 15 mL centrifuge tubes (polypropylene, Fisher Scientific) and 10 mL of 90 % (with UHP water) acetone (HPLC grade) added. Samples were ultrasonicated for 1 hr, mixed vigorously with a whirlimixer, and centrifuged at 3500 rpm for 15 mins. Determination was by fluorimetry (excitation 430 nm, emission 666 nm) with a slit width of 10 nm and results were exported to MS Excel for data analysis.

3.4.3.6 Nutrients

Sample nutrient concentrations N and P (measured as NO$_2^-$ and PO$_4^{3-}$, respectively) were quantified using a segmented flow autoanalyser (SKALAR instruments), the method for which is described by Patey et al. [271]. In brief, nitrogen is determined by pumping the sample through a copperised cadmium column, which reduces sample nitrate to nitrite. The nitrite is detected spectrophotometrically at 540nm after a diazotisation reaction takes place between sulphanilamide and N-((1-naphthyl)-ethylenediamine dihydrochloride. The determination of phosphate is undertaken through reacting ammonium molybdate and potassium antimony tartrate in an acidic medium with diluted solutions of phosphate to form an antimony-phospho-molybdate complex. This complex is reduced to an intensely blue-coloured complex by ascorbic acid. The complex is then measured spectrophotometrically at 880 nm.

3.4.3.7 Accuracy, Precision and Detection Limits

The accuracy of the CLE-AdCSV method was assessed by analysis of an estuarine CRM: SLEW-2 (Natural Resources Canada) or BCR-505 (European Commission) with each batch of samples ($n = 3$). The full specification for both CRMs are given in Table 3.2.

The UV irradiation step, pH adjustment, and voltammetric analysis was carried out as described for TDM. The limits of detection (LOD), defined by Fifield and Haines [272] as “the lowest concentration of an analyte able to be determined by a given procedure with a given degree of confidence”, were calculated as three times the standard deviation (3σ) of a blank determination [273] where voltammetric settings were set to 60 s deposition, and maximum stirring speed and drop size. This approach for LOD was also used for DOC and nutrients.
Table 3.2 Certificate of analysis for two certified reference materials used to assess accuracy during the Tamar transects study. For SLEW-2: n = 5, salinity = 11.6. For BCR-505: salinity = 12.1.

<table>
<thead>
<tr>
<th>CRM</th>
<th>Certified value (nM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cd</td>
</tr>
<tr>
<td>SLEW-2</td>
<td>0.17 ± 0.02</td>
</tr>
<tr>
<td>BCR-505</td>
<td>0.80 ± 0.04</td>
</tr>
<tr>
<td>(n = 12)</td>
<td>(n = 12)</td>
</tr>
</tbody>
</table>

3.4.3.8 Statistical treatment of data

In order to assess significant differences between two sets of data (e.g. free metal ion concentrations measured in different size fractions or using different competitive ligand strengths) a two-sided t-test was considered most appropriate [274]. F-tests were used to ascertain whether sample variance was significant, and the t statistic calculated using the appropriate equation.

The F-test uses the ratio of the squares of the standard deviations (equation 3.1).

\[
F = \frac{s_1^2}{s_2^2}
\]  

(3.1)

Where the subscripts 1 and 2 are always allocated so that \( F \geq 1 \). The number of degrees of freedom of the numerator and denominator are \( n_1 - 1 \) and \( n_2 - 1 \), respectively. Normality of the populations from which the samples are taken is assumed [274].

If the F statistic was below the critical value (look-up tables were used from Miller and Miller [274]) for the chosen significance level (\( P \)), the null hypothesis was accepted and a pooled estimate (\( s \)) of the standard deviation was calculated using equation 3.2, and the t statistic from equation 3.3.

\[
s = \frac{(n_1-1)s_1^2 + (n_2-1)s_2^2}{(n_1+n_2-2)}
\]  

(3.2)

\[
t = \frac{\bar{x}_1 - \bar{x}_2}{s \sqrt{\frac{1}{n_1} + \frac{1}{n_2}}}
\]  

(3.3)

Where \( t \) has \( n_1 + n_2 - 2 \) degrees of freedom.
Exceedance of critical $F$ resulted in rejection of the null hypothesis and $t$ was calculated using equation 3.4 with the number of degrees of freedom ($DF$) calculated using equation 3.5 (the value obtained is then truncated to an integer).

$$t = \frac{\bar{x}_1 - \bar{x}_2}{s_1^2/n_1 + s_2^2/n_2}$$

(3.4)

$$DF = \frac{(s_1^2/n_1 + s_2^2/n_2)^2}{s_1^4/n_1(n_1-1) + s_2^4/n_2(n_2-1)}$$

(3.5)

3.5 RESULTS AND DISCUSSION

3.5.1. ANALYTICAL PERFORMANCE

3.5.1.1 METALS

The percent recovery for the estuarine CRMs used to check the accuracy of the method (Table 3.3) were within the range 89 – 113% for all the surveys. The mean relative standard deviation (RSD) for TDM determinations was 6%, and RSD for repeat aliquots ($n = 3$) analysed during the titrations were $\leq 5\%$. The LOD for CLE-AdCSV is dependent on the deposition time [275], however, for this work, typical LODs were 0.79 nM (Zn) and 0.55 nM (Cu).
Table 3.3 Recoveries for estuarine CRMs used for assessment of accuracy for each seasonal Tamar survey

<table>
<thead>
<tr>
<th>Month</th>
<th>Metal</th>
<th>CRM</th>
<th>% recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>June 14th 2013</td>
<td>Cu</td>
<td>SLEW-2</td>
<td>89.35</td>
</tr>
<tr>
<td>July 17th 2013</td>
<td>Cu</td>
<td>SLEW-2</td>
<td>98.21</td>
</tr>
<tr>
<td></td>
<td>Zn</td>
<td>SLEW-2</td>
<td>102.38</td>
</tr>
<tr>
<td>February 10th 2014</td>
<td>Cu</td>
<td>BCR-505</td>
<td>95.8</td>
</tr>
<tr>
<td>April 28th 2014</td>
<td>Cu</td>
<td>SLEW-2</td>
<td>112.7</td>
</tr>
<tr>
<td></td>
<td>Zn</td>
<td>SLEW-2</td>
<td>95.59</td>
</tr>
<tr>
<td>July 16th 2014</td>
<td>Cu</td>
<td>BCR-505</td>
<td>90.26</td>
</tr>
<tr>
<td></td>
<td>Zn</td>
<td>BCR-505</td>
<td>109.51</td>
</tr>
<tr>
<td>February 9th 2015</td>
<td>Zn</td>
<td>BCR-505</td>
<td>97.52</td>
</tr>
</tbody>
</table>

3.5.1.2 DOC AND NUTRIENTS

The results for the DOC CRM determinations were 47.8 ± 0.9, 49.7 ± 1.6 and 41.3 ± 1.8 µM C (n ≥ 3) for the Tamar surveys respectively (compared with the consensus range of 41 – 44 µM C). The LOD for DOC was 10 ± 5 µM C. The average RSD (n = 4) was 3%.

Detection limits for nutrient analyses were 1.25 µM N and 0.02 µM P.

3.5.2 SURVEY CONDITIONS

Tidal ranges [276], Gunnislake river flow rates [277], and rainfall [278] for all the surveys are displayed in Figure 3.5. Most notably, river flow and rainfall during the February 2014 (Cu only) survey were abnormally high, and the state of the tidal ranges across all the surveys vary from neap tides (range for the Tamar 2.2 m [279] during July 2013 and February 2014, to spring tides (range 4.7 m [279]) during April and July 2014.
Figure 3.5 Survey conditions for the Tamar transects a) river flow at Gunnislake b) tide height and c) total rainfall in the seven days leading up to the sampling campaign.

3.5.3 DISSOLVED ORGANIC CARBON AND CHLOROPHYLL-A

Measured DOC concentrations (Figure 3.6) spanned a larger range (31 – 1167 µM C) compared with those reported previously for the Tamar (110 – 478 µM C [260]), although the majority are well within the range reported from other temperate estuaries (208 – 675 µM C [280]). The exceptionally high concentrations observed from S ≥ 2.1 during the February 2014 survey are discussed below.

All the surveys except February 2014 showed an inverse relationship between DOC and salinity, reflecting similar observations made in previous seasonal DOC investigations on the Tamar [260]. However, variation with respect to mixing behaviour was observed in the axial DOC profiles, particularly between surveys conducted in the same seasons (summer and winter). Such disparity is consistent with an in depth study of DOC conducted on the Tamar [260] and highlights the fact that many complex processes, and source inputs within estuaries are responsible for the observed trends in DOC. This means that conclusions relating to seasonality are not possible to draw without a much larger dataset, spanning several years.
Figure 3.6 Concentrations of dissolved organic carbon as a function of salinity for the seasonal Tamar transects. Dashed lines represent the theoretical dilution line for conservative mixing behaviour. Note the different scale for both February surveys. Error bars represent 95% confidence intervals (n = 3) about the mean.

In July 2013, April 2014, and February 2015, the highest DOC concentrations were observed in the fresh water end member (FWEM), with only some removal throughout the estuary to the sea water end member (SWEM). The latter consisted of the lowest measured DOC concentrations of all the surveys, probably due to the absence of any rainfall prior to or during sampling, neap tides and likely little biological activity during the winter period. During the July 2014 campaign, DOC concentrations are ca. 50 % lower at the FWEM than the previous July (2013) campaign, and mid estuarine inputs of DOC are apparent. The July 2014 profile is most consistent with a previous study on the Tamar [260], for which an explanation for a peak in DOC at the freshwater-saltwater interface
FSI is likely the result of mixing of organic rich porewaters during tidal resuspension of bottom sediments. Desorption of DOC from particulates or disaggregation follows to enhance the DOC signal. The campaign was conducted during a spring tide (Figure 3.5 B), which is consistent with this hypothesis, although the April survey was also conducted on a similar tide and displays very different behaviour. The increased rainfall and river flows in this case could be responsible for the observed trend in April, resulting in very high (ca. 700 µM C) DOC concentrations at the FWEM which are diluted down-estuary and effectively mask any increase caused by tidal resuspension.

The February 2014 survey, however, showed abnormally high DOC concentrations, and a direct relationship with salinity. This was likely the result of the unusually high rainfall (Figure 3.5 C) and increased flows during this month, transporting greater sediment loads with associated organic matter, particularly humic acids, from upstream, and potentially supressing the salinity at the SWEM. Although river flow data was not obtained for the Tavy and Lynher rivers, increased flow from these rivers would also have contributed to the increased DOC concentrations toward the estuary sea water endmember (SWEM).

The absence of significant sewage effluent inputs to the Tamar within the freshwater catchment (owing to few significant centres of population) suggests that the DOC measured at the FWEM is largely associated with humic and fulvic acids.

Florescence data for the Tamar surveys (Figure 3.7) are only semi-quantitative in that the analysis was undertaken on the 0.2 and 0.4 µm fractions of filtered sample, rather than the 0.7 µm fraction used for DOC determination. Therefore the DOC contained within the 0.4 - 0.7 µm range will not have been characterised and so the HIX/BIX data must be construed with caution when relating to observed DOC concentrations. However, it is nevertheless a useful tool in interpreting potential sources of ligands, and complexation characteristics when discussing metal speciation.

HIX values generally decrease towards the sea while BIX values increase, suggesting the presence of DOC in the upper estuary is dominated by allochthonous (terrestrially derived) humic/fulvic material, and in the lower estuary DOC is from in-situ biological or bacterial origin. Upper estuary and riverine values above 6 support the assumption of the DOC being of terrestrial origin, comprising mostly humic and fulvic acids. The BIX index supports this hypothesis with values increasing towards the SWEM, demonstrating the autochthonous origin of the DOC present, more likely to be derived from phytoplanktonic activity or sewage effluents. The February 2014 data shows deviation
from these trends where the measured HIX value at the SWEM in the 0.4 µm fraction reaches 21.4. This would suggest that larger molecule humic and fulvic material still dominates the DOC load even towards the sea water endmember due to the very high river flow and high measured DOC concentrations throughout the estuary. The HIX values from salinities 2-11 during February 2014 were unexpectedly low, considering the survey conditions. The difference in the filter pore sizes used for obtaining the HIX and DOC data could be one explanation. Molecules of the size range 0.4 µm > 0.7 µm could have been the dominant humic fraction in this part of the estuary. The rise in the HIX signal at S = 14 and 23 could be the result of humic material washing in from the Lynher and Plym rivers (Figure 3.5), the latter likely bringing peaty sediments from Dartmoor situated to the north east.
Figure 3.7 The A) humification (HIX) and B) biological (BIX) indices as a function of salinity for each survey and filter fraction obtained during each seasonal transect. All dark colours indicate the 0.4 μm filter fraction, pale colours the 0.2 μm filter fraction. Note that HIX / BIX data for the July 2013 samples was not obtained.

Chlorophyll-a measurements were made at all sites for all seasons to provide an indication of the significance of phytoplankton as a source of DOC in the water column (Figure 3.8).

The log scale shows the dramatic variation in concentrations throughout the seasons, as the warmer months promote planktonic growth throughout the estuary. Sampling was carried out on a rising tide and it is obvious that the plankton were also carried up the estuary with maximum concentrations observed just downstream of the freshwater interface through to mid salinities. Comparing the chlorophyll-a data with the HIX and BIX indices suggests that humic and fulvic acids still dominate the DOC present in the upper estuary (salinity 2.5-10), even though chlorophyll-a concentrations are highest in this region. Conversely as the overall DOC decreases down the salinity profile, the chlorophyll-a concentrations remain sufficiently high to still influence the HIX and BIX indices, potentially augmented by sewage derived material [260]. It should be noted, however, that the chlorophyll-a determination is carried out on the particulate fraction of...
a filtered sample and may not represent the dissolved phase concentrations of chlorophyll-α present, hence the use of the fluorescence indices to estimate influences of this type of material within the dissolved phase.

Figure 3.8 Chlorophyll-α concentrations vs. salinity (logarithmic scale) for the seasonal transects of the Tamar. Error bars are not shown but RSD for all analyses was ≤ 0.7% (n = 5).

3.5.4 NUTRIENTS

Nutrient data for N and P (Figure 3.9) showed concentrations ranging from 1.25 – 169 μM and 0.4 – 2.5 μM, respectively. These are within the ranges previously reported for the Tamar [257, 279, 281] and other UK coastal waters and estuaries [257, 282], and reflect the usual freshwater ratio [257] of N:P of >10 (in this case, 143) and a seawater ratio of ≈ 10:1. Dissolved N concentrations are generally greater during February than the July and April surveys, likely due to the decreased demand from biological blooms for this nutrient during the winter period. This is supported by the chlorophyll-α data in Figure 3.8 which shows considerable reduction in biological activity at this time for both winter campaigns. Overall, dissolved N in this study shows relatively conservative mixing behaviour, as observed by Morris et al. [281], with evidence of an N input located around the Camels Head WwTWs (February 2014). Dissolved P displays somewhat contrasting behaviour, both in comparison with dissolved N concentrations and between surveys. Dissolved P profiles with salinity (Figure 3.9) show evidence of some mid-estuary inputs as well as some (likely non-biological [281]) removal in the low salinity range (July
campaigns), with, overall, fluctuating concentrations throughout. This is consistent with P profiles obtained by Monbet et al. [279] on the Tamar. Evidence of seasonal trends in P were not observed however, as fluctuations in this nutrient between the two July and February surveys show distinct differences in concentrations. The increased P concentrations throughout the estuary during the February 2014 survey coincide with the high rainfall and flows, potentially bringing increased agricultural runoff containing P. Spikes in P at S ≈ 10 and 26 (July 2014) are likely the result of localised maxima from anthropogenic sources in the lower 10 km of the estuary [281, 283].

![Figure 3.9](image-url)

**Figure 3.9** Concentrations of A) dissolved nitrogen and B) dissolved phosphorus as a function of salinity for the Tamar transects. Error bars are not shown but RSD% was ± 3.1% and 1% for N and P respectively (n = 3).

### 3.5.5 Total Dissolved and Labile Copper

The [TDCu] (0.4 and 0.2 µm fractions) ranged from 4 to 189 nM (**Figure 3.10**), with highest concentrations invariably measured in the freshwater sample taken from Gunnislake, reflecting the mining sources within the Tamar catchment [255, 257]. These concentrations are comparable to those found in previous works on the Tamar [284-286]. Plots of [TDCu] versus salinity shows non-conservative behaviour (removal) in most cases, as mixing at the FSI results in loss of Cu from the dissolved phase. This mechanism is likely a combination of sorption to suspended solids within the turbidity maximum zone, which may be present between a salinity of 0 and 10 [287], or precipitation reactions associated with amorphous Fe oxyhydroxides and precipitation of colloidal material [288, 289].

The percentage of the [TDCu] existing as labile Cu varied throughout the estuary during all the surveys, ranging from 4 – 97%. This is contrary to a study by van den Berg et al.
[108], who reported a consistent 53% of the TDCu existing as labile Cu throughout the estuary, on two consecutive (24 hours apart) summer sampling campaigns in 1986. Such differences again highlight the difficulty in attributing solely seasonal impacts on the distribution and behaviour of Cu in the estuary.

Figure 3.10 Total dissolved and labile Cu determined in the 0.4 µm and 0.2 µm filter fractions plotted against salinity for the seasonal transects made on the Tamar Estuary. Insets represent Cu concentrations determined in the three lowest-salinity samples plotted against distance from Gunnislake weir (the tidal extent of the estuary) for clarity. Error bars represent the range of 2 repeat aliquots about the mean.

Labile metal concentrations reflect much more accurately the likely bioavailability of a metal [47]. Often, labile metal concentrations decrease more rapidly at the fresh-saline water interface (FSI) than the total dissolved metal concentrations, reflecting a more reactive labile fraction, which will show a stronger affinity for particulate and colloidal material in terms of sorption and/or precipitation [290].

The Cu in samples collected in July behaved differently in the two consecutive years. In 2013, the loss of [TDCu] at the FSI is followed by a sharp rise in [TDCu] in the 0.4 µm fraction ([TDCu]$_{0.4}$) mid-estuary, possibly as a result of introduction into the dissolved phase from interstitial waters [108, 285], or as a result of inputs from other specific anthropogenic sources. Spikes in [TDCu]$_{0.4}$ at S = 30 (located at the Lynher Confluence) during July 2013 could be the result of resuspension of sediments from the extensive mudflats present at the Lynher/Tamar confluence. This may be significant, as the 0.2 µm
fraction remains at a relatively constant concentration from the FSI to $S = 20$, before gradually decreasing to the SWEM. This difference in the size fractions suggests most of the $[\text{TDCu}]$ in the mid-to-lower estuary during July 2013 was associated with larger colloidal matter, and lability was reduced by a simultaneous input of larger ($0.2 > 0.4 \, \mu m$) ligands at the same locations (Figure 3.11). In contrast, the July 2014 survey showed the highest concentrations of TDCu at the FWEM of all surveys (189 nM), followed by a rapid loss of dissolved Cu at the FSI, and little difference in TD and labile Cu from the FSI throughout the estuary in either size fraction, suggesting a large majority of Cu was associated with smaller ($< 0.2 \, \mu m$) colloids. The two July surveys were conducted during different tidal states (Figure 3.5), which may help explain the differences in the measured dissolved Cu concentrations. Increased sediment scouring from the incoming spring tide [259] during July 2014 could have aided the transport of sediments from the relatively cleaner coastal area, allowing a greater proportion of Cu to sorb to suspended particulates that were not already saturated with metal. The observed differences between the two surveys highlight the fact that the geochemical cycling of metals within the Tamar Estuary cannot be explained solely by seasonality.

In February 2014, some removal of Cu occurred with further filtration of the $0.4 \, \mu m$ fraction to $0.2 \, \mu m$ at salinities ca. 0 - 2, indicating much of the dissolved metal at this location was associated with larger colloidal matter. This is likely reflective of the high river flows and rainfall prevailing during this month (Figure 3.5). At salinities above 6, dissolved Cu concentrations remain constant (ca. 20 nM throughout the mid-estuary region), with little difference between the two filter fractions, before decreasing to around half this value at the SWEM.

No FWEM sample was determined during the April 2014 survey, so confirmation of a loss in Cu at the FSI was unobtainable. However, the dissolved Cu behaviour observed in the remaining estuary was similar to that of July 2013, showing a significant increase in $[\text{TDCu}]$ in the $0.4 \, \mu m$ fraction at $S \approx 9$, and at $S \approx 21$. The same mechanism is therefore suggested, where resuspension of bottom sediments, and remobilisation of adsorbed particulate Cu is causing the observed increase in dissolved Cu [291]. It was noted that filtration of many of the mid estuary samples during this campaign was extremely difficult, with high concentrations of SPM (not quantified) observed in the samples. This suggests the resuspended material may be largely colloidal with significant contributions of Cu within the $0.4$ to $0.2 \, \mu m$ range. Additional mid-estuarine sources of metals are the Tavy and Lynher rivers (Figure 3.3). Dissolved concentrations of Cu (and Zn) recorded in February 2014 (Environment Agency data) reached ca. 42 and 100 nM Cu (and 125 and
260 nM Zn), respectively. During April, labile Cu shows more conservative mixing than TDCu, suggesting that the spikes in [TDCu] are associated with non-labile Cu complexed by ligands that have also been resuspended (Figure 3.11).

3.5.6 COPPER LIGAND CONCENTRATIONS AND CONDITIONAL STABILITY CONSTANTS

The concentration distribution of natural ligands of various stabilities, and the excess ligand concentration ([Lx] – [TDCu]) in both filter fractions are plotted above the percentage of the TDCu existing as labile (%Cu_{lab}) and organically complexed (%Cu_{org}) species in Figure 3.11.

Ligand concentrations ranged from 1-372 nM, well within the range previously reported in other estuarine and coastal systems [91] and in the Tamar [292]. During July and April 2014, the proportion of Cu_{lab} present in the sample increases towards the sea water end member, reflecting a dilution of the organic ligands available to complex metals [238]. Observed decreases in DOC concentration with increasing salinity (Figure 3.6) supports this assumption (with the exception of the February 2014 survey where exceptionally high rainfall occurred, bringing with it high riverine DOC loads into the estuary).

The ligand concentrations in both filter fractions do, in many cases, mimic the TDCu profiles, suggesting the mechanisms responsible for remobilisation of Cu to the water column could also be governing the ligand flux within the estuary. Simultaneous inputs of ligands and Cu could also be due to the fact that a high concentration of ligands forming complexes with a suitably large log \( K \) value would be stabilising more Cu in solution, preventing it from undergoing sorption/precipitation reactions. Contrary to other studies on ligand concentrations in natural waters ([293]), concentrations of ligands of greater stability detected during this study are not consistently lower than those of relatively lower stabilities. However, overlap in the detection windows employed will result in measurement of the same complexing sites between titrations conducted with the two competitive ligand strengths. This would suggest that where differences in concentrations between the two competitive ligand strengths are observed, a greater difference in the log \( \alpha_{Cu,L_x} \) values are present and therefore a greater spread of ligand strengths were under investigation overall. Ligand excess over [TDCu] varies throughout the estuary, and over the different sampling periods. In general, where Cu binding ligands are in great excess over [TDCu], a greater reduction in the labile fraction is observed, as would be expected. This reduction is augmented if there is a greater excess
of the stronger complexing ligand (e.g. salinity 6.3, February 2014 survey and salinity 8.8, April 2014 survey), showing the importance of both the concentration and binding strength of ligands in controlling the potential bioavailability of Cu throughout the estuary.
Figure 3.11 Ligand concentrations ([Lx]), ligand excess ([Lx] – [TDCu]), and labile and (organically) complexed Cu as a percentage of total dissolved Cu, for each sampling occasion in A) the 0.4 µm and B) the 0.2 µm filter fractions. The x-axes represent salinity in all cases. Error bars on [Lx] plots represent ± an average uncertainty (see section 2.9). Note that the free Cu ion concentrations represent < 1 % of the total dissolved Cu concentration.
Evidence of filtering out of larger ligands from 0.4 – 0.2 μm is apparent during July 2013 and February 2014 surveys, suggesting Cu complexation was dominated by larger molecule ligands. In general, the fluctuations in $[L_x]$ were directly related to variations in %Cu_{lab} (Figure 3.11), as expected. The larger molecule ligands were capable of rendering a higher proportion of the dissolved Cu non-labile than their smaller counterparts, probably due to their increased abundance as no significant differences in the conditional stability constants for the Cu-natural ligand complexes ($\log K_{CuL_x}$) were found between the two filter fractions (Figure 3.12). Values for $\log K_{CuL_x}$ ranged from 10.5 – 13.5 and were comparable to other reported values [294, 295]. The strongest ligands appeared to be in the freshwater end, reflecting the increased humic signal in this region (Figure 3.7), but not necessarily resulting in a greater proportion of complexed Cu, which may be explained by the lack of ligand excess here (Figure 3.11).
Figure 3.12 Copper-ligand complex conditional stability constants ($\log K_{\text{CuL}x}$) as a function of salinity for the Tamar transects. Dark lines and markers represent $\log K_{\text{CuL}x}$ determined using 10 μM SA, pale lines and markers using 2 μM SA. For clarity error bars are not shown, but the average upper and lower confidence limits (calculated using the method described in section 2.9) were 0.53 ± 0.38 and 0.43 ± 0.28 respectively.

Figure 3.13 shows most of the Cu complexing ligands detected were within the analytical detection window (approximately one order of magnitude either side of $\log \alpha_{\text{CuSA}}$). An increase in $\log \alpha_{\text{CuL}x}$ with increasing $\log \alpha_{\text{CuSA}}$ suggests that progressively stronger ligand complexing sites are detected as the competition strength of the artificial ligand is augmented. A slope close to unity would indicate the effect of major ion competition on
the complexation of Cu\(^{2+}\) by the natural sample ligands is similar to that of Cu-SA complexation [226]. A slope of 0.81 (Figure 3.13) was obtained for the Tamar samples, with the spread in the data \( (r^2 = 0.52) \) indicative of the detection of natural sample ligands that formed a range of different complex stabilities spanning the whole detection window.

A plot of \( \log \alpha_{\text{CuL}_x} \) as a function of salinity (Figure 3.14) shows a slightly decreasing affinity for the natural sample ligands for complexation with Cu\(^{2+}\) as competition from major ions becomes increasingly prevalent down-estuary. This is consistent with, although not as pronounced as, observations made by Van den berg et al. [108], who used a stronger competitive ligand strength to detect natural complexes of a much greater stability \( (\log K_{\text{CuL}_x} = 15.1) \).

**Figure 3.13** \( \log \alpha_{\text{CuL}_x} \) plotted as a function of \( \log \alpha_{\text{CuSA}} \) for the Tamar samples (data is included for both filter fractions and artificial ligand strengths). The black dashed line is the 1:1 line, the dotted blue line represents linear least-squares regression of the data, and the grey lines the boundary of the detection window (one decade either side of \( \log \alpha_{\text{CuSA}} \)).
Free 

Cu\(^{2+}\) ion concentrations (sometimes expressed as pCu\(^{2+}\), the negative logarithm of the molar concentration of Cu\(^{2+}\)) ranged from \(10^{-11} – 10^{-13}\) M (equalling between 1 and 0.01% of [TDCu]) which is in keeping with values for [Cu\(^{2+}\)] previously reported for saline waters [36, 92, 93, 296]. In terms of toxicity, the majority of [Cu\(^{2+}\)] determined in this study is below the toxicity threshold for sensitive estuarine organisms such as the phytoplankton species T. pseudonana and N. atomus, where cell division is inhibited at \([\text{Cu}^{2+}] \geq 3 \times 10^{-11}\) M and \(\geq 4 \times 10^{-11}\) M respectively [81, 297], and the marine dinoflagellate G. tamarensis, where a 50% loss in motility is observed at \([\text{Cu}^{2+}] = 4 \times 10^{-11}\) M [298].

Although the error for each measurement of [Cu\(^{2+}\)] was not possible to calculate, there was statistically (two sided t-test, \(P = 0.05\), section 3.4.3.8) a good agreement between [Cu\(^{2+}\)] measured in the 0.2 and 0.4 \(\mu\)m fractions within the same competition strength (Figure 3.15). 97% were within one order of magnitude (Figure 3.15), confirming the expected agreement, as assuming that no contamination (confirmed by blanks and no obvious bias with respect to an increase in [Cu\(^{2+}\)] with further filtration to 0.2 \(\mu\)m), or shift in equilibrium with respect to [Cu\(^{2+}\)] during filtration to different size fractions occurred, the [Cu\(^{2+}\)] contained within different filter fractions should remain the same.
Figure 3.15 Comparison of [pCu$^{2+}$] determined in the 0.2 and 0.4 μm filter fractions using each competitive ligand strength for the Tamar transects. The black dashed line indicates the 1:1 line and the grey dotted lines mark an order of magnitude either side of the 1:1 line.

A two-sided t-test (see section 3.4.3.8) was possible to perform when filter fractions were compared between measurements made using all three competition strengths. None of the samples showed significant differences ($P = 0.02$) in this case. Means of duplicate [Cu$^{2+}$] measurements ([Cu$^{2+}$] calculated in the 0.2 and 0.4 μm fractions of each sample) were compared using the same t-test but with a pooled standard deviation (the square root of the average of the standard deviations of duplicate measurements squared). Significant differences ($P = 0.02$) were found in 30% of the Cu$^{2+}$ measurements made in samples using 2 and 25 μM SA, 26% 10 and 25 μM SA, and 19% of the 2 and 10 μM SA (Figure 3.16 A). These tended to occur most frequently during the April survey, in mid-salinity samples. Although these were noted particularly difficult to filter due to high particulate and colloidal material within the water column, only successful titrations were included in the dataset so it is uncertain why these samples should show significant disagreement. The DOC characterisation data discussed previously (section 3.5.3) also show a very high HIX indices (humic type ligands) for this survey, perhaps suggesting a greater pool of more complex ligand structures present and a greater range of ligands under investigation. Considering the incomparable nature of the ligand data using different detection windows, the apparently better agreement in measured [Cu$^{2+}$] between the 10 and 25 μM SA concentrations (i.e. closer to the 1:1 line)
may be explained by the fact that the values for $\log \alpha_{CuL}$ and $\log \alpha_{CuSA}$ for these are closer to unity, indicating a greater proportion of ligands within the same range were under investigation using both concentrations (Figure 3.16 B). In 90% of cases where a significant difference occurs, the stronger competition strength yielded a lower value for pCu$^{2+}$, supporting the fact that if higher stability constants are under analysis, a lower value for [Cu$^{2+}$] will be obtained (Figure 3.17). The agreement between the Tamar [Cu$^{2+}$] determinations using 10 and 25 µM SA, and those obtained in an analytical intercomparison study using several detection windows ($\log \alpha_{CuSA} = 2.7 - 6.5$) to analyse a coastal seawater sample [293] are comparable.

**Figure 3.16 A)** The negative logarithm of concentrations of free copper ([pCu$^{2+}$]) determined for the three detection windows employed for analysis of all the Tamar samples plotted against one another to show agreement. Black dotted lines represent boundaries one order of magnitude either side of the 1:1 line (not marked), and B) comparison of the agreement of the centre of the detection window for all competition strengths employed. Black dashed lines represent 1:1 line.
The negative logarithm of molar concentrations of free Cu\(^{2+}\) (pCu\(^{2+}\)) plotted as a function of the ratio of labile to total dissolved Cu (X).

Mean [Cu\(^{2+}\)] for each competitive ligand strength employed are plotted against salinity in Figure 3.18. What is apparent from all ligand strengths employed is that [Cu\(^{2+}\)] fluctuates throughout the estuary with no obvious relationship with salinity (contrary to the trend of increasing [Cu\(^{2+}\)] with salinity as observed by van den berg et al. [108]), and, overall, lower [Cu\(^{2+}\)] is measured using a higher competitive ligand strength (Figure 3.17). Despite the high HIX index observed in the April 2014 data suggesting potentially stronger binding capacity as a greater proportion of ligands are of a humic type material, the greatest free Cu concentrations are observed during this survey, which coincide with relatively lower log \(K_{CuLx}\) values (see Figure 3.12). This highlights the complex nature of organic ligands and makes it difficult to predict their binding capacity, and thus the potential concentrations of free metal in the water column, without some form of direct measurement, even when organic carbon is characterised and quantified.
Figure 3.18 Free copper concentrations determined using each competitive ligand strength as a function of salinity for the Tamar transects. Data points are the average of duplicate measurements (from the 0.2 and 0.4 μm filter fractions) with error bars representing the range.

3.5.8 RE-EVALUATING THE COPPER EQS

As the EQS is based on dissolved metal that passes through a 0.45 μm filter, the results and discussion in this section refers only to the 0.4 μm filtered fraction of the Tamar estuary samples unless otherwise specified.

Placing the observations from the Tamar transects in a legislative context, the dissolved Cu concentrations were almost all well below the EQS (approx. 59 nM or 3.76 μg L⁻¹, depending on DOC concentrations, see section 1.3). The only exceedances in the saline portion of the estuary occurred during the April 2014 survey (S = 2, Haye Farm, [Cu_lab] = 79 nM and [TDCu] = 74 nM). In the freshwater (Gunnislake) samples, the Biomet tool (section 1.2) was used to calculate a site specific predicted no effect concentration (PNEC) for metals. Only one freshwater sample (TDCu) exceeded the calculated PNEC during July 2014. Despite the fact the EQS is based on total dissolved metal concentrations adjusted for DOC concentration, this does not reflect on the importance of the more reactive (labile) metal fraction. All exceedances in this study were associated with the 0.4 μm fraction, which has clearly shown a greater concentration of Cu associated with complexing material (see Figure 3.10).
The Cu Eqs for saline waters is set according to the concentration of DOC present, using an algorithm (section 1.3). DOC is a gross indicator of the presence of organic ligands capable of complexing Cu, which is reflected in models such as WHAM [241] and the BLM [47] applying a default percentage (50%) of DOC as ‘active’, complexing ligand [242]. However, plots of ligand concentration vs. DOC concentration for all surveys (Figure 3.19) show no apparent relationship, and plotting DOC concentrations against [Cu\(^{2+}\)] (Figure 3.20) also fails to exhibit any trends.

**Figure 3.19** Cu complexation capacity ([L\(_x\)]) vs. DOC concentration for A) ligands in the 0.4 \(\mu\)m filter fraction detected using 2 \(\mu\)M SA and B) ligands in the 0.4 \(\mu\)m filter fraction detected using 10 \(\mu\)M SA.
Literature data for fresh and saline waters support the findings from this survey in that correlations between Cu complexation capacity and DOC are often poor ($r^2 < 0.2$) [248, 299], or poor and reliant on one or two high values of [L_x] and DOC to drive the correlation (e.g. [300] and [250]), with few showing strong correlations ($r^2 > 0.8$) for anything other than strong ligands ($\log K_{CuL_x} = 13.5$ [251]). The correlation between DOC and [L_x] appears to improve when ligands are derived from a consistent single source, such as sewage effluent [248]. Similar to observations made by other authors, no relationship between Cu complexation capacities ([L_x]) with DOC was found with the Tamar data when $\log K_{CuL_x} \leq 13$ ($r^2$ values ranged from 0.0029 to 0.51), although when [L_x] of $\log K_{CuL_x} \geq 13$ data is plotted vs. DOC, stronger correlations ($r^2 > 0.8$) are observed (Figure 3.21 A and B). Such observations question the suitability of the DOC concentration-based algorithm for derivation of site specific Cu EQS.

Furthermore, it should be noted that the standard procedure for determining DOC is via filtration through a GF/F filter which have a nominal pore sizes between 0.6 and 0.8 µm, compared with the 0.4 or 0.45 µm cut-off used to define dissolved metals by regulators. Consequently, there is an inconsistency in sample handling upon which regulation is based and this would benefit from re-evaluation.
The data available suggest that where high strength ligands prevail, a reasonable correlation between complexation capacity and DOC concentration can be found, which is generally associated with estuaries exhibiting a very strong negative correlation between salinity and DOC. In these cases it can be assumed that the DOC is dominated by a riverine source and may therefore be associated with humic and fulvic acids known to complex strongly with Cu [301]. The data collected across different seasons for the
Tamar show quite different degrees of correlation between salinity and DOC (see Figure 3.6). Although concentrations of DOC are generally lower at the mouth of the estuary compared with the freshwater end member, and there is a strong similarity between DOC concentrations measured during July 2013 and April 2014, the other two sampling occasions show significant variability. Where there is a strong relationship between DOC and salinity, the highest correlations between complexation capacity and DOC are also observed, suggesting a single ligand source driving the correlation. Where an estuary is influenced by other ligand sources such as sporadic diatom blooms and/or sewage effluent discharges, the spectrum of ligands present will inevitably change, leading to a mixture of ligand strengths and concentrations. This would therefore be unlikely to provide a clear correlation with gross measures such as DOC.

3.5.9 Total Dissolved and Labile Zinc

Concentrations of TDZn in both filter fractions ranged from 11 - 225 nM, in keeping with previously reported values in the Tamar [286], with the highest values measured at the historically mine-influenced FWEM. The general (non-conservative) mixing behaviour shown by labile and TDZn profiles with salinity (Figure 3.22) is similar to that displayed by Cu. Removal of Zn at the FSI is apparent for all the surveys (note, no FWEM was taken during the April 2014 survey), and dilution throughout the estuary to the SWEM. Mid estuarine inputs appear more pronounced during the April 2014 and July 2013 surveys, where the greatest loss in TDZn between the 0.4 and 0.2 µm filter fraction is apparent in the upper and mid estuary. As this reflects the behaviour of labile and TDCu (section 3.5.), the same mechanism of sediment resuspension and desorption is thought also responsible for elevated Zn concentrations throughout the estuary, perhaps influenced by an expanse of mud flats extending from above the road bridge at Saltash up to Pentillie Castle, where the estuary channel narrows. Narrowing could result in increased friction and resuspension of sediments from the estuary bottom, and could explain the spike in dissolved Zn in the 0.4 µm fraction at Pentillie Castle during the April transect, and at Halton Quay during July 2013 (Figure 3.22). The resuspension of mud flat sediments will increase with initial inundation from the incoming tide [264], and therefore could be of significance with respect to mid estuarine metal inputs.

During February 2015 and July 2014, dissolved Zn concentrations were lower overall, and inputs down estuary were much less pronounced. Labile Zn in the two filter fractions remain equal in concentration throughout all the surveys, showing the most reactive Zn was present in the ≤ 0.2 µm fraction.
Figure 3.22 Total dissolved and labile Zn determined in the 0.4 µm and 0.2 µm filter fractions plotted against salinity for the seasonal transects made on the Tamar estuary. The insets (February 2015 and July 2014) represent Zn concentrations determined in the three lowest-salinity samples plotted against distance from Gunnislake weir (the tidal extent of the estuary) for clarity. Error bars represent the range of repeat aliquots (n = 2) about the mean.

3.5.11 ZINC LIGAND CONCENTRATIONS AND CONDITIONAL STABILITY CONSTANTS

Zn ligand concentrations, in most cases, track the total dissolved metal concentration profiles with salinity (Figure 3.23), indicating that both were likely derived from the same source. Concentrations of ligands between 3-412 nM were determined, well within the range reported for other estuarine and coastal studies [92, 95]. Although some inputs of Zn ligands mid-estuary are apparent in July 2013, April 2014, and, to some extent July 2014, the main inputs are at the FWEM (although note that a sample at the FWEM was not obtained for April 2014). The degree of complexation varies between detection windows, as expected, with higher proportions of labile and free Zn$^{2+}$ present using the weaker competition strength. Variation between surveys is also apparent, with the February 2015 survey showing the highest proportion of unbound Zn in samples determined using both the 40 and 4 µM APDC. This is likely reflective of the comparable
dissolved Zn concentrations during this survey coupled with low complexation capacity and lack of ligand excess (Figure 3.23), and low DOC (see Figure 3.6) and humification indices (see Figure 3.7).

Determined conditional stability constants of the zinc-natural ligand complexes ($\log K_{ZnL_x}$) ranged in strength from ca. 7.5 – 10, similar to other reported values [36, 92, 237, 294]. Trends in values for $\log K_{ZnL_x}$ (data not shown) were difficult to draw due to missing data points, as many complexation capacity titrations failed to show a curve (see section 2.8), indicating ligand saturation.
Figure 3.23 Ligand concentrations ([L]), Ligand excess ([L] − [TDZn]), and labile, (organically) complexed, and free Zn as a percentage of total dissolved Zn for each sampling occasion in A) the 0.4 µm and B) the 0.2 µm filter fractions. The x-axes represent salinity in all cases. Error bars on [L] plots represent ± an average uncertainty (see section 2.9).
Despite the apparent trends discussed above, a plot of the alpha coefficient for the ZnLₓ complex as a function of the detection window (Figure 3.24) reveals that only the strongest ligand strength employed (250 μM APDC) yielded log α_{ZnLₓ} values within the approximated detection window of the method. In nearly all cases (bar two), the values for log α_{ZnLₓ} outside the detection window are higher than those expected for the given value for log α_{ZnAPDC}. The weaker the competition strength, the greater the deviation in the values for log α_{ZnLₓ} away from the boundaries of the detection window, so that around 50% of the determinations using 40 μM APDC, and a large majority of those using 4 μM APDC sit outside the detection window. This phenomenon may be explained by sample equilibrium conditions during analysis. Sample equilibrium is a fundamental assumption upon which the CLE-AdCSV measurements and their validity is based [106], and the general consensus among users of the technique is that overnight equilibration is sufficient. However, a theoretical re-evaluation by Van Leeuwen and Town [106] of suitable equilibration times revealed that in some cases, this is not adequate. Their claims are based on the available values for metal specific association constants (kₐ, see section 2.1) and conclude that in instances where complex kₐ is not equal to kₙ (i.e. equilibrium conditions are not met) an over estimation of the complex conditional stability constant is made. However, they do not substantiate the theory with experimental evidence. Nuester and Van den berg [302] deemed 20 – 30 mins long enough for metal equilibration during experimental titrations using CLE-AdCSV, based on the constant peak height attained from the same aliquot of sample equilibrated for varying lengths of time. This is disputed by Van Leeuwen and Town [106] on the basis of very small changes in the sample being beyond detection limits within the timescale of the experiment. Although these short equilibration time periods have been used, apparently effectively, by some authors, overnight equilibration is recommended [303].

With this in mind, a possible reason for the results in Figure 3.24 may be attributed to the time required for the natural ligands to equilibrate with the APDC, which could take longer at lower competition strengths due to the decreased probability of ligand exchange between an APDC and ZnLₓ molecule. The association and dissociation equilibrium of the ZnLₓ with APDC is a dynamic process, and in any given case it is possible that a single APDC molecule is able to out compete a natural ligand for complexation with Zn, regardless of APDC concentration.
Figure 3.24 \( \log \alpha_{ZnL_x} \) plotted as a function of \( \log \alpha_{ZnAPDC} \) for the Tamar samples (both filter fractions and all artificial ligand strengths). The black dashed line is the 1:1 line and the grey lines the boundary of the detection window (one decade either side of \( \log \alpha_{ZnAPDC} \)).

3.5.10 FREE IONIC ZINC

The same statistical analyses to determine significant differences in \([\text{Cu}^{2+}]\) between filter fractions and competitive ligand strengths were applied to Zn data. The error for \([\text{Zn}^{2+}]\) was not possible to calculate, but the correlation between \([\text{Zn}^{2+}]\) measured in the 0.2 and 0.4 µm fractions appeared in good agreement (90% were within 0.5 orders of magnitude, 100% were within one order of magnitude, Figure 3.25), as expected. Statistically, no significant differences existed between measurements made in each filter fraction using the same competition strength \((P = 0.05)\), and no significant bias in \([\text{Zn}^{2+}]\) was apparent between the two filter pore sizes (Figure 3.25), although the agreement in the values for \([\text{Zn}^{2+}]\) determined in the two filter fractions improved with increasing competition strength \((r^2\) values for 250, 40 and 4 µM APDC were 0.91, 0.55 and 0.30 respectively). Significant differences \((P = 0.05)\) were observed in \([\text{Zn}^{2+}]\) calculated using the competitive ligand strengths 4 and 40 µM APDC, and 4 and 250 µM APDC, but not in those calculated using 40 and 250 µM APDC. As observed with \([\text{Cu}^{2+}]\) (section 3.5.7), the agreement between calculated \([\text{Zn}^{2+}]\) improves the closer to unity \( \log \alpha_{ZnL_x} \) and \( \log \alpha_{ZnAPDC} \) are (Figure 3.26), suggesting the overlap in the range of ligands detected is at a maximum, and therefore the calculated \([\text{Zn}^{2+}]\) will be of a similar value. A weaker competition strength appears to yield higher values for \([\text{Zn}^{2+}]\) than the stronger (Figure
3.26), reflecting the relatively weak binding under investigation (section 3.5.7). However, if the values for log $\alpha_{ZnL_x}$ are greater than the boundaries of the detection window, as shown by the weaker artificial ligand strengths plotted previously (Figure 3.24), an overestimate of the value for log $\alpha_{ZnL_x}$ results in a lower calculated [Zn$^{2+}$] than would otherwise be derived if the boundaries of the detection window were not exceeded. Such an observation may mean that insufficient equilibration times for titrations using lower artificial competition strengths may result in a lower value for [Zn$_{lab}$], and underestimate of the true [Zn$^{2+}$].

Figure 3.25 Comparison of [Zn$^{2+}$] determined in the 0.2 and 0.4 $\mu$m filter fractions using each competitive ligand strength for the Tamar transects. The black dashed line indicates the 1:1 line.
Concentrations of Zn\(^{2+}\) (determined using all three competing ligand strengths) in the Tamar studies ranged from 0.3 – 109 nM (Figure 3.27), with the highest concentrations occurring during the April survey, and the lowest in July (2013). The fresh and sea water endmembers contained the lowest [Zn\(^{2+}\)] values, with concentrations spiking mid estuary during all the transects. This is comparable to [Zn\(^{2+}\)] determined by other authors [92, 95].
In general, the percentage of free (and labile) Zn as a fraction of the \([\text{TDZn}]\) (%Zn\(^{2+}\) and %Zn\(_{\text{lab}}\), respectively), increased with decreasing ligand concentrations (see Figure 3.23 A and B), but also with increasing salinity. The effect of salinity may play a role in introducing greater competition from other cations (e.g. calcium, magnesium) for metal binding, increasing the potential for more metal to be less strongly complexed. Electrostatic “screening” [304] at higher ionic strengths also reduces the electrostatic field of the (negatively charged) ligand (e.g. fulvic acid) as a result of the build-up of an electrical double layer at its surface. This can retard the complexation of metals inside the ligand through slowing metal diffusion, because there is a reduction in the attractive force of the negatively charged particle. This, combined with a generally steady reduction in Zn complexing ligands causes an increased proportion of Zn to exist as free or more weakly (inorganically) complexed.

In terms of toxicity, \([\text{Zn}^{2+}]\) determined in the estuary during this study are potentially harmful to sensitive aquatic organisms such as the marine phytoplankton *Synechococcus* sp. and *Thalassiosira weissflogii*. the growth rate of the former having been observed to decline at concentrations of \([\text{Zn}^{2+}] > 0.4 \text{ nM}\), and the latter at \([\text{Zn}^{2+}] > 3.2 \text{ nM}\) [305].
3.6 Conclusions

Several transects of the Tamar estuary were made for the analysis of Cu and Zn speciation, and the influence of dissolved organic ligands over the course of a calendar year. It was not possible to attribute observed trends in metal speciation to seasonality due to speciation variation between transects made at the same time during different years. This is unsurprising as the complexity of the estuarine environment means observations are the result of a combination of many factors which are subject to constant change, so that the relationship between metal complexation and a single parameter is not possible to define. In cases where rainfall has been abnormally high (e.g. February 2014 survey), the expected trends and concentrations of constituents (e.g. DOC) can change dramatically, and so physico-chemical parameters such as mixing and turbidity are likely the more important controls on speciation rather than time of year.

Ligand abundance and excess, type, and binding strength appears to be important factors in controlling the proportion of complexed metal, with a possible augmentation of the increase in free Zn observed with increasing ionic strength through electrostatic interactions. Filter size fraction differences reveal that, in many cases, a major portion of the dissolved metal is associated with the 0.2 ≥ 0.4 μm fraction, indicating the importance of the larger molecule ligands in controlling the potential bioavailability of metal.

If the EQSs aim to be protective of sensitive species whilst not being overly conservative, standardising allowable concentrations as the labile metal fraction would be a better way to ensure vulnerable species are protected against concentrations of potentially more bioavailable metal. However, the difficulty lies in defining what is in fact 'labile', as lability (and the concentration of free metal) will change according to analytical conditions (e.g. the detection window employed) and thus the complexation affinities of the ligands under investigation. In an ideal situation, the most relevant parameter in defining concentrations of metal pollutants, the free metal ion, would be used as standard in setting metal EQS. Until recently, a straightforward method for directly measuring the free metal ion concentration at environmentally relevant concentrations in fresh and saline waters has not been available. Therefore modelling using chemical equilibrium speciation programmes are currently used to predict metal speciation (see Chapter 6). However, developments in a relatively new technique, AGNES, has shown promise for such determinations for \([\text{Zn}^{2+}]\), which is described and applied to the Tamar samples in the following chapter.

Overall estuarine dissolved Cu concentrations were less than the new DOC based EQS for Cu; however the relevance of DOC as an accurate surrogate for Cu speciation (and
hence toxicity) in estuarine waters is questionable when comparing the complexation capacity with observed DOC concentrations. Provided the DOC is dominated by a single source of strong ligands (e.g. river humic acids) then a correlation is more likely to be observed. However, in many cases there are other ligand sources derived from sewage effluent and/or in situ production from biological exudates which result in no discernible correlations being observed. The reality is that many estuaries contain a continuum of ligands whose strengths vary from very weak to very strong, at variable concentrations and which also exhibit temporal variability.

This leads to questions regarding the efficacy of utilising DOC as a correction for Cu toxicity in such waters. The data for total, labile and free Cu ion concentrations are broadly in line with previously reported levels and generally are lower at the seawater end member compared with elevated river inputs from a legacy of mining in the case of the Tamar. However, there is little evidence of any strong correlations between Cu species and DOC within the salinity gradient of the estuary, likely to be a result of a number of factors including ligand source and strength, resuspension and particulate sorption chemistry, chemical precipitation reactions and colloidal interactions.

Finally, to develop BLMs for estuarine waters it is necessary to be able to accurately predict free metal ion concentrations, as this is the predominantly bioavailable and therefore considered the most toxic fraction. The Tamar data presented here (with particular emphasis on the estuarine Zn speciation data, which is relatively scarce in comparison to Cu speciation data) provides metal-ligand complexing strengths and ligand concentrations detected at various competitive ligand strengths. These may be input into computer models to test their predictive ability for free ion concentrations (see Chapter 6).

4.1 INTRODUCTION

Trace elements such as Zn are essential for the healthy growth and development of all organisms [306]. They are required as cofactors for many proteins and key enzymes involved in metabolic pathways [307] and as components of other proteins involved in biological reactions. Specifically, zinc is an important component in DNA binding [308] and a stabiliser for some proteins [309]. Uptake in excess of required concentrations however, can result in toxic effects due to interruption of the function of certain proteins [310]. The free metal ion is recognised as the most readily bioavailable species and therefore is of greatest concern with respect to permeation through biological membranes and subsequent toxicity [7].

The new (2013) UK Environmental Quality Standard (EQS) for Zn in saltwater is 121 nM (7.9 μg L$^{-1}$) dissolved, which includes a natural background concentration of 17 nM (1.1 μg L$^{-1}$) and is significantly lower than the previous EQS of 612 nM (40 μg L$^{-1}$). Unlike the Zn EQS for freshwater, the saltwater EQS refers to total dissolved Zn and does not take account of the bioavailability of different Zn species [311]. Recently, Stockdale et al. [241] highlighted the relative lack of data published on [Zn$^{2+}$] in saline waters compared with other metals such as Cu. Copper in estuarine waters is strongly complexed by humic and fulvic acids (> 90 %) and reported [Cu$^{2+}$] are frequently of the order $10^{-13}$ – $10^{-11}$ M [209, 312, 313], but can be as low as $10^{-15}$ M [209]. In contrast, reported [Zn$^{2+}$] are typically of the order $10^{-9}$ M [36, 93, 165, 314], with 24 – 98 % organically complexed, suggesting a weaker affinity for binding by organic ligands [105], at least under some estuarine conditions. Only four studies report [Zn$^{2+}$] in estuarine waters over a wide salinity range (Table 4.1). This lack of data is due, in part, to the analytical challenges associated with determining ultra-trace [Zn$^{2+}$] concentrations (pM - nM) in complex
environmental matrices. Free Zn\textsuperscript{2+} concentrations are therefore more often predicted than measured. Various codes (e.g. the Windermere Humic Aqueous Model (WHAM) \[53\] and Visual MINTEQ (VM \[52\] and see Chapter 6) have been developed to predict free metal ion concentrations ([M\textsuperscript{n+}]) in freshwaters based on total dissolved concentrations and ambient water quality parameters (e.g. pH, hardness, dissolved organic carbon, etc.). The calculated [M\textsuperscript{n+}] have been combined with ecotoxicological data to generate site specific freshwater quality standards for metals such as Cu, Ni and Zn, using the Biotic Ligand Model \[48, 315\]. However, the lack of data on Zn speciation in estuaries has constrained the derivation of a robust Zn EQS for estuarine waters.

Table 4.1 Free zinc ion concentrations in estuarine waters reported in the literature. DPASV: differential pulse anodic stripping voltammetry, CLE-AdCSV: competitive ligand exchange adsorptive cathodic stripping voltammetry.

<table>
<thead>
<tr>
<th>Location</th>
<th>Salinity range</th>
<th>[Zn\textsuperscript{2+}] range (nM)</th>
<th>Analytical Technique</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Narragansett Bay, Rhode Island, USA</td>
<td>24 – 30</td>
<td>0.3 – 13</td>
<td>DPASV</td>
<td>[93]</td>
</tr>
<tr>
<td>Cape Fear Estuary, North Carolina, USA</td>
<td>7 – 32</td>
<td>0.13 – 16</td>
<td>CLE-AdCSV</td>
<td>[36]</td>
</tr>
<tr>
<td>Scheldt Estuary, SW Netherlands</td>
<td>9 – 27</td>
<td>2 – 16</td>
<td>CLE-AdCSV</td>
<td>[92]</td>
</tr>
<tr>
<td>Gulf of Thailand, SE Asia</td>
<td>1.8 - 31.2</td>
<td>0.63 – 39.3</td>
<td>MnO\textsubscript{2} equilibration</td>
<td>[95]</td>
</tr>
</tbody>
</table>

Voltammetric techniques (see Chapter 2) can be used to study Zn speciation in estuarine waters, e.g. competitive ligand exchange adsorptive cathodic stripping voltammetry (CLE-AdCSV) \[215\] and anodic stripping voltammetry (ASV) \[316\]. With these techniques, [Zn\textsuperscript{2+}] is calculated from measured total and labile Zn concentrations, while ligand concentrations and conditional stability constants between Zn and (organic) ligands in the sample can be determined within operationally defined detection windows after titration of subsamples spiked with Zn \[108\]. Limitations of this approach include (i)
the analysis of titration data requires assumptions about Zn-ligand complexation characteristics (e.g., 1:1 binding [317]), (ii) sample preparation requires lengthy equilibration (> 15 h) and (iii) a single titration requires at least 150 mL of sample. Consequently, replicate titrations are limited and precision data are rarely reported.

Absence of Gradients and Nernstian Equilibrium Stripping (AGNES) is an electrochemical stripping technique designed for the direct determination of $[\text{Zn}^{2+}]$ in solution [161]. The analytical procedure consists of two stages, (i) application of a suitable potential to preconcentrate the determinand within the working electrode (a mercury drop or thin layer) by a known factor (the “gain” $Y$) for a deposition time long enough to achieve equilibrium of the metal species within the bulk solution, within the working electrode, and between them [162], and (ii) electrochemical stripping of the Zn$^\text{II}$ from the electrode, where the response function (current or charge) of AGNES is proportional to $[\text{Zn}^{2+}]$ in the solution [163, 164].

With a hanging mercury drop electrode (HMDE), the technique has been used to determine $[\text{Zn}^{2+}]$ in seawater [165], extracts of dissolved organic matter from treated wastewater [167], freshwater [318], soil extracts [169], nanoparticle dispersions [170, 171], and wine [172]. Results obtained using AGNES have been compared with data from the Donnan membrane technique [169], resin titrations [166], ion-selective electrodes [161, 319], and scanned stripping chronopotentiometry [320, 321]. There are no reported data, however, for estuarine waters with widely varying ionic strength, which is critical for setting suitable EQSs and subsequent compliance monitoring.

### 4.2 AIMS AND OBJECTIVES

The overall aim of this work was to demonstrate the suitability of the AGNES technique for determining $[\text{Zn}^{2+}]$ in estuarine waters by:

i) Optimising AGNES for estuarine samples (salinities 0.1 – 31.9)

ii) Determining the analytical figures of merit for the optimised method

iii) Comparing the performance characteristics of AGNES with CLE-AdCSV in samples collected in three different seasons from the temperate, macro-tidal Tamar Estuary (SW England).
4.3 Theory

AGNES shares similarities with anodic stripping voltammetry (ASV). It is conducted using the same equipment (see Chapter 2) and consists of two stages:

- Analyte deposition at a working electrode which is held at a potential slightly more negative than the standard potential of the analyte.
- A stripping stage aimed at quantification. There are a number of variants, most of which measure the charge. In the variant AGNES-I, the current, occurring with a potential jump in the anodic direction (positive), is measured. During the potential step, the current response function is recorded, whereby the current intensity, \( I \), is proportional to the analyte in solution.

However, the deposition stage of AGNES is different, in that its duration and potential is carefully selected, so as to achieve Nernstian equilibrium and absence of gradients in the concentration profiles by the end of the deposition stage. During this first stage, there are fundamental differences between the two techniques in the status of metal concentrations in the solution and the working electrode. These differences explain how AGNES is able to directly measure free metal ion concentrations, whereas ASV measures a certain labile fraction in solution. In order to illustrate this, it is necessary to review relevant electrode - solution processes occurring during voltammetric measurements.

4.3.1 Electrode Processes

In a solution in an undisturbed electrochemical cell containing metal (\( M^{n+} \)) and ligands (L), the association and dissociation of the metal-ligand complexes (ML) compensate each other, so that the bulk solution is in thermodynamic equilibrium. Figure 4.1 shows an example solution during the deposition stage of a typical voltammetric experiment. Under forced convection (stirring), a solution undergoes turbulent flow which aids the flux of metal to the working electrode (WE) surface [195]. Closer to the WE, the flow pattern becomes laminar, until it ceases completely. One can consider an equivalent system with a flow-devoid region, termed the Nernst diffusion layer (of thickness \( \delta \)), where the transport of \( M^{n+}, L \) and ML to the WE surface is controlled by diffusion. The dissociation of ML at or near the WE surface might also be limiting this flux. The thickness of \( \delta \) influences the rate of diffusion of the analyte, and varies according to how strongly the
solution is stirred and the scan rate of the potential sweep (See Chapter 2). Fast scan rates result in a thinner $\delta$ and so faster diffusion, with slower scan rates having the opposite effect. Depletion of ions at the WE surface when a suitable potential is applied creates a concentration gradient in the Nernst layer as the analyte undergoes oxidation or reduction. This concentration profile for the diffusion pathway, in reality, curves toward the electrode surface (Figure 4.1).

The concentration gradient at the WE surface is controlled by electrode potential [322], and increases with increasing magnitude of the WE potential (in the case of an ASV reduction, the gradient increases the more negative the WE becomes). This gradient is also the limiting factor in current response, and is related to the difference in the analyte concentration at the WE surface ($C^s$) and the bulk solution ($C^*$), and the thickness of $\delta$ (equations Error! Reference source not found. and Error! Reference source not found.). When the WE potential reaches a value where molecules of analyte are reduced or oxidised at the electrode as quickly as they diffuse to the surface, the charge transfer
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rate (the transfer of electrons) may be extremely fast and the concentration of analyte at
the electrode surface \((C^*)\) is effectively 0 (see Figure 4.1) [322]. Whenever the electron
transfer process is fully reversible [323] it is known as Nernstian behaviour [324]. Fick’s
first law of diffusion expresses the diffusive flux of ions to the electrode surface at any
point in time:

\[
J = -D \frac{\partial c}{\partial x} \tag{4.1}
\]

Where \(J\) is the flux/mol cm\(^{-2}\)s\(^{-1}\), \(\partial c\) is the change in concentration, \(\partial x\) is the distance from
the electrode surface and \(D\) is the (temperature dependent) diffusion co-efficient in cm\(^2\)
s\(^{-1}\), which quantifies how fast a molecule diffuses. In general, the bigger the molecule the
smaller the diffusion coefficient. The negative sign in front of \(D\) indicates movement down
the concentrate gradient [195] but is sometimes omitted.

Fick’s law is used to relate the value of the current \((I)\) at any time to the number of
electrons transferred during the reaction, the electrode area, the concentration of analyte
in the bulk solution, and the distance from the electrode:

\[
I = nFAD \frac{\partial c}{\partial x} \tag{4.2}
\]

Where \(n\) is the number of electrons transferred in the reaction, \(F\) is the Faraday constant
(the charge on one mole of electrons = 96487 Coulombs), and \(A\) is electrode area.

If the system reaches steady state, equation 4.2 may be rewritten with respect to
centrations of analyte in the bulk solution and at the electrode surface. As mentioned
above, the current is limited by the analyte gradient in the diffusion layer, so current is
termed \(I_l\):

\[
I_l = nFAD \frac{[C^*-C^s]}{\delta} \tag{4.3}
\]

As established above, when charge transfer rates are fast, \(C^s = 0\), so equation 4.3
becomes:

\[
I_l = \frac{nFADC^*}{\delta} \tag{4.4}
\]
The flow of current through the working electrode is dependent on the kinetics of the overall electrode process, and the current intensity measured depends on the rate of the slowest individual step involved in the process [322]. The charge transfer rate can be governed by potential, and if the working electrode potential is such that charge transfer happens rapidly \((C_s = 0)\), diffusion of the analyte across \(\delta\) is the slow step which is controlling the flow of current [322]. Under these conditions, the system is said to be under diffusion limited conditions.

Electrode reactions are half-reactions, each being associated with a standard electrode potential, \(E^0\), which is measured relative to the normal hydrogen electrode with all species at unit activity \((a_i = 1)\). Where conditions deviate from normal (i.e. the solution medium affects the activities of oxidised and reduced species) the standard formal potential, \(E^{0r}\) is used. The Nernst equation may be applied to half reactions at equilibrium through relating the potential, \(E\), to \(E^{0r}\) [323]:

\[
E = E^{0r} - \frac{RT}{nF} \sum v_i \ln c_i
\]  

(4.5)

Where \(v_i\) are stoichiometric numbers, positive for products (reduced species) and negative for reagents (oxidised species), and \(c_i\) are species concentrations.

If electroactive species are charged, they can be affected by the electrical potential gradient (which might counter balance the chemical diffusion described by Fick’s law). Therefore, the position of the electrochemical equilibria is controlled by balance between chemical energies (potentials) and electrical energies as electrons are transferred between the solution and the electrode. The Nernst equation relates both chemical and electrical potentials to the concentrations of reactants and products either side of the electrode when species activities are in equilibrium [323]. Nernst applies with constant temperature and pressure:

\[
\Phi_m - \Phi_s = \frac{\Delta \mu^0}{F} + \frac{RT}{F} \ln \left( \frac{[\text{reactants}]}{[\text{products}]} \right)
\]  

(4.6)

Where \(\Phi_m\) and \(\Phi_s\) are the electrical potentials of the WE and the solution, respectively, \(\Delta \mu^0\) is the difference in chemical potential between reactants and products, \(R\) is the gas constant \((8.31447 \text{ J K}^{-1} \text{ mol}^{-1})\), and \(T\) is the temperature (in K).
4.3.2 Electrode-solution status during deposition

During deposition using ASV, a fraction of the labile (i.e. free or weakly complexed) metal ion eventually forms an amalgam with the working electrode. Deposition occurs during a fixed deposition time, during which diffusion of the labile metal fraction is taking place under diffusion limited conditions. The flux of metal across the electrode surface depends on the free metal concentration, as well as labile complexes which dissociate while diffusing towards the electrode in the Nernst diffusion layer (Figure 4.2). At this point, concentration gradients exist both inside the mercury drop, and at the electrode surface. The existence of these concentration gradients allows the contribution of labile complexes to the response signal in an ASV measurement. The flux of the metal to the electrode will depend on the solution composition, and the deposition time required for ASV only need be long enough to produce a stripping current signal above the limit of quantification.

Figure 4.2 Diffusion of labile metal-ligand (ML) complexes toward the electrode during deposition using anodic stripping voltammetry. Concentration gradients form within the Nernst diffusion layer (δ), driving complex dissociation which contributes to the analytical signal.
With AGNES however, the deposition time, during which a reducing potential is applied, needs to be sufficient to reach a status of no concentration gradients, either inside the electrode, or in the bulk solution. The result is an increase in analyte concentration inside the drop by a known factor (called the gain, $Y$) relative to the concentration in the bulk solution (Figure 4.2). The gain is a pre concentration factor - the relationship between the concentrations of analyte at either side of the electrode surface - and is related to the WE potential (see section 4.3.5.1). $Y$ is computed by means of the Nernst equation:

$$Y = \frac{[M^0]}{[M^{n+}]} = \exp\left[\frac{2F}{RT} \left( E_1 - E_0' \right) \right]$$

(4.7)

Where $M^0$ is $M^{n+}$ in its reduced form inside the mercury electrode, $M^{n+}$ represents free metal in the bulk solution (and at the electrode surface), $E_1$ is the potential of the working electrode during deposition, and $E_0'$ is the standard formal potential which holds information on the activity coefficient of the metal analyte.

The time taken to reach equilibrium using AGNES will depend on the gain applied. The higher the gain, the higher the concentration accumulated inside the drop, and so the longer the time required for an absence of concentration gradients to be achieved. For this reason, AGNES is always implemented using the smallest possible mercury drop size (on the equipment used in this study, the radius of the smallest drop is equal to 0.141 mm ± 1%). In order to reduce the thickness of $\delta$, the advection in the cell can be maximised through application of a high stirring speed. Quantification is made by switching the potential of the WE to a sufficiently less negative potential, reoxidating the Zn$^0$ inside the amalgam and stripping it from the WE under diffusion limited conditions. The measured current intensity, $I_{\text{faradaic}}$, at a certain time $t_2$ (section 4.3.3) is directly proportional to the free metal ion concentration in the solution through the proportionality factor, $h$:

$$h \equiv \frac{I_{\text{faradaic}}}{[M^{n+}]}$$

(4.8)

Where $I_{\text{faradaic}}$ is the faradaic current produced solely by the oxidation of the metal under investigation. Quantification of the analyte is described in more detail in later sections.
Figure 4.3 The status of the concentration gradients in the electrode, diffusion layer, and stirred solution at the end of deposition using AGNES. The concentration profiles for metal (M\textsuperscript{n+}) at the electrode and in the bulk solution are flat, indicating achievement of equilibrium. \( Y \) represents the factor by which the concentration of M\textsuperscript{n+} in the solution has been raised in the working electrode.

4.3.3 AGNES POTENTIAL PROGRAMMES

4.3.3.1 ONE-PULSE POTENTIAL PROGRAMME

The AGNES 1P (single potential) programme is the simplest application of AGNES, whereby the deposition stage consists of one period of deposition for a set time \( t_1 \) at the appropriate potential \( E_1 \) while the solution is stirred during \( t_1 - t_w \), followed by a quiescence period \( t_w \). The potential is then anodically switched and the current or charge is measured at \( t_2 \) (Error! Reference source not found.).

The AGNES experiment consists of several steps:

1) The potential at the working electrode \( E_1 \) is applied and held constant, so that the analyte in solution is reduced and forms an amalgam with the mercury drop.

2) The concentration of the analyte within the mercury drop steadily increases with increasing time, as dictated by the presence of concentration gradients (Figure 4.5). For
instance, with a gain of $Y = 2$, equilibrium is achieved when the concentration of Zn within the drop is a factor of 2 greater than that in the bulk solution. A plot of $I$ vs. $t_1$ (Figure 4.5c) shows a decreasing current intensity with time, until the flux of metal to the electrode ceases and current intensity remains constant.

3) A period of quiescence ($t_w$, Figure 4.4) follows in order to reduce noise from stirring and to allow the mercury amalgam to stabilise.

4) A potential ($E_2$, more positive than $E_1$) corresponding to $Y = 10^{-8}$ is applied for time $t_2$ (typically 50 s). This re-oxidises the analyte and strips it back into solution under diffusion limited conditions. The gradients present during this stage are illustrated in Figure 4.6. The oxidation current or charge ($I$ or $Q$) is measured every 0.05 s for 50 s, and its value recorded after 0.2 s (Figure 4.6b) gives the optimum signal:noise ratio [161]. The residual current ($I_\infty$) remains due to the presence of a small quantity of oxygen [161, 173], despite purging with N$_2$ prior to analysis. This contribution of $I_\infty$ to the desired current, $I_{\text{faradaic}}$, is eliminated by subtracting the average of $I$ measured at points 49.55 to 50.00 s (Figure 4.6c).

Except for very well-known synthetic systems, it is not possible to know the deposition time a priori. However, as a general rule of thumb for a 1P AGNES experiment with a HMDE, the deposition time in seconds (with stirring during $t_1 - t_w$, Figure 4.4) can be set to 7$Y$.

When the 1P programme is used for solutions with low total metal concentrations, such as relatively pristine environmental waters, the time $t_1$ required can be prohibitively long. For such cases, the required equilibration time has been reduced with the 2P (two potential steps) AGNES programme [173].
Figure 4.4 A schematic of the 1 pulse potential programme applied for an AGNES experiment. Adapted from [165].

Figure 4.5 a) Conceptual illustration of the concentration profiles close to the electrode surface and within the mercury drop and solution with increasing deposition time $t_1$ (represented by the different coloured lines). The radial coordinate is denoted $r$. b) Schematic representation of the potential programme applied over time during deposition. The coloured dots correspond to the coloured concentration profiles in (a). c) The resulting output of (b) as a plot of current intensity vs. time. The horizontal red line highlights the plateauing of the current as equilibrium is achieved.
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Figure 4.6 a) The concentration profiles (orange lines) developed within the mercury drop and solution during the stripping stage of AGNES. b) Schematic of potential over time during the deposition ($E_1$) and stripping stage ($E_2$). $E_2$ is held constant for time $t_2$ and a current measurement is recorded after 0.2 s (orange dot). c) Example of the stripping current plotted against time once $I_\infty$ has been subtracted from each current measurement.

4.3.3.2 TWO-PULSE POTENTIAL PROGRAMME

The two-potential-steps programme ("2P") shortens analysis time by splitting the deposition period into two sub-stages, in which two different concentration gains are applied (Figure 4.7). The first deposition period ($t_{1,a}$) occurs at a potential step corresponding to a very large gain (termed $Y_{1,a}$). The potential $E_{1,a}$, corresponding to a practically unachievable gain (for example $Y_{1,a} = 10^6$), is applied to speed up the reduction and amalgamation of the analyte, so that a high proportion of the number of moles of reduced analyte required to reach an absence of gradients enter the electrode. During a second deposition period ($t_{1,b}$), the potential is stepped to $E_{1,b}$ to implement the desired concentration gain $Y_{1,b} = Y$. At the end of $t_{1,b}$, equilibrium is achieved in the mercury drop and solution, indicated by a horizontal concentration profile (Figure 4.5a).

If, in the application of a 2P programme, more than the desired concentration of analyte enters the mercury drop during $t_{1,a}$, the current at the beginning of $t_{1,b}$ results in an overshoot (see Figure 12 in [173]) of the desired constant current. Overshoot represents
an excess over the desired concentration (prescribed by the actual gain), and consequently, analyte exits the mercury drop during $t_{1,b}$ as dictated by the present concentration gradient.

Figure 4.7 Schematic of the two-potential-steps programme applied for an AGNES experiment. Adapted from [165].

The rule of thumb for AGNES experiments with a 2P programme and HMDE to apply during deposition are $t_{1,a} = 0.7 \times Y$ and $t_{1,b} = 3 \times t_{1,a}$ [173]. This offers the operator a rough guide in optimisation of sample analysis.

4.3.4 THE SHIFTED BLANK

The contribution of the non-faradaic current as a consequence of small amount of dissolved oxygen present in solution has been discussed previously. The capacitative contribution to the signal, $I_{\text{capacitative}}$, is current produced by the (dis-) charge of the electrode surface when the potential is varied. In the Nernst diffusion layer a thin layer of ions counterbalancing the charge of the working electrode are electrostatically
retained. Accumulation (or removal) of electrical charges here generates a small amount of current that is not the desired result of charge transfer during oxidation of the analyte. The $I_{\text{capacitive}}$ is subtracted from the overall $I$ measured by analysis of a blank, which may be achieved in three different ways:

- Analysis of a synthetic blank. This is a synthetic solution composed of a similar matrix as the sample but without the analyte, for example a KNO$_3$ solution made up at the same ionic strength. AGNES is performed on the blank using the same potentials as on the sample.
- Analysis of the sample with addition of a strong complexant (e.g. EDTA) and the same potentials as used for the sample [172].
- By performing the “shifted blank” [165]. This is performed on the sample but with a shift in the potentials used, so that an AGNES measurement is performed in a region where no current peaks are observed from analyte oxidation. The shifted blank has the advantage of being readily performed on the sample without fouling it (i.e. without having to add complexant), so that analysis of the free ion concentration may take place immediately before or afterwards, without having to change the sample. This reduces the potential for cross contamination, and decreases sample throughput time. For these reasons, the shifted blank was used in this study on all samples and calibration solutions.

To illustrate how the shifted blank works, assume a solution that requires quantification of [Zn$^{2+}$] (from here on, Zn will be used as the example analyte as it was under investigation in this study). A voltammogram from analysis of an estuarine sample (Figure 4.8) shows the current peaks produced after an ASV scan. So long as the potential region between the Zn and Cd peaks (ca. -0.6 V) is devoid of faradaic current produced by oxidation of Ga or Cd (red dashed area in Figure 4.8), the “potential jump” ($\Delta E_{sb}$) between a deposition potential pulse at $E_{1,\text{sb}}$ and the potential pulse at $E_{2,\text{sb}}$ will produce only the capacitive current ($I_{\text{capacitive}}$), which can then be subtracted from the measured sample response. In the shifted blank, it is essential that the potential jump is the same in the measurement and in the blank, because the capacitive current depends on the potential change. For example, consider the AGNES potential for deposition of Zn$^{2+}$, $E_1$, to correspond to a $Y$ of 500 ("$Y_1$") and the stripping potential, $E_2$, to correspond to a $Y$ of $10^8$ ("$Y_2$."). $E_{1,\text{sb}}$ will correspond to a negligible gain (such as 0.01, "$Y_{1,\text{sb}}$"), and the stripping potential will correspond to $Y_{1,\text{sb}} \times Y_2 / Y_1$ so that $E_2 - E_1 = E_{2,\text{sb}} - E_{1,\text{sb}}$ (Figure 4.8).
Figure 4.8 A voltammogram of a Tamar estuary sample (salinity = 17) using ASV (deposition time = 1000 s), showing current peaks and the AGNES potentials used to perform the shifted blank ($t_{1, sb} = 1000$ s). The grey dashed ($E_1$ corresponding to $Y = 5000$), and dotted ($E_2$ corresponding to $Y_2 = 10^{-8}$) vertical lines represent potentials of AGNES measurements. The red dashed ($E_{1, sb}$ for $Y_{1, sb} = 0.01$) and dotted ($E_{2, sb}$ for $Y = 0.01 \times Y_2 / Y_1$) vertical lines represent potentials used for the shifted blank in order to quantify capacitive current. The difference in the potential ("jump") from $E_1$ to $E_2$ ($\Delta E$), and $E_{1, sb}$ to $E_{2, sb}$ ($\Delta E_{sb}$) is equal.

4.3.5 PARAMETERS, PREREQUISITES, AND QUANTIFICATION

4.3.5.1 CHOICE OF GAIN AND OBTAINING THE CORRECT POTENTIALS

Before implementing AGNES, a suitable gain ($Y$), must be chosen depending upon the expected $[M^{n+}]$ and known total metal ion concentration in the bulk solution. The required potential can be calculated from the following values:

- The peak potential at which the analyte is oxidised during a differential pulse polarography (DPP) experiment, $E_{peak}$ (V)
- The pulse amplitude applied during the DPP experiment, $\Delta E$ (V)
- The gas constant, $R$ (8.31451 J K$^{-1}$ mol$^{-1}$)
- The temperature, $T$ (°C)
- The number of electrons, $n e^-$, transferred during analyte oxidation
- The Faraday constant, $F$ (96485.309 C mol$^{-1}$)
- The desired gain $Y$ (unitless)
The diffusion coefficient for the reduced, $D_{M^0}$, and oxidised, $D_M$, analyte (m$^2$.s$^{-1}$) (these are taken from literature).

The relationship between a specific potential ($E_1$) and the corresponding gain $Y$ can be derived from Nernst equation:

$$ Y = \frac{[Zn^0]}{[Zn^{2+}]} = \frac{\gamma_{Zn^{2+}}}{\gamma_{Zn^0}} \exp \left[ \frac{nF}{RT} (E_1 - E^0) \right] = \exp \left[ \frac{nF}{RT} (E_1 - E^{0'}) \right] $$  (4.9)

Where $Zn^0$ is Zn in its reduced form inside the mercury electrode, $Zn^{2+}$ represents free ionic Zn in the bulk solution (and at the electrode surface), $\gamma_i$ is the activity coefficient of species $i$ (computed with Davies equation), $E_1$ is the potential of the working electrode during deposition, $E^0$ is the standard redox potential, $E^{0'}$ is the formal standard potential, and $F$, $R$ and $T$ are the faraday and gas constants, and temperature, respectively.

$E_{peak}$ for the analyte is determined through a DPP experiment in an electrolyte solution containing a relatively high concentration (approximately $10^{-6}$ M) of the analyte. The electrolyte is present at the same ionic strength as the sample to be analysed. Table 4.2 gives an example of the DPP parameters used to obtain $E_{peak}$ for Zn.

**Table 4.2** Parameters in DPP experiment used to determine $E_{peak}$ for Zn.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial scanning potential</td>
<td>-0.85 V</td>
</tr>
<tr>
<td>Final scanning potential</td>
<td>-1.05 V</td>
</tr>
<tr>
<td>Step potential</td>
<td>0.00105 V</td>
</tr>
<tr>
<td>Amplitude</td>
<td>0.04995 V</td>
</tr>
<tr>
<td>Modulation time</td>
<td>0.05 s</td>
</tr>
<tr>
<td>Interval time</td>
<td>1 s</td>
</tr>
<tr>
<td>Drop size</td>
<td>3 (max.)</td>
</tr>
<tr>
<td>Stirrer setting</td>
<td>6 (max.)</td>
</tr>
</tbody>
</table>

During the DPP experiment, a dropping mercury electrode is used. Throughout the course of the potential sweep, a new mercury drop is dispensed every second at the working electrode. The current is measured twice with each drop dispensed; just before a potential step (to a more negative potential) is applied, and again just before the drop
falls. The difference between the two currents measured is plotted (as a peak) of current vs. potential (Figure 4.9).

\( E_{\text{peak}} \) for Zn in a DPP experiment (Figure 4.9), obtained after the highest Zn addition during calibration, can be used to compute gain \( Y \) through:

\[
Y = \sqrt{\frac{D_{Zn}}{D_{Zn}^0}} \exp \left[ -\frac{nF}{RT} \left( E_1 - E_{\text{peak}} - \frac{\Delta E}{2} \right) \right] \quad (4.10)
\]

Where \( \Delta E \) is the modulation amplitude of the experiment, and \( D_{Zn} \) and \( D_{Zn}^0 \) are the diffusion coefficients for the free Zn ion and reduced Zn (inside the amalgam), respectively.

Figure 4.9 A DPP peak obtained for zinc by application of the parameters given in Table 4.2. (KNO\(_3\) = 0.393 M, total dissolved Zn = 10.6 µM, pH = 3.45). The \( E_{\text{peak}} \) is marked by the blue arrow.

4.3.5.2 TOTAL DISSOLVED METAL

The total concentration of Zn in the sample is important when considering an appropriate gain to use for a sample. The higher the total Zn concentration in the sample, the less
time required to reach equilibrium, even if the free ion concentration is relatively low. This is because during the deposition stage of AGNES, the flux of free metal ions to the electrode is facilitated by labile complexes present in solution [173].

4.3.7 Calibration and Quantification

Instrument calibration is an important prerequisite to sample analysis using AGNES. Because no CRM exists for free metal, results from the calibration are compared to calculated values using the chemical equilibrium speciation model Visual MINTEQ version 3.1 [52] (see Chapter 6). This is feasible when the exact composition of the synthetic calibration solution is known. Ionic strength has been shown to have an effect on the $E_{\text{peak}}$ position [325], and so calibration at the same ionic strength as the sample is required. Calibration is carried out at relatively high concentrations of the analyte for two reasons:

1) The DPP experiment requires concentrations (approximately $10^{-6}$ M) for obtainment of a reproducible peak.

2) High concentrations allow lower gains to be set, reducing the deposition time required.

Because it is the current associated with the oxidation of analyte inside the drop that is of interest during the calibration, it is not necessary for the calibration solutions to be of a similar concentration range to that expected in the samples. An appropriate gain is implemented for the calibration that gives a current range comparable to those expected from the samples. The slope of the calibration plot (Figure 4.10) when $I_{\text{faradaic}}$ (or the charge, $Q$) is plotted against $Y \times [\text{Zn}^{2+}]$, corresponds to the proportionality factor eta ($\eta$, or $\eta_Q$ when charge is used).
Figure 4.10 An example calibration plot (determined using an AGNES single potential programme ([KNO\textsubscript{3}] = 0.393 M, Y = 4.44). Eta (\(\eta\)) \(= 2.439 \times 10^{-3} \text{ A M}^{-1}\) is obtained from the slope and \(I_{\text{faradaic}}\) is the current value obtained from stripping minus the shifted blank. Data points represent duplicate AGNES analyses performed on each zinc addition. This kind of representation highlights the possibility of using different gains for calibrations and sample analyses.

Eta is used in calculating \([Zn^{2+}]\) in the sample through:

\[
\eta \equiv \frac{I_{\text{faradaic}}}{Y[Zn^{2+}]}
\]  
(4.11)

Under diffusion limited conditions present during stripping, the following relationship applies:

\[
I_{\text{faradaic}} = \eta[Zn^0]
\]  
(4.12)

So, with reference to equations 4.11 and 4.12, the free zinc ion concentration in solution may therefore be calculated by:

\[
[Zn^{2+}] = \frac{I_{\text{faradaic}}}{(Y\eta)} = \frac{I_{\text{faradaic}}}{\kappa} = \frac{Q}{(Y\eta Q)}
\]  
(4.13)
4.4 EXPERIMENTAL

4.4.1 REAGENTS

Ultra-high purity (UHP) water (Elga Process Water, resistivity = 18.2 MΩ cm) was used for all applications. All bottles for Zn (low density polyethylene LDPE, Nalgene, 500 mL), and for DOC (Pyrex glass, Fisher Scientific), filtration equipment for Zn (polysulphone, Nalgene) and DOC (Glass, Millipore), and vials (glass, VWR) were cleaned in dilute HCl (10% HCl, Fisher Scientific) and rinsed with UHP water. Filter membranes used for Zn determination (0.2 and 0.4 µm Whatman, Nuclepore polycarbonate track-etched) were soaked overnight in dilute (25 %) HCl and oven heated to 60 °C [231], before copious rinsing with UHP water. Because the 0.4 µm polycarbonate filters cannot be ashed, the accepted method for DOC determination was used, employing glass fibre membranes [87] (GF/F, 0.7 µm, Whatman, Fisher Scientific). Glass vials, filter equipment and membranes were ashed for 6 h at 550 °C prior to use.

Aqueous calibration standards containing 1 µM, 15.3 µM and 1.53 mM Zn were prepared by dilution of Zn nitrate element reference solution (15.3 mM PrimAg, ROMIL) with UHP water and acidified to pH 2 (HCl, ROMIL). Synthetic calibration solutions of appropriate ionic strength were made up using potassium nitrate (TraceSelect, Sigma Aldrich) and UHP water.

4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES, high purity, VWR) buffer (1 M) was prepared from solids in UHP water and adjusted with ammonium hydroxide solution (SpA, ROMIL) to hold samples at pH 7.8. Ammonium pyrrolidine dithiocarbamate (APDC, Fisher Scientific) stock solution (0.1 M) was prepared from solids in UHP water. This concentration was used for the “two point method” (TPM, section 4.4.3.2) using 250 µM APDC. APDC stock was diluted (to 0.01 M) for titrations with 40 µM APDC. Hydrogen peroxide (Suprapur, Merck) was added to samples during UV irradiation prior to analysis of total dissolved Zn (TDZn).

4.4.2 SAMPLE COLLECTION, PRE-TREATMENT AND STORAGE

Thirteen samples were analysed, which were collected during three surveys (spring and summer 2014 and winter 2015) across a full range of estuarine salinities, from the fresh water end member of the Tamar River to the mouth of its estuary in the English Channel (SW England). A map of sampling sites is given in Figure 4.11. Samples were collected
and treated as described in Chapter 3. Those required for \([\text{Zn}^{2+}]\) determination by AGNES were stored in the freezer at \(-18^\circ\text{C}\).

In situ pH was measured using a calibrated pH meter (model H19025, Hanna Instruments Ltd., UK) and salinity was determined in un-filtered samples using a calibrated salinometer (Orion model 105).
Figure 4.11 Sampling sites on the Tamar Estuary. SW: seawater end member, IS: Intermediate salinity sample, FW: fresh water endmember. Numbers refer to distance (km) from the tidal extent of the estuary, Gunnislake Weir.
4.4.3 INSTRUMENTATION AND PROCEDURES

Samples were analysed within 48 h of being slowly thawed at 4°C, and preparation was undertaken in a class 100 laminar flow unit. Although not strictly required, for the sake of matrix matching, the HEPES buffer used for CLE-AdCSV (see Chapter 3) was also added to the samples for the AGNES procedure. Clean borosilicate glass voltammetric cells were used for calibration and sample analysis.

4.4.3.1 AGNES

A HMDE set at drop size 1 (radius $1.41 \times 10^{-4}$ m ± 10 %, Metrohm) was used on a VA 663 stand (Metrohm), which was connected to a µAutolab voltammeter (EcoChemie) via an interface (IME, EcoChemie). The Ag/AgCl reference electrode (Metrohm) was filled with electrolyte solution (3 M KCl) containing AgCl (Thermo Orion, cat. code 900011) and the electrolyte bridge contained 0.1 M KNO$_3$ (Trace Select, Sigma Aldrich). The software used for peak analysis was GPES version 4.9.

4.4.3.1.1 CALIBRATION AT DIFFERENT IONIC STRENGTHS

The ionic strength ($\mu$) of individual estuarine samples during analysis was calculated using an ion pairing model [326] (see Chapter 2) with metal complexation constants from Turner et al. [230] combined with inputs of salinity and pH. CO$_2$ was omitted as it was removed during sample purge with ultrapure N$_2$ prior to analysis. Five synthetic calibration solutions (A – E, Table 4.3) of KNO$_3$ were prepared to represent the mean ionic strengths of groups of samples of similar salinities. Calibration was carried out in each of the KNO$_3$ solutions and in a separate cell to that of the samples to minimise the risk of cross contamination. Calibration can be performed at high concentrations with a low gain (and short deposition periods) to save time [161]. This is possible because of the proportionality between the applied gain and the faradaic current obtained during stripping (equations 4.12 and 4.13). The analytical responses in the calibration were sought to fall in the range of current (or charge) responses expected for the samples, because they corresponded to similar values of the product $\gamma \times [\text{Zn}^{2+}]$ (i.e. this product is just $[\text{Zn}^0]$ according to the Nernst equation used in AGNES) (Figure 4.10).
Table 4.3 Synthetic calibration solutions for AGNES, matching ionic strength of estuarine samples (July & April 2014, February 2015). IS: intermediate salinity, SW: sea water end member, FW fresh water end member, numbers refer to distance (in km) from Gunnislake Weir, a 0.2 µm filter fraction, b0.4 µm filter fraction, µ: the ionic strength of the solution, η and ηQ: eta and eta-Q, the proportionality factor obtained from an AGNES calibration plot using current or charge as the response function, respectively, AM⁻¹: amps per molar, Y calibration: gain used for analysis of calibration solutions. For salinities < 0.5, the charge Q was used (highlighted in bold) to compute [Zn²⁺].

<table>
<thead>
<tr>
<th>Solution</th>
<th>Salinity</th>
<th>µ KNO₃ (mol L⁻¹)</th>
<th>Samples calibrated</th>
<th>Y calibration or ηQ (C M⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>&lt; 0.5</td>
<td>0.007</td>
<td>FW-1.1ᵃ, FW-1.1ᵇ (summer &amp; winter), IS4.8ᵇ</td>
<td>4.03 0.0018</td>
</tr>
<tr>
<td>B</td>
<td>3 – 10</td>
<td>0.195</td>
<td>IS13.3ᵇ, IS14ᵇ, IS19.5ᵇ</td>
<td>4.93 0.0022</td>
</tr>
<tr>
<td>C</td>
<td>10 – 20</td>
<td>0.291</td>
<td>IS24ᵇ, IS19.5ᵇ</td>
<td>5.27 0.0022</td>
</tr>
<tr>
<td>D</td>
<td>20 – 30</td>
<td>0.393</td>
<td>IS25ᵇ, SW32ᵇ (winter)</td>
<td>4.44 0.0024</td>
</tr>
<tr>
<td>E</td>
<td>&gt; 30</td>
<td>0.688</td>
<td>SW32ᵃ,SW32ᵇ (spring)</td>
<td>5.11 0.0028</td>
</tr>
</tbody>
</table>

In this study, calibration was undertaken with an AGNES 1P programme where Y = 5 during deposition (t₁ = 50 s). During stripping (calibration, blanks and all samples) a potential (E₂) corresponding to Y = 10⁻⁸ was applied for a fixed time (t₂ = 50 s). The current was measured every 0.05 s during stripping and the analytical response for current was taken after 0.2 s (this time gave the maximum signal:noise ratio [161]). The current (or charge) values at the tail of the stripping curve were used to correct for residual dissolved oxygen (see below). At each ionic strength, four standard additions were made in each AGNES calibration.

During calibration, the peak potential for Zn (Eₚₑ𝐚ᵏ) at different ionic strengths was determined with a differential pulse polarography (DPP) experiment (modulation time 0.05 s, interval time 1 s, initial potential -0.82 V, final potential -1.02 V, step potential 1.05 mV, modulation amplitude 49.95 mV) [161]. The Eₚₑ𝐚ᵏ was used to calculate the deposition potential, E₁ (section 4.3.5.1). Because Eₚₑ𝐚ᵏ changes with ionic strength, due to the differences in the metal activity coefficient γₐ [325], potentials were determined based on an average ionic strength from grouped samples with a further fine-tuning correction (Table 4.3). The actual Y value applied to a sample of a given grouping of ionic strengths was calculated from the associated calibration using equation 4.14.
\[ Y = \frac{y_{2+}^{\text{calib}} \sqrt{D_{2+}}}{y_{2+}^{\text{calib}}} \exp \left( \frac{E_1 - E_{\text{peak}}^{\text{calib}} - \frac{\Delta E}{2}}{R T} \right) \]  

(4.14)

Where \( E_{\text{peak}}^{\text{calib}} \) is the peak potential obtained from a DPP experiment in the corresponding calibration solution (one of A - E), \( D_{2+} \) and \( D_{2+}^0 \) are the diffusion coefficients for oxidized and reduced Zn respectively, and \( \Delta E \) is the modulation amplitude of the DPP experiment (in V).

For samples with ionic strengths < 0.1 M, the charge was used instead of the current to quantify \([Zn^{2+}]\) to avoid any anomalous stripping behaviour affecting low ionic strength media [325].

The slope of calibration plots of the faradaic current \( (I_f) \) (or the charge, \( Q \)) vs. \( Y_{\text{calibration}} \times [Zn^{2+}] \) (see Figure 4.10) corresponds to the proportionality factor \( \eta \) (or \( \eta_Q \) when charge is used). This was used to calculate \([Zn^{2+}]\) (equation 4.13).

The range of \( \eta \) values obtained in this work compares well with the values obtained by other workers using AGNES calibrated at \( \mu \leq 0.1 \) M \((2.1 \times 10^{-3} \text{ amps per molar (A M}^{-1}) [168], 2.4 \times 10^{-3} \text{ A M}^{-1} [327])\), at \( \mu = 0.5 \) M \((2.08 \times 10^{-3} \text{ A M}^{-1} [165])\) and \( \mu = 0.7 \) M \((3.06 \times 10^{-3} \text{ A M}^{-1} [165])\).

The expected \([Zn^{2+}]\) in the calibrations were calculated using the speciation computer code Visual MINTEQ (VM) version 3.1 [52]. The activity coefficient was calculated using free Zn activity divided by concentration (from VM, which relies on Davies equation).

Example input parameters used for solution D are given in Table 4.4.

### Table 4.4 Visual MINTEQ input parameters and output values for the AGNES calibration shown in Figure 4.10 (solution D, [KNO\(_3\)] = 0.393 M). Temperature was set to ambient room temperature (22.5 °C) and ionic strength left "to be computed". All concentrations are in M.

<table>
<thead>
<tr>
<th>pH (fixed)</th>
<th>K(^+)</th>
<th>NO(_3^-)</th>
<th>Zn added</th>
<th>[Zn(^{2+})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.700</td>
<td>0.39132</td>
<td>0.39162</td>
<td>1.9796 \times 10^{-6}</td>
<td>1.61 \times 10^{-6}</td>
</tr>
<tr>
<td>3.640</td>
<td>0.39081</td>
<td>0.39112</td>
<td>3.9540 \times 10^{-6}</td>
<td>3.22 \times 10^{-6}</td>
</tr>
<tr>
<td>3.540</td>
<td>0.39004</td>
<td>0.39035</td>
<td>6.9817 \times 10^{-6}</td>
<td>5.68 \times 10^{-6}</td>
</tr>
<tr>
<td>3.450</td>
<td>0.38911</td>
<td>0.38943</td>
<td>1.0599 \times 10^{-5}</td>
<td>8.63 \times 10^{-6}</td>
</tr>
</tbody>
</table>
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Choosing a suitable gain $\gamma$ and sufficient deposition times for a sample requires some optimisation, but the general rules of thumb for 1P and 2P AGNES programmes (see section 4.3.3) provide a good starting point. In optimisation experiments, a trial Tamar Estuary sample, HQtrial, was used. HQtrial was taken from Halton Quay (representing a mid-salinity sample) on 23rd September 2014, filtered to 0.4 µm and frozen in batches before being thawed for analysis.

Finding the optimum time for $t_{1,a}$ and $t_{1,b}$ allowed:

a) Deduction of the appropriate time ($t_{1,a}$) needed for the initial current signal to be of an appropriate intensity ($\sim 20$ nA)

b) Obtainment of the minimal length of time ($t_{1,b}$) required to achieve equilibrium

To obtain a value for $t_{1,a}$, an AGNES experiment was conducted on HQtrial where $t_{1,a}$ was held for 30, 50, 200 and 1000 seconds. The results were plotted as current intensity vs. $t_{1,a}$ (Figure 4.12) to give a linear trend, and an approximation of the required deposition time. A suitable $t_{1,a}$ would give an $I_{faradaic}$ value well above the shifted blank (in this work, 20 nA was considered appropriate). Varying times for $t_{1,b}$ are used following the general rule of thumb (see section 4.3.3) to ensure the sample has reached equilibrium (indicated by a flat profile when a plot of $I_{faradaic}$ vs. $t_{1,b}$ is obtained). Repeating this at different gains allows the user to check the reliability of the technique. The current intensities given should be proportional with respect to the gain (doubling the gain should double the current intensity, for example).
Figure 4.12 A plot of current intensity vs. $t_{1,a}$ gives an estimate of the minimum time required to reach a suitable initial signal for the trial estuary sample “HQ trial”. The black dashed line shows a minimum of 200 s was required to give a current intensity of 20 nA.

4.4.3.1.3 SAMPLE ANALYSIS USING AGNES

For the estuarine samples, [Zn$^{2+}$] was determined in 10 mL aliquots using the 2P AGNES programme (due to the low [Zn$^{2+}$], a large gain is required, which would impose prohibitively long times with the simplest 1P deposition program). As a check for consistency, two different gains and three deposition times ($t_{1,a}$ and $t_{1,b}$) for each gain setting were used following the general rule (see section 4.3.3.2). The [Zn$^{2+}$] in each sample was calculated using the stripping current (or charge) obtained after application of the longest deposition time [168]. Two repeat AGNES analyses were conducted on each sample aliquot, at each deposition time, for both gains (therefore $n = 4$).

4.4.3.2 CLE-AdCSV

A VA Computrace 797 (Metrohm) was used in conjunction with the 797 VA Computrace 1.3.2 Metrodata software for peak analysis. The Ag/AgCl reference electrode and electrolyte bridge contained 3 M KCl (Metrohm).

Details of the analytical methods (complexation capacity titrations with adsorptive stripping voltammetry), procedures (sample preparation, standard addition method, UV irradiation), parameters (voltammetric settings), and quantification are given in Chapter
2. Briefly, for the quantification of \([\text{Zn}^{2+}]\) in samples containing 250 µM APDC, the TPM (equations 2.9 and 2.10, Chapter 2) was used, where labile Zn was determined in two aliquots (10 mL) of buffered sample using two standard additions each. Samples and a certified reference material (CRM) were prepared for the analysis of TDZn by UV irradiation. Deposition times were kept to a minimum in order to avoid interference from other electroactive organic species [152].

Two replicate titrations were carried out (one each at 0.4 and 0.2 µm filter fractions) using CLE-AdCSV with 40 µM APDC, and two replicate aliquots of sample analysed for labile Zn and TDZn using 250 µM APDC. During titrations, one of the aliquots was analysed three times to determine reproducibility.

For CLE-AdCSV, the LOD was calculated using 3 x S.D. of the blank \((n = 4)\) using a deposition time of 60 s and maximum drop size and stirring speed.

Procedural blanks for Zn were generated using UHP water, both prior to sampling and during filtration. Zinc concentrations in these blanks were analysed using CLE-AdCSV (APDC concentration = 250 µM).

### 4.4.3.3 DISSOLVED ORGANIC CARBON

Dissolved organic carbon was determined in acidified samples (ca. pH 2, using 6 M HCl) using high temperature catalytic combustion (Shimadzu TOC V) [267]. The instrument was calibrated at the beginning of each run and samples were sandwiched between field and UHP water blanks. Mean DOC concentrations in field procedural blanks were subtracted from each sample. A marine water CRM, (Florida Strait 700 m depth, University of Florida) was also run with each batch of samples.

### 4.4.3.4 STATISTICAL TREATMENT OF RESULTS

Paired t-tests (see section 3.4.3.8) \((P = 0.02)\) were used to compare the mean \([\text{Zn}^{2+}]\) determined using CLE-AdCSV (at both APDC concentrations) and AGNES in each sample, and F-tests were used to compare their variances [274].
4.4.4 QUALITY CONTROL

4.4.5.1 Zn EXPERIMENTS WITH EDTA

A prior titration experiment using Zn and EDTA was carried out to check the AGNES system was functioning appropriately. A 50 mL aliquot of 0.1 M KNO₃ was pipetted into the voltammetric cell, and AGNES, using the 1P programme, performed on the solution with the parameters given in Table 4.5. Subsequent AGNES analyses were performed after a single Zn addition (10.6 µM final concentration), and six EDTA additions (0 – 9.7 µM concentration range). Measured values were compared to VM calculated values employing a paired t-test that used a pooled standard error to calculate the t statistic.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{peak}}$</td>
<td>-0.9354 V</td>
</tr>
<tr>
<td>$E_1(Y_1 = 50)$</td>
<td>-1.0167 V</td>
</tr>
<tr>
<td>$E_2(Y_2 = 10^{-8})$</td>
<td>-0.7298 V</td>
</tr>
<tr>
<td>$t_1$</td>
<td>350 s</td>
</tr>
<tr>
<td>$t_2$</td>
<td>50 s</td>
</tr>
<tr>
<td>$E_{1,\text{sb}}(Y_1,\text{sb} = 0.01)$</td>
<td>-0.9073 V</td>
</tr>
<tr>
<td>$E_{2,\text{sb}}(Y_2,\text{sb} = 0.01 \times Y_2 / Y_1)$</td>
<td>-0.6204 V</td>
</tr>
<tr>
<td>$t_{1,\text{sb}}$</td>
<td>50 s</td>
</tr>
<tr>
<td>$t_{2,\text{sb}}$</td>
<td>50 s</td>
</tr>
</tbody>
</table>

4.4.4.3 CONTAMINATION CHECK USING THE SHIFTED BLANK

A check was made to ensure faradaic current from Ga or Cd was not contributing to the capacitive signal by incrementally increasing the deposition time ($t_{1,\text{sb}}$) of the shifted blank on an estuary sample from 50 – 1000 s ($E_{1,\text{sb}} = -0.9089 V, E_{2,\text{sb}} = -0.5628 V$).
4.4.4.4 Certified Reference Material

The accuracy of AGNES was assessed by analysing an estuarine water CRM of salinity 12.1 (CRM BCR-505, European Commission; [328]). The CRM was analysed at pH 1.5 following calibration in KNO$_3$ at the same pH and ionic strength (0.228 M) as BCR-505.

The complete certificate of analysis for the certified reference material used to assess the accuracy of each technique (estuarine water “BCR 505”) gives consensus values in nmol/kg for the total metal concentrations of four metals: Cd 0.80 ± 0.04 (n = 12), Cu 29.4 ± 1.5 (n = 12), Ni 24.1 ± 2.0 (n = 10), and Zn 172 ± 11 (n= 15).

Because there is no CRM for free metal ions available, determinations for [Zn$^{2+}$] were compared to a “derived” value calculated using VM (Table 4.6). Major ion concentrations were calculated using the ion pairing model described in section 4.4.3.1.1. The output VM [Zn$^{2+}$] was 1.4 x 10$^{-7}$ M.

Table 4.6 Visual MINTEQ input parameters for the derivation of [Zn$^{2+}$] in the estuarine certified reference material BCR-505. Temperature was fixed at 22.5 ºC, pH at 1.5, and ionic strength was set to “to be calculated”.

<table>
<thead>
<tr>
<th>Species</th>
<th>Input total concentration (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn$^{2+}$</td>
<td>1.72 x 10$^{-7}$</td>
</tr>
<tr>
<td>K$^+$</td>
<td>3.58 x 10$^{-3}$</td>
</tr>
<tr>
<td>Na$^+$</td>
<td>1.62 x 10$^{-1}$</td>
</tr>
<tr>
<td>Mg$^{2+}$</td>
<td>1.85 x 10$^{-2}$</td>
</tr>
<tr>
<td>Ca$^{2+}$</td>
<td>3.83 x 10$^{-3}$</td>
</tr>
<tr>
<td>Sr$^{2+}$</td>
<td>3.18 x 10$^{-5}$</td>
</tr>
<tr>
<td>Cl$^-$</td>
<td>1.89 x 10$^{-1}$</td>
</tr>
<tr>
<td>Br$^-$</td>
<td>2.91 x 10$^{-4}$</td>
</tr>
<tr>
<td>SO$_4$$^{2-}$</td>
<td>9.87 x 10$^{-4}$</td>
</tr>
<tr>
<td>F$^-$</td>
<td>2.7 x 10$^{-5}$</td>
</tr>
</tbody>
</table>

4.5 Results and Discussion

4.5.1 Optimisation of Gain and Deposition Time

The effect of changing $Y$ with its suitable deposition time ($t_{1,a}$) on the response are shown in Figure 4.13. From the three different deposition times applied to each sample aliquot, and the guidelines outlined in [173], it can be concluded that the longest times were sufficient to achieve equilibrium (i.e. a constant faradaic current). For the two gain settings used (e.g. $Y = 256$ and 514, Figure 4.13) at the longest deposition time for each
there was a proportional increase in the faradaic current (18.4 and 36.8 nA respectively).

![Figure 4.13](image)

**Figure 4.13** Stripping currents of AGNES measurements conducted on an estuarine sample (IS 25b) using a 2P program (see section 4.3.3.2) at two different gains (Y = 256, t₁ₐ = 500 s and Y = 514, t₁ₐ = 1000 s) with increasing deposition time (t₁ₐ). Note that doubling the gain doubles the current obtained at equilibrium, indicated by the plateau reached between the second and third tₐ applied, indicating consistent measurements. Error bars represent 95% confidence intervals (n = 4).

4.5.2 QUALITY CONTROL MEASURES

4.5.2.1 TITRATION WITH EDTA

The titration of a solution of potassium nitrate (0.1 M) containing ~10 μM Zn with several EDTA additions (Figure 4.14) yielded determinations of [Zn²⁺] using AGNES in good agreement with values calculated using VM (a paired t-test revealed no significant differences at P = 0.02). This provided confidence in the system and familiarity with the AGNES technique.
Figure 4.14 Comparison of [Zn$^{2+}$] measured using AGNES and predicted by VM when a solution of 0.1 M KNO$_3$ containing ~10 µM Zn was titrated with EDTA. Error bars represent the range about the mean of duplicate AGNES measurements on the same aliquot.

4.5.2.2 Contaminant Contribution to the Capacitive Signal

The result of increasing the deposition time of the shifted blank on capacitive current intensity was found to be negligible after 50 s deposition (Figure 4.15). This provided confidence in the setting of the shifted blank deposition time to a default value of 50 s for all the samples analysed.
Figure 4.15 Increasing the deposition time of the shifted blank ($t_{1, sb}$) to check for possible current contribution from Cd or Ga. Diamonds represent the average of two repeat AGNES analyses at each $t_{1, sb}$ with error bars representing the range.

4.5.3 ANALYTICAL FIGURES OF MERIT

In order to determine $[\text{Zn}^{2+}]$ in estuarine waters it is necessary to achieve accurate measurements over the full salinity range (0 – 35) with a limit of detection (LOD) in the low nM range. This is based on the new UK EQS of 121 nM for TDZn and the assumption, from the data in Table 4.1, that the $[\text{Zn}^{2+}]$ fraction in estuarine waters is 2 - 25% of the TDZn concentration. Possible interferences from metals other than Zn present in the Tamar samples and the CRM could potentially affect the results. APDC is known to complex a number of other metals (e.g. Ca, Cd, Co, Cu, Fe, Mg, Pb) which could compete with the Zn for complexation with APDC prior to adsorption of the metal-APDC complexes on the mercury drop [152]. The fact that APDC is added in excess however, should minimise any impact on the reduction of the CLE-AdCSV signal. Intermetallic complexes formed between Cu and Zn have proved troublesome for electrochemical stripping analyses, but only at Cu concentrations in great excess of Zn [329]. Concentrations of Cu in the samples in this work were only analysed during the spring and summer surveys, but for a number of other surveys conducted on the Tamar (see Chapter 3), Cu concentrations were repeatedly determined to be less than Zn. It is therefore unlikely that these intermetallic complexes interfered with the $[\text{Zn}^{2+}]$ determined by the two techniques for either the samples or the CRM.
4.5.3.1 LIMITS OF DETECTION

AGNES calibration was performed at a similar ionic strength to that of the sample and therefore the LOD can be estimated from shifted blanks (see section 2.3.5) carried out during the calibration, the gain used for the calibration \( Y_{\text{calibration}} \) and the gain used for the sample \( Y_{\text{sample}} \):

\[
LOD \text{ of } Y_{\text{sample}} = \frac{Y_{\text{calibration}}}{Y_{\text{sample}}} \times LOD \text{ of } Y_{\text{calibration}}
\] (4.15)

The LOD for AGNES is therefore implicitly related to the gain \( Y \) \([161, 165]\) and in this study ranged from 0.73 nM \( (Y = 4231) \) to 18 nM \( (Y = 256) \) Zn. A higher gain leads to a lower LOD, but this requires a longer deposition time to reach equilibrium, which will extend the measurement time and could result in speciation changes within the sample \([330]\) and references therein). In this work, analysis of a single aliquot commenced immediately after thawing a sample to room temperature and analysed within the following 48 h.

The LOD for Zn using CLE-AdCSV \((3 \times \text{S.D. of the blank})\) is dependent on the deposition time \([275]\) and in this work was 0.79 nM Zn with a 60 s deposition time. The procedural blanks analysed during sampling were \( \approx 1.5 \) nM TDZn, which included contributions from the sample bottles, filtration units and filter membranes. This value was considered negligible for the purposes of determining \([\text{Zn}^{2+}]\), particularly given that the free metal ion was on average 25 % of the TDZn concentration. Procedural blank values were not subtracted from the measured concentrations because the TDZn concentration in the sample is required to accurately calculate \([\text{Zn}^{2+}]\).

The LOD for DOC \((3 \times \text{S.D. of the blank})\) was \(10 \pm 5\) μM C.

4.5.3.2 ACCURACY AND PRECISION

Recovery of \([\text{Zn}^{2+}]\) from the Estuarine Water CRM was \(112 \pm 19\) % \((n = 4)\) for AGNES relative to the derived value of 140 nM \([\text{Zn}^{2+}]\). The mean relative standard deviation \((\text{RSD})\) for TDZn measurements made using CLE-AdCSV was \(6\) %, and typical RSD for repeat aliquots analysed during titrations were \( \leq 5\) % \((n = 3)\). The mean RSD for \([\text{Zn}^{2+}]\) determination was \(18\) % using AGNES and \(32\) % using CLE-AdCSV \(\text{(two-point method)}\). The poorer precision shown by the latter technique is attributed to the propagation of errors associated with each step required to derive a value for \([\text{Zn}^{2+}]\) by CLE-AdCSV.
The results for the DOC CRM determinations were 47.8 ± 0.9, 49.7 ± 1.6 and 41.3 ± 1.8 µM C (n ≥ 3) for the winter, spring and summer surveys respectively (compared with the consensus range of 41 – 44 µM C).

### 4.5.4 Comparison of AGNES and CLE AdCSV for Determining [Zn^{2+}]

*Table 4.7* summarises the key analytical characteristics of AGNES and complexation capacity titrations (CCT) with CLE-AdCSV. They can be considered as complementary techniques for investigating Zn speciation in estuarine waters. An attractive feature of CCT with CLE-AdCSV is that the data obtained includes [Zn^{2+}], concentrations of (operationally defined) groups of natural ligands in the sample and their conditional stability constants with Zn. These data are necessary to reduce uncertainties associated with predictions of Zn speciation using thermodynamic equilibrium speciation codes such as Visual MINTEQ [52] (see *Chapter 6*), but analysis does require a large sample volume (>150 mL). Furthermore, calibration by standard additions to each sample during CLE-AdCSV analysis eliminates the need for matrix matching.

The presence of surface-active organic compounds in estuarine waters can however, cause interferences through adsorption at the electrode surface during CLE-AdCSV analysis [331]. Optimisation of analytical parameters can reduce interferences, but baseline distortions and ill-defined peaks may make quantification challenging. An attractive characteristic of AGNES, shown both theoretically [161] and experimentally [164], is that the stripping signal is unaffected by such interferences, because the equilibrium value is prescribed only by the gain and [Zn^{2+}] at the electrode surface. In addition, AGNES does not generally require any additional reagents (e.g. buffers, competing ligands, metal standards) and minimal sample manipulation, thereby reducing the potential for contamination.
Table 4.7 Comparison of analytical characteristics of AGNES and complexing capacity titrations (CCT) with CLE-AdCSV.

<table>
<thead>
<tr>
<th></th>
<th>AGNES</th>
<th>CCT with CLE-AdCSV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instrumentation</td>
<td>Standard for voltammetry</td>
<td>Standard for voltammetry</td>
</tr>
<tr>
<td>Determinands</td>
<td>Zn$^{2+}$, Pb$^{2+}$, Cd$^{2+}$, Cu$^{2+}$</td>
<td>Any element forming a reducible complex with an added ligand that adsorbs on the electrode</td>
</tr>
<tr>
<td>Speciation data</td>
<td>$[\text{Zn}^{2+}]$</td>
<td>$[\text{Zn}^{2+}]$, complexation capacity, stability constant of complex</td>
</tr>
<tr>
<td>Salinity range</td>
<td>fresh to seawater</td>
<td>fresh to seawater</td>
</tr>
<tr>
<td>Matrix matching for</td>
<td>Yes (calibration prior to sample analysis)</td>
<td>No (standard addition to each sample)</td>
</tr>
<tr>
<td>calibration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample volume*</td>
<td>10 mL</td>
<td>150 mL</td>
</tr>
<tr>
<td>Sample preparation</td>
<td>20 min</td>
<td>&gt;15 h</td>
</tr>
<tr>
<td>time*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample analysis</td>
<td>6 – 9 h</td>
<td>~ 1 h</td>
</tr>
<tr>
<td>time*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blank determination</td>
<td>Shifted blank</td>
<td>Blanks determined in UHP water (60 s deposition)</td>
</tr>
<tr>
<td>Background corrections</td>
<td>Shifted blank method to enable subtraction of capacitive component of analytical signal</td>
<td>Peak height relative to baseline; wave form parameters optimised to reduce capacitive contribution</td>
</tr>
<tr>
<td>Limit of Detection</td>
<td>Dependent on gain setting</td>
<td>Dependent on deposition time</td>
</tr>
<tr>
<td>Adsorptive interferences at electrode</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*Volume or time to complete analysis on one aliquot of sample at two gains and two times per gain (AGNES), or one 12-point titration with three replicate scans made on each aliquot (CLE-AdCSV).
4.5.5 APPLICATION OF AGNES TO ESTUARINE WATERS

Total dissolved Zn concentrations in 13 estuarine samples (salinities 0.1 – 31.9), together with ancillary water quality data, are summarised in Table 4.8. Temperatures reflected the time of year (6.5 – 15.3 °C) and, within individual surveys, sample pH generally increased with increasing salinity. The range of observed DOC concentrations (30.9 – 482 µM C) and temperatures were consistent with other data reported for the Tamar [260] and other temperate estuaries [280]. DOC concentration generally decreased with increasing salinity, with the exception of one sample (IS 14b, S = 8.8, 482 µM C, location Figure 4.11). The location of this sample coincided with the onset of the high turbidity area in the narrowing upper estuary and the high DOC concentration was probably the result of tidal re-suspension of bottom sediments rich in organic matter.
Table 4.8 Physico-chemical and analytical data for the estuarine samples. FW: Fresh water end member, IS: Intermediate salinity sample, SW: Seawater endmember. Numbers in sample code refer to distance (km) from Gunnislake Weir, the tidal limit of the Tamar Estuary (note that the fresh water samples were taken upstream of the weir hence a negative distance), a0.2 µm filter fraction, b0.4 µm filter fraction, † and ‡ represents the average [Zn²⁺] determined using AGNES/AdCSV (40 and 250 µM APDC) for the number of replicates given in brackets.

<table>
<thead>
<tr>
<th>Sample code</th>
<th>Survey</th>
<th>Salinity (M)</th>
<th>Ionic strength (nM)</th>
<th>Total dissolved Zn</th>
<th>[Zn²⁺] ± S.D (nM) (number of replicates)</th>
<th>DOC (µM C)</th>
<th>pH</th>
<th>Temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FW -1.1a</td>
<td>Summer</td>
<td>0.1</td>
<td>0.004</td>
<td>126</td>
<td>5.7 ± 0.9 (3)</td>
<td>245</td>
<td>7.79</td>
<td>ND</td>
</tr>
<tr>
<td>FW -1.1b</td>
<td>Summer</td>
<td>0.1</td>
<td>0.004</td>
<td>225</td>
<td>7 ± 3 (7)</td>
<td>245</td>
<td>7.79</td>
<td>ND</td>
</tr>
<tr>
<td>FW -1.1b</td>
<td>Winter</td>
<td>0.15</td>
<td>0.005</td>
<td>129</td>
<td>8 ± 1 (4)</td>
<td>114</td>
<td>7.19</td>
<td>6.0</td>
</tr>
<tr>
<td>IS 4.8b</td>
<td>Winter</td>
<td>0.4</td>
<td>0.010</td>
<td>80</td>
<td>4 ± 1 (3)</td>
<td>123</td>
<td>7.42</td>
<td>10.1</td>
</tr>
<tr>
<td>IS 13.3b</td>
<td>Winter</td>
<td>3.8</td>
<td>0.075</td>
<td>47</td>
<td>11 ± 2 (4)</td>
<td>114</td>
<td>7.45</td>
<td>7.4</td>
</tr>
<tr>
<td>IS 14b</td>
<td>Spring</td>
<td>8.8</td>
<td>0.17</td>
<td>254</td>
<td>14 ± 2 (4)</td>
<td>482</td>
<td>8.07</td>
<td>12.5</td>
</tr>
<tr>
<td>IS 19.5b</td>
<td>Winter</td>
<td>9.5</td>
<td>0.18</td>
<td>50</td>
<td>12 ± 2 (3)</td>
<td>89.3</td>
<td>7.83</td>
<td>7.3</td>
</tr>
<tr>
<td>IS 24b</td>
<td>Winter</td>
<td>14.9</td>
<td>0.28</td>
<td>22</td>
<td>14 ± 2 (4)</td>
<td>30.9</td>
<td>7.70</td>
<td>7.4</td>
</tr>
<tr>
<td>IS 19.5b</td>
<td>Winter</td>
<td>16.2</td>
<td>0.30</td>
<td>41</td>
<td>23 ± 5 (4)</td>
<td>56.2</td>
<td>7.86</td>
<td>6.8</td>
</tr>
<tr>
<td>IS 25b</td>
<td>Spring</td>
<td>20.7</td>
<td>0.39</td>
<td>65</td>
<td>26 ± 4 (4)</td>
<td>208</td>
<td>8.50</td>
<td>15.3</td>
</tr>
<tr>
<td>SW 32b</td>
<td>Winter</td>
<td>21.1</td>
<td>0.39</td>
<td>11</td>
<td>2.2 ± 0.1 (4)</td>
<td>56.5</td>
<td>7.80</td>
<td>6.5</td>
</tr>
<tr>
<td>SW 32a</td>
<td>Spring</td>
<td>31.9</td>
<td>0.59</td>
<td>32</td>
<td>8 ± 1 (7)</td>
<td>147</td>
<td>8.55</td>
<td>12.4</td>
</tr>
<tr>
<td>SW 32b</td>
<td>Spring</td>
<td>31.9</td>
<td>0.59</td>
<td>62</td>
<td>5.9 ± 0.9 (8)</td>
<td>147</td>
<td>8.55</td>
<td>12.4</td>
</tr>
</tbody>
</table>
Total dissolved Zn concentrations were in the range 11 - 254 nM, which are in agreement with other studies on the Tamar Estuary ([285, 286]), and exceeded the current Zn EQS for saline waters (121 nM) in one sample (IS 14b). The abandoned metal mines in the Calstock/Gunnislake mining district were the main diffuse and point sources to the high TDZn concentrations observed in the freshwater end member (FWEM) and upper estuary [256].

Figure 4.16 shows the [Zn$^{2+}$] results for AGNES and CLE-AdCSV together with the salinities for these samples, with the lowest [Zn$^{2+}$] concentrations (< 10 nM) found in the upper and lower estuary (0.4 < S < 21.1). In the FWEM and low salinity zone of the estuary (S < 1), high DOC concentrations indicate the possibility of high complexing capacity for Zn that would maintain low [Zn$^{2+}$] (< 6.6 % of TDZn). However, the discrepancy between filter pore size fractions for metals and DOC (0.4/0.2 µm and 0.7 µm respectively) means that drawing a direct relationship between DOC concentrations and complexation capacity in this work is not certain. The lower TDZn concentrations due to dilution with sea water, and relatively high Zn complexation (74 – 91 %) also resulted in the low [Zn$^{2+}$] at the mouth of the estuary. The samples containing the highest [Zn$^{2+}$] (23 – 26 nM) were from the mid-estuary (S = 16.2 – 20.7), where TDZn concentrations were moderate (41 – 65 nM), but complexation by organic ligands was relatively low (44 – 60 %). These results highlight the complexity of geochemical processes occurring in estuarine environments, where diverse fluvial and autochthonous sources of Zn and organic matter of varying complexing capacity interplay to yield a [Zn$^{2+}$] whose determination is an analytical challenge.
No statistically significant differences (paired t-test, \( P = 0.02 \)) was found between \([\text{Zn}^{2+}]\) determined via AGNES (2.2 – 25 nM) and CLE-AdCSV (1.9 – 27 nM) for 12 of the samples. In sample IS 14\(^b\), however, \([\text{Zn}^{2+}]\) determined using CLE-AdCSV was 3 fold higher than values obtained using AGNES and this sample also had a substantially higher DOC concentration (Table 4.8).

### 4.6 CONCLUSIONS

The free zinc ion concentration ([Zn\(^{2+}\)]) was successfully determined in thirteen estuarine samples of varying salinity (0.1 – 31.9) using Absence of Gradients and Nernstian Equilibrium Stripping (AGNES), the first time that this emerging technique has been applied to environmental samples of varying ionic strength. The benefits of AGNES, as applied to this study, include (i) a limit of detection of < 1 nM [Zn\(^{2+}\)], which is suitable for all estuarine waters and is comparable with the LOD for the CLE-AdCSV technique (also < 1nM), (ii) a precision of 18 % RSD over the [Zn\(^{2+}\)] range of \( \approx 2 – 26 \) nM, (iii) acceptable accuracy (recovery 112 ± 19 %, \( n = 3 \)) for [Zn\(^{2+}\)] and (iv) a sample processing time of ca. 2 samples per day (\( n = 4 \)), which avoids prior sample equilibration as required for complexation capacity titrations. In addition, AGNES compared favourably with the
established CLE-AdCSV technique, whereby results for 12 of the 13 samples showed no significant difference ($P = 0.02$) between the two methods.

Development of EQSs on the basis of bioavailable metal concentrations and predictive models is hampered by a lack of validated data for Zn speciation owing to the complex matrix and low concentrations present. Considering the practical advantages of using AGNES to determine [Zn$^{2+}$] in estuarine waters, and in light of the new EQS set for Zn, this technique provides the capability to advance our understanding of Zn speciation and monitor compliance with Zn EQSs.
CHAPTER 5. EFFECTS OF Zn, TRITIUM AND DOC MIXTURES ON THE MARINE MUSSEL MYTILUS GALLOPROVINCIALIS

5.1 INTRODUCTION

In order to assess the biological impact of metals in the aquatic environment, and link them with speciation chemistry, toxicological testing on organisms is necessary. The early twentieth century saw simple acute toxicity tests performed using single metals which gradually underwent significant improvements to become standardised procedures incorporated into legislation ([332], www.astm.org). Studying contaminants in relation to their ecotoxicological effects is of great relevance because in reality, natural waters (and therefore aquatic organisms) are the recipients of contaminant mixtures of varying concentrations [333]. The task is particularly challenging because contaminants will differ in toxicity, and their geochemical behaviour and effect on organisms may differ depending on which combinations are present. Assuming an additive effect in all cases could result in unnecessary and costly remediation efforts, or an underestimate of combined toxic effects. In metal exposure risk assessments, assessment factors are applied to predicted no effect concentrations (PNECs) to generate environmental quality standards (EQS), based on the quality of the data used to derive the standard.

In addition to metals, the release of radionuclides into the environment is of particular concern to scientists, regulators and the general public [334], especially in light of recent events such as the Fukushima Daiichi nuclear disaster (FDND) of 2011. One radionuclide contaminant of concern is tritium (3H), a radioactive isotope of hydrogen produced and discharged in large quantities by nuclear power plants and nuclear fuel reprocessing facilities (NFRF). The FDND is estimated to have released a total of between 10 and 50 thousand TBq of tritium into the NW Pacific ocean [25]. From 2005 – 2008, the two NFRFs located on the English Channel/Irish Sea coasts (i.e. at Sellafield in the UK and La Hague in France) discharged ca. 1000-10000 TBq y\textsuperscript{-1} of tritiated water (HTO).

Previous studies [335-337] have demonstrated that 3H, a low energy beta emitter, has a clear capacity to cause DNA damage to the haemocytes of marine bivalve molluscs, including oysters and mussels, which are both of great ecological and economic importance. Damage, which occurs as breaks in strands of DNA and subsequent undoing of the supercoiled loop structure [338], is measureable by the comet assay
technique, described in section 5.3.5.2. Despite this, potential modulation of these effects in a situation where organisms are co-exposed to $^3$H and other contaminants has not been explored. As a ubiquitous aquatic contaminant, which has recently been identified by the UK Environment Agency as a Specific Pollutant under the Water Framework Directive (see section 1.3), Zn is a metal likely to be found co-located with $^3$H. It is biologically active, playing an important role in enzyme-catalysed reactions within organisms, but potentially toxic in excess. In addition, Zn has been shown to exhibit both antagonistic (where the effect of two or more substances in combination equal less than the sum of their individual effects) and synergistic (where the effect of two or more substances in combination equal more than the sum of their individual effects) outcomes in combination with other metals. For example, a synergistic effect has been observed when larvae of Mytilus galloprovincialis were exposed to Zn and Cd in combination. Markedly higher levels of metallothionein production, as an indicator of metal-induced stress on an organism, than predicted for the sum of the two metals’ individual effects has been reported [339]. In contrast, a study on lysosomes exposed to various metals [340] showed Zn$^{2+}$ exhibited a protective effect against damage caused by Cd$^{2+}$ and Cu$^{2+}$, while another study [341] showed the accumulation of Cd in Mytilus edulis decreased, and Cu increased, in the presence of higher concentrations of Zn. Zinc is therefore considered a good candidate for investigating potential antagonistic, synergistic or additive effects in combination with $^3$H.

It is known that dissolved organic ligands can ameliorate the toxic effects of metals in environmental waters by complexation of the biologically available free metal ion (see Chapter 1, section 1.2). Information on the interaction of $^3$H with dissolved ligands is, however, limited only to few studies (e.g. [342]) that report chemical behaviour, without investigation of concomitant biological effects.

### 5.2 AIMS AND OBJECTIVES

This study aimed to investigate the interaction of HTO, Zn and dissolved organic carbon (DOC) in the induction of sub-lethal genotoxic effects in a suitable biological indicator species, the marine mussel *Mytilus galloprovincialis*. The objectives were:

- To expose mussels to binary mixtures of differing concentrations of Zn, and a fixed concentration of HTO.
• To determine Zn speciation (using ASV, see section 2.4.1) and the association of HTO with DOC (using solid phase extraction) present in the exposure waters at regular intervals throughout the exposure.
• To investigate the partitioning of HTO and Zn inside the mussels by post-exposure organism dissection and individual tissue analysis.
• To quantify the extent of DNA damage of each mussel exposed to various treatments using the comet assay method.

5.3 EXPERIMENTAL

5.3.1 RADIATION PROTECTION

This study was carried out within Plymouth University’s Consolidated Radioisotope Facility (CORiF) or in controlled spaces, under the guidance of the Radiation Protection Supervisor and Radiation Protection Assistant. All necessary precautions were taken to ensure minimal exposure of experimenters and colleagues to $^{3}$H.

5.3.2 SAMPLE APPARATUS AND REAGENTS

SLOPs (see section 2.7) were adhered to throughout the experiment. Ultra high purity (UHP, resistivity > 18.2 MΩ) water (Elga Process Water, Bucks) was used for rinsing equipment and preparing all reagents, standards and acids unless otherwise specified. Hydrochloric acid (Fisher Scientific UK, trace analysis grade) was diluted to 10% and used for all acid cleaning procedures. All glassware, a 55 L depuration tank (medium density polyethylene) and 25 L colourless carboys (HDPE) were cleaned by soaking in 1% Decon90 (Decon Laboratories Ltd, Sussex) for one week prior to acid washing (one week). Sampling bottles (LDPE, Nalgene) for metals (30, 60, 500 mL), DOC vials (clear glass, VWR) of volume 22 mL, were acid soaked for one week and rinsed thoroughly before storing in sealed polyethylene bags. All glassware was ashed (550 °C, 6 h) prior to use. Zinc stocks for spiking treatments (76.46, 382.32 and 764.64 µM) were made by dilution of standards (Zn(NO$_3$)$_2$ (ROMIL PrimAg element reference solution) using seawater (Zn in seawater = 64 nM). Standards and samples (where necessary) were acidified to ca. pH 2 using 6 M HCl (ROMIL, SpA). Humic acid (Sigma Aldrich, technical grade) standards were made up by dissolving in sodium hydroxide solution (1.7 mM, Fisher Scientific) in glass vials. For UV digestion of samples for total dissolved metal analysis, H$_2$O$_2$ (Merck, Suprapur) was used at a concentration of 15 mM. All preparation of samples for metal and DOC analyses was conducted in a class 100 laminar flow hood.
Carboys were used to collect seawater ($S = 31.5$) for mussel exposures from Plymouth Sound (see Figure 3.3). Each carboy was rinsed thoroughly three times with seawater before filling from approximately 1m below the surface. Ten litres of UHP water was pumped through 0.45 µm filter cartridges (Sartorius, Surrey), before seawater filtration. Full carboys were stored at $15 \pm 5 ^\circ C$ for 24 hours prior to use in the experiments.

5.3.3 Mussel maintenance and experimental design

Mussels were collected by hand from Trebarwith Strand, a pristine site located in Cornwall (latitude 50 38' 40" N, longitude 4 45' 44" W). They were packed on ice and transported to the laboratory in less than 2 h. Mussels were depurated for 2 weeks prior to experimentation in a 75 L aquarium, filled with approximately 55 L of filtered (< 10 µm), aerated seawater at 15 °C. During this holding period, mussels were fed twice weekly with a solution of Isochrysis galbana microalgae (~$1.05 \times 10^6$ cells mL$^{-1}$; Reed Mariculture, Campbell, CA, USA) and a 100% water change was performed 24 h after feeding.

Mussels were transferred to 2 L glass beakers 48 h prior to exposure at a density of 4.5 mussels L$^{-1}$, in order to acclimate. Nine mussels were exposed to one of 8 treatments (Figure 5.1), comprising a seawater-only control, 383, 1915 or 3830 nM Zn, and 4 treatments containing 5 MBq L$^{-1}$ HTO, which has previously shown consistent genotoxic effects in haemocytes across numerous experiments [335, 336, 343]. Concentrations of either 0, 383, 1915 or 3830 nM Zn were added to the 4 HTO-containing treatments. These concentrations were chosen based on available LC50 data for a mussel species ($M. edulis$) exposed to Zn [344]. The experiment included a negative control (seawater only), positive control (HTO only), three different unary concentrations of Zn and three binary mixtures of Zn with a constant HTO concentration. Exposure was for 14 days with a feed and water change as previously described every 3 days, during which the Zn and HTO concentrations were fully renewed.
To ensure sample species homogeneity, mussels were verified using the methods of Inoue et al. [345], utilising polymerase chain reaction (PCR) primers to amplify a specific region of a DNA strand, in this case a variable region of the Glu-5' gene (GenBank accession no. D63778). Amplification of the DNA occurs at 180 base pairs (bp) for *Mytilus edulis* and 126 bp for *Mytilus galloprovincialis*. Base pairs are units consisting of two nucleobases bound together via hydrogen bonds, which form the building blocks and folded structure of the DNA double helix. Amplification of both bands indicates a hybrid individual. Results from the PCR showed no *M. edulis* or hybrid individuals were found within our experimental animals.

5.3.4 SAMPLE CHEMISTRY

5.3.4.1 WATER QUALITY

During both experiments, water quality (dissolved oxygen, pH, salinity, temperature) was measured daily (Hach-Lange, Dusseldorf, Germany) for pH and dissolved oxygen, and a calibrated salinometer (Orion, model 105) for salinity measurements. Water samples were taken every 3 days immediately prior to water change for measurement of tritium.
activity (100 µL), and total dissolved Zn (TDZn) and ASV-labile Zn (Zn\textsubscript{lab}) (100 mL) concentrations.

5.3.4.2 Tritium Activity

Tritium activity was measured (in triplicate) during both experiments by mixing 100 µL of water with 5 mL of liquid scintillation cocktail (UltimaGold; Perkin Elmer Inc., Cambridge, UK) and incubation in the dark for 2 h prior to counting in a LS 6500 liquid scintillation counter (Beckman Coulter Inc., Brea, CA, USA) to a fixed precision of 5%.

5.3.4.3 Total and Labile Zinc

Total and labile Zn concentrations were determined during both experiments. The Zn\textsubscript{lab} was measured within 24 hours of sampling. For the determination of TDZn, samples were acidified (~pH 2) and measured using ASV (with the same parameters as for analysis of Zn\textsubscript{lab}) after a prior UV irradiation step (see sections 2.4.1 and 2.5). Sample aliquots (10 mL) were pipetted into a borosilicate glass measuring vessel and purged for 3 min with nitrogen gas before determination of dissolved Zn concentrations using the generic parameters given in Table 5.1 although some alteration of the parameters was necessary when the sample proved difficult with respect to interferences from electroactive compounds at the working electrode (see section 2.4.1). Three to five repeat voltammetric scans were performed in the differential pulse mode on each sample, and peak height measured using the 797 VA Computrace 1.3.2 Metrodata software. Quantification was made via two to three standard additions. Voltammetric determinations for labile and total Zn were made in duplicate. The accuracy of the ASV method employed was verified using a certified reference estuarine water (BCR-505, European Commission) prepared for analysis in the same way as described for TDZn.
Table 5.1 Generic parameters for the determination of dissolved Zn using anodic stripping voltammetry.

<table>
<thead>
<tr>
<th>Parameter (unit)</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial potential (V)</td>
<td>-1.2</td>
</tr>
<tr>
<td>Final potential (V)</td>
<td>-0.9</td>
</tr>
<tr>
<td>Deposition potential (V)</td>
<td>-1.2</td>
</tr>
<tr>
<td>Step potential (V)</td>
<td>0.00244</td>
</tr>
<tr>
<td>Amplitude (V)</td>
<td>0.025</td>
</tr>
<tr>
<td>Deposition time (s)</td>
<td>3 - 60</td>
</tr>
<tr>
<td>Equilibration time (s)</td>
<td>5</td>
</tr>
<tr>
<td>Stirring speed / drop size</td>
<td>Varied according to sample</td>
</tr>
</tbody>
</table>

The LOD using ASV varies depending on deposition time, drop size and stirring speed. For this study, 60 s deposition was used at maximum drop size and stirring speed, and the LOD calculated as $3 \times \text{S.D.}$ of the blank ($n = 3$).

5.3.4.4 DISSOLVED ORGANIC CARBON

During both experiments, high temperature catalytic combustion using a Shimadzu TOC V analyser was used for DOC quantification according to the method described by Badr et al. [267]. The instrument was calibrated each analytical day. Samples and procedural blanks were acidified (ca. pH 2) using 6 M HCl to purge inorganic carbon and run between acidified UHP water blanks. Average DOC concentrations from the procedural blanks were subtracted from each sample. A marine water certified reference material (CRM, Florida Strait 700 m depth) commercially available from University of Florida was also run each analytical day. In each case, values were within the accepted consensus range.

5.3.3.5 TRITIUM-DISSOLVED ORGANIC CARBON ASSOCIATIONS

To assess association of $^3$H (as HTO) with dissolved organic carbon, solid phase extraction was used. This method is proposed by Turner et al. [342] as an approximate measure of the organically bound tritium (OBT) content, which includes tritium bound at exchangeable (so called exchangeable organic tritium, EOT) and non-exchangeable sites in humic substances, amino acids and aromatic ligands, and HTO occluded within dissolved organic molecules and aggregates.
Sep-Pak C\textsuperscript{18} cartridges (Waters\textsuperscript{\textregistered} 3 cc Vac Cartridge, 500 mg sorbent per cartridge, 55-105 \(\mu\)m particle size) were prepared by wetting with 5 mL methanol (Fisher, HPLC grade) and flushing with UHP water (25 mL), followed by 5 mL methanol (and another 25 mL UHP water at a rate of approximately 1 mL min\(^{-1}\)). The cartridge was not allowed to run dry. A little sample (4 mL) was pumped through the cartridge and run to waste before the remaining sample was eluted through the cartridge (flow rate ca. 1 mL min\(^{-1}\)) and collected in a scintillation vial. The cartridge was eluted with methanol (8 mL) which was collected into a second scintillation vial. Subsamples of the collected liquids were pipetted (100 \(\mu\)L) into separate scintillation vials (2 x vials containing sample, 1 x vial containing methanol) and mixed with scintillation cocktail (5 mL) before determination using a liquid scintillation counter (see section 5.3.4.2). The accuracy of the method was verified by conducting scintillation counts on a known activity concentration of a stock solution of HTO. The proportion of the sample that contained tritium associated with DOC was calculated using equation 5.1.

\[
\frac{\text{Activity of eluted methanol sample}}{\text{Activity of sample}} \times 100
\]

(5.1)

5.3.5 Sample Biology

After exposure, haemolymph (a fluid analogous to blood in vertebrates) was extracted from the posterior adductor muscle of \textit{M. galloprovincialis} via a 21 gauge hypodermic needle into a 0.5 mL syringe pre-filled with 0.1 mL physiological saline (20 mM HEPES, 435 mM NaCl, 100 mM MgSO\textsubscript{4}, 10 mM KCl, 10 mM CaCl\textsubscript{2}, pH 7.36) and stored on ice until use. Individual organs (Figure 5.1) were dissected from each animal (digestive gland, gill, mantle, posterior adductor muscle, foot and “other”, consisting of palp, gonads and siphons). Each tissue was washed with distilled water, blotted dry and transferred to a pre-weighed and acid-washed (10 % HCl) vial.
5.3.5.1 ZN AND TRITIUM IN MUSSEL TISSUE

For determination of the Zn content, samples were dried to constant weight at 60 °C and re-weighed. Tissue digestion was achieved by addition of 1 mL concentrated nitric acid and incubation for 2 h at 70 °C. Digested tissue samples were diluted to a final volume of 5 mL with Milli-Q water and stored at room temperature in the dark until determination using a Varian 725-ES ICP-OES (Agilent Technologies Ltd, Wokingham, UK). In order to monitor instrumental drift, an internal standard of 115-In was added to tissue samples, to a final concentration of 10 µg L⁻¹. Although indium has an atomic mass higher than Zn, it was selected based on its minimal occurrence in marine samples and low polyatomic interference with seawater. The limit of detection (LOD; three standard deviations) and limit of quantification (LOQ; ten standard deviations) were determined from 6 replicate analyses of Milli-Q water during each run of the apparatus.

For measurement of tritium activity concentrations, larger tissues (gills and mantle) were chopped into finer pieces and freeze-dried to constant pressure, re-weighed and solubilised using 1 mL of Soluene-350 (Perkin Elmer Inc., Waltham, MA, USA) at 50 °C for at least 48 h. Following solubilisation, 10 mL of liquid scintillation cocktail (UltimaGold, Perkin Elmer Inc., as above) was added to each vial and the resulting solution was acidified with 100 µL of glacial acetic acid. Samples were then counted using liquid scintillation as above. Total activity concentrations were estimated using dry values for
each tissue plus the mean activity in expelled water (measured after extraction from the freeze drier and normalised for the number of tissues in each batch/treatment).

Dry activity concentrations are not reported as they exclude the large contribution to activity from free water (so called “tissue free water tritium, TFWT”) [343]. The TFWT is tritium that is non-organically incorporated (i.e. in the water trapped within mussel tissues [336]), but requires quantification for an accurate estimation of tritium dose. The international system of units (SI) used for radiation dosimetry is the gray (Gy), which is an expression of the energy transferred to the organism tissue(s) per unit mass, i.e. the absorption of one joule of energy per kilogram of matter (joules kg\(^{-1}\)). Calculating absorbed dose from concentration activity is the usual way of estimating dose to organisms [343]. In this study, the arithmetic mean for each treatment was calculated from the determined individual dose rates, which were calculated using total activity concentrations and the ERICA tool [348]. The ERICA tool is a software programme for a tiered-based risk assessment of radioactivity in the environment. Tier 1 allows input of information concerning a specific scenario to assess risks to wildlife. Tier 2 allows input of water or biota activity concentrations to calculate dose-rate, which is compared against a dose-rate screening value (either 10 μGy h\(^{-1}\) [349] or 400 μGy h\(^{-1}\) [350]) to qualify potential need for concern and provide guidance on further risk assessment (Tier 3). The calculated dose to mussels was performed using the Tier 2 assessment module, whereby absorbed dose rate is derived using the required geometric and activity concentration input parameters (Table 5.2). For this experiment, rather than using the default “Mollusc - bivalve” marine model available in ERICA, a custom made “Mytilus” option was programmed under marine species to ensure accurate measurements of the exposure organisms. The calculated average dose to mussels in treatments containing HTO was 57.6 μGy h\(^{-1}\).
Table 5.2 Geometric and activity concentration parameters used to calculate dose rate to mussels exposed to tritiated water via the ERICA tool. Ksi and Chi are scaling parameters. Occupancy refers to the fraction of time spent by the organism at a specified position in its habitat.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mytilus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass (kg)(^a)</td>
<td>0.009</td>
</tr>
<tr>
<td>Height (m)(^a)</td>
<td>0.021</td>
</tr>
<tr>
<td>Width (m)(^a)</td>
<td>0.017</td>
</tr>
<tr>
<td>Length (m)(^a)</td>
<td>0.045</td>
</tr>
<tr>
<td>Occupancy(^a)</td>
<td></td>
</tr>
<tr>
<td>Water-surface</td>
<td>0</td>
</tr>
<tr>
<td>Water</td>
<td>1</td>
</tr>
<tr>
<td>Sediment-surface</td>
<td>0</td>
</tr>
<tr>
<td>Sediment</td>
<td>0</td>
</tr>
<tr>
<td>Ksi(^b)</td>
<td>0.264</td>
</tr>
<tr>
<td>Chi(^b)</td>
<td>0.123</td>
</tr>
<tr>
<td>Distribution coefficient(^c)</td>
<td>0</td>
</tr>
<tr>
<td>Concentration ratio(^d)</td>
<td>1.4</td>
</tr>
<tr>
<td>Activity concentration in mussels (Bq kg(^{-1}) fresh weight)(^e)</td>
<td>7 x 10^6</td>
</tr>
<tr>
<td>(^3)H Concentration in water (Bq L(^{-1}))(^e)</td>
<td>4.75 x 10^6</td>
</tr>
</tbody>
</table>

\(^a\) input by user, \(^b\) calculated by the ERICA tool, \(^c\) Set to 0 as our experimental set up contained no sediment, \(^d\) equal to the average whole tissue activity concentration (Bq kg\(^{-1}\) fresh weight) / activity concentration test water (Bq L\(^{-1}\)), \(^e\) calculated as the average activity concentration in whole tissues of all mussels exposed to HTO.

5.3.5.2 COMET ASSAY

The comet assay, also known as single-cell gel electrophoresis assay, microscopically detects DNA damage (DNA strand breaks) in eukaryotic cells (cells containing a nucleus and other organelles enclosed in a membrane) at a single cell level [351]. These breaks may be caused by general cytotoxic damage (toxicity to living cells) and/or excision repair, as well as direct genotoxicity [343]. It was first developed by Ostling and Johanson [352], and is now widely used in a number of fields, including genotoxicity testing [334, 353, 354], environmental biomonitoring and occupational health [355, 356], human fertility studies [357], and fundamental research in DNA damage and repair [358]. A number of variations of the method exist, but the general procedure [359] consists of suspending cells in a low melting point agarose (LMPA) on a microscope slide. The slides are submerged in a lysing buffer, before transferring into an electrophoresis buffer.
to allow the unwinding of DNA. During electrophoresis, a current is applied to the samples and the (negatively charged) broken DNA migrates from the nucleus towards the (positively charged) anode, forming the characteristic “comet” tail (Figure 5.3). The longer the tail, the greater the extent of damage. Assays can be conducted under neutral conditions (for detecting double strand breaks), or alkaline (> pH 13) conditions (single strand breaks).

![Figure 5.3 The classic “comet” shape resulting from the migration of broken DNA from the cell nucleus during electrophoresis.](image)

The comet assay was performed as described in Jha et al. [335] with some minor modifications. Slides were pre-coated with normal melting point agarose (NMPA; 1.5 % in Milli-Q water). Haemolymph-saline suspension (200 µL) was centrifuged at 350 g for 3 min at 4 °C, resuspended in 150 L of LMPA (0.75 % in phosphate buffered saline, PBS) and added to NMPA-coated slides as two 75 L microgels. Slides were refrigerated at 4 °C for 1 h to allow gels to set before 1 h at 4 °C in lysis solution (2.5 M NaCl, 100 mM EDTA, 10 mM Tris, 1 % N-lauryl-sarcosine, 1 % Triton X-100, 10 % DMSO, pH adjusted to 10 with NaOH). After lysis DNA was allowed to unwind under alkaline conditions (1 mM EDTA, 0.3 M NaOH, pH 13) for 20 min at 4 °C followed by electrophoresis for 20 min (1 V cm⁻¹). Slides were neutralised for 10 min in 0.4 M Tris (pH 7), rinsed three times with distilled water and allowed to air dry. Each replicate microgel was stained with 20 µL of 20 µg/mL ethidium bromide, and 50 cells per microgel (100 per slide) were scored.
using an epifluorescence microscope (DMR; Leica Microsystems, Milton Keynes, UK) and imaging system (Comet IV, Perceptive Imaging, Bury St Edmunds, UK). Slides were coded and randomised to ensure scoring was blind. Comet assay software packages provide a number of different parameters, % tail DNA is considered to be the most reliable [360] and has been successfully validated with in vitro hydrogen peroxide exposure [361]. Therefore, comet assay results are reported as % tail DNA.

5.3.5.3 Statistical Analysis

Appropriate parametric or non-parametric tests [274] were applied to the datasets where necessary using the R statistical software package for Windows [362] and are detailed in the appropriate results sections and figure legends.

5.4 Results and Discussion

5.4.1 Quality Control

Percent recoveries of the CRMs for water analyses using voltammetric equipment were all within 92.1 - 100.1 % (certified concentration 172.3 ± 11 nM Zn). The ASV LOD (determined as 3 × S.D. of a blank where deposition = 60 s, drop size = max., stirrer = max.) was determined to be 2 nM Zn.

Percent recovery of the CRM for DOC analysis was 115.5 %. The LOD for DOC determination (3 × S.D. of the blank) was 3.33 µM C (n = 4).

Percent recovery of the CRM for determining Zn in mussel tissues (ICP-MS) was lower than ideal at 80.5 %, for reasons that are unclear. Results were therefore corrected (measured concentration / 80.5 × 100) to account for this. Instrument precision was ≤ 5 % RSD (n = 3). The LOD for ICP-MS (3 × SD blank, n = 6) was 112 nM Zn.

Adsorption of Zn to the walls of the beaker used for exposures was determined by rinsing with dilute acid solution (10 % HCl, ROMIL SpA) and ASV analysis. The loss of Zn via adsorption was considered negligible with respect to the concentrations dosed during testing, at 19 ± 3 nM.

The water quality during the 14 day exposure period was relatively stable for all four parameters. Mean values ± 1 S.D. for dissolved oxygen, pH, salinity and temperature were 90.7 ± 6.6 %, 7.7 ± 0.2, 31.9 ± 0.2 and 15.1 ± 0.2 ºC respectively. Lower than
average dissolved oxygen (DO) saturation was observed in the HTO+1912 nM Zn and HTO+83 µM DOC treatments on day 6 (31.5 and 41.1 % respectively) due to the oxygen tube slipping out the beaker. Dissolved oxygen levels returned to normal values upon replacement of the tube. Mussels were exposed to these lower DO concentrations (approximately 3 – 4 mg L⁻¹) for a maximum of 24 h, and this episode has not been deemed harmful, as mussels require a minimum of 1 – 2 mg L⁻¹ DO for normal healthy function [363].

5.4.2 WATER CHEMISTRY

5.4.2.1 DISSOLVED ORGANIC CARBON

Dissolved organic carbon concentrations determined throughout the exposure period are shown in Figure 5.4. No consistent trend is apparent across different treatments. Measured concentrations indicate significant inputs of organic carbon above nominal concentrations at the beginning of the experiment in the case of the DOC-only treatment, and the HTO+83.3 µM DOC treatment. The former decreases gradually throughout the exposure period, but the latter decreases rapidly from day 3 to day 6, before decreasing slightly from day 6 to day 14. In contrast, DOC concentrations in the HTO+833 µM DOC treatment are approximately half the spiked concentration, evenly decreasing to around a quarter by day 14. The seawater control and the HTO+8.3 µM DOC treatment profiles track one another, with a sharp increase in DOC from day 3 to day 6 which returns to the original concentration for the remainder of the experiment.

The strict adherence to clean laboratory procedures and careful covering of beakers when not sampling meant that contamination of DOC to beakers was eliminated as a possibility. Therefore the increase in DOC concentrations can be attributed to biological activity. The likelihood that this was due to mussel spawning was rejected, as this was not observed at any point during the exposure. Exudation of organic material from the mussels at day 3 (or 6) of the experiment is conceivable via the production of ‘transparent exopolymer particles’ (TEPs). In the marine environment, microorganisms, such as phytoplankton or bacteria, exude certain high molecular weight mucopolysaccharides as dissolved organic matter. The latter is converted to particulate organic matter through microbial and abiotic processes, and subsequently results in TEP formation. This is a natural process by which carbon is recycled and made utilisable to pelagic and benthic feeding organisms [364]. Stress-related release of dissolved organic material specifically in response to HTO has not been documented, but the production of TEPs by mussels
and other benthic suspension feeders has been reported [364]. Physiological stress has resulted in sloughing off of mucus-covered cells from organism body-linings and feeding structures [365, 366] and the increased production of mucus [364] in response to increased contaminant exposure. Mucus, a complex carbohydrate sulfate, is known to sequester both particulate and dissolved metals [367] and would likely contribute to increased dissolved organic matter in the water column and TEP production [364]. A combined field and laboratory study of several benthic suspension feeders [364] found TEP production to significantly increase as a result of active pumping, and although DOC concentrations in the laboratory-based mussel experiments were not significantly increased, waters were sampled after 5 h rather than the 3 d sampling intervals in this study. Increased concentrations of DOC in close proximity to dense mussel beds were, however, determined in the field, so it is possible the mussels were responsible for the elevated concentrations of DOC measured during this experiment. Another possibility is the exudation of DOC by bacteria in the beakers. A number of studies report extracellular release of DOC by bacteria [368-370], so it is possible that the non-sterile filtration of the seawater could have resulted in the proliferation of bacteria in response to the high concentrations of added DOC [371], leading to increased extracellular release of DOC by the bacteria.

**Figure 5.4** Concentrations (as µM carbon) of dissolved organic carbon (DOC) throughout the exposure period. Dashed lines represent the spiked concentrations of DOC as µM C (assuming 50% is actively complexing [242]) plus background carbon (135 µM) present in the seawater. Error bars are shown where larger than the marker and represent ± 1 S.D. about the mean (n = 4).
5.4.2.2 Tritium-organic carbon association

The association of $^3$H with DOC was significantly higher (78 and 100%) during the first three days compared with the rest of the exposure period ($\leq 20\%$) (**Figure 5.5**).

![Figure 5.5](image)

**Figure 5.5** The percentage of tritium (introduced as tritiated water, HTO) associated with dissolved organic carbon (DOC) in each treatment for each sampling day throughout the exposure. The seawater control data is absent as the activity concentration was negligible in both the sample and eluted methanol. The RSD% of samples was $\leq 4\%$ ($n = 3$).

It is clear that beaker treatment did not influence the observed association of $^3$H with DOC, and changes in $^3$H-DOC association were time-significant only. The reasons for this are unclear, as DOC concentrations in excess of spiked concentrations were observed in only two of the four DOC-spiked treatments. Therefore, the addition of the humic DOC cannot be solely responsible for the effects observed during day 3. It was assumed equilibrium between $^3$H and DOC was reached before sample analysis in all cases, as tritium equilibrates rapidly (within 5 – 24 hours) with dissolved organic ligands [342].

As $^3$H can substitute hydrogen in any organic compound [372], the high percentage of total $^3$H associated with DOC at day 3 may be as a result of complexation with a number of types of DOC. Dissolved organic carbon molecules are complex structures containing many functional groups (see Chapter 1, **section 1.5.2**) and so the nature of $^3$H binding would depend on the types of organic matter, and hence ligands, present. As discussed in Chapter 3, seawater can contain both allochthonous (e.g. humic and fulvic) and autochthonous (e.g. biogenic exudates) DOC. From the data it is clear that DOC of a
different origin is being added to the beaker, either by proliferating bacteria, or the mussels (as described in section 5.4.2.1). Organic tritium synthesised inside tissues can be broadly separated into two types [372]: Organically bound tritium (OBT) is associated with stronger carbon-tritium bonding, whereas exchangeable organic tritium (EOT) is relatively weakly bonded to oxygen, sulphur, nitrogen or phosphorus [336]. As mussels excrete ammonia and orthophosphate [373] as part of the natural digestive process, this is likely to contribute to weak bonding of tritium within the water column. Although confirmation of DOC character was not obtained at any point during the experiment, a tentative explanation for the extensive $^3$H-DOC association on day 3 was an incorporation of $^3$H into an organic exudate expelled into the test water by the mussels (described in section 5.4.2.1). Whether this is evidence of a detoxifying mechanism for *Mytilus galloprovincialis* in contact with tritium remains unknown, as there is evidence to show that behavioural responses (such as clearance rate and attachment) of this species are unaffected by exposure to HTO at these activity concentrations [343]. However, the induction of mechanisms responsible for immobilising and/or excreting toxic metals such as Cd and Zn are well documented (e.g. metallothioneins [374], glutathione [375], mucus secretion [376] and calcified concretions [377]). Additionally, physiological changes (e.g. filtration rate, oxygen uptake) in response to increased metal exposure have been reported [378]. Although no evidence of such a detoxifying mechanism has been reported for tritium, it could be plausible that mechanisms similar to those observed for metals exist for other contaminants such as tritium.

From day 6 onwards, the reduction to ≤ 20% in $^3$H associated with DOC in the test water is concurrent with a previous study on tritium interactions with hydrophobic organic matter in natural seawater that reported ~ 6 % of $^3$H was associated with DOC [342]. This portion of the experiment reflects, to a certain extent, an overall diminishing DOC concentration in the test beakers (Figure 5.4) which could result in an overall reduced ability for complexation of $^3$H. However, the increase in DOC concentrations in the seawater control and HTO+DOC 8.3 µM treatments on day 6 (Figure 5.4) were not concomitant with an increased association of $^3$H with DOC (Figure 5.5), further suggesting that the extent of association of $^3$H with organic molecules could be a function of DOC type rather than simply concentration. Such observations have been noted for metals (see Chapter 3, section 3.5.8), but is something that has not been explored with respect to $^3$H.
5.4.2.3 Zinc Speciation

**Figure 5.6** shows ASV-Labile and TDZn concentrations measured in spiked treatments containing Zn only and Zn + HTO over time. No significant difference was found (non-parametric Kruskal-Wallis test, p > 0.05) on the measured concentration of total and labile Zn in the presence/absence of tritium. The dissolved (ASV-)labile (Zn_{lab}) and TDZn concentrations determined in filtered water (**Figure 5.6**) were below their nominal spiked values throughout the experiment duration, during which 100% of the water was exchanged and contaminants were renewed every three days. However, all spiked treatments contained Zn concentrations significantly above the control beaker and [TDZn] was closest to nominal values at the end of the experiment. Concentrations of both, Zn_{lab} and TDZn in solution follow a similar trend with time (**Figure 5.6**), with the proportion of [Zn_{lab}] to [TDZn] remaining relatively consistent (80 ± 16%) throughout the exposure.

**Figure 5.6** ASV-Labile and total dissolved Zn concentrations measured in spiked treatments containing A) Zn only B) Zn and tritiated water (at 5 MBq L^{-1}). Black dotted lines represent spiked concentrations. The sea water control contained ≤ 130 nM TDZn throughout the exposure period. Error bars are shown where larger than the marker and represent ± 1 S.D. (n = 3) about the mean.

**Figure 5.7** shows the proportions of labile (% Zn_{lab}) and free Zn (calculated as a portion of Zn_{lab}) as a percentage of the total dissolved Zn. At the end of the first three days of the exposure, % Zn_{lab} was similar in the control and the spiked treatments (87%).
Figure 5.7 Labile, non-labile and free Zn (calculated as a fraction of the labile Zn) as percentage of total dissolved Zn determined throughout the 14 d exposure in the different treatments. Note that the labile Zn concentration in the control on days 6 and 14 were < LOD, and thus 100% complexation of Zn was assumed.

In the control, \([\text{Zn}_{\text{lab}}]\) and \([\text{Zn}^{2+}]\) were below the LOD at day 6, perhaps as a result of higher degree of Zn complexation due to the increase in DOC (possibly in the form of mussel exudate) at this time point (Figure 5.4). Similar observations were made at the end of the experiment (day 14) although DOC remains at background concentrations. On days 9 and 12, the proportion of labile and free Zn was 21 and 18% respectively (Figure 5.7).

The \% \text{Zn}_{\text{lab}} in the Zn-spiked treatments ranged from 64 – 96\% of [TDZn], and overall there was more \([\text{Zn}_{\text{lab}}]\) present in treatments spiked with higher concentrations of Zn, presumably as dissolved ligands available for complexation were progressively saturated with higher metal concentrations. Considering the previous discussion (section 5.4.2.1) regarding the possible exudation of complexing material by the mussels and subsequent DOC concentrations raised well above background, this result is somewhat unexpected. Although the DOC concentration was not determined in the beakers spiked with Zn, presumably the high concentrations of added Zn in this case meant the ligands were saturated, even at the lowest (382 nM) Zn addition, showing a decreased ability for high proportions of Zn to be complexed and a DOC concentration remaining at background levels. An approximation of complexation capacity may be made by considering the Tamar samples described in Chapter 3. The percentage of Zn-
complexing ligand as a portion of the total DOC in the seawater end members equalled a maximum of 0.04% (60 nM of Zn complexation capacity vs. a DOC concentration of 147 μM during a survey in April). Therefore 0.04% of 135 μM C is equal to 54 nM Zn complexation capacity – around 14% of the Zn present in the test water at lowest spiked Zn concentration. This is not unreasonable as between 5 and 25% is non labile in the HTO + 382 nM Zn treatment throughout the experiment. However, if accounting for some input of DOC from suggested mussel exudate, this gives a possible maximum DOC concentration of ~1700 μM C (see the 833 μM DOC treatment on day 3 in Figure 5.4) equalling a complexation capacity of ~680 nM, more than enough to complex all the Zn in the lowest spiked Zn treatments. This may suggest therefore, that the significant inputs of DOC to the beakers at days 3 and 6 of the experiment in the HTO + DOC, DOC only and SW control treatments were not repeated in the Zn-containing treatments.

With respect to changes over time within each treatment, non-labile Zn in the lowest spiked Zn treatments appear to increase from day 3 to day 14, whereas the opposite is true for the two higher spiked Zn treatments. This could be due to fluctuations in the DOC concentration and/or type, although this was not confirmed. Free Zn concentrations remained at a relatively constant proportion of [TDZn] in all the treatments (including the control), ranging from 4 – 14 %.

As the of loss of Zn via adsorption to beaker walls has been deemed negligible (section 5.4.1), it can be assumed that uptake of Zn by the mussels was the main process responsible for the low TDZn concentrations, relative to the spike, observed in the experimental set-up. Conversely, the steady increase in dissolved Zn during the experimental time period was concomitant with a decreasing uptake of Zn by the mussels (section 5.4.3.1). The observations in the present study are likely to be reflective of a controlled uptake of Zn from the water column (section 5.4.3.1), as there is some fluctuation in the concentration of Zn in the test beaker with time.

5.4.3 Biological uptake and effects of contaminants

5.4.3.1 Zinc uptake and partitioning

The concentration of Zn taken up by the mussels during the experiment was calculated using equation 5.2.

\[
([Zn_{spiked}] + [Zn_{background}]) - [TDZn]
\]  

(5.2)
Where $Zn_{background}$ was total dissolved Zn measured in the exposure water before spiking (64 nM), and $[TDZn]$ is the total dissolved concentration of Zn measured using ASV.

**Figure 5.8** shows uptake of Zn by the mussels decreased in all treatments (except for 393 nM Zn treatment) from day 3 to day 6, with an increase in uptake by day 9, and an overall decrease during the remaining five days.

**Figure 5.8** Zn uptake by mussels in the spiked treatments throughout the exposure.

Concentrations of Zn in mussel tissues ranged from $\sim0.8 - 28 \ \mu mol \ g^{-1}$ (**Figure 5.9 A**), which is in general agreement with the literature [379-382], and varied in the order gill $>$ digestive gland $>$ muscle $>$ mantle $>$ foot $=$ other. The occurrence of, in many cases, significantly higher (Tukeys post hoc, $p < 0.05$) Zn concentrations in the gills was not unexpected, as mussels are filter-feeders and the gills are the primary site for metal uptake via diffusion across the gill epithelium [383, 384]. They act as a reservoir for metal storage and significant accumulation in mussel gill tissue has been observed previously [385]. The gills of the mussels in the HTO treatment contained on average less Zn than those in the control (although this was not significant). In theory, if the exudation of mucus and organic material as a stress-response to $^3$H exposure did occur in this treatment (DOC not measured), it is possible that concomitant biological secretion of Zn-binding ligands could have reduced the uptake of Zn.

Whole soft tissue Zn concentrations in the different treatments (**Figure 5.9 B**) ranged from $\sim3.8 - 7.6 \ \mu mol \ g^{-1}$ (mean 6.1 $\mu mol \ g^{-1}$), values that are similar to those observed in another study on this species [386], but higher than Zn concentrations (1.2 $\mu mol \ g^{-1}$) in soft tissues of *Mytilus galloprovincialis* taken from an unpolluted site in northern Italy [387]. This variation in whole body metal concentrations in mussels in the environment is not unexpected [388], and although Cantillo [389] suggests mussels containing $\geq 3.1$
μmol g⁻¹ are indicative of contamination, this is not species specific. Variations in local mineralogy, water quality (e.g. salinity and temperature), and biological factors (e.g. age, diet, body weight, reproductive state and gender) will affect accumulation and natural background tissue concentrations [390-392].

Although mean tissue and whole body concentrations of Zn (Figure 5.9 A and B, respectively) appeared to increase with dissolved Zn concentration, in keeping with previous studies [393], statistically (factorial ANOVA, p > 0.05) there was no significant difference between them. Reasons for this include i) the probable regulation of essential Zn within the exposed mussels so that tissue concentrations are not reflective of exposure concentrations [378] (see later in this section) and ii) the naturally high concentrations of Zn in the organisms (whole body Zn concentrations in control mussels ≈ 6.5 μM) may mask small changes of Zn accumulation in tissue.

Figure 5.9 Zn concentrations in A) individual tissues and B) in whole mussels after 14 day exposure to unary and binary mixtures of Zn and HTO. Error bars represent ± standard error (n = 9). Significant differences (factorial ANOVA, p > 0.05) between tissues within treatments are marked by letters (Ma: different from mantle, g: different from gill, d: different from digestive gland, o: different from other). Significant differences between whole mussel Zn concentrations in different treatments are marked (HTO: different from HTO treatment).

Self-regulation of the essential element Zn within organ tissues has been reported for a number of aquatic species [394], and evidence for Zn regulation can be found for both freshwater [395, 396] and saltwater mussels [397-399]. Specific occurrence of this
phenomenon has been suggested for *Mytilus galloprovincialis* but has not yet been proven [400]. Other studies investigating metal uptake by marine organisms have observed that, unlike uptake of non-essential elements such as cadmium [401, 402], Zn uptake does not occur as a function of water concentration. This provides further evidence for self-regulation of the essential trace elements by organisms.

5.4.3.2 Tritium uptake and partitioning

Tritium tissue activity concentrations (Figure 5.10) in the control mussels were below the limits of quantification, but those exposed to tritiated water contained statistically significantly higher concentrations ranging from ~4 – 12 MBq kg\(^{-1}\). Some significant differences in tritium activity were found between individual tissues within the same treatment (factorial ANOVA, \(p < 0.05\), Figure 5.10), and in whole mussels between treatments containing/not containing added DOC (one-way ANOVA with Tukey’s post hoc tests, \(p > 0.05\)).

![Figure 5.10](image)

**Figure 5.10** A) Total activity concentrations from tritium in individual tissues and B) in whole mussels after 14 d exposure to unary concentrations and binary mixtures of HTO and Zn, and HTO and DOC. Error bars represent ± one standard error. Significant differences were calculated using a factorial ANOVA with Tukeys post hoc tests, and are indicated by * and # for between treatment effects, and letters for within-treatment effects, i.e. differences between tissues (d: different from digestive gland, f: different from foot, g: different from gill, \(p < 0.05\)).

Within treatments, tissue-specific accumulation of \(^3\)H varied in the order digestive gland > foot > gill > mantle > other > muscle, with a considerable number of significant differences.
found between the digestive gland and foot. Differences in activity concentration between tissues have been observed previously [335, 336, 343], but results vary with respect to which tissues contain the highest concentrations of tritium. Jha et al. [335] found the highest tritium accumulation in the digestive gland (as seen here) followed by the gills, concluding that uptake via the gill is followed by preferential accumulation in the gut before the other organs.

The range of tissue activity concentrations determined here seem higher than might be expected when compared to previous studies on $^3$H uptake. If concentrations in mussels exposed to three times the activity concentration (but same exposure period) used in this study contained between $\sim$1 – 2.5 MBq kg$^{-1}$ [343], the expected range for a 5 MBq L$^{-1}$ tritium exposure would be $\sim$0.33 – 0.83 MBq kg$^{-1}$. However, comparing Dallas’ work with that of Jaeschke et al. [336] and Jha et al. [335], it is clear that tritium exposure concentrations and exposure periods are not proportional to tissue activity concentrations. This suggests that the biouptake and partitioning of tritium in the organs of the mussel is extremely variable and, as pointed out by Dallas, likely to be more dependent on specific mussel physiology and behaviour [343, 403].

Interestingly, where DOC has been added to the test medium, the average whole body tritium accumulation increases (Figure 5.10 B), although statistically this is not significant for all DOC-containing treatments (ANOVA with Tukeys post hoc tests, $p < 0.05$). Nevertheless, as DOC represents a significant food source for mussels [404], organically bound radionuclides present a more biologically available chemical form [372], and as equilibration of $^3$H with DOC is rapid [342], it is possible that the bioavailability of tritium to mussels was increased with added humic matter. As organically bound $^3$H is the more persistent form in organisms (depuration $> 21$ days [336]), it is therefore not clear why an increase in $^3$H activity concentration is not more pronounced in the treatment containing the highest DOC concentrations, or why it was not observed in treatments where significant inputs of DOC (above spiked or background concentrations) had been introduced at days 3 and 6. It is also unclear why more $^3$H was not retained on the C-18 cartridge in treatments spiked with DOC on days 6 – 14 (all treatments showed OBT at $\leq 20\%$). If saturation of exchangeable and non-exchangeable sites on organic molecules was the case (see Figure 5.5 and text), $^3$H uptake would be similar in all treatments. Again, the unconfirmed nature and/or source of the DOC in the test beakers throughout the duration of the experiment could be the missing link to clarifying this uncertainty. However, as the increase in $^3$H activity observed for the DOC spiked treatments was largely insignificant, the one exception observed with the lowest DOC spike (which
represents only 6% of the background DOC) is probably more likely due to alternative factors (e.g. differences in individual organisms’ metabolic rates and physiology) [343].

Tritium binding and uptake during feeding was not determined during this study, but is an important point to consider. Taking account of the chemical behaviour of tritium discussed above, it is reasonable to assume much of the uptake of the contaminant by the mussels occurred in the 2 h following feeding (before the water change). This could account for differences in $^3$H accumulation in other experiments reported in literature where mussels were not fed, or a different food was provided (e.g. [335]).

5.4.3.3 COMET ASSAY

DNA damage in mussel haemocytes was within expected levels [343] for control mussels ($4.51 \pm 1.54 \%$), and there was a significant effect of treatment (ANOVA, $p < 0.001$) on the extent of DNA damage between the control and HTO-only, and HTO-only and Zn-spiked treatments (Figure 5.11). Although DOC-spiked treatments appear to exhibit greater DNA damage to mussel haemocytes than those not spiked with DOC, reflecting the somewhat increased uptake shown in Figure 5.10 and the increased genotoxic effects of OBT observed by Jaeschke et al. [336, 372], variability was too great to ascertain statistical differences between these and any of the other treatments. Similarly, % tail DNA damage did appear to decrease with increasing Zn concentration, although the Zn-only treatments did not show significantly different effects from the control. As noted previously, this variability probably reflects the different physiology of individual organisms of the same species, where tolerance of some to contaminant exposure is greater than others [405].

Exposure of the mussels to 5 MBq L$^{-1}$ tritiated water alone caused a significant increase in % tail DNA (Tukeys post hoc tests, $p < 0.001$), but when combined with added Zn, % tail DNA was not statistically different from the control, and significantly lower than that exhibited by the HTO-only treatment (Figure 5.11).
Figure 5.11 DNA damage (% tail DNA) measured using the comet assay for mussel haemocytes after 14 day exposure to unary concentrations and binary mixtures of Zn and HTO. Data are presented as standard Tukey box plots, i.e. whiskers are $1.5 \times$ interquartile range. Significantly different treatments (coloured boxplots) are marked by asterisks (ANOVA with Tukeys post hoc tests; ***, $p < 0.001$, * $p < 0.05$).

This apparent antagonistic effect of Zn on the genotoxicity of HTO exposed mussels is the first reported, and demonstrates a protective effect of Zn when present in combination with tritium. This result is probably related to the crucial role Zn plays in the enzymes involved in DNA repair, so-called “Zn finger proteins” [406, 407], which are important in regulating transcription and replication of DNA in cells [408]. This interpretation is supported by the fact that the reduction in % tail DNA damage apparently caused by the presence of Zn was not accompanied by a decrease in the accumulation of $^3$H, either in individual tissues or the whole organism (Figure 5.10), thus indicating protective mechanisms occurring at the cellular level.

The protective effect of Zn to DNA damage from $^3$H differs from observations made by Fraysse et al. [409]. Although they reported a protective effect of Zn (at a concentration of 3824 nM) when freshwater mussels were co-exposed to Zn and the radionuclide $^{57}$Co, the result was attributed to a decreased (whole body) accumulation, and increased depuration of accumulated $^{57}$Co. This is likely due to a competitive effect between Zn and $^{57}$Co in the test medium affecting uptake via the gill, rather than internal biological processes occurring post-uptake as observed with $^3$H exposure in this study.
5.5 CONCLUSIONS

Mussels are a widespread and ecologically important organism, a major food source for other species including humans, and, importantly, purify waters by filtering and removing bacteria and toxins from the water column [372, 410]. The implications of discharging high concentrations of radionuclides into the environment are potentially extremely damaging to the health of both aquatic and terrestrial organisms.

As HTO is the form of $^3$H discharged from nuclear installations into the environment [372], studying the fate and behaviour of this contaminant in relation to bioavailability, partitioning, and genotoxicity to this species facilitates understanding of the mechanisms behind uptake, bioaccumulation and toxicity. By introducing another constituent, in this case Zn, a somewhat more realistic study of the interactions between contaminants has been made and furthered our knowledge of potential biological risks associated with radioactive and metallic contamination in the environment. This study also contributes important information that can be used to develop future radioactive risk assessments that are more reflective of complex environmental conditions. For example, the calculated dose rate to mussels of 57.6 μGy h$^{-1}$ in this experiment is well below the screening value of 400 μGy h$^{-1}$, below which concentrations are not deemed harmful [411]. However, the effects of such a dose in this experiment and others [335, 336, 412] have proven damaging on a sub-lethal, genotoxic level, but with significant remediation with the introduction of added Zn. By accounting for mixture effects, a more accurate assessment of potential risk that either avoids unnecessary time consuming and potentially costly remediation efforts, or an underestimation of potential harm to wildlife, may be made.

The results presented above provide both chemical and biological data over an exposure duration of 14 days of mussels *Mytilus galloprovincialis* to unary and binary mixtures of zinc, tritium, and dissolved organic carbon. A genotoxicological assessment of exposed mussel haemocyte % tail DNA damage reveals, for the first time, evidence of antagonism when Zn is added at concentrations of 382 – 3824 nM to exposure waters containing 5 MBq L$^{-1}$ tritium (as HTO). A simultaneous reduction in whole-organism tritium accumulation and partitioning into tissues when mussels were exposed to mixtures of Zn and HTO was not observed, and therefore the mechanism for the reduction of toxicity in mussels is not a result of uptake concentration, but occurs later in the metabolic process. It was found that the association of $^3$H with DOC in this experiment was a consistent ~ 10 - 15% throughout the exposure except for the first three days, after which sampled waters showed that between 78 – 100% tritium was organically bound. This observation
is tentatively attributed to either a mucosal-secretion, similar to that reported for toxic metals, or the proliferation of bacteria and subsequent release of bacterial exudate. The interaction between DOC and tritium, however, and the nature of the DOC input into the test waters at the beginning of the experiment requires further investigation to elucidate DOC type and origin and its affinity for $^3$H binding.

The observed protective effect of Zn against DNA damage induced by the widely discharged radionuclide $^3$H could have positive consequences for concomitant localisation of these contaminants in the environment, albeit the concentrations used here were high in environmental terms. These findings highlight the problems and potential for unnecessary and costly remediation of testing the toxicity of contaminants in isolation, and therefore emphasise the importance of studying mixture effects. In addition, the data presented can be used to improve the current and future risk assessment strategies for organism exposure to radionuclides in the environment, for example by incorporating mixture effects into the ERICA tool.
CHAPTER 6. A COMPARISON OF MEASURED AND CALCULATED METAL SPECIATION FOR IMPROVING FUTURE RISK ASSESSMENT

6.1 INTRODUCTION

Because the Biotic Ligand Model (BLM, see section 1.2) accounts for metal bioavailability, it is currently the method of choice for setting and assessing site-specific Environmental Quality Standards (EQS) by regulators and stakeholders [413]. It has been successfully incorporated into legislation to protect freshwater ecosystems for several metals classified as of particular concern (e.g. Cu [61] and Zn [50, 62, 414] (see section 1.3), Ni, Cd and Pb [415], Ag [416]).

The information required to develop BLMs for estuarine waters includes the concentration of the bioavailable forms of the metal of interest. The most important fraction of this is the free metal ion concentration, as it is the most readily bioavailable and, therefore, the most toxic species (see section 1.2). Both the determination and computation of free metal ion concentrations are challenging, because low concentrations present practical and analytical obstacles (see Chapter 3 and Chapter 4) and reliable predictions are hampered by a paucity of relevant data, coupled with the physically and chemically dynamic nature of estuarine waters and the heterogeneous nature of organic ligands (see Chapter 1, section 1.5.2) affecting metal complexation and proton binding [417]. Large organic molecules (e.g. humic and fulvic acids and proteinaceous material) are not readily isolated from natural waters or defined by a chemical formula (see section 1.5.2) and therefore, describing and quantifying metal-humic complexation by taking into account ligand geometry, electrostatics and screening, binding site densities, and competitive ion effects in the complex ligand mixtures typically present in estuarine waters remains the focus of many studies (e.g [418, 419]). Various models can be selected to describe the binding behaviour of ligands in the aquatic environment by consideration of one or a mixture of the binding and/or adsorption of metals to dissolved, colloidal and solid phase humic acids, Fe and Al oxides, and clays [420, 421].

A number of computer programmes are available for calculating chemical speciation in aquatic systems, requiring the user to input parameters such as DOC, water hardness, and pH to account for the influence of cationic competition for binding to the organic
ligand. Calculations are then performed by the programme using a database containing thermodynamic equilibrium data (e.g. stability constants, enthalpy of reactions etc.). Such programmes include WHAM [241], PHREEQC [422], ORCHESTRA [423], MINEQL [51] and Visual MINTEQ [424]. Although these databases are easily edited by the user, default trace metal complexation data (stability constants) in WHAM and similar programs are usually based on data obtained at high metal and humic substance concentrations using ion selective electrodes (ISEs) in freshwaters [424]. The concentrations of both trace metals and humic substances in estuarine and marine waters however, are generally lower compared with freshwaters and the use of ISEs for Cu complexation measurements at ambient Cu concentrations in marine waters is problematic (see section 2.1.2.1). A recent comparison of WHAM VII predicted $[\text{Cu}^{2+}]$ and $[\text{Zn}^{2+}]$ against measured values for estuarine and coastal waters showed agreement within an order of magnitude for 314 out of 533 (59%) cases and 10 out of 18 (56%) of cases, respectively [241].

Comparative datasets for measured vs. calculated (estuarine and coastal) speciation data is currently lacking, particularly in the case of Zn. Testing the predictive power of various metal speciation models such as those listed above is vital to ascertain their accuracy when compared with measured data from complex natural samples, especially as water quality standards are now site-specific (Cu) and take into account chemical speciation concepts based around DOC concentrations.

6.2 AIMS AND OBJECTIVES

This chapter aims to evaluate whether and how the prediction of free metal ion concentrations in estuarine waters can aid the setting of metal EQS in future. This will be done by comparing the results of the Tamar transects presented in Chapter 3 with those obtained from the chemical equilibrium speciation computer programme Visual MINTEQ (VM). The programme was chosen because i) it is well established, containing the original large database from MINEQLA2 with some more up-to-date additions and amendments [52], ii) it is the second most-used chemical equilibrium software application used by researchers publishing in scientific journals [52], and iii) it is easily obtained, free of charge, and is particularly user-friendly.
The objectives were:

- Evaluate the extent of the agreement between Tamar metal speciation data determined in samples and predictions for Cu and Zn speciation calculated with VM. Comparisons will be made by i) insertion of determined ligand complexation data (log $K$ and $[L_j]$) into the database, and ii) inputting DOC concentration and modelling using the NICA-Donnan DOC model in VM.
- Discuss the implications of the findings in relation to the setting of the EQSs for Cu and Zn.

6.3 EXPERIMENTAL

6.3.1 VISUAL MINTEQ: CHEMICAL EQUILIBRIUM SPECIATION SOFTWARE

Visual MINTEQ was developed by Jon Petter Gustafsson, with the latest version (3.1, beta) available for download in July 2015 at [http://vminteq.lwr.kth.se/download/](http://vminteq.lwr.kth.se/download/). The database consists of files containing information on the VM components (charge, molecular weights etc. of element species and DOC), a thermodynamic database containing stability constants and enthalpies for all aqueous, diffuse-layer, solid, redox and gas species, and constants and enthalpies for adsorption, and humic complexation. The latter may be described using one of three models available in VM, which are explained further in the following section. Database entries for the above are derived from a number of scientific studies on chemical components and are detailed in the VM help and information guide.

6.3.2 SELECTING A HUMIC COMPLEXATION MODEL IN VISUAL MINTEQ

VM overcomes the absence of thermodynamic data for complexation of metals with natural organic ligands by making available to the user a number of models that describe metal-humic binding, including the Gaussian DOM model, the Stockholm Humic Model (SHM) [417] and the non-ideal competitive adsorption (NICA) isotherm combined with Donnan-type models (NICA-Donnan, detailed below) [425]. The Gaussian DOM model is used in older speciation programmes (MINTEQA2) and is now considered outdated, while the latter two are the most sophisticated and up-to-date models available [52], and therefore considered most appropriate for use in current speciation modelling.
The SHM and NICA-Donnan model are similar in many respects, and speciation calculations carried out using both of them in a study of Cu and Zn speciation in freshwaters were reported to give similar results [31]. Both models consider i) the competitive effects of proton and cation competition for humic type binding sites, ii) electrostatic interactions (the attraction of counter ions to the negatively charged humic molecule which accumulate in the vicinity of the molecules) between charged species, and iii) humics in the form of permeable gels, capable of forming mono or bidentate complexes.

The main difference between the SHM and NICA-Donnan model is in the approach taken to the nature of the individual binding sites on the humic molecules. These sites are operationally defined into two groups: carboxylic and phenolic sites. Carboxylic sites are defined by a \( pK < 7 \), and are considered to have a relatively weak binding strength in comparison to phenolic sites [52] which tend to deprotonate at higher pH values [426, 427]. While the SHM considers binding of cations to eight discrete sites that vary in acid strength [31, 426], the NICA-Donnan assumes the \( pK \) values are consistent across the carboxylic and phenolic sites [426]. While the SHM can be used for both aqueous and solid-solution partitioning [52], the NICA-Donnan model was used in this work because it has the largest thermodynamic database [52].

The NICA-Donnan model (described in detail by Kinniburgh et al. [428] and summarised within the VM user manual) was created through combining the NICA isotherm, which describes specific binding of cations to functional groups on the surface of the humic molecule [425], with a Donnan model to describe non-specific ion binding via counter-ion accumulation (so called electrostatic interactions) [425, 429]. In this model, the humic or fulvic acid molecule is seen as a permeable gel, with the partitioning of ions between the bulk solution and the gel phase regulated by a Donnan potential [420]. Considering the organic matter as a gel phase introduces the possibility that humic and fulvic acid molecules shrink and swell with changes in pH and ionic strength [428, 430, 431], meaning the effective Donnan volume will fluctuate. This is important since the volume of the humic molecule is considered in humic complexation models. The NICA-Donnan model in VM contains an adjustable parameter that accounts for this effect with respect to gels in the dissolved phase.

Use of the NICA equation enables simulation of cation complexation to constituents that are highly heterogeneous with respect to binding site affinity; humic and fulvic acids are good examples of such ligands. In the NICA-Donnan model the system is divided into two phases which both contain water, the bulk solution phase and the humic gel
('Donnan') phase. The partitioning of ions between the two phases is governed by a Donnan equilibrium. This model has been used to predict and compare metal speciation against measured values in a number of natural freshwaters [31, 432-434] with mixed results.

6.3.3 Input Parameters

Dissolved concentrations of aquatic constituents used by regulatory bodies in the UK, such as the EA, are typically determined in water filtered to a pore size of 0.45 µm. As this chapter presents data in the context of environmental legislation, the data derived from the 0.4 µm filtered fraction of Tamar estuarine samples are used here as this filter pore size is the operationally defined cut-off for dissolved metal recognised by regulators and industry. The 0.4 µm pore size is closer than the 0.2 µm to the filtered size of the DOC sample (0.7 µm), diminishing errors arising from comparing DOC concentrations with complexation capacity and drawing conclusions regarding DOC and potential bioavailability (see section 3.5.8).

To test the predictive power of VM, it was run twice:

(i) using ligand parameters determined in Tamar samples (two concentrations of two groups of ligands and their respective conditional stability constants) for organic ligand-metal complex characterisation (VM\textsubscript{Tamar})

(ii) allowing the NICA-Donnan model for DOC binding to determine metal-organic ligand characteristics, while adding DOC concentrations determined in Tamar samples (VM\textsubscript{NICA-D}).

In both cases, measured dissolved metal concentrations ([TDM]) were input for each site, with major ion concentrations (Na\textsuperscript{+}, Mg\textsuperscript{2+}, K\textsuperscript{+}, H\textsuperscript{+}, Sr\textsuperscript{2+}, Cl\textsuperscript{−}, Br\textsuperscript{−}, SO\textsubscript{4}\textsuperscript{2−}, F\textsuperscript{−}) calculated using the ion pairing model (see section 2.6 and for the composition of the standard seawater and river end member (Table 2.2), and the calculation used (equation 2.11)) for specific salinities prior to being input into VM. Only samples from the Tamar surveys for which a full complement of ligand concentration and conditional stability constants were available for the two ligand strengths tested (16 data points for Cu and 10 for Zn). The pH was fixed at 7.8 for all samples and the temperature at 22.5 °C as these were the analytical conditions of the sample. Ionic strength left “to be calculated”.
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For the VM\textsubscript{Tamar} predictions, ligand concentrations ([L\textsubscript{x}]), determined using both ligand strengths, and their accompanying conditional stability constants (\(\log K\)) were introduced into the database by following the step by step guide in the VM programme help guide ('Help topics' > ‘Thermodynam. Databases’, scroll to ‘editing the databases’).

For VM\textsubscript{NICA-D} predictions, the ‘show organic components’ option was selected and DOC concentrations were input after selecting “DOC (NICA-Donnan)” from the component name dropdown menu. The default DOC parameters were used in all speciation calculations conducted using this method unless otherwise specified.

6.3.3.1 Sensitivity Analysis

To determine whether the calculated speciation of Zn and Cu using VM\textsubscript{NICA-D} differed significantly over a varying pH and temperature range, a sensitivity analysis was conducted on a fresh water, mid-salinity and a full sea water sample. This consisted of fixing the temperature at ambient laboratory temperature (22.5 °C) whilst running calculations at pH 6.5, 7.0, 7.5, 8.0 and 8.5, and then fixing the pH at 7.8 whilst running calculations at 5, 10, 15, 20 and 25 °C.

Because the speciation of Cu and Zn in the Tamar estuary samples may be affected by other chemicals in the water that were not taken into account in the initial VM calculations, the effects of two additional chemicals (Fe and EDTA [241]), at differing concentrations were tested by running a sensitivity analyses on a fresh, mid-salinity and sea water sample. Iron oxyhydroxides are present as nanoscale particles in both fresh and saline waters, and act as effective sorbents for dissolved Cu and Zn [435]. Fe(III) was introduced at concentrations reflective of dissolved concentrations reported for oceanic waters (1 \(\times\) 10\(^{-9}\) M, [436]) and in the Tamar estuary (1 \(\times\) 10\(^{-7}\) M, [437]). EDTA is an artificial ligand capable of strongly complexing Cu and Zn (stability constants are given in Table 6.1) discharged in sewage effluent. The effect of EDTA on calculated Cu and Zn speciation was tested over a range of environmentally relevant concentrations (1, 0.1, 0.01 and 0.001 µM [19]).
Table 6.1 Stability constants for the formation of Cu and Zn complexes with EDTA. Data was taken from the default Visual MINTEQ 3.1 thermodynamic database [52].

<table>
<thead>
<tr>
<th>Metal-EDTA Species</th>
<th>log K</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnEDTA$^{2-}$</td>
<td>18.00</td>
</tr>
<tr>
<td>ZnHEDTA$^-$</td>
<td>21.43</td>
</tr>
<tr>
<td>ZnOHEDTA$^{3-}$</td>
<td>5.763</td>
</tr>
<tr>
<td>ZnH$_2$EDTA</td>
<td>22.83</td>
</tr>
<tr>
<td>CuEDTA$^{2-}$</td>
<td>20.49</td>
</tr>
<tr>
<td>CuH$_2$EDTA</td>
<td>26.23</td>
</tr>
<tr>
<td>CuHEDTA$^-$</td>
<td>24.02</td>
</tr>
<tr>
<td>CuOHEDTA$^{3-}$</td>
<td>8.44</td>
</tr>
</tbody>
</table>

6.3.4 LIMITATIONS AND ASSUMPTIONS

As discussed in Chapter 1, the structure of humic and fulvic substances are highly complex. This makes modelling metal complexation by organic ligands challenging, and all models incorporate assumptions which limit the reliability of the predicted outcome:

- Visual MINTEQ assumes that all samples are in thermodynamic equilibrium, which is rarely the case in real systems [55].
- The metal:ligand complexation ratios in the Tamar samples were assumed to be 1:1, and were thus introduced into VM as such. The NICA-Donnan model also assumes a 1:1 cation:site stoichiometry.
- Much of the experimental work investigating the binding of metals by humic substances is carried out in freshwater only, at high (1 – 500 μM) dissolved metal concentrations [438, 439], and humic acid concentrations between 50 and 1000 mg L$^{-1}$ [431] in order to maximise the signal:noise ratio and reduce analytical error. The NICA-Donnan model parameters were obtained from such data, so prediction of metal speciation in environmental waters means substantial extrapolation to much lower (but environmentally relevant) concentrations [431].
- The default for the NICA-Donnan model uses parameters and constants for a ‘generic’ fulvic acid, which assumes 82.5 % of the input DOC consists of fulvic acid with a carbon content of 50 % (the portion designated “active” with respect to metal complexation because humic acid is assumed not to be dissolved in...
solution). This results in a dissolved organic matter (DOM):DOC ratio of 1.65, which is an average based on stream and lake sediments from the Swedish environmental monitoring network [52, 440]. This parameter is adjustable within the VM input menu.

One limitation in the data obtained from analysis of the Tamar samples was the difference in the filter pore sizes used to collect samples for DOC and metal determinations, discussed in Chapter 3. This means that the concentration of (active) DOC, and therefore the extent of complexation, may be overestimated. Although Waeles et al. [441] report the majority (~ 90 %) of dissolved Cu occurs in the 0.45 μm filtered fraction, suggesting the contribution of the fraction of size > 0.4 < 0.7 μm would be small, they do not report any data for Zn.

### 6.4 RESULTS AND DISCUSSION

#### 6.4.1 SENSITIVITY ANALYSES

**6.4.1.1. pH AND TEMPERATURE**

The effect on the calculated speciation for both Cu and Zn when the full sea water or fresh water samples were used for sensitivity tests of changing pH and temperature was the same. Figure 6.1 shows the results of the sensitivity analyses for Cu and Zn speciation in the fresh water samples with changing pH and temperature calculated using the VM\textsubscript{NICA-D} method. For the benefit of displaying the data, free metal ion concentrations are plotted as –log\textsubscript{10} of their concentration to represent a pCu\textsuperscript{2+} or pZn\textsuperscript{2+} value.
For Cu, changing the temperature had a minor effect (< 1%) on the calculated Cu\(^{2+}\) and organically complexed Cu concentrations. Only the inorganically complexed Cu fraction increased (by a maximum of 32% per 5 °C) with increasing temperature. For Zn, the effect of temperature was similar, with only inorganic Zn complex concentrations increasing with increasing temperature (by a maximum of 12% per 5 °C).

It is clear the pH is more significant in the calculated outcome for both metals. Calculated [Cu\(^{2+}\)] decreases with increasing pH, whereas [Zn\(^{2+}\)] (and organically complexed Zn) remains consistent until pH > 8 when a slight decrease is observed. An increase by almost one order of magnitude was observed in inorganically complexed Zn between pH 7.5 – 8.5.

Figure 6.1 A) Free, inorganically and organically bound pCu\(^{2+}\) in a fresh water (Gunnislake) sample calculated using VM\textsubscript{NICA-D} with constant temperature (15°C) and changing pH, B) Free, inorganically and organically bound pCu\(^{2+}\) in a fresh water (Gunnislake) sample calculated using VM\textsubscript{NICA-D} with constant pH (7.8) and changing temperature, C) the same as A but for pZn\(^{2+}\), D) The same as B but for pZn\(^{2+}\).
6.4.1.2 Iron

The addition of Fe$^{3+}$ at a concentration of 1 and 100 nM to both the fresh and sea water samples made no significant difference to the calculated Zn speciation using VM$_{Tamar}$ or VM$_{NICA-D}$. No difference was observed in calculated Cu speciation upon addition of 1 nM or 100 nM Fe$^{3+}$ using VM$_{Tamar}$. Only a slight (5%) increase in free and inorganically complexed Cu using VM$_{NICA-D}$ was observed upon addition of 100 nM Fe$^{3+}$ due to competition by iron for inorganic complexation.

6.4.1.3 EDTA

The addition of EDTA (concentrations of 0.001, 0.01, 0.1 and 1 µM) showed a notable decrease in all Cu and Zn species at concentrations ≥ 0.1 µM using both VM$_{Tamar}$ and VM$_{NICA-D}$. The percentage reduction of all species remained similar for both metals and methods with increasing additions of EDTA (Table 6.2). A similar effect was found for both sea and fresh water samples.

<table>
<thead>
<tr>
<th>Metal species</th>
<th>Percent decrease in calculated metal species at concentration of EDTA added</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.001 µM</td>
</tr>
<tr>
<td>Cu$^{2+}$ &amp; Cu$_{\text{inorganic}}$</td>
<td>2%</td>
</tr>
<tr>
<td>Cu$_{\text{organic}}$</td>
<td>1%</td>
</tr>
<tr>
<td>Zn$^{2+}$ &amp; Zn$_{\text{inorganic}}$</td>
<td>1%</td>
</tr>
<tr>
<td>Zn$_{\text{organic}}$</td>
<td>1%</td>
</tr>
</tbody>
</table>

6.4.2 Determined and modelled Cu and Zn species values

6.4.1.1 Visual MINTEQ predictions

Figure 6.2 and Figure 6.3 show predicted free (A and B), inorganically complexed (C and D) and organically complexed (E and F) metal concentrations as a function of measured concentrations. The VM$_{Tamar}$ predictions of [Cu$^{2+}$] and [Zn$^{2+}$] were in much closer agreement compared with VM$_{NICA-D}$ predicted values. The data for the VM$_{Tamar}$ vs. measured free metal concentrations (Figure 6.2 B and Figure 6.3 B) gave slopes for lines of best fit of 0.52 (Cu) and 0.47 (Zn) and were relatively evenly distributed (Cu: $r^2 =$
0.46, Zn: \( r^2 = 0.45 \) along the 1:1 line, with up to an order of magnitude variation both sides and no obvious bias.

In the case of Cu, 69% of the predictions made using VM\textsubscript{NICA-D} under-predicted [Cu\textsuperscript{2+}], with only 44% within an order of magnitude either side of the 1:1 line. The linear least squares regression of the plotted data points (Figure 6.2 A) gave a slope of 0.12, indicating poor agreement between VM\textsubscript{NICA-D} predicted, and measured values. In contrast, for Zn, all 10 data points indicate [Zn\textsuperscript{2+}] was over-predicted using VM\textsubscript{NICA-D}, 40% of which showed greater than one order of magnitude difference.

![Figure 6.2](image)

**Figure 6.2** A) pCu\textsuperscript{2+} predicted using Visual MINTEQ 3.1 with measured DOC concentrations and the NICA-Donnan complexation model vs. measured pCu\textsuperscript{2+} for samples from the Tamar estuary, B) pCu\textsuperscript{2+} predicted using Visual MINTEQ 3.1 with measured ligand concentrations and conditional stability constants for both artificial ligand strengths (10 and 2 μM SA) employed in complexation capacity titrations vs. measured pCu\textsuperscript{2+} for samples from the Tamar estuary C) the same as (A) but for inorganic Cu complexes D) the same as (B) but for inorganic Cu complexes, E) the same as (C) but for organic Cu complexes, F) the same as (D) but for organic Cu complexes. The black dashed line indicates a 1:1 relationship and the grey dotted line represents one order of magnitude either side of the 1:1 line. VM\textsubscript{NICA-D}: Modelled values with DOC concentration as an input using the NICA-Donnan complexation model option, VM\textsubscript{Tamar}: Modelled values using measured ligand complexation parameters.
The concentration of inorganically complexed Cu was over-predicted by both VM\textsubscript{Tamar} and VM\textsubscript{NICA-D}, with all predicted values greater than one order of magnitude more than measured values. In contrast, 100% of the data points for the inorganically complexed Zn concentrations predicted by VM\textsubscript{NICA-D} were close to the 1:1 line, with no more than half an order of magnitude difference. The VM\textsubscript{Tamar} method predicted only 50% of the inorganically complexed Zn concentration to within one order of magnitude of measured concentrations.

The organically complexed Cu concentration, although under-predicted in all cases, was much closer to measured values than the inorganic Cu complex concentration, with all data points within one order of magnitude either side of the 1:1 line. The VM\textsubscript{Tamar} and VM\textsubscript{NICA-D} methods produced very similar concentrations for organic Cu complexes. For organically complexed Zn, VM\textsubscript{NICA-D} over predicted 100% of the time, whereas the agreement between VM\textsubscript{Tamar}-predicted and measured organically complexed Zn concentration was almost unity (slope 0.96).
Figure 6.3  A) pZn\(^{2+}\) predicted using Visual MINTEQ 3.1 with measured DOC concentrations and the NICA-Donnan complexation model vs. measured pZn\(^{2+}\) for samples from the Tamar estuary, B) pZn\(^{2+}\) predicted using Visual MINTEQ 3.1 with measured ligand concentrations and conditional stability constants for both artificial ligand strengths (4 and 40 μM APDC) employed in complexation capacity titrations vs. measured pZn\(^{2+}\) for samples from the Tamar estuary C) the same as (A) but for inorganic Zn complexes D) the same as (B) but for inorganic Zn complexes, E) the same as (C) but for organic Zn complexes, F) the same as (D) but for organic Zn complexes. The black dashed line indicates a 1:1 relationship and the grey dotted line represents one order of magnitude either side of the 1:1 line. VM\(_{\text{NICA-D}}\): Modelled values with DOC concentration as an input using the NICA-Donnan complexation model option, VM\(_{\text{Tamar}}\): Modelled values using measured ligand complexation parameters.

The results of VM\(_{\text{Tamar}}\) calculations show that it is possible to use VM to calculate the [Cu\(^{2+}\)] and [Zn\(^{2+}\)] to within an order of magnitude when details for the complexation parameters (ligand concentrations and conditional stability constants of metal-ligand complexes) are entered into the model. This provides a certain degree of confidence in the agreement between the speciation programme outputs for Zn and Cu and measured ligand parameters that can be factored into a safety margin with respect to setting EQSs. However, the model outputs for predicted free metal ion concentration based on inputs of DOC concentrations alone gave a poorer prediction of the free ion concentration, and therefore the most potentially bioavailable and toxic metal fraction. Despite the apparent effect that changing the pH has on the calculated speciation (see section 6.4.1.1), the minor deviations from pH 7.8 that the natural samples possessed meant that running VM\(_{\text{NICA-D}}\) at the pH and temperature of the natural sample did not improve the agreement
of either Cu or Zn VM\textsubscript{NICA-D} calculated speciation (results not shown). This result corroborates the findings in Chapter 3, where no apparent relationship between DOC concentration and free Cu or Zn concentration was found, and lends support to the argument that assuming a fixed “active” portion (50 %, see section 6.3.4) of DOC in the NICA-Donnan model may be inappropriate. This was a conclusion also drawn by Unsworth et al. [442] when VM consistently under-estimated [Cu\textsuperscript{2+}] by 2 – 5 orders of magnitude in comparison to measured values (in the range 10\textsuperscript{-12} – 10\textsuperscript{-14} M). This suggests that VM\textsubscript{NICA-D} over-estimates the extent of Cu complexation by DOC, leading to the large discrepancies between free Cu calculated using VM\textsubscript{NICA-D} and that determined analytically in this study. The default assumptions for DOC in the NICA-Donnan model are therefore not considered suitable for accurate predictions of metal complexation in dynamic estuarine waters. This is unsurprising given that even within a single estuary, such as the Tamar, the potential sources and types of DOC are highly variable (see Chapter 3, section 3.5.3).

The effect of other trace metal ions available to compete with Cu at binding sites (e.g. Fe, Mn, Co, Ni) were not accounted for in the VM\textsubscript{NICA-D} predictions (both Cu and Zn speciation were modelled only in isolation). Despite the fact that the complexed fraction of any metal is related to the concentrations of other metals in solution [241], the effect of the presence of relatively weakly bound metals on the complexation of more strongly bound metals (such as Cu and Fe) will be minimal. This has been shown by Stockdale et al. [443]. He found a marked increase in modelled [Fe\textsuperscript{3+}] when concentrations of a suite of other competing metals (Al, Mn, Co, Ni, Cu, Zn, Cd, Hg and Pb) were input into WHAM at concentrations representative of an upper range (40, 3, 0.2, 12, 6, 1, 1, 0.01 and 0.15 nM, respectively) reported by previous studies in the (sea) waters under investigation. In line with this, the reverse was observed when competing ion concentrations were in the lower range (1, 0.2, 0.004, 2, 0.5, 0.1, 0.01, 0.0005 and 0.005 nM, respectively). However, when only Cu concentrations were lowered, the difference between the results and those obtained when all metals were considered at the lower range, was extremely marginal. This showed the most significant competitive effects were between Cu and Fe. However, as [TDCu] generally exceeds [TDFe] in most natural waters by several orders of magnitude (due to the low solubility of Fe\textsuperscript{3+} in oxygenated waters and precipitation as ferric hydroxide), the effect of changing Fe (within an environmentally relevant concentration range) on Cu speciation is minimal. This was the case when a sensitivity test was conducted in VM by introducing Fe\textsuperscript{3+} in differing concentrations alongside the other sample components (see section 6.4.1.2).
As observed in this study, Stockdale et al. [241] also found predicted [Cu^{2+}] greater than one order of magnitude lower than measured values, albeit using a different model (WHAM).

In the case of the over prediction of [Zn^{2+}] by VM\textsubscript{NICA-D}, the effect of synthetic ligands, such as ethylenediaminetetraacetic acid (EDTA), in natural samples that is not accounted for in the model were discounted as a possible cause for an over-prediction of [Zn^{2+}]. Although concentrations of 0.1 and 1 µM EDTA caused a considerable reduction (63% and 96% respectively) in calculated [Zn^{2+}], this does not explain the under-prediction of [Cu^{2+}] by VM\textsubscript{NICA-D}, where a similar effect (70% and 96% reduction in calculated [Cu^{2+}] at added EDTA concentrations of 0.1 and 1 µM respectively) was observed. Furthermore, these effective EDTA concentrations are unlikely to exist in the Tamar estuary. Although not quantified in this study, significant dilution of EDTA from the likely predominant sources (Ernesettle, Central, Marsh Mills and Camels Head WwTW, serving a combined population of 290,000) near the mouth of the estuary is probable. If the sewage effluent discharge in the Tamar is estimated at 72 million litres a day [444], setting this against an average river discharge of 2333 million litres a day [445] equates to a 32 times dilution on river flow alone, without allowing for seawater flushing of the estuary. Based on recently published median effluent EDTA concentrations of 438 nM [19], such a dilution would reduce the ETDA concentration to well below the effective concentration observed in this study (see section 6.4.1.3).

The data points representing the largest discrepancy in [Zn^{2+}] agreement (the most over or under predicted by the model) for free metal ion concentration in this study are for samples located at low salinity zones (< 1) in the upper estuary (Gunnislake, two samples from Morwellham Quay, Cothele Quay) where humic and fulvic type ligands were seen to dominate (see Figure 3.7, Chapter 3). DOC at each location was in the upper range of measured concentrations for each sampling campaign (568, 463, 308 and 123 µM C, respectively). Measured \( \log K \) values for Zn-organic complexes at these sites ranged between 7.74 and 9.66. This would suggest the most likely reason for the over estimation of [Zn^{2+}] by VM\textsubscript{NICA-D}, which assumes all complexation by fulvic acid, is a result of an under prediction of the extent of complexation of Zn by (the active portion of) DOC [443]. This is clear from Figure 6.3 E, where VM\textsubscript{NICA-D} consistently under predicts concentrations of organically complexed Zn. There is an improvement in the agreement between measured and VM\textsubscript{NICA-D} predicted [Zn^{2+}] with decreasing [TDZn] (Figure 6.4 A) and increasing salinity (Figure 6.4 B), suggesting that either i) the consistent inaccurate VM\textsubscript{NICA-D} predictions of the organic Zn complexes impact less on the calculated [Zn^{2+}] when there are more inorganic ligands available to reduce the [Zn^{2+}], or ii) the under-
prediction of the organic Zn complexes (Figure 6.3 E) coupled with an increasing [TDZn] results in a more exacerbated over-prediction of [Zn$^{2+}$] by VM$_{\text{NICA-D}}$ because of the inability of the modelled DOC to reduce the [Zn$^{2+}$]. The former explanation can be discounted, because plotting salinity against VM$_{\text{NICA-D}}$ calculated inorganic Zn complexes (Figure 6.4 C) displays no notable relationship. Plotting TDZn as a function of salinity (Figure 6.4 D) however, shows decreasing [TDZn] with increasing salinity, indicating that the consistent under-prediction of the organic Zn complexes by VM$_{\text{NICA-D}}$ is the most likely cause of the poorer agreement between measured and calculated [Zn$^{2+}$]. To test the ability of VM$_{\text{NICA-D}}$ to more accurately predict [Zn$^{2+}$] when the DOC parameters were adjusted, the model was run as before, but with the DOM:DOC ratio (see section 6.3.4) increased to the maximum value of 2 (meaning that 100% of the of the DOC is assumed to be comprised of fulvic acid with a carbon content of 50%). No change in the predicted [Zn$^{2+}$] by the NICA-Donnan model was observed (data not shown). This is due to much lower stability constants in the VM complexation database for reactions of Zn with the generic fulvic acid ($\log K$ -3.84 and 0.73 for carboxylic and phenolic functional groups, respectively) in comparison to those determined using voltammetry with complexation capacity titrations ($\log K$ ~7-9). This is supported by the results of the organically complexed Zn concentrations displayed in Figure 6.3 E and F, where an agreement of close to unity is obtained when measured ligand parameters are input into the model.
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**Figure 6.4** A) Total dissolved Zn ([TDZn]) plotted as a function of the agreement (expressed as measured/predicted [Zn$^{2+}$] in nM) between the measured and the free ion concentrations predicted using the NICA-Donnan DOC model within Visual Minteq (VM$_{\text{NICA-D}}$), B) as A but with salinity as the y-axis, C) VM$_{\text{NICA-D}}$ predicted inorganic Zn concentrations as a function of salinity, D) as (C) but with [TDZn] as the y-axis.
On the contrary, the agreement between VM_{NICA-D} predicted and measured pCu^{2+} tended to improve with increasing [TDCu] (Figure 6.5 A), but showed no relationship with salinity (Figure 6.5 B). This is in contrast to the observations made by Stockdale et al. [241] who observed a general improvement in the agreement between modelled and measured values as total Cu concentrations decreased, due to the inability of the DOM in the model to complex excess [TDCu] (as seen for Zn). However, the fact the model predictions improve with increasing [TDCu] suggests an improved accuracy when toxic effects are more likely to occur, which is promising for model users to predict ecotoxicological effects of metals in natural waters [241].

In this study, the under prediction of inorganic Cu complexes coupled with an under prediction of [Cu^{2+}] by VM_{NICA-D} (see Figure 6.2) indicates the discrepancy in agreement between VM_{NICA-D} calculated and measured [Cu^{2+}] is associated with the over-prediction of the concentrations of organic Cu complexes (despite the fact all predicted organic Cu complex concentrations were within one order of magnitude of measured concentrations). This suggests that the default DOM:DOC ratio of 1.65 (see section 6.3.4) is an over-estimation of the active portion with respect to the Tamar Estuary samples. To test this, the samples were run as before, but using VM_{NICA-D} with the ratio of DOM:DOC reduced to the lowest possible input of 1 (meaning 50% of the DOC is assumed to be comprised of fulvic acid with a carbon content of 50%) and results were plotted against measured values (Figure 6.6).
A measured vs. VM$_{NICA-D}$ calculated pCu$^{2+}$ in the sixteen Tamar samples using two different dissolved organic matter (DOM) to dissolved organic carbon (DOC) ratios, 1.65 (the default value) and 1.

An improved agreement between predicted and measured pCu$^{2+}$ was observed with a reduction in the DOM:DOC ratio from 1.65 to 1, with pCu$^{2+}$ in 14 of the 16 samples predicted to within one order of magnitude of the measured values. This suggests the default DOM:DOC ratio of 1.65 within the NICA-Donnan model was not representative of the complexing ability of the ligands in the majority of the Tamar Estuary samples tested in this study, and that input of a ratio reflective of the ligands within the sample is important for generating the most accurate predictions. Such an observation highlights the varied nature of DOC with respect to its affinity for complexing different metals, and emphasises the need for more comparisons between predicted and measured free metal ion concentrations in estuarine waters in order to investigate where models may be improved. For Zn especially, the natural organic ligands measured in the Tamar Estuary samples exhibit conditional stability constants much greater than those in the VM complexation database, implying that the characterisation of the organic ligands within the sample is imperative in ensuring improved accuracy of the predictive capabilities of VM with the NICA-Donnan DOC model.
6.4.2 IMPLICATIONS FOR RISK ASSESSMENT AND REGULATION

Under-predicting $[\text{Cu}^{2+}]$ present in estuarine and coastal waters is of concern as regulators and practitioners rely on models to provide conservative estimates to ensure environmental protection, particularly as a first tier of risk assessment. Under predicting the most toxic fraction of Cu present in saline waters is therefore not considered precautionary and may not provide adequate protection to vulnerable aquatic species. For example, where the model predicts $[\text{pCu}^{2+}]$ at $\sim 10^{-12}$ M, and the measured value is $\sim 10^{-11}$, the implications for some sensitive estuarine species (see Chapter 3, section 3.5.7) could be significant.

In contrast, an over prediction of $[\text{Zn}^{2+}]$ may result in unnecessary labour intensive and costly remediation efforts to improve water quality. For example, as the discharge of contaminants to natural waters (e.g. sewage effluents) must be carefully controlled so that compliance with water quality standards is met, the volume of waste allowed to be discharged will be related to the expected portion of a metal contaminant likely to exist in a bioavailable form at the point of compliance [39]. Therefore accurate predictions of potentially bioavailable metal are required for the mathematical relation of total contaminant discharge (e.g. through dilution and complexation with ligands) to that in a bioavailable form to ensure appropriate regulation.

Thermodynamic equilibrium speciation programs, such as VM can be used to predict the free ion concentration to within approximately one order of magnitude, provided that sufficient ligand data are input into the model. Predicted values can be correlated with ecotoxicological endpoints [424], which would help to reduce the uncertainties observed in EC50 values (for Cu) plotted against DOC (Chapter 3, Figure 3.1). In order to achieve this, the characterisation of a set of organic ligands within individual estuarine scenarios is a priority.

6.5 CONCLUSIONS

The chemical speciation software Visual MINTEQ 3.1 was used to generate predictions for Cu and Zn speciation in samples from the Tamar Estuary and compared with measured concentrations.

Predictions of free, inorganically complexed and organically complexed Cu (16 samples) and Zn (10 samples) were made using either DOC concentration as an input using the
NICA-Donnan complexation model, or measured ligand parameters, as well as major ion concentrations, pH and temperature. Predictions made using DOC concentrations as an input resulted in 40% of the calculated [Zn\(^{2+}\)] being over-predicted and 56% of the calculated [Cu\(^{2+}\)] being under-estimated by greater than an order of magnitude either side of concentrations measured using adsorptive cathodic stripping voltammetry. The discrepancies are thought to be a consequence of the assumptions around the active portion of DOC with respect to Cu, and that the humic type ligands present in the model assume Zn is more weakly organically complexed than is analytically determined for the Tamar samples. This is confirmed by an improvement in agreement (all predicted data within one order of magnitude of measured concentrations) when measured ligand concentration ([L\(_x\)]) and complex conditional stability constants (log K\(_{ML_x}\)) were input into the model. This suggests the need to measure specific ligand parameters within samples for a more accurate estimation of the most bioavailable and toxic metal fraction. This is especially relevant in an estuarine setting where sources and concentrations of ligands fluctuate greatly.

As models should provide risk assessors and the regulation industry with a way to generate simple, quick and accurate speciation predictions, input parameters should be easily obtained and few in number. This presents a problem when modelling fails to accurately predict free ion concentrations without further information on [L\(_x\)] and log K\(_{ML_x}\), as quantifying these is labour and time intensive. It is therefore recommended that characterisation of a set of organic ligands be undertaken in various individual estuarine settings to improve model accuracy and reduce uncertainty in the derivation of suitable environmental quality standards for metals. In this way, the economic and ecological benefits of maintaining good water quality can be maximised.
CHAPTER 7. CONCLUSIONS AND FUTURE WORK

7.1 CONCLUSIONS AND RECOMMENDATIONS

It is widely accepted that the chemical speciation of trace metals determines their fate and potential toxicity to organisms, rather than their total concentration. The organic and inorganic components present in environmental waters can complex metals, serving to lower their potential bioavailability and therefore their toxicity. The hydrated free metal ion, and the fraction weakly bound in dissolved complexes (the ‘labile’ fraction) is considered of most concern with respect to toxicity. However, although inorganic speciation of trace metals was broadly accounted for using hardness based standards under the European Dangerous Substances Directive (now superseded by the WFD), bioavailability based on organic complexation has only recently been incorporated into standard setting and compliance in freshwaters within Europe and the United States. This is due to the uncertainty still remaining regarding metal-organic complexation, because the chemistry of ligands in natural waters is highly complex and variable. For estuaries, the increased complexity associated with salinity changes, tidal cycles, varied inputs of metals and ligands and sediment interactions means that biotic ligand models (BLMs) for Cu and Zn in saline waters are still undergoing development as more data become available.

The overarching project aim was to investigate the main factors governing Cu and Zn speciation in an estuarine environment, using various techniques, in order to evaluate the effectiveness of current water quality standard setting and speciation modelling. It aimed to contribute to available but often limited data on trace metal speciation in estuarine waters, and to help inform trace metal regulators with regard to the estuarine environment. As the impact of measured speciation on observed toxicity is required to assess potential risk to biota, ecotoxicological studies investigating the links between water chemistry and biological effects are essential. Each of these important areas was investigated through carefully designed experiments that have led to the following conclusions.

7.1.1 METAL SPECIATION ANALYSES

Analytically, the determination of trace metal complexation by organic ligands is not straightforward because of the highly heterogeneous nature of inorganic and organic.
ligands present in varying concentrations in environmental waters. Methods for determining chemical speciation are traditionally complex to operate and it is challenging to interpret the results. Two electrochemical stripping techniques were applied to the determination of the free Zn ion concentration in the Tamar samples; one, AGNES, is a direct method for [Zn^{2+}] determination, and the other, AdCSV, is an indirect technique. AGNES was successfully applied to samples of varying ionic strengths using sound electrochemical principles that are easily interpreted. AdCSV, although somewhat more complex to operate, provides essential ligand complexation data that can be used to test the predictive capabilities of chemical speciation models currently used by the regulatory community. The two techniques can be considered complementary, providing important cross-validation of speciation methods and the results demonstrate the possibility of using AGNES regularly in future environmental monitoring studies for Zn.

7.1.2 Metal speciation and bioavailability: Controls and limitations

The Tamar Cu and Zn speciation data have shown that the complexity of the estuarine environment limits the use of a single parameter (DOC concentration) in accurately predicting metal speciation where a variety of ligand sources and types prevail. In addition, confounding factors, such as the prevalent weather conditions and tidal state are also important in controlling metal speciation, so that seasonal differences are unlikely to follow a predictable pattern.

Combining the data in this study with other speciation studies showed that no relationships between DOC and free metal concentrations were observed until ligands were separated into relatively strong (log K > 13), and relatively weak (log K < 13) classes. The implications of this are that i) the use of the DOC algorithm in predicting potential Cu bioavailability and setting site specific Cu EQSs may need further refinement, and ii) it makes modelling metal speciation in the estuarine environment particularly challenging, because existing complexation models assume a fixed fraction of the total DOC pool is active in complexing metals. The use of DOC concentration should be considered as an interim step, with future BLM development for estuarine waters needing to take careful account of the prevailing Cu speciation.

Experimental speciation modelling using the NICA-Donnan humic complexation model showed discrepancies of greater than one order of magnitude more or less than the measured free ion concentration, which was significantly improved with the introduction of measured ligand complexation parameters into the model. This indicates a need for further refinement of speciation models to account for differences in DOC in complex
environments, where sources and types vary and cannot be assumed to have the same active fraction with respect to complexation. Further data are required regarding characterisation of organic ligands and their sources, matched to observed ecotoxicological outcomes, to generate a reliable BLM upon which future environmental legislation and robust environmental quality standards may be based.

7.1.3 MEASURED METAL SPECIATION AND OBSERVED ECOTOXICOLOGICAL EFFECTS

Attributing metal complexation chemistry to observed ecological effects is essential to ensure setting of suitable water quality standards, and to identify the species most sensitive to various contaminants. The use of sub-cellular DNA methods, such as the comet assay, provide a means to identify subtle changes in observed toxicological endpoints. By exposing ecologically and economically important species, such as mussels, to combinations of contaminants likely to co-exist in the environment, key information on the mechanistic processes of chemical speciation and biological uptake of contaminants can be obtained. This study revealed that Zn provides protection against the DNA damage caused by tritium in mussels, a result likely due to the significance of Zn in DNA repair enzymes. The importance of investigating mixtures of contaminants known to cause harm individually is therefore highlighted by this study, where antagonistic interactions were shown to lead to a non-harmful effect on the organism.

7.2 PROJECT EVALUATION AND FUTURE WORK

The key observations made in this study highlight the difficulties faced in identifying the main factors responsible for controlling metal speciation and potential bioavailability in estuarine waters, and the importance of studying contaminant mixtures when investigating biological effects. It shows the benefits of using novel techniques such as AGNES to the determination of Zn speciation in natural waters of varying ionic strengths, but emphasises the need for future reconsideration of the role of DOC in predicting metal speciation and EQS setting. It is envisaged that this work will support other scientists in the field of metal speciation and water quality compliance and monitoring, whilst contributing to the current understanding of estuarine metal speciation regarding chemical speciation modelling.

Future studies to expand on the work presented in this thesis are suggested:
• Metal speciation determination in estuarine waters using a number of techniques (see Chapter 2 for specific examples) applied to the same samples for cross validation of the methods used, and further comparison with modelled speciation predictions using available models suitable for use within saline environments.

• Characterisation of a suite of organic ligands (e.g. allochthonous and autochthonous DOC, EDTA) using various metal speciation techniques, from a number of estuarine environments, and determination of complexation parameters associated in particular with primary production and sewage effluents, which may be particularly important in controlling Zn speciation. This would provide additional data towards improving the predictive capabilities of chemical speciation models, and reduce uncertainty in the relationships between metal speciation and DOC.

• Combined complexation capacity and toxicity testing experiments. It is suggested that the speciation (perhaps using AGNES) of metal-ligand complexes in an exposure medium of sewage effluents diluted to various (environmentally relevant) extents with sea and riverine waters, are simultaneously determined with observed effects on a target estuarine organism such as phytoplankton. This would contribute more data for use in improving metal speciation modelling and standard setting for synthetic ligands which potentially have a significant role in controlling free metal ion concentrations, particularly $[\text{Zn}^{2+}]$, in the aquatic environment, as well as further validating the application of emerging techniques such as AGNES.

• Further quantification and measurement of ligands and competing cations that potentially influence the complexation, and hence modelling, of trace metals in estuarine waters. In particular the roles of sulfur and iron species merit investigation.

• Application of speciation methods to waters identified by the Environment Agency as priority sites, for the determination of Zn and Cu speciation in waters covering a range of pH values, including mine adit discharge. Results from samples taken monthly over one calendar year would be assessed in relation to taxa data for the area, particularly different levels of species tolerance.

• Collection of data on background $[\text{Zn}^{2+}]$ in water bodies across the UK, and potentially wider afield, using AGNES. There is a lack of data on background $[\text{Zn}^{2+}]$ and such a study would aid both the research community and regulators (as the new Zn EQS incorporates background concentrations), as well as linking into the recommendation made above.
Further investigation of the relationship between tritium and DOC, via exposures and dissections/tissue analyses throughout the course of a 14 day experimental period. Investigation of the effects of a ternary mixture of Zn, DOC and tritiated water (HTO) on uptake and partitioning of Zn and HTO in mussel tissues would provide an interesting follow-up study to that described in Chapter 5.
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