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THE VULNERABILITY OF DIFFERENT POPULATIONS OF THE COMMERCIALL IMPORTANT SHRIMP *PANDALUS BOREALIS* TO ENVIRONMENTAL STRESS

**THESIS ABSTRACT**

The present study adopted an integrative approach to conduct a population comparison of vulnerability to environmental stress in a commercially important species of ectotherm. Specifically, I investigated how differing environmental conditions in native habitats may drive intra-species divergence and alter performance when conditions shift. This study used northern prawn (*Pandalus borealis* Krøyer 1838) populations with known morphological differences from two spatially proximate fjord sites differing in oxygen regime as a model system. The genetic population structure was analysed and whole organism, physiological, and metabolomic performance under hypoxia and thermal stress were assessed. Genetic analyses displayed no significant dissimilarities between *P. borealis* from the normoxic and the seasonally hypoxic site. It was hypothesised that phenotypic plasticity may act as mechanism by which *P. borealis* may persist in the seasonally hypoxic fjord. Subsequently, a common garden experiment, in which individuals from the two fjords were exposed to hypoxia and the additional stress of elevated temperature, was carried out. The populations did not show significantly different physiological performance as determined by metabolic rates and stamina. However, the experiment did confirm the negative impacts of hypoxia on this species. Finally, *P. borealis* were exposed to hypoxia in the field in a translocation experiment. As the laboratory methods used would not have been possible to replicate, performance was assessed by survivorship and metabolite regulation. *P. borealis* from the two fjords showed significantly different levels of survivorship and the metabolomic profiles demonstrated that both populations possess different levels or forms of phenotypic plasticity, as they responded differently to translocation. This thesis presents the first use of the mtDNA control region of this species being used to determine its genetic variation and emphasises the need for multidisciplinary, holistic and multi-population approaches to assessing species vulnerability.
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Chapter 1: Thesis introduction

1.1 Population comparisons and environmentally-induced divergence

Recent research into evolutionary dynamics using genomics and other experimental approaches have indicated that environment-dependent selection plays a key role in divergence and speciation. However, current study is still working towards fully integrating the field of speciation genetics and environmental stress physiology (Lexer & Fay 2005). Environmental stress has long been investigated in concurrence with population extinction, but, despite its long established association with directional selection pressure, much work remains to be done investigating the evolutionary role of environmental stress (Hoffmann & Parsons 1997; Lexer & Fay 2005). A growing number of authors have cited environmental selection as the primary cause for phenotypic novelty (see Hoekstra et al. 2001; Merilä & Crnokrak, 2001; and Rieseberg et al. 2002 for reviews). Given the increasing prominence of environmental stress as a driver for divergence and evolution, it is reasonable to assume that populations from species occupying habitats with differing environmental conditions would be under selection pressure to adapt to their native conditions. Such stress induced adaptation has been observed in *Drosophila melanogaster* exposed under laboratory conditions to different microclimates (Michalak et al. 2001; Greenberg et al. 2003).

Investigating population level responses to environmental stressors is crucial to our understanding of how these stressors may impact fitness and shape species and communities (Harvey et al. 2014). Population comparison studies can offer insight into meta-population dynamics, species resilience, probability of local extinction, adaptive capacity, and fitness consequences of stress (Willi et al. 2006; Lande 2009; Johannesson et al. 2011; Reusch 2014). Population level study on physiology (Fangue et al. 2006; Smith-Keune & Oppen 2006; Kelly et al. 2012) , morphometrics (Marcil et al. 2006a; Calosi et al. 2013), genetic structure and activity (Osovitz & Hofmann 2005; Schmidt et al. 2011), survivorship (Reusch et al. 2005; Kelly et al. 2012; Jin et al. 2013) and ontogeny (Sanford & Kelly 2011; Foo et al. 2012; Pecorino et al. 2014) of marine organisms has yielded a wealth of information regarding the vulnerability of marine ecosystems to environmental stressors.

Historically, in the marine environment, assumptions regarding connectivity and gene flow have caused population-level study of environmentally induced divergence to be dismissed (Hellberg et al. 2002). However, our knowledge of oceanographic heterogeneity continues to grow and gene flow amongst many marine invertebrate species is more restricted than previously thought (Sanford & Kelly 2011). As a result, populations inhabiting environmentally differentiated habitats
within a species range may be functionally or physiological divergent in order to maintain performance within their habitat.

Divergence between populations may manifest as differing levels of performance when exposed to stress or a shift environmental conditions, this is often termed phenotypic plasticity (see section 1.1.1). Should the traits associated with this phenotype have undergone fixation, differences in the frequencies of genotypes prevalent in each population would arise, leading to local adaption (see section 1.1.2). Such divergence may be driven by differing environmental conditions in the habitats occupied by each population or it may be driven by exposure of a population to novel environmental conditions.

1.1.1 Phenotypic plasticity

Differing levels of performance may be the result of phenotypic plasticity among individuals. Phenotypic plasticity refers to the capacity of set genotypes to react to environmental conditions by expressing changes (known as phenotypes) in form, state, behaviour or rates of activity (Pigliucci 2001; West-Eberhard 2002; DeWitt & Scheiner 2004; Whitman & Agrawal 2009). Phenotypic plasticity constitutes an important mechanism to cope with environment change. For instance, the cichlid *Pseudocrenilabrus multicolor* increases its total gill surface area by almost 20 % of its normoxic phenotype to maintain oxygen acquisition when exposed to hypoxic conditions (Chapman et al. 2000). This capacity to shift between phenotypes allows survival in a range of environmental conditions provided that the conditions an organism encounters do not exceed its plasticity.

While beneficial for tolerating a varied geographical range, phenotypic plasticity may be limited and incur costs. Prior exposure to a stressor known to induce phenotypic plasticity may enhance response time and confer a fitness advantage under the conditions which induce it or may be deleterious to the overall condition of the organism (Leroi et al. 1994; Bennett & Lenski 1997; Wilson & Franklin 2002; Woods & Harrison 2002). Plasticity is largely thought to occur due to the allelic sensitivity of structural genes to the external environment or from environmental stimuli causing shifts in expression by regulatory genes (Via et al. 1995). Many traits are associated with suites of genes and may, therefore, be interlinked with other traits. For instance, an environmentally induced change in morphology is often accompanied by changes in behaviour and physiology (Cornwallis & Birkhead 2008; Bourdeau 2009). Genetic costs may be incurred as a result of phenotypic plasticity if the gene(s) directly controlling the advantageous plastic trait are also linked to genes controlling other costly traits or if the advantageous plastic response gene
confers negative effects on other genes or alters the expression of other genes in a potentially deleterious manner (Stearns 1989; Moran 1992; Newman 1992). Additionally, the efficacy of phenotypic plasticity may be limited by a lag in stimulus exposure to phenotype expression (Levins 1968; West-Eberhard 1989; Moran 1992; Padilla & Adolph 1996).

Historically, research has focused on the genetic and ecological basis of diversification (Schluter 2000; Grant & Grant 2002; Coyne & Orr 2004; Rundle & Nosil 2005). Phenotypic plasticity has frequently been assumed to dampen selective pressure and reduce the likelihood of local adaptation. If plasticity is sufficiently large, it will nullify selective pressure and it is unlikely that there will be any shift in the frequency of genotypes within populations occupying different environmental conditions (Price et al. 2003). However, phenotypic plasticity may promote as well as inhibit divergence and local adaptation. Indeed, if selection pressure is sufficiently stable, phenotypic plasticity may enable local adaptation by fostering diverse genetic material and by exposing interlinked traits to novel selection pressures (Price et al. 2003; Cornwallis & Birkhead 2008; Bourdeau 2009; Pfennig et al. 2010).

1.1.2 Local adaptation

Acclimation through phenotypic plasticity may buffer against the immediate effects of stressors, but it can incur an energetic cost (Pörtner et al. 2004; Snell-Rood et al. 2010; Stumpp et al. 2012), and so may not be viable over extended periods. If the available phenotypes have sufficient underlying genetic variation, and gene flow and genetic drift are outweighed by stable environmental selection, local adaptation may prevent or delay local extinction (Lynch & Gabriel 1987; Mousseau & Roff 1987; Lande 1994; Travisano et al. 1995; Stanton et al. 1997; Whitlock et al. 2000; Sultan & Spencer 2002; Geber & Griffen 2003; Kawecki & Ebert 2004; Kritzer & Sale 2006; Hereford 2009).

Local adaptation is discussed in further detail in Chapter 2, but to summarise, local adaptation is a dynamic process whereby populations occupying an environmental gradient or mosaic become specialised to cope with their local abiotic and biotic constraints (Grant & Grant 1995). Natural environments across different spatial scales are heterogeneous as a result of spatial variation in abiotic and biotic factors. These differing factors may drive genetic fixation and heritable change between populations, selecting for differences in physiology, morphology, behaviour, or life history traits that contribute to overall fitness within their specific habitat (Williams 1966; Taylor 1991; Thompson 1999, Thompson & Cunningham 2002, Jormalainen et al. 2008; Sanford & Kelly 2011). The magnitude of these changes depends upon the balance between selective forces and factors.
countering local adaption or specialisation (Sanford & Kelly 2011; Blanquart et al. 2013). Should selective forces acting upon a population outweigh the inhibiting factors, resident genotypes should have a higher fitness in their native habitat than genotypes from non-resident populations (Williams 1966; Grant 1995; Kawecki & Ebert 2004).

Local adaptation may be driven by any number of biotic and abiotic factors varying in the natural environment. Studies on coastal regions highlight how abiotic features, such as oceanographic structures and processes, can generate significant variation in oxygen, temperature, nutrients, pH, and other parameters over a range of spatial scales (Cooper & Brush 1993; Bustamante et al. 1995; Menge et al. 1997; Menge 2000; Feely et al. 2008). The amphipod *Orchestia gammarellus*, the frog *Rana arvalis*, the marine polychaete *Platynereis dumerilii*, the sockeye salmon *Oncorhynchus nerka*, the red abalone *Haliotis rufescens*, and the purple sea urchin *Strongylocentrotus purpuratus* are examples of species where populations have shown evidence for local adaptation manifesting in different levels of environmental tolerance (Gaston & Spicer 1998; Merilä et al. 2004; Calosi et al. 2013; Chen et al. 2013; De Witt & Palumbi 2013; Pespeni et al. 2013). These differences indicate that sensitivity to environmental change is not uniform across populations within a species, which raises many questions in the face of ongoing and anticipated climate change and habitat destruction.

Evolutionary processes have played a fundamental role in structuring current biodiversity patterns. Climate change and anthropogenic impacts are expected to impose strong selection pressures on a range of fitness-related traits (Somero 2005; Untersee & Pechenik 2007; Widdicombe & Spicer 2008; Somero 2010; Van de Putten et al. 2010; Dupont & Thorndyke 2013). Depending on adaptive capacity, some species may be able to find evolutionary rescue from environmental stressors (Sunday et al. 2014). To gain a clear view of the biogeographic and functional consequences of climate change and anthropogenic habitat degradation it is imperative that we understand levels of adaptive capacity, physiological plasticity and tolerances of populations occupying different zones within an environmental gradient (Bozinovic et al. 2011 Sunday et al. 2014).

### 1.3 Investigating differentiation

Two experimental approaches have generally been employed when investigating local adaptation (see Table 1.1 for examples): common garden laboratory experiments and field-based reciprocal transplants or translocations. The study outlined below will use both approaches.

Common garden experiments minimise the influence of undesirable environmental fluctuations and are used to identify the genotypic component of phenotypic variation. This is achieved by
exposing subjects to identical conditions in the laboratory (Sanford & Kelly 2011; see Conover 1998; Kawecki & Ebert 2004; and Conover et al. 2006 for reviews). In this study, specimens will be housed in a mesocosm to manipulate the environmental stressors in question and exposed according a crossed experimental design. With this approach, it is possible that field-collected organisms may retain the induced features of the environment they were collected from. Adequate acclimation to the laboratory or rearing specimens in the laboratory may negate this problem. Additionally, by their very design common garden experiments may inadvertently induce, overlook or exclude key factors that control specimen performance. Frequently, it is not feasible to replicate an organisms’ entire habitat in the laboratory, which may lead to behavioural, nutritional, or other deficiencies that could confound results. Through in situ experimentation, reciprocal translocation experiments circumvent this limitation and allow the study organism access to many, if not all, resources and stimuli that it would habitually encounter (Sanford & Kelly 2011).

Field-based translocations allow us to assess whether local adaptation is universal across populations by testing whether each source population performs better in its native environment than do external populations (Kawecki & Ebert 2004; Leimu & Fischer 2008; Hereford 2009). Only six out of the fifteen translocation studies surveyed by Sanford and Kelly (2011) had results that indicated universal patterns of local adaptation. Nevertheless, this approach is not without its limitations. As with common garden experiments, the non-genetic variation induced by a population’s native environment may continue to be expressed even after the specimens have been transplanted in their test environment. Furthermore, it may be difficult to extricate the influence of local adaptation versus phenotypic plasticity when interpreting reciprocal translocation data (Sanford & Kelly 2011).

<table>
<thead>
<tr>
<th>Taxon</th>
<th>Experimental approach</th>
<th>Driver</th>
<th>Response variable</th>
<th>Outcome</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actinopterygii</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Danio rerio</td>
<td>CG</td>
<td>T, NS</td>
<td>Growth, thermal tolerance</td>
<td>PP</td>
<td>Schaefer &amp; Ryan 2006</td>
</tr>
<tr>
<td>Pseudocrenilabrus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>multicolor victoriae</td>
<td>CG</td>
<td>H</td>
<td>Hematocrit and enzyme activity</td>
<td>LA</td>
<td>Martinez et al. 2009</td>
</tr>
<tr>
<td>Anthozoa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acropora millepora</td>
<td>CG</td>
<td>T</td>
<td>Coral bleaching</td>
<td>LA</td>
<td>Smith-Keune &amp; van Oppen 2006</td>
</tr>
<tr>
<td>Metridium senile</td>
<td>CG</td>
<td>T</td>
<td>Respiration, enzyme activities</td>
<td>LA</td>
<td>Walsh &amp; Somero 1981</td>
</tr>
<tr>
<td>Pocillopora damicornis</td>
<td>CG</td>
<td>T</td>
<td>Zooxanthellae density (coral bleaching), polyp behaviour</td>
<td>LA or acclimation PP; LA</td>
<td>D’Croz &amp; Maté 2004; Ulstrup et al. 2006</td>
</tr>
<tr>
<td>Bivalvia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crassostrea virginica</td>
<td>CG</td>
<td>T</td>
<td>Growth, ciliary activity</td>
<td>LA</td>
<td>Dittman 1997; Dittman et al. 1998</td>
</tr>
</tbody>
</table>
### 1.4 Environmental stressors

In the context of this study, the term *environmental stressor* is used to refer to environmental conditions that may increase fitness-related organismal costs or a shift in environmental conditions with the potential to increase organismal costs.

Coastal systems undergo dramatic changes in biotic and abiotic environmental factors as a result of natural and anthropogenic processes (Domenici et al. 2007). Persistent environmental gradients or regimes may constrain species performance and ranges or impose divergent selection, resulting in shifts in behaviour, morphology, physiology or life history traits providing a fitness advantage under local conditions (Brown et al. 2004; Peck et al. 2006; Sanford & Kelly 2011).

Studies on coastal regions highlight how features, such as oceanographic structures and processes, can generate significant variation in oxygen, temperature, nutrients, pH, and other parameters over a range of spatial scales (Cooper & Brush 1993; Bustamante et al. 1995; Menge et al. 1997, Menge 2000; Navarrete et al. 2005, Feely et al. 2008). In addition to this natural variability, anthropogenic impacts and, in particular, climate change, are liable to shift these environmental factors beyond their historic parameters and, potentially, existing organismal tolerance limits. Indeed, in a meta-analysis by Poloczanska et al. (2013) of 1735 observations of

<table>
<thead>
<tr>
<th>Taxon</th>
<th>Kingdom</th>
<th>Phylum</th>
<th>Class</th>
<th>Habitats</th>
<th>Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Acartia tonsa</em></td>
<td>Copepoda</td>
<td></td>
<td></td>
<td>Habitat selection</td>
<td>Decker et al. 2003</td>
</tr>
<tr>
<td><em>Scottolana canadensis</em></td>
<td>Copepoda</td>
<td></td>
<td></td>
<td>Morphology –body size, growth, development rate</td>
<td>Lonsdale &amp; Levinton 1985</td>
</tr>
<tr>
<td><em>Tigriopus californicus</em></td>
<td>Copepoda</td>
<td></td>
<td></td>
<td>Reproduction, life history; thermal tolerance</td>
<td>Dybdahl 1989</td>
</tr>
<tr>
<td><em>Littorina obtusata</em></td>
<td>Gastropoda</td>
<td></td>
<td></td>
<td>Enzyme activity</td>
<td>Sokolova &amp; Portner 2001</td>
</tr>
<tr>
<td><em>Nucella canaliculata</em></td>
<td>Gastropoda</td>
<td></td>
<td></td>
<td>Heat tolerance, survival</td>
<td>Kuo &amp; Sanford 2009</td>
</tr>
<tr>
<td><em>Nucella ostrina</em></td>
<td>Gastropoda</td>
<td></td>
<td></td>
<td>Development rates</td>
<td>Palmer 1994</td>
</tr>
<tr>
<td><em>Nereis diversicolor</em></td>
<td>Polychaeta</td>
<td></td>
<td></td>
<td>Survival</td>
<td>Bryan &amp; Hummerstone 1971</td>
</tr>
<tr>
<td><em>Porites lobata</em></td>
<td>Anthozoa</td>
<td></td>
<td></td>
<td>Growth, stress proteins</td>
<td>Barshis et al. 2010; Smith et al. 2007</td>
</tr>
<tr>
<td><em>Semibalanus balanoides</em></td>
<td>Cirripedia</td>
<td></td>
<td></td>
<td>Survival; genetic polymorphism</td>
<td>Bertness &amp; Gaines 1993; Schmidt et al. 2011</td>
</tr>
<tr>
<td><em>Littorina obtusata</em></td>
<td>Gastropoda</td>
<td></td>
<td></td>
<td>Growth</td>
<td>Trussell 2000</td>
</tr>
<tr>
<td><em>Suaeda maritima</em></td>
<td>Magnoliopsida</td>
<td></td>
<td></td>
<td>Metabolite levels, protein expression</td>
<td>Weston et al. 2012</td>
</tr>
</tbody>
</table>
biological responses of marine organisms in which environmental stressors were reported to be the driver, > 80 % of the responses were consistent with the expected impacts of climate change.

A number of key threats to marine life that are related to climate change have been identified by the scientific community (see IPCC 2014 for review). Amongst these, a reduction in marine oxygen availability (hypoxia) and increases in sea water temperatures have been particularly highlighted (Halpern et al. 2007; Diaz & Rosenberg 2008; Burrows et al. 2011; Poloczanska et al. 2013) as have their interactions (Pörtner et al. 2005; Vanquer-Sunyer & Duarte 2008; Zhang et al. 2010). A downward trend in oxygen availability has already been documented as a result of rising temperatures altering dissolution and increased extreme weather events (i.e. storms and heavy rainfall) that increase terrestrial input increasing the risk of eutrophication events (see FAO 2014 a for meta-analysis).

1.4.1 Hypoxia

1.4.1.1 Historical and current

The end of the Permian period was punctuated by mass extinction (Erwin 1993; Bowring et al. 1999). Modelling, isotope and paleontological evidence suggest that this was largely attributable to an acute climate crisis (Knoll et al. 1996; Benton & Twitchett 2003) involving climate warming and plummeting oxygen levels (Graham et al. 1995; Lasaga & Ohmoto 2002; Sheldon et al. 2002; Berner et al. 2003; Berner 2004; Kidder & Worsley 2004; Huey & Ward 2005). Observations from the field show that oxygen is once again in decline globally in the marine environment (Diaz 2001; Levin 2003; Whitney et al. 2007; Chan et al. 2008; Diaz & Rosenberg 2008) and ocean models project declines of 1-7 % global oceanic oxygen by 2100 and predict that this drop will continue for at least a millennium (Keeling et al. 2010). As a consequence of such dramatic and rapid environmental changes, mass shifts in phenology and distribution and extinctions across phyla have been documented in conjunction with observed climate change and on concurrent trajectories with predicted climate change (see Parmesan 2006 for review).

In addition to climate related hypoxia, coastal oxygen depletion is also caused by eutrophication. Dissolved organic matter in terrestrial run off causes nutrient fluxes in coastal systems. This produces excess particulate organic matter, which uses up dissolved oxygen in the water column as it degrades (Gray et al. 2002). Despite reductions in dissolved oxygen consistently being documented in all major ocean basins throughout the last 50 years (Bindoff & McDougall 2000; Matear et al. 2000; Keller et al. 2001; Ono et al. 2001; Stramma et al. 2010) and the known links with previous mass extinctions, the risks of oxygen depletion have received relatively little of the climate change research effort until recently (Scicurve 2014).
1.4.1.2 Biological and physiological responses

Many of the biological and physiological response mechanisms involved are not yet well understood (Wu 2002). Oxygen is directly linked to the rate at which organic matter is produced, redistributed, and decomposed in the ocean (Keeling et al. 2010). In addition, energetics, motor activity, behaviour, feeding, digestion, growth, and reproduction are all influenced by oxygen availability at the organismal level (Pörtner et al. 2005).

Hypoxia has been shown to affect metabolism, energy budgets (i.e. investment into growth and reproduction) and homeostatic processes (Stickle et al. 1989; Spicer & El-Gamal 1999; McMahon 2001; Spicer & Eriksson 2003; Eriksson et al. 2006; Clark et al. 2013), alter behaviour (Gerhardt & Baden 1998; Riedel et al. 2013) and lower tolerance in marine organisms to other environmental stressors (Frederich & Pörtner 2000; Pörtner & Knust 2007). At the species-level, organisms from chronically or periodically hypoxic habitats are known to be more tolerant of hypoxia than those from consistently normoxic habitats (Hagerman 1998; Diaz & Rosenberg 1995; Diaz & Breitburg 2009). Mechanisms, such as induced metabolic depression, increased ventilation rates, increased production of respiratory pigments or alteration of respiratory pigments to increase oxygen affinity (Baden et al. 1990; McMahon 2001; Leiva et al. 2015) in order to tolerate hypoxic conditions have been observed across taxa. Oxygen levels are a key determinant of organismal performance and, ultimately, fitness. It therefore seems intuitive that it should drive population divergence or local adaptation, as previously documented in the copepod Acartia tonsa (Decker et al. 2003), the molluscs Amygdalum anoxicolum, Pitar sewelli, Indocrassatella indica, and Haliotis rufescens (Oliver 2001; Gibson & Atkinson 2003; De Wit & Palumbi 2012), and cichlid fish Pseudocrenilabrus multiclor (Crispo & Chapman 2011).

1.4.2 Elevated temperature

Global temperature patterns fluctuate naturally as a result of solar irradiance and volcanism (Crowley 2000). However, the level of global warming observed over the last century cannot be explained by natural forcing (Mitchell et al. 2001) leading the IPCC to conclude that human activities - in particular green house gas and aerosol emissision – are having a significant impact on the climate (Griggs & Noguer 2002). The rate at which global temperature levels are rising may outpace the ability of many organisms to adapt or shift their phenologies or biogeographic ranges (Root et al. 2003; Edwards & Richardson 2004; Schweiger et al. 2008; Somero 2010).
1.4.2.1 Historical and current

Ice core analysis shows relatively stable levels of atmospheric greenhouse gases over the past 1 kyr (approximately 700 ppb CH4 and 280 ppm CO2) until the 19th Century (MacFarling Meure 2006; Le Treut et al. 2007; IPCC 2013). Following the industrial revolution and rapid population growth, methane and carbon dioxide levels have risen to > 1830 ppb and 400 ppm respectively in the present day (IPCC 2013; Dlugokencky & Tans 2016). This peak abundance in methane far exceed the range of 400 to 700 ppb seen over the last half-million years of glacial-interglacial cycles, and the timing and rate of increase can be readily explained by anthropogenic emissions (Le Treut et al. 2007).

Greenhouse gases trap radiation, raising global temperatures; the increases in methane and carbon dioxide have been accompanied by an upward trend in temperature over the past one hundred years. Over the last 50 years, the mean rate of warming has been 0.13°C ± 0.03°C per decade, approaching twice that for the previous 100 years (Solomon 2007). The majority of this additional thermal energy has been absorbed by the oceans. The heat content of the upper 700 m of the global ocean has increased by $14 \times 10^{22}$ J since 1975 (Levitus et al. 2009) and thermal stress has received much of the climate change research effort to date.

1.4.2.2 Biological and physiological responses

Temperature has already been seen to cause shifts in marine ecosystem composition and function (Hiscock et al. 2004; Perry et al. 2005; Pörtner & Knust 2007; Poloczanska et al. 2013). Shifts in biodiversity, geographical, metabolic and life history along with phenological mismatches between functional groups and across trophic levels, have arisen as different taxa are driven by a variety of temperature related cues and governed by varying tolerance limits (Pörtner et al. 2001; Beaugrand et al. 2002; Edwards & Richardson 2004; Rand et al. 2006; Parmesan et al. 2013).

Beyond disrupting ecological interactions, increases in temperature directly affect an individual organism’s physiology from inducing protein damage, to altering membrane fluidity and organ function (Hochachka & Somero 2002). As many marine organisms already live close to their thermal maxima (Somero 2002; Hughes et al. 2003; McWilliams et al. 2005), even minor changes to current temperature levels may be highly deleterious. Thermal stress appears to drive local adaptation or divergence within species with populations that persist in areas impacted by elevated temperature. For example the seagrass *Zostera marina* (Hämmerli & Reusch 2002), anthozoan *Acropora millepora* (Smith-Keune & van Oppen 2006), coral *Pocillopora damicornis*
(D'Croz & Maté 2004), blue mussel Mytilus trossulus (Yanick et al. 2003), red abalone Haliotis rufescens (De Wit & Palumbi 2013), amphipod Orchestia gammarellus (Gaston & Spicer 1998), acorn barnacle Semibalanus balanoides (Schmidt et al. 2011), copepod Tigriopus californicus (Kelly et al. 2012), fiddler crab Uca pugnax (Sanford et al. 2006), the echinoderms Heliocidaris erythrogramma armigera (Lymbery & Evans 2013), Centrostephanus rodgersii (Foo 2012; Pecorino et al. 2014) and Strongylocentrotus purpuratus (Osovitz & Hofmann 2005), the Atlantic cod Gadus morhua (Marcil et al. 2006 b), and the killifish Fundulus heteroclitus (Fangue et al. 2006) have all exhibited local adaptation or specialisation correlating with thermal stress. Some of these adaptations may mitigate thermal stress and achieve metabolic compensation by means of acclimatisation, the synthesis of heat shock proteins to tolerate short term temperature fluctuations, behavioural thermoregulation, altering enzyme concentration and form, altering cardiac and respiratory rates, gill structure, or respiratory pigment concentrations (Jueterbock et al. 2013; Narum et al. 2013; Newell 2013; Tepolt & Somero 2014).

1.3.1 Stressors in combination

Single stressor studies make controlling for that variable, analysis of the resulting data and causal inference more straightforward. However, as no environmental driver acts in isolation, the relevance of these studies is limited and a growing body of evidence indicates that the levels of stress induced by these environmental variables when combined may not simply be additive. Darling and Côté (2008) found that, across a meta-analysis of 112 factorial experiments studying the effects of multiple drivers of ecological change, more than three quarters of the experiments demonstrated interactions between stressors. Crain et al.’s (2008) meta-analysis of 171 multi-stressor marine and coastal studies found that 26 % of cases documented additive, 36 % synergistic, and 38 % antagonistic interactions between stress responses. For example, choice tests on the Atlantic cod, Gadus morhua, revealed that preferred water temperature fell from 13.9 to 13.1, 10.0 and 8.8 °C when exposed to normoxia, 30, 20 and 15 % oxygen air saturation respectively (Shurmann & Steffensen 1992) and reviews of fish across species suggest that hypoxia and thermal stress interact synergistically with regards to metabolic rate (McBryan et al. 2013).

Hypoxia is intrinsically linked with global warming. Henry’s Law (1803) dictates that gas dissolution has an inverse relationship with the temperature of the liquid medium. Hence, as sea temperatures increase, less free oxygen can be accommodated and therefore acquired by respiring organisms. Furthermore, elevated sea temperatures may cause stratification (Cerrano et al. 2000; Romano et al. 2000; Sparnocchia et al. 2006) and changes to marine circulation (Joos et al. 1999; Matear et al. 2000; Keeling & Garcia 2002), altering oxygen availability. Thermal stress
and hypoxia in combination cause oxygen consumption levels to increase (Daoud et al. 2007); and beyond a critical point raise lactate and glucose concentration and deplete glycogen (Taylor & Spicer 1987) as respiratory processes shift from aerobic to less efficient anaerobic metabolism (Finke et al. 1996; Pörtner 2001; Clarke et al. 2014). This combination may also induce changes in substrate oxidation and respiratory pigments, mitochondrial complexes, proton leak, ventilation rates and heart mass in order to improve energetic efficiency (Spicer & Baden 2001; Melzner et al. 2006; Oellermann et al. 2012); cause metabolic depression or hypometabolism (St-Pierre et al. 2000) or reductions in aerobic scope (Dupont-Prinet et al. 2013).

1.4 Overall aim, hypotheses, chapter aims and objectives

The aim of this study is to investigate whether environmental stressors can drive divergence between populations and how such divergence may alter responses to other environmental stressors. More specifically, this thesis investigates the mechanisms underpinning the relative vulnerability to reduced oxygen and elevated temperature of two populations of *Pandalus borealis* from sites that experience different oxygen regimes.

The subsequent chapters adopt an integrative approach to investigate environmental stress-driven vulnerability and divergence in two spatially proximate populations (< 50 km distance) of the northern shrimp, *Pandalus borealis*, from two environmentally distinct sites. Taking what was discussed above (Sections 1.1-1.5), the following is predicted concerning *Pandalus borealis* at Gullmarfjord (seasonally hypoxic) and Brofjorden (normoxic):

- The two studied populations are genetically distinct.
- The two studied populations differ in tolerance to environmental stressors.
- That oxygen regimes in the natural environment have induced difference physiological responses between the populations studied.

These predictions will be tested using a multi-disciplinary approach involving different levels of biological organisation, in order to gain a holistic view of *P. borealis* responses. To investigate whether hypoxia has driven differentiation in two populations of *P. borealis* and the vulnerability of those populations to multiple environmental stressors, the subsequent chapters will cover the following:

- In Chapter 2, this thesis will discuss the genetics of local adaptation of populations from the same species and tests for differences in genetic structuring between the Brofjorden and Gullmarfjord populations.
- **Chapter 3** focuses on physiological differentiation and vulnerability to multiple environmental stressors. Following exposure to elevated temperature and hypoxia in a laboratory-based common garden experiment, measures of metabolic rate will be used to discern any difference in performance between the two populations.

- To ensure that the results of this thesis are sufficiently robust, the common garden investigation into phenotypic plasticity and physiological responses to environmental stressors, will be followed a field-based translocation experiment in **Chapter 4**. This approach allows us test our differentiation hypothesis in the natural environment. Due to the technical limitations of using the same parameters as the common garden experiment in the field (Resting Metabolic Rate and stamina), survival and metabolomics are employed as a proxy for physiological performance.

- The results of the three experimental chapters will be compared and evaluated in the context of the existing literature regarding local adaptation and environmental stress responses, climate change, and species management in **Chapter 5**.

### 1.4.1 Site choice

Coastal areas, are characterised by complex oceanographic features that have caused them to be neglected by researchers in the past due to their relative inaccessibility (Menge 1992; Sandford & Kelly 2011). This inherent heterogeneity is linked with persistent abiotic parameters, such as temperature, and salinity boundaries, which have more recently been proposed as barriers to population connectivity for various marine species in this region (e.g. cod, *Gadus morhua*, Jorde et al. 2007; corkwing wrasse, *Symphodus melops*, Knutsen et al. 2013; and sprat, *Sprattus sprattus*; Glover et al., 2011).

Fjord systems undergo stratification as a result of freezing and reduced circulation. This can lead to periodic hypoxia or anoxia. The fjords on the west coast of Sweden are home to multiple populations of *P. borealis* (Andre pers. comms. 2014) which, according to the Swedish Meteorological and Hydrological Institute records, encounter very different oxygen regimes. Hypoxic events and cycles in the past 50 years in the fjords studied in this thesis and those adjacent have been associated with a range of significant ecological changes at depths typically occupied by *Pandalus borealis*. These include reduced biodiversity, planktonic communities and benthic foraminifera dominated by hypoxia-tolerant clades, total collapse of sensitive macrofauna – including Crustacea - in benthic communities, disrupted bioturbation and organic cycling (Josefson & Widbom 1988; Lindahl & Hernroth 1988; Austen & Widbom 1991; Gustafsson & Nordberg 1999; Gustafsson & Nordberg 2000; Nordberg et al. 2001; Filipsson & Nordberg 2004).
Gullmarfjord, on the west coast of Sweden 80 km north of Gothenburg (58°20′26.1″N 11°33′31.7″E), is subject to periodic hypoxic events typical of the inner fjords close to the coastline (Rosenberg 1985; Rosenberg et al. 1990; Gustafsson & Nordberg 2000; Andersson et al. 2009). This is primarily due to seasonal freezing and limited tidal activity increasing the stratification of the water column. This effect is compounded by naturally high productivity together with anthropogenic eutrophication leading to increased microfaunal oxygen consumption and decay, particularly in the later seasons (Gustafsson & Nordberg 1999). Hydrography in the Gullmarfjord has been monitored since the late nineteenth century by the Fishery Board of Sweden, the Kristineberg Marine Biological Station and the with data made available by the Swedish Meteorological and Hydrological Institute (SMHI) (Josefson & Widbom 1988). Gullmarfjord has a sill at 42 m water depth and a basin with a maximum depth of 120 m. The mean residence time for the water mass above the sill is approximately one month (Rydberg 1977), whereas the residence time for water in the Pandalus borealis habitat in the deep basin is 8 to 10 months (Lindahl 1987). Deep-water renewal of the fjords in this area occurs during winter to early spring during upwelling of more saline water occurs along the coast and when the fjord thermoclines are weakest. During upwelling, saline water, oxygenated from the sea spills over the fjord sills and flows into the fjord basins (Gustafsson & Nordberg 1999).
By contrast, the outer fjords, such as Brofjorden (58°18’12.4”N 11°17’59.7”E, 100 m deep at the mouth sample point), have greater water exchange with the open ocean, maintaining oxygen levels. The Gullmarfjord, Brofjorden and their surrounding localities are home to multiple populations of *Pandalus borealis*. Populations occupying the inner and outer fjords are reported to be morphologically distinct in size and pigmentation (Eriksson, pers. comms 2013), which may be related to local adaptation associated with their respective oxygen regimes.
The study populations are situated in relatively close proximity to one another – approximately 20 kilometres apart (over > 45 km via waterways). However, research has shown that at mesoscales (tens of kilometres), populations have evolved a range of tolerance levels to mirror the environmental conditions that they inhabit (Sokolova & Boulding 2004; Untersee & Pechenik 2007). Indeed, in a survey of 59 population comparison studies that cite local adaptation as an explanation for population response, Sandford and Kelly (2011) found that 23 of these studies sampled populations that were situated less than 20 km apart.

Hypoxia in fjord systems is not temporally constant, but it is temporally consistent and long lasting due to the stable features of the coastal bathymetry. These fjords are interspersed with centres of urbanisation - including a port situated in inner Brofjorden and settlements either side of Gullmarfjord - which are sources of eutrophication and other pollutants. Between the strong and persistent gradients induced by the local bathymetry and anthropogenic stressors, this environment comprises a complex mosaic with the potential to drive local adaptation within its communities.

1.4.2 Species choice

Marine ectotherms, in particular invertebrates, are taxonomically diverse and also exhibit a wide array of life histories and dispersal abilities, making them particularly appealing test subjects for investigating the interplay between divergent selection and gene flow (Sanford & Kelly 2011).

With reference to the environmental variables considered in this study, temperature elevation in conjunction with oxygen depletion poses a particular threat to ectotherms (Paaijams et al. 2013), whose metabolic rates and ability to meet oxygen demands are governed by temperature and oxygen concentrations. Crustaceans represent an ectotherm clade exhibiting high sensitivity to hypoxia, similar to that of echinoderms, with LT50 considerably shorter than molluscs and annelids (Gray et al. 2002; Vanquer-Sunyer & Duarte 2008). As such, the present study focuses on a commercially important crustacean species, *Pandalus borealis*, with a broad biogeographic range, which covers highly varied environmental conditions.

The northern shrimp *Pandalus borealis* (Krøyer, 1838) represents one of the most important harvested species in the Arctic Circle and sub-Arctic regions. *Pandalus borealis*, yielded almost 300,000 tonnes in 2013, dropping by more than 150,000 tonnes from its 2004 peak (FAO 2016). This species is also important as a primary food source for cod and other high value fish (Albers & Anderson 1985), and represents a large proportion of the biomass in the habitats it occupies in the Barents Sea and areas around Svalbard (Butler 1964; Garcia and Sims 2007). *P. borealis* profile
as a commercially important species means that its populations are subject to current management policies and some work has already been undertaken to determine population structure.

*Pandalus borealis* is a prime candidate for investigating genetic specialisation and divergence with reference to environmental stress. This circumpolar demersal species has a highly varied habitat, occupying open ocean soft mud or sand demersal zones to inshore regions usually at around 50 – 500 m depth on the continental shelves of the North Atlantic (Shumway et al. 1985; Barr 2011). This species is thought to be adapted to locally occurring temperatures; 6 – 9 °C at its southern range edge (41 degrees latitude, Schlüter & Jerosch 2009) to 0 – 4 °C in the Barents Sea (80 degrees latitude, Furevik 2001; Boitsov et al. 2012; FAO 2016).

*Pandalus borealis* has a relatively long life span and a complex life history, requiring three to six years to undergo all life stages. *Pandalus borealis* are protandric hermaphrodites with five zoeal stages, one megalopa stage, and one post-larval stage, that once adult, change from male to female (Haynes & Wigley 1969; Rasmussen & Aschan 2011). The size at which individuals change sex is negatively correlated with temperature (Wieland 2004). They spawn throughout the autumn with the majority of shrimp only producing eggs once, usually at 3.5 years old. Eggs are brooded (800 – 3400 per clutch), attached to the pleopods, for approximately six months and then hatch in the spring (March – April). They drift as pelagic larvae for 45 – 90 days depending on sea temperature before settling on the sea floor (Shumway et al. 1985). This complex life history has significant implications for facilitating local adaptation; the larvae may drift for several hundred kilometres (Pederson et al., 2003), which implies extensive gene flow along currents. In addition, egg-brooding females migrate from offshore to shallower inshore waters during maturation and, consequently, may make up more than 90 % of the commercial yields (Bøhle 1977; Haynes & Wigley 1969; Koeller 2000).

Reflecting this statistic and given the practicalities of specimen collection, the present study used exclusively female shrimp. Females have also been documented to be less tolerant of hypoxia; they undergo a greater decrease in specific activity of enzymes involved in anaerobic biochemical pathways and greater reductions in aerobic scope compared to males (Dupont-Prinet et al. 2013). The anthropogenic sex and size skewed selection pressure in conjunction with *P. borealis* gender-correlated vulnerability and a complex temperature-mediated life history (Wienberg 1982; Rasmussen & Tande 1995) make it a particularly interesting seafood species to study in the context of climate change and local adaptation.

Pandalidae exhibit genetic structuring at a regional scale (Kartavtsev et al. 1991; Kartavtsev et al. 1993; Rasmussen et al. 1993; Jonsdottir et al. 1998; Drengstig et al. 2000; Martinez et al. 2006;
Jorde et al. 2015; Knutsen et al. 2015) down to populations only tens of kilometres apart (Jonsdottir et al. 1998; Drengstig et al. 2000; Martinez et al. 2006). A survey by Knutsen et al. (2014) of *Pandalus borealis* from 20 different oceanic and inshore sites found shrimp occupying the fjords to have significantly more population structuring than their oceanic counterparts.

*Pandalus borealis* are moderately well studied though information regarding their responses to hypoxia is limited. Across all life stages at temperatures of 5 and 8 °C, oxygen consumption at rest is largely explained by individual *P. borealis* weight and the treatment temperature (Daoud et al. 2007) and *P. borealis* northward distributional shifts have been documented concurrently with temperature increases (Wieland 2005). for embryo survival, hatching size and age at sex change, *Pandalus borealis* has been found to have an inverse relationship with temperature levels (Apollonio et al. 1986) and a positive relationship with larval growth, feeding and metabolic rates (Arnberg et al. 2013). Conversely, acidification delays zoeal progression in *P. borealis* (Bechmann et al. 2011). Adult *Pandalus borealis* are capable of a moderate pH regulation under acidified conditions without significantly increasing the ion-regulating activity of total ATPase and Na⁺/K⁺-ATPase, but this does cause a significant increase in ammonia excretion rates (Hammer & Pederson 2013).

In a survey of the metabolic performance and thermo-tolerance of caridean shrimp inhabiting British waters, Magozzi and Calosi (2015) found that *P. borealis* sister species, *P. montaguii*, had the highest oxygen consumption at the lowest temperatures, the lowest upper thermal tolerance limit, most restrictive phenotypic plasticity, and consumed significantly higher quantities of oxygen at elevated temperature than the other sub-tidal species studied. Across other caridean shrimp, hypoxia increases L-lactate and glucose in the haemolymph and tissues, reduces glycogen levels (Taylor & Spicer 1987), causes pronounced hyperventilation and acid-base disturbances (Taylor & Spicer 1991), and upregulation of gene expression coding for proteins such as muscle (Li & Brouwer 2009). Elevated temperature has a negative effect on maintaining hypo-osmoregulatory capacity (Janas & Spicer 2010). There also appears to be a notable degree of inter-species variability in vulnerability within this Caridean shrimp. However, much remains to be discovered regarding the adaptive capacity of pandalids. NGS studies into the sister species, *Pandalus latirostris*, inhabiting two separate lagoons revealed two fold difference in gene expression, suggesting local adaptation between the two populations (Kawahara-Miki et al. 2011). Other than this, very little has been tested regarding *Pandalus* local adaptation.
2.1 Abstract

There is a growing body of evidence documenting local adaptation between populations of marine organisms occupying sites across environmental gradients or mosaics. This study compared the genetic population structure of individuals from two morphologically-distinct populations of the northern prawn, *Pandalus borealis*, one from a normoxic and one from a periodically hypoxic site. For the first time, the mtDNA control region was used to assess genetic population structure in *P. borealis*. MtDNA and microsatellite data analyses did not detect any significant genetic dissimilarity between the two populations from which it was inferred that there are likely to be high levels of interbreeding. Consequently, I conclude that any selective forces arising from the different habitats are outweighed by gene flow and so other mechanisms must be utilised to allow *P. borealis* to persist in the periodically hypoxic fjord.

2.2 Introduction

Numerous species have been found to respond non-uniformly at the population level to environmental stressors (e.g. Dunlap & Wingfield 1995; Bacanskas et al. 2004; Knight et al. 2006; Pearson et al. 2009; see Sanford & Kelly 2011 for a review). Increasingly, evidence suggests that many marine species are spatially structured into discernibly reproductively isolated populations (Pereyra et al. 2012) and that microevolution is not restricted to marine organisms with low dispersal abilities (Sandford & Kelly 2011). Local adaptation, manifesting as environmental tolerance trait variation, has been documented on numerous occasions using physiological and -omics approaches (Gaston & Spicer 1998; Merilä et al. 2004; Stillman & Tagmount 2009; Calosi et al. 2013; Chen et al. 2013; De Witt & Palumbi 2013; Pespeni et al. 2013). Characterising the genetic structure of populations in the marine environment could lead to more effective conservation and commercial stock management policy by enabling the investigation of relative vulnerabilities of different populations and individual action plans for selected populations (Begg & Waldman 1999; Booke 1981).

In the marine environment, genetic homogeneity within species is maintained through the movement of gametes, individuals, or populations (Slatkin 1987). Most marine species have at least one highly dispersive stage (Cowen et al. 2000), for example gametes or pelagic larvae and...
eggs during broadcast spawning. These dispersive stages will be subject to transport via ocean currents leading to extensive mixing of individuals (Scheltema 1971). Many species also undergo active migrations associated with environmental variations or internal conditions, such as reproductive maturity (Pittman & McAlpine 2003). These species are highly varied and include, but are not limited to, decapod crustaceans, such as the rock lobster *Palinurus spp.* (Kanciruk & Herrnkind 1978; Groeneveld & Branch 2002), blue crabs *Callinectes sapidus*, spider crabs *Maia squinado*, and Christmas Island crab *Gecarcoidea natalis* (Hines et al. 1995; Adamczewska & Morris 2001), numerous squid species (see for examples Ballantyne et al. 1981; Ehrhardt 1991; O’Dor 1992; Arkhipkin 1993; Basson et al. 1996), and at least 401 species of fish, 319 species of marine birds, 102 species of marine mammal, and seven species of marine reptile (Lascelles et al. 2014).

By contrast, marine populations are subject to five key factors that may serve to limit gene flow in the marine environment in spite of this potential for high connectivity. Firstly, larval behaviour may constrain dispersal by counteracting passive transport via ocean currents (Levin 2006; Butler et al. 2011). Secondly, vertical stratification, eddies and gyres operating within the aforementioned currents may act as retention mechanisms for pelagic larvae (Leis 1991; Cowen & Castro 1994; Banks et al. 2007; Knutsen et al. 2007; Myksvoll et al. 2014). Thirdly, passive transport may cause larvae to settle in a habitat in which their phenotype might be selected against, leading to isolation of the parent population or adaptation amongst the newly recruited population (Nosil et al. 2009). Fourthly, once settled, subsequent life stages may undergo a return migration from nursery or feeding areas to spawning grounds, as seen in northeast Arctic cod (Hjort 1914; Westgaard & Fevolden 2007). Finally, spatial distance alone may be sufficient to isolate populations as it may not be feasible for individuals or gametes to mix within the time constraints of their dispersive life stages (Slatkin 1993). Local adaptation may take place when environmental gradients within a species range impose selection on phenotypes and gene flow is inhibited by the above factors.

The northern prawn, *Pandalus borealis*, is a prime candidate for investigating genetic specialisation and divergence. *Pandalus borealis* is a circumpolar, ectothermic crustacean of high economic value, meaning that its populations are subject to current management policies and some work has already been undertaken to determine population structure. It has a highly varied habitat, occupying open ocean demersal zones to inshore regions, typically at depths between 50 and 500 km, and occurring from 41 to 80 degrees latitude (Shumway et al. 1985; Barr 2011; FAO 2016). *Pandalus borealis* is subject to all the above factors concerning gene flow and has a relatively long life span and a complex life history, requiring three to six years to undergo all life stages, and is protandric. Eggs are brooded for four to ten months and *P. borealis* has five pelagic
larval stages subject to oceanic current dispersal for up to three months (Shumway et al. 1985; Ouellet & Chabot 2005; Ouellet & Allard 2006). This complex life history has significant implications for facilitating local adaptation; the larvae may drift for several hundred kilometres (Pederson et al. 2003), which implies extensive gene flow along currents.

A number of studies investigating population genetic structure at local (tens of kilometres apart) and regional scales (hundreds to thousands of kilometres) have been carried out on Pandalus borealis over the past quarter century. Through allozyme, RAPD and microsatellite analyses these studies found broad scale dissimilarities between populations occupying two different regions in the Pacific and ten to twelve regions covering the North Atlantic and Arctic (Kartavtsev et al. 1991; Kartavtsev et al. 1993; Rasmussen et al. 1993; Jonsdottir et al. 1998; Drengstig et al. 2000; Martinez et al. 2006; Jorde et al. 2015; Knutsen et al. 2015). Frequency of differentiation at the local scale in each of these studies appears to be relatively variable. Drengstig et al.’s (2000) allozyme analysis found genetic divergence between eight Norwegian fjords, but widely geographically separated samples from the Barent Sea appeared genetically homogeneous. Martinez et al. (2006) studied two of the Norwegian fjord groups Drengstig et al. (2000) identified as distinct, but did not discern any differentiation using RAPD analysis between the two. However, their analysis was sufficiently sensitive to indicate divergence between two populations on the coast of Jan Mayen. Geographic distance and temperature gradients were the key drivers of differentiation posited by these studies. Indeed, Jorde et al.’s (2015) Regional Ocean Modelling System, based on microsatellite data from across the species’ range in the North Atlantic, showed that temperature explained almost 26 % of the genetic differentiation in P. borealis compared with larval drift only accounting for 2.5 – 4.7 %. Both Jonsdottir et al. (1998) and Drengstig et al. (2000) uncovered genetic differences between inshore and offshore localities. These and Knutsen et al.’s (2015) study suggest that oceanographic features, such as temperature and salinity gradients, or bathymetry, may act as barriers to population connectivity (Knutsen et al. 2015). Evidence of such barriers leading to heterogeneity between populations has already been found in several other marine species: mussels Perna perna (Nicastro et al. 2008; Teske et al 2012), and in the north east Atlantic – the region where this study was conducted - cod Gadus morhua (Jorde et al. 2007) corkwing wrasse Symphodus melops (Knutsen et al. 2013), and sprat Sprattus sprattus (Glover et al. 2011).

Pandalus borealis occupy the full western coastline of Scandinavia (FAO 2016), a highly bathymetrically complex region, with variations in oxygen regimes over a small geographical area. Oceanographic features along the Scandinavian coastline that generate oxygen minimum zones and periodic oxygen depletion have had significant impacts on local fauna. Fjord hypoxic events
and cycles in the past 50 years have been associated with a range of significant changes, including reduced biodiversity, community shifts and disrupted ecological processes, at depths typically occupied by *Pandalus borealis* (Josefson & Widbom 1988; Lindahl & Hernroth 1988; Austen & Widbom 1991; Gustafsson & Nordberg 1999; Gustafsson & Nordberg 2000; Nordberg et al. 2001; Filipsson & Nordberg 2004).

Gullmarfjord, an enclosed fjord on the west coast of Sweden 80 km north of Gothenburg, is subject to periodic hypoxic events typical of the inner fjords close to the coastline (Rosenberg 1985; Rosenberg et al. 1990; Gustafsson & Nordberg 2000; Andersson et al. 2009). The fjord deep water has a residence time of eight to ten months and a full description of relevant Gullmarfjord bathymetry is provided in Chapter 1. By contrast, open fjords, such as Brofjorden (located 15 km north of Gullmarfjord), have greater and continual water exchange with the open ocean, maintaining oxygen levels in these fjords.

Populations from Gullmar and Brofjorden are reported to be morphologically distinct in size and pigmentation (Eriksson, pers. comms. 2013) with larger, more intensely pigmented specimens typically found in Gullmarfjord (see Appendices for comparison). Morphometric differences in segment, tail and limb lengths between four genetically similar groups of *P. borealis* in two adjacent fjords in Iceland have been previously described (Jornsdottir et al, 2016). By contrast morphological differences based on similar measures were found to correlate well with genetic population structure for *Pandalus borealis* in the Pacific (Kartavtsev et al., 1993) and, more recently, for tail shape in *Crangon crangon* in the UK (Beaumont & Croucher 2006).

Several studies have posited that environmental factors influence morphometric divergence of crustacean species (Chow and Sandifer 1991; Debuse et al. 2001; Dimmock et al. 2004). The differences documented in the locations used in this study may be the result of localised differences in turbidity or other factors. However, hypoxia is one such factor that has been attributed to morphological shifts across clades (Chapman et al. 2000; Lamont & Gage 2000; Schaack & Chapman 2003) and is known to impact foraging behaviour with direct consequences for growth (Pihl 1994; Cisterna et al. 2008). In addition to impacting energy budgets (i.e. investment into growth and reproduction), hypoxia has been shown to affect metabolism, homeostatic processes (Stickle et al. 1989; Spicer & El-Gamal 1999; McMahon 2001; Spicer & Eriksson 2003; Eriksson et al. 2006; Clark et al. 2013), alter behaviour (Gerhardt & Baden 1998; Riedel et al. 2013) and lower tolerance in marine organisms to other environmental stressors (Frederich & Pörtner 2000; Pörtner & Knust 2007).
Here, I investigate genetic structure within and between populations of *Pandalus borealis* inhabiting environments with different oxygen regimes. Individuals were collected from two spatially proximate sites; a periodically hypoxic fjord (Gullmarfjord) and a well circulated open fjord with no known hypoxic episodes (Brofjorden). Genetic analysis was carried out by sequencing of microsatellite loci and mtDNA haplotypes. Based on existing morphological differences, and natural exposure to different oxygen regimes, I predict that genetic differentiation will accompany this morphological divergence and spatial separation.

### 2.3 Methods

#### 2.3.1 Sampling

Adult female of the northern shrimp *Pandalus borealis* \((n = 300; \text{body length range } 61 - 89 \text{ mm})\) were collected by benthic trawl from inner Gullmar fjord \(58^\circ 20'26.1''N 11^\circ 33'31.7''E, \text{ maximum depth } 120 \text{ m}\) and close to the mouth of Brofjorden \(58^\circ 18'12.4''N 11^\circ 17'59.7''E, \text{ maximum depth } 100 \text{ m}\) on the west coast of Sweden between March and May 2014. Trawls were run for a total of 30-60 min (allowing maximal yield with minimal damage to individuals) at > 85 m depth. Harvested shrimp were immediately transferred to insulated, aerated, chilled tanks filled with sea water from the fjord \((93.2 \pm 0.3 \% \text{ a.s. } O_2; T = 8.4 \pm 0.03 \text{ °C}; \text{ pH } = 7.9 \pm 0.0 \text{ S } = 34.0 \pm 0.2)\) in order to minimise thermal shocks and fluctuations of environmental parameters during transit to the laboratory.

Within five hours of the *P. borealis* being returned to the laboratory, 70 individuals from each population were haphazardly selected as representatives for genetic population structure analysis. The cephalothorax, carapace, appendages and gut were removed in order to minimise genetic contaminants that could confound the results of the population structure analysis. Approximately one third of the abdominal muscle tissue was dissected out and preserved in molecular grade ethanol (99 %) awaiting analysis.

#### 2.3.2 Molecular analyses

Molecular analysis was carried out at the Institute of Biological, Environmental and Rural Sciences (IBERS), University of Aberystwyth, Wales.

##### 2.3.2.1 DNA extraction and processing

Total DNA was extracted using a standard CTAB-chlorofrom/isoamylalcohol method (Winnepenninck et al., 1993). Mitochondrial DNA (mtDNA) variation was assessed by sequencing
of the entire control region. Briefly, the primers Pbor-CR-F [5’- TCACAAACGGATCCACCTTAC-3’] and Pbor-CR-R [5’- CAAGGCGATCTTTTTGTCAAG-3’] were designed from the mtDNA genome sequence deposited on GenBank (accession number FJ403244) and used in polymerase chain reaction (PCR) to amplify the control region. PCR reactions were performed in a total volume of 30 ul, containing ~100ng of template DNA, 1 μM of each primer, 1X PCR Buffer, 2.0 μM MgCl2 and 0.5 U Taq DNA polymerase (Bioline UK). The PCR thermoprofile was 3 min at 95 °C, followed by 35 cycles of 30 s at 95 °C, 30 s at 58 °C and 45 s at 72 °C; followed by a final 5 min extension at 72 °C. PCR products were purified using ExoSAP IT and sequenced using the internal primers Pbor-CR-830R [5’-AAGGATAGTAAATAATCCCAAAAGAGG-3’] and Pbor-CR-1016F [5’-GTCAGTCGGCATTCAGCCTC-3’] on an ABI 3130 DNA sequencer. CONTIG assembly and sequence alignment was performed in BIOEDIT (Hall, 1999).

Nuclear genetic variation was assessed at eight microsatellite loci (PbA1, SD1-41, PbC8, PbD9, SD-2-14, PbA110, SD3-62, PbC-105) developed by Pereyra et al. (2012) and using the recommended PCR conditions. Amplicons were separated using a ABI 3130 DNA sequencer and alleles inferred using the GENEMAPPER software.

Table 2.1 Microsatellite loci characteristics. B refers to Brofjorden samples and G to Gullmarfjord.

<table>
<thead>
<tr>
<th>Locus</th>
<th>Group</th>
<th>Size range (bp)</th>
<th>Expected heterozygosity</th>
<th>Observed heterozygosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>PbA1</td>
<td>B</td>
<td>182 - 216</td>
<td>0.72</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>188 - 252</td>
<td>0.74</td>
<td>0.64</td>
</tr>
<tr>
<td>SD1-41</td>
<td>B</td>
<td>332 - 365</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>259 - 392</td>
<td>0.85</td>
<td>0.84</td>
</tr>
<tr>
<td>PbC8</td>
<td>B</td>
<td>292 - 356</td>
<td>0.66</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>256 - 368</td>
<td>0.79</td>
<td>0.63</td>
</tr>
<tr>
<td>PbD9</td>
<td>B</td>
<td>251 - 311</td>
<td>0.83</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>275 - 399</td>
<td>0.82</td>
<td>0.81</td>
</tr>
<tr>
<td>SD-2-14</td>
<td>B</td>
<td>143 – 169</td>
<td>0.65</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>143 - 175</td>
<td>0.69</td>
<td>0.60</td>
</tr>
<tr>
<td>PbA110</td>
<td>B</td>
<td>250 – 266</td>
<td>0.72</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>256 - 270</td>
<td>0.66</td>
<td>0.68</td>
</tr>
<tr>
<td>SD3-62</td>
<td>B</td>
<td>151 – 153</td>
<td>0.21</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>151 – 163</td>
<td>0.18</td>
<td>0.16</td>
</tr>
<tr>
<td>PbC-105</td>
<td>B</td>
<td>227 – 263</td>
<td>0.86</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>235 - 351</td>
<td>0.85</td>
<td>0.78</td>
</tr>
</tbody>
</table>
2.3.3 Statistical analyses

2.3.3.1 Analysis of mtDNA data

All analyses were performed using ARLEQUIN 3.1 (Excoffier et al. 2005) unless stated otherwise. Genetic variation was described using indices of haplotype and nucleotide diversity (\(h\) and \(\pi\) respectively; Nei & Tajima 1981; Nei 1987) and their variances. A Minimum Spanning Tree (MST) was constructed in NETWORK (www.fluxus-engineering.com/sharenet.htm). Fu’s \(F_s\) (Fu 1997) and Tajima’s \(D\) (Tajima 1989) tests were used to test for deviations from mutation-drift equilibrium that could be attributed to selection and/or population size changes. Mismatch distributions (Harpending 1994), the frequency distribution of numbers of pairwise differences between haplotypes within a sample, and simulated distributions under a model of demographic expansion were compared with the sum of squared deviations (SSD) between observed and expected distributions (significance assessed after 10 000 bootstrap replicates) used as a test statistic, and the expansion parameter \(\tau\) estimated. The partitioning of variation was analysed using AMOVA (Excoffier et al. 1992) derived estimates of various \(\Phi\)-statistics (and their variance components), the significance of which were assessed by 10,000 permutations. Differentiation between pairs of samples was further tested by exact tests of haplotype frequency homogeneity and pairwise \(\Phi_{ST}\) (significance assessed by permutation).

2.3.3.2 Analysis of microsatellite data

Numbers of alleles (\(N_A\)), allelic richness (\(A_R\); El Mousadik and Petit 1996), observed heterozygosity (\(H_O\)), and expected heterozygosity (\(H_E\)), were calculated using FSTAT 2.9.3.2 (Goudet 1995). Genotype frequency conformance at individual loci to Hardy-Weinberg equilibrium (HWE) expectations and genotypic linkage equilibrium between pairs of loci were tested using exact with default parameters in GENEPOP 3.3 (Raymond & Rousset 1995). Multilocus values of significance for HWE tests were obtained using Fisher’s method (Sokal & Rohlf 1995) to combine probabilities of exact tests. Genetic structuring was assessed using a number of approaches. Single- and multi-locus values of the unbiased \(F_{ST}\) estimator, \(\theta\) (Weir & Cockerham 1984), were calculated using FSTAT, with the significance of estimates tested by 10 000 permutations of genotypes among samples (Goudet et al. 1996). Genotypic differentiation was tested using the log likelihood (G) based exact test, and genic differentiation by Fishers exact test, both implemented in GENEPOP (with default settings). Genetic structure was also investigated without \textit{a priori} sample information included using the Bayesian clustering method implemented in STRUCTURE (Pritchard et al. 2000) to identify the most probable number of genetic groups (\(K\)) represented by
the data through a comparative assessment of models (and their posterior probability) of $K$ ranging from 1-4. Both the ‘no admixture model’ (as recommended for low $F_{ST}$; Pritchard et al., 2000) and ‘admixture model with correlated allele frequencies’ were employed. Each MCMC run consisted of a burn in of $10^6$ steps followed by $5 \times 10^6$ steps. Three replicates were conducted for each $K$ to assess consistency. The $K$ value best fitting the data set was estimated by the log probability of data [$Pr(X/K)$].

### 2.4 Results

Analyses across all haplotypes and loci indicate that there is no significant dissimilarity between the Brofjorden and Gullmarfjord populations. Population comparisons show no significant differences in genetic diversity or mutation rates.

#### 2.4.1 MtDNA data

The mtDNA 980 base pair control region yielded eight haplotypes from the 140 individuals sampled across the two sites.

 Genetic variation in each population, as described by haplotype and nucleotide diversity, was almost identical (see Table 2.2) and relatively low ($\approx 0.5$, Grant & Bowen 1998; Goodall-Copestake et al. 2012).

<table>
<thead>
<tr>
<th>Sample group</th>
<th>Sample size</th>
<th>Number of haplotypes</th>
<th>Haplotype diversity</th>
<th>Nucleotide diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brofjorden</td>
<td>61</td>
<td>8</td>
<td>0.55 ± 0.06</td>
<td>0.0007 ± 0.0006</td>
</tr>
<tr>
<td>Gullmarfjord</td>
<td>55</td>
<td>5</td>
<td>0.53 ± 0.45</td>
<td>0.0006 ± 0.0006</td>
</tr>
</tbody>
</table>

These low diversity values are also seen in Figure 2.1 and Figure 2.2. Figure 2.1 displays the percentage frequency of haplotypes identified and Figure 2.2 is the Minimum Spanning Tree (MST) of the identified haplotypes with branches representing the mutations structurally separating them. In both figures, Haplotype 1 and Haplotype 2 dominate with the small number of remaining five haplotypes appearing in very low frequencies and only differing from the dominant haplotypes by one to two nucleotide mutations.
In Figure 2.2, the most dominant haplotype (Haplotype 1) is located at the centre of a star shaped network with five (in the Brofjorden population where all haplotypes are represented) of the remaining haplotypes only differing from Haplotype 1 by a single nucleotide mutation. Of the two other remaining haplotypes, Haplotype 3 only differs from Haplotype 1 by two nucleotides and Haplotype 8 only differs from the second most dominant haplotype (Haplotype 2) by a single nucleotide.

2.4.2 Microsatellite data

Eight of the ten loci selected by Jorde et al. (2015 – loci designations after Pereyra et al. 2012) were successfully screened from the microsatellite samples for this study.
Analysis of allele richness ($A_R$) and number ($N_A$) showed that the shrimp collected from both sites were extremely similar in terms of diversity, standing population size and capacity to respond to long term selection (see Table 2.3; Nei et al 1975; Petit et al. 1998). The only locus that showed substantial deviation between the two populations is PbC8.

Table 2.3 Allelic richness across microsatellite loci for each population

<table>
<thead>
<tr>
<th>Locus</th>
<th>Brofjorden</th>
<th>Gullmarfjord</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Richness</td>
<td>Number</td>
</tr>
<tr>
<td>PbA1</td>
<td>8.93</td>
<td>11</td>
</tr>
<tr>
<td>SD1-41</td>
<td>16.72</td>
<td>21</td>
</tr>
<tr>
<td>PbC8</td>
<td>13.32</td>
<td>15</td>
</tr>
<tr>
<td>PbD9</td>
<td>9.33</td>
<td>11</td>
</tr>
<tr>
<td>SD-2-14</td>
<td>9.84</td>
<td>13</td>
</tr>
<tr>
<td>PbA110</td>
<td>9.17</td>
<td>10</td>
</tr>
<tr>
<td>SD3-62</td>
<td>3.50</td>
<td>4</td>
</tr>
<tr>
<td>PbC-105</td>
<td>10.43</td>
<td>12</td>
</tr>
</tbody>
</table>

Hardy-Weinberg equilibrium (HWE) assumes that for large populations with no migration, natural selection, no net mutations and random mating, allele frequency will remain constant across generations. Deviation from the HWE infers drift or the impact of selective processes (Wigginton et al. 2005). None of the loci showed significant deviation from the HWE expectations other than one locus from the Brofjorden samples (SD-2-14) and two loci from the Gullmarfjord samples (PbC8 and PbD9 – see Table 2.4). The most significant deviation from the HWE was observed for PbC8 (P < 0.001) as with the $A_R$ and $N_A$ results. The p-value across all loci and all population for Hardy-Weinberg is heavily skewed by locus SD-2-14 and therefore its significance is not representative.

As with the $A_R$ and $N_A$ results and similar to the HWE analysis, the Exact tests for genotypic linkage equilibrium between pairs of loci only showed significant divergence at one locus, PbC8 (P < 0.05 – see Table 2.4). Across all other loci, there was no significant difference. Fisher multilocus values of significance for HWE, combining probabilities of exact tests, displayed no significant differences between the Brofjorden and Gullmarfjord samples (see Table 2.4). Indeed the high values $Fis$ (inbreeding coefficient: up to 0.186) indicate high levels of interbreeding between Brofjorden and Gullmarfjord individuals.

Table 2.4 Observed genetic variability statistics for screened microsatellites

<table>
<thead>
<tr>
<th>Metric</th>
<th>Sample group</th>
<th>Microsatellite loci</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PbA1</td>
<td>SD1-41</td>
</tr>
<tr>
<td>HWE</td>
<td>B</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>P value</td>
<td>G</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>Exact Test</td>
<td>Paired</td>
<td>&gt; 0.05</td>
</tr>
</tbody>
</table>
No significant genetic structuring between the two populations was found using $F_{ST}$. Additionally, the low $F_{ST}$ values (-0.0061 to 0.0096) indicate high levels of interbreeding and heterozygosity between Brofjorden and Gullmarfjord individuals. As with the previous tests, $F_{ST}$ highlighted some low level structuring at the PbC8 locus. This similarity between the output of these tests indicates that sample sizes were adequate and results are therefore robust.

### 2.4 Discussion

On the basis of morphological differences and differing oxygen regimes in their respective habitats, it was predicted that *Pandalus borealis* from Brofjorden and Gullmarfjord may have genetically diverged. Contrary to that prediction, no significant differences in genetic population structure between *P. borealis* at Brofjorden and Gullmarfjord were found. Diversity indices and the haplotype frequencies for both groups are near identical and both groups appear to have undergone the same haplotype radiations, as evidenced by the patterns of haplotype mutation. Genetic variance statistics indicate high levels of interbreeding between individuals at Brofjorden and Gullmarfjord and no detectable divergence or selective forcing between individuals sampled at each site.

Allelic richness is a measure of genetic diversity indicative of a population's adaptive potential and persistence (Petit et al. 1998) and can be a useful as an indicator of a previous selective sweeps or population crashes (Nei et al. 1975). Though there are insufficient data here to conclude the adaptive capacity of the populations sampled, it can be inferred from the diversity analyses in this chapter that neither group has undergone independent specialisation, experienced independent selective sweeps or diverged from one another (see Table 2.3 and 2.4; Caicedo & Schaal 2004). Levels of genetic diversity within both populations are low (< 0.5 – Grant & Bowen 1998). In fact, haplotype diversity and nucleotide diversity calculated in this chapter were lower than mean levels for all nine species surveyed by Goodall-Copestake et al. (2012) calculated from a homologous 456-base region of *cox1*. Nevertheless, low genetic diversity is characteristic of marine invertebrate species in the North Atlantic. It results from species with individuals with a low likelihood of survival to maturity undergoing range expansion since the most recent glacial period (Maggs et al. 2008; Hedgecock & Pudovkin 2011).

<table>
<thead>
<tr>
<th>P value</th>
<th>B</th>
<th>0.097</th>
<th>-0.001</th>
<th>0.161</th>
<th>0.040</th>
<th>0.186</th>
<th>0.051</th>
<th>0.116</th>
<th>0.049</th>
<th>0.078</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{is}$</td>
<td>G</td>
<td>0.133</td>
<td>0.013</td>
<td>0.202</td>
<td>0.021</td>
<td>0.132</td>
<td>-0.028</td>
<td>0.096</td>
<td>0.082</td>
<td>0.080</td>
</tr>
<tr>
<td>$F_{ST}$</td>
<td>Paired</td>
<td>-0.0061</td>
<td>-0.0010</td>
<td>0.0096</td>
<td>-0.0020</td>
<td>0.0003</td>
<td>0.0008</td>
<td>-0.005</td>
<td>-0.0048</td>
<td>-0.0013</td>
</tr>
</tbody>
</table>
The haplotype frequencies and MSTs (see Figure 2.1 and Figure 2.2) also indicate a complete shared evolutionary history between the two populations. Both populations display small number of dominant haplotypes and a star-shaped MST showing minimal mutational differences between the most frequently observed haplotypes and the lower frequency haplotypes. This MST structure of an interior node surrounded by haplotypes with minimal nucleotide differences is also consistent with Sweepstakes Reproductive Success (SRS) theory (Hedgecock 1994), which acts on many marine invertebrate species. SRS describes a mode of reproduction and recruitment impacting genetic diversity. SRS refers to species with individuals that have extremely large variance in reproductive success; adults produce high numbers of eggs, very few of which survive to maturity due to sweepstake-like probability of matching survivorship factors, such as oceanographic conditions. The key genetic consequence of this is the reduction of the ratio of effective to actual population size to a value much smaller than 0.01 (Hedgecock & Pudovkin 2011) as can be seen in the nucleotide diversity values in Table 2.2. As so few eggs survive to maturity, very few mutations become fixed to high proportion within the population, resulting in a star-shaped network or genealogy (Eldon & Wakely 2008; Hedgecock & Pudovkin 2011).

The star-shaped MST is also characteristic of marine species that have undergone post-glacial range expansion (Maggs et al. 2008; Strasser & Barber 2009). The dominance of a small number of haplotypes is thought to have been achieved through expansion following a massive selective sweep, such as would have occurred during the last glacial maximum. In the relatively short time since that period (approximately 10 ka; Blunier et al. 2001) there has been limited scope for high levels of mutational change to become fixed in post-glacial populations, leading to shallow genealogies (Maggs et al. 2008; Strasser & Barber 2009). This genetic structure associated with selective sweeps and rapid expansions has been inferred multiple on occasions in Atlantic cod, *Gadus morhua*, (Pogson et al. 1995; Arnason 2004; Carr & Marshall 2008; Pampoulie et al. 2008; Fevolden et al. 2012), salmon, *Oncorhyncus tshawytscha*, (Wilson et al 1987) sticklebacks, *Gasterosteus aculeatus*, (Orti et al. 1994) and in various species of invertebrate (Remerie et al. 2005; Riggins & Henzler 2008; Espinosa et al. 2010).

That the Gullmarfjord dataset lacks three of the haplotypes present in the Brofjorden cohort is unlikely to represent a selective sweep in the Gullmarfjord habitat. It is far more likely to be an artefact of the low genetic diversity of these two populations and the extremely low frequencies in which the non-dominant haplotypes are found (Excoffier et al. 1992; Tishkoff et al. 2000). Furthermore, as the allelic richness, diversity indices, measures of population structure, and haplotype frequency and linkages show no significant differences from one another, it can be assumed that both the Brofjorden and Gullmarfjord ancestral lines experienced the same selective
sweep and have not experienced any genetic bottleneck events independently from one another since.

Previous genetic studies conducted on *Pandalus borealis* at similar geographical scales have found local adaptation to be somewhat non-uniform and stochastic. Polymorphic microsatellite research conducted on *P. borealis* across the entire north Atlantic found populations located between Nova Scotia at 45 ° N and northern West Greenland at 68 ° N to be more closely related to one another than single populations at the Flemish Cap (47 ° N) and the Gulf of Maine (43 ° N) (Jorde et al. 2015). Similarly, microsatellite screening of *P. borealis* at 20 locations across the North Sea only yielded nine distinct groups, though the Skaggerak fjord samples did appear to have greater genetic population structure than other regions (Knutsen et al. 2015). Drengstig et al. (2000) only found local differentiation between Norwegian fjords, having found no such patterns within the Barents sea or Svalbard regions. North Sea RAPD analysis found genetic divergence between spatially proximate samples from Jan Mayen, but not from those within the Barents Sea, Svalbard or the Norwegian coastline (Martinez et al. 2006). Martinez et al. (2006) posited a difference in water currents and the thermal forcing associated with those currents could be at the root of the Jan Mayen divergence. The other localities experienced similar within-region temperature levels throughout sampling.

In this study, we assumed divergence would be driven by oxygen regime differences between Brofjorden and Gullmarfjord. Hypoxia in Gullmarfjord fluctuates (Josefson & Widbom 1988; SMHI 2016 – see Appendices Section i for oxygen regime in Gullmarfjord locale) and may not be a sufficiently stable force to select for hypoxia-tolerant genotypes amongst *Pandalus borealis* populations that occupy such temporally heterogeneous habitats (Sanford & Kelly 2011; Volis et al. 2015). Extreme hypoxic events in the Gullmar and adjacent fjords have been known to cause local population collapse especial of mobile, sensitive macrofauna, including Crustacea (Josefson & Widbom 1988; Austen & Widbom 1991; Filipsson & Nordberg 2004). After a period of recovery, these clades were seen to return to the fjords, albeit in greatly reduced abundance (Josefson & Widbom 1988). This suggests that there is either substantial immigration into these areas and/or that these particularly sensitive macrofaunal clades are able to physically avoid hypoxic zones when oxygen is most depleted (Josefson & Widbom 1988). *Pandalus borealis* is highly vagile and known to undertake diel migrations (Barr 1970) and hypoxic minima in these fjords are known to be at their most severe in the deep basin (Gustafsson & Nordberg 1999; Gustafsson & Nordberg 2000), so this species may well have the capacity to behaviourally avoid substantial exposure to hypoxia.
Even if hypoxia levels were sufficiently stable as to drive genotypic selection, immigration levels and general gene flow may outweigh selective forcing and maintain homogeneity between Brofjorden and Gullmarfjord. This genetic homogeneity may be facilitated by several aspects of *P. borealis* life history and the oceanographic processes of the fjord system. During the three to six month larval period, *Pandalus borealis* may drift 200 – 400 km along currents (Pederson et al. 2002). In a comprehensive local adaptation literature review, Sandford & Kelly (2011) found that the 66 % of marine invertebrates that present highly adaptive differentiation at the population level predominantly have brief (less than one week) planktonic life stages, limiting their dispersal range. Indeed, theory suggests that local adaptation should be particularly common in species with direct development (Struhsaker 1968; Yamada 1989). In accordance with Hollanders’ (2008) meta-analysis, we would expect plasticity to dominate over adaptation for a species such as *P. borealis* with a high dispersal capacity.

In addition, though the fjord deep water residence time is approximately eight to ten months; water exchange in the Gullmarfjord occurs predominantly from December to May with the highest rates taking place between January and March (Lindahl & Hernroth 1988), which coincides with the *Pandalus borealis* breeding season (Skuladottir et al. 2007). With reference to *P. borealis* planktonic larval stages, Lindahl and Hernroth (1988) found these advective processes - as opposed to temperature, salinity, oxygen and food supply - to be the main regulator of the zooplankton community composition within Gullmarfjord by preventing adaptation to single environmental regime and mixing gene pools internal and external to the fjord. In 1991, Bergström found that shifts in patterns of catch per unit effort (as a proxy for adult abundance) and length frequency distributions of adult *Pandalus borealis* in Gullmarfjord were consistent with the timing of strong advective flows over the fjord sill. This water renewal also coincides with when offshore adult females approach coastal regions to brood (Bergström 1991; Bergström 2000), which would serve to increase gene flow between inner fjords, such as Gullmarfjord and areas with full oceanic circulation, such as Brofjorden.

In addition to the differing oxygen regimes of the fjords studied in this chapter, the divergence hypothesis was based on the differing morphologies of *Pandalus borealis* from the two sites. Morphological differences are not always tied to genetic population structure. For example, no distinct difference in morphometric traits was observed between kuruma shrimp, *Penaeus japonicus*, despite being genetically distinct (Tsoi et al. 2005) and morphological differences may be caused by numerous non-genetically fixed factors, such as food availability, environmental conditions and physiological stress, and carry-over effects (Pechenik et al. 1990; Verberk et al. 2011; Zhang et al. 2012; Dupont et al. 2013). Colouration is a known health and diet indicator in other crustacean species (Chien et al. 1991; Main & Laramore 1999; Bondad-
Reantaso et al. 2001; Floreto et al. 2001). Diet and fatty acid content have been found to impact hypoxia tolerance in a number of fish species by affecting cardiac, kidney, gill and plasma function (Ishibashi et al. 1992; McKenzie 2001; McKenzie et al. 2008; Zambonino-Infante et al. 2013). Furthermore, Swedish populations of Atlantic cod (\textit{Gadus morhua}), whiting (\textit{Merlangius merlangus}), plaice (\textit{Pleuronectes platessa}), dab (\textit{Limanda limanda}), and American plaice (\textit{Hippoglossoides platessoides}) have been shown to alter their diets in response to hypoxia (Pihl 1994).

The morphological differences observed between \textit{P. borealis} in Gullmarfjord and Brofjorden may reflect functional phenotypic differentiation. This study demonstrates that any local differentiation exhibited by \textit{Pandalus borealis} occupying the two sites has not undergone broad scale genetic fixation. Despite being highly mobile, it is still highly likely that \textit{P. borealis} in Gullmarfjord are exposed to low level hypoxia for extended periods throughout the year. It is possible that \textit{P. borealis} may be reliant on phenotypic plasticity to survive this environmental variability. It is also possible that different populations may exhibit differing levels of performance under stress due to previous exposure; this will be explored in Chapters 3 and 4.
Chapter 3: Do populations of *Pandalus borealis* from different oxygen regimes exhibit physiological differentiation under environmental stress? – Common garden approach

### 3.1 Abstract

A common garden experiment was used to test for differences in performance under hypoxia and thermal stress between *Pandalus borealis* collected from a normoxic and a periodically hypoxic fjord. No significant interactions between the stressors were observed and *P. borealis* individuals from the two populations did not show significant differences in metabolic rates or stamina. Hypoxia and elevated temperature did, however, have a significant impact on metabolic rates in *P. borealis* and hypoxia caused stamina to be reduced to up to a quarter of its normoxic capacity. Common garden testing of metabolic rates and stamina did not show any significant population differences in performance under stress, so I conclude that *P. borealis* in the periodically hypoxic Gullmarfjord may utilise other physiological or behavioural mechanisms to persist.

### 3.2 Introduction

Broad-scale microsatellite and mtDNA analysis did not detect divergent genetic structuring (see Chapter 2) between individuals of *Pandalus borealis* collected from two different locations: Brofjorden and Gullmarfjord. Brofjorden is a well oxygenated site with continual oceanic circulation. The Gullmarfjord has limited circulation and seasonal stratification resulting in hypoxic zones (Eriksson & Baden 1997; Hjerpe et al. 2004; Enebjörk & Fränne 2006). While this genetic homogeneity between individuals at the two sites could be interpreted as an absence of local adaptation, it is still possible that selective forces, specifically historic and current exposure to different environmental hypoxia, may be acting on phenotypic plasticity and driving non-genetically fixed selection or divergence at non-neutral loci that were not targeted in the analyses covered in Chapter 2. In spite of the results of the genetic analyses, in order to maintain consistency, sample groups from Gullmarfjord and Brofjorden will continue to be referred to as ‘populations’ throughout this thesis.

*Pandalus borealis* is a wide-ranging species (Bergstrom 2000). Environmental conditions between the extremes of its latitudinal range (approximately 42 – 81 ° latitude; FAO 2016) vary greatly and *P. borealis* undertakes diel vertical migrations causing it to be exposed to wide ranging conditions within its own habitat (Barr 1970). As, such *P. borealis* likely exhibits at least a moderate level of phenotypic plasticity to cope with this heterogeneous environment.
Phenotypic plasticity is the capacity of set genotypes to react to environmental conditions by expressing changes in form, state, behaviour or rates of activity (Pigliucci 2001; West-Eberhard 2002; DeWitt & Scheiner 2004). As explained in Chapter 1, phenotypic plasticity allows survival in a range of environments. If plasticity is sufficiently large, it will nullify selective pressure and it is unlikely that there will be any shift in the frequency of genotypes within populations occupying different environmental conditions (Price et al. 2003). Evidence of phenotypic plasticity in Pandalid shrimp has been found with reference to the timing of sex change to match breeding opportunities across the Pandalid family (Charnov & Anderson 1989), in differing levels of gene expression across different populations of *P. latirostris* (Kawahara-Miki et al. 2011), and, following exposure to hypoxia, in enzyme activity and gene expression in *P. borealis* (Pillet et al. 2016). However, sister species *P. montagui* was shown to have very limited phenotypic plasticity when exposed to elevated temperature (Magozzi & Calosi 2014).

Both the Gullmarfjord and the Brofjorden populations may have sufficient – and equal - plasticity to acclimatise to hypoxic events and mitigate the negative impacts (Mandic et al. 2009). Should this be the case, one might predict that performance would improve with increasing exposure time for both populations. However, the morphological differences observed between *P. borealis* in Brofjorden and Gullmarfjord (Eriksson pers. comms. 2013), which when views alongside their habitat differences, may suggest that the Gullmarfjord population may has been impacted by its oxygen regime. Prior exposure or acclimatisation and acclimation to stressful conditions leads to improved tolerance in many organisms (Drew 1997; Fangue et al. 2009). If *P. borealis* in Gullmarfjord have had prior exposure to oxygen minimum zones, we might predict that their stress tolerance levels under hypoxic treatments, and therefore their performance, would be better after short term exposure than their Brofjorden counterparts.

The levels of hypoxia that occur in Gullmarfjord are potentially challenging to *P. borealis*. Phenotypic plasticity may be one mechanism by which *P. borealis* in the Gullmarfjord habitat achieve persistence. Acutely, the hypoxia responses are characterised by systemic changes in respiratory and cardiovascular physiology, aimed at the maintenance of oxygen delivery to tissues (Holeton & Randall 1967; Fritsche & Nilsson 1990; Bushnell & Brill 1992; McMahon 2001; Capossela et al. 2012). For example, hypoxia has been documented as resulting in significant decreases in aerobic scope (the difference between maximum oxygen consumption during maximal exertion and minimum oxygen consumption a rested state - Clark et al. 2013) and increases in the specific activities of enzymes involved in anaerobic biochemical pathways (Meyerhoff & Lohman 1928; Taylor et al. 1977; Bridges & Brand 1980; Dupont-Prinet et al. 2013). This kind of metabolic disruption tends to be energetically costly (Bushnell & Brill 1992; Larade & Storey 2002). Hypoxia-induced hypometabolism and a switch to less efficient anaerobic
ATP generation may allow survival in the short term (Burke 1979; Vandenthillart et al. 1994; Drew 1997). However, after more prolonged exposure, oxygen carriage is often optimised by modifications in the concentration and intrinsic oxygen affinity of extracellular respiratory pigments (Taylor 1976; Magnum & Van Winkle 1973; Lallier & Truchot 1989; McMahon 2001; Spicer & Baden 2001).

Thermal stress is intrinsically linked with hypoxia. Henry’s Law (1803) dictates that gas dissolution has an inverse relationship with the temperature of the liquid medium. Hence, as sea temperatures increase, less free oxygen can be accommodated and therefore acquired by respiring organisms. Furthermore, elevated sea temperatures may cause stratification (Cerrano et al. 2000; Romano et al. 2000; Sparnocchia et al. 2006) and changes to marine circulation (Joos et al. 1999; Matear et al. 2000; Cubasch et al. 2001; Keeling & Garcia 2002), altering oxygen availability.

Ectotherms, such as *Pandalus borealis*, are particularly at risk from hypoxia and thermal stress in combination as their metabolic rates and ability to meet oxygen demands are governed by both temperature and oxygen availability (Pörtner 2001). Organismal performance is generally set by the aerobic scope and energy budget (Pörtner & Knust 2007; Pörtner & Farrell 2008). Reduced aerobic capacity may result in a shift to less efficient, anaerobic means of ATP production, thus limiting the energy budget. This reduction in available energy coupled with additional energetic requirements from stress responses alters the investment of energy into essential processes, such as growth and/or reproduction (Chabot & Dutil 1999; McNatt & Rice 2004). Consequently, organismal fitness may be negatively affected.

Thermal stress and hypoxia in combination may cause significant physiological perturbations (see Section 1.3.1). In caridean shrimp, the stressors have been shown to synergistically increase the dependence on anaerobic respiration (González-Ortegón et al. 2013) and to induce or depress expression of heat shock proteins in peneid shrimp depending on the duration of exposure (Li et al. 2009).

Pillet et al. (2016) suggest that *P. borealis* is resilient to hypoxia up to a threshold dissolved oxygen level of 40 % air saturation (a.s.) after which the shrimp undergo significant shifts in enzyme activity for aerobic, anaerobic and lactate dehydrogenase pathways. Experiments with adult *P. borealis* under hypoxia demonstrated lower tolerance in females and, across both sexes, that severe hypoxia (22 % a. s.) did not affect standard metabolic rate (oxygen consumption at rest), but significantly reduced maximum metabolic rates compared to normoxia (Dupont-Prinet et al. 2013). In a survey of the metabolic performance of caridean shrimp inhabiting British waters, Magozzi and Calosi (2014) found that *Pandalus borealis* sister species, *P. montagui*, was
particularly vulnerable to elevated temperature relative to the other shrimp. *Pandalus montagui* had the highest oxygen consumption at the lowest temperatures, the lowest upper thermal tolerance limit, most restrictive phenotypic plasticity, and consumed significantly higher quantities of oxygen at elevated temperature than the other sub-tidal species studied.

As a result of the interrelatedness of hypoxia and thermal stress, elevated temperature has been selected as an additional stressor in this study to amplify the physiological impacts of hypoxia and help define any possible differences between the populations.

This chapter investigates whether the Brofjorden and Gullmarfjord populations exhibit phenotypic plasticity under hypoxic and thermal stress and if their ability to express plasticity in response to multiple stressors differs from one another. Elevated temperature has been selected as an additional stressor to amplify the effects of hypoxia and thereby highlight any possible performance differences between the populations. If elevated hypoxia and temperature elicit a physiological shift, it would be consistent with the view that these stressors are potential selective forces for this species and provide some insight as to the capacity of *Pandalus borealis* to tolerate predicted climate change. Furthermore, if the two populations show different levels of plasticity, this may indicate that these two populations have begun to functionally diverge in response to their respective oxygen regimes.

*Pandalus borealis* from both Brofjorden and Gullmarfjord were exposed to elevated hypoxia, elevated temperature and both stressors in combination as part of a mesocosm-based quadratic experimental design for either one or four weeks. After exposure, oxygen consumption (as a proxy for metabolic rates) and stamina were measured. This chapter posits the following hypotheses: 1) the Gullmarfjord population is more capable of tolerating limited oxygen availability i.e. its metabolic rate should increase to a lesser extent than that of the Brofjorden population and stamina should be maintained under stress; 2) *Pandalus borealis* is able to acclimate to hypoxia and elevated temperatures as evidenced by improved performance with increased exposure; and 3) elevated temperature and hypoxia have a synergistic detrimental effect on the metabolic rates of *P. borealis* from both populations.

### 3.3 Methods

#### 3.3.1 Animal collection and husbandry

Adult female northern shrimp *Pandalus borealis* were collected as described in Section 2.3.1.
The shrimp were kept in deep fjord water flow-through stock tanks (1800 L capacity; $T = 7.6 \pm 0.02 \, ^\circ C; S = 33.2 \pm 0.9$) at the Sven Lovén Centre for Marine Sciences – Kristineberg for 48 h to adjust to the laboratory conditions and to ensure that only healthy, undamaged shrimp were selected for the experiments. Subsequently, shrimp were transferred to a mesocosm (as described below: see Section 3.3.2) and kept under control conditions ($93.2 \pm 0.3 \% \, a.s. \, O_2; \, T = 8.4 \pm 0.03 \, ^\circ C; \, pH = 7.9 \pm 0.0 \, S = 34.0 \pm 0.2$) for five days before initiating the experimental exposure. Animals were fed *ad libitum* throughout the adjustment period and during the experimental period on a combination of live *Artemia* nauplii, *Mytilus edulis*, *Clupea harengus* and fish food (Marine Flake, New Era, Thorne, UK). Forty eight hours prior to measuring metabolic rate and stamina, feeding was ceased in order to negate dietary induced thermogenesis, as energy expenditure exceeding RMR due to the cost of processing food for direct use and storage (e.g. Rosas et al. 1999; Lannig et al. 2008; Dupont-Prinet et al. 2013). Residual food was regularly removed to prevent water fouling.

### 3.3.2 Mesocosm experimental design

A factorial experimental design incorporating two levels of seawater oxygen and two levels of seawater temperature was used. Oxygen levels were maintained at either full aeration (hereon referred to as “normoxic”: $93.15 \pm 0.26 \% \, a.s. \, O_2$) or at hypoxic levels ($46.03 \pm 0.52 \% \, a.s. \, O_2$). Conventionally the definition for hypoxic waters is $< 2 \, mg \, O_2 / L$ (approximately 20 \% a.s.). However, Vaquer-Sunyer and Duarte (2008) found that across 872 published experiments, this level was below the empirical sublethal and lethal oxygen threshold concentrations for half the species tested. In light of this, we wished to test whether reductions in oxygen that do not constitute the general definition of “hypoxia” are harmful to shrimp. Preliminary experiments suggested that oxygen levels below 30 \% a.s. are lethal to *P. borealis*. Accordingly, 45 \% a.s. was selected as the hypoxia treatment. Temperature levels were selected to represent local conditions for that spring (“ambient”: 8 \°C) and near-future temperature projections for the North Atlantic and the Baltic Sea (“elevated” temperature: 10 \°C). The IPCC Fifth Assessment Report (Stocker et al. 2013) predict temperature increases of 1 -3 \°C in the winter months and increases of 0.5 – 2 \°C in summer between 2016 – 2036 with respect to 1986-2005 average values for the Swedish Atlantic coastline.

Individuals from the Gullmarsfjord and Brofjorden population were exposed to one of these four treatments (normoxic (N) ambient (A) temperature; N elevated (E) temperature; hypoxic (H) A; and HE), for either one or four weeks before testing the effect of exposure on shrimps’ resting metabolic rates and stamina as outlined below
The shrimp were haphazardly allocated, two per tank, one from each population, across 60 closed-system 5-L tanks filled with 4.5 L of aerated deep fjord sea water. This water was changed three times a week and oxygen conditions regulated to the desired levels via bubbling of pure N\textsubscript{2} gas during the entire duration of the experimental period. The shrimp were separated from each other by a perforated plastic barrier to aid identification and prevent aggression or competition for food, whilst guaranteeing maximum circulation of water within the aquarium.

Barometric pressure was obtained from the University of Gothenburg Sven Lovén Centre for Marine Sciences, Kristineberg weather station data bank in order to express measurements of oxygen consumption at standard temperature and pressure. In order to maintain the desired temperature, the 60 tanks were distributed across nine flow-through water-filled trays which, with the addition of heaters and circulation pumps, acted as water baths (see Appendices Section ii).

3.3.3 Measurement of rates of oxygen uptake and stamina

Oxygen consumption (MO\textsubscript{2}) has long been used as a proxy for metabolic rate (Keys 1930; Clausen 1936; Fry & Hart 1948; Fry 1971; Spicer & Eriksson 2003). In order to establish the aerobic scope of \textit{P. borealis} under different combinations of hypoxia and elevated temperature, measures of both Resting Metabolic Rate (RMR i.e. the rate of oxygen consumption of a fasted, rested animal participating only in voluntary movement; Walker et al. 2009) were taken.

MO\textsubscript{2} was measured using closed bottle respirometry. Shrimp were placed inside plastic, blacked-out closed-cell experimental chambers (80 x 200 x 130 mm; Klip Lock, Sainsbury, London, UK). Each chamber was supplied with sea water from the oxygen * temperature combination of exposure and sealed underwater to prevent air bubbles being trapped in the chamber. To ensure moderate and continuous water mixing, preventing the formation of a hypoxic layer around the shrimp, each experimental chamber was equipped with a magnetic flea and placed over a multi-channel magnetic stirrer (MS-53M, Jeio Tech, Chalgrove, UK). Each chamber was supplied with plastic blocks reducing volume from 1.5 L to 990 mL sea water in order to reduce the trial time and the shrimp placed inside a perforated plastic cage. This cage also served to prevent the shrimp from being injured or damaged by the spinning flea, and provide each shrimp with substrate to attach itself to and limit its activity, forcing the shrimp to rest in order to measure its RMR. Oxygen consumption was measured every 15 min for 1 h using an optical oxygen sensor (Fibox4, PreSens, Regensburg, Germany).

After the RMR was recorded, they were exercised in their respective treatment water until they were fully fatigued: here defined as maximum sustainable rate of locomotion achieved.
spontaneously or through coercion (Weibel & Hoppeler 2005; Dupont-Prinet et al. 2013). If the shrimp began to settle, they would be disturbed into swimming once more using a rod with a small panel of mesh attached, which was designed as a disturbance tool that would not cause damage to the shrimp. If the shrimp would still swim with only intermittent coercion after 3.5 h, it was deemed that the shrimp had reached an elevated rate of metabolic activity comparable to those individuals that had become fatigued after a much shorter period. Exhaustion time was recorded per individual and as a proxy for stamina.

Atmospheric pressure and experimental water salinity were measured each day. Their values were used in conjunction with temperature, the volume of each individual shrimp, Green and Carritt’s (1967) oxygen solubility coefficients and Weiss’ (1970) vapour pressure values to determine the absolute quantities of oxygen consumed during each experiment (see Appendices Section iii for formulae).

Biometric data gathering was considered essential for metabolic rate interpretation. Daoud et al. (2007) models on adult *Pandalus borealis* exposed to elevated temperature found temperature and individual wet weight explained 97 % of resting metabolic rate (RMR) variability. Before introducing the shrimp to the experimental chamber for RMR determination, wet weight (g) and body volume (mL) of each shrimp was recorded using an electronic high precision scale (Mettler-Toldeo B502, Leicester, UK), and specimen volume was determined by immersing each prawn in a Pyrex graduated cylinder (100 mL, accuracy 1 mL, Fischer Scientific UK Ltd) filled with sea water, and measuring the water displaced by the shrimp.

### 3.3.4 Statistical analyses

All analyses were conducted using the statistical program R version 3.1.2.

The effect of oxygen concentration, temperature, length of exposure, population origin and their interactions on RMR and stamina were analysed using GLM tests. The RMR data proved highly non-normal after investigation with Shapiro-Wilk tests and histograms and Levene’s test indicated unequal variances (RMR: \( F = 1.61, p = 0.09 \)). Consequently, GLMs were run on log transformed data. Individual weight was also included as a covariate in the maximal model to account for possible variation in metabolic needs between larger and smaller individuals. Post hoc analyses were conducted to identify significant differences between mean RMR.

A similar GLM was run for stamina, but the data were normal, so no transformation was performed.
In the laboratory experiment, the two populations studied did not exhibit significant differences in their responses to elevated temperature and hypoxia during analysis, so their results were pooled for ease of interpretation.

### 3.4 Results

There were no significant differences between the populations in MO$_2$ responses or stamina across all treatments, so the data for each treatment were pooled for subsequent analysis to strengthen modelling power. Data collected for both MO$_2$ responses and stamina were highly variable. For MO$_2$, individuals in the hypoxic treatments exhibited a greater range of oxygen consumption compared to individuals in the normoxic treatments (see Figure 3.1 and Figure 3.2). General Linear Model analysis did not show any significant interaction between oxygen level and elevated temperature (see Table 3.1). Exposure to elevated temperature was initially associated with a decrease in RMR MO$_2$ and then an increase in RMR MO$_2$ after four weeks of exposure, but there were no significant changes in stamina upon exposure to elevated temperatures (see Table 3.1 and Figure 3.1). Stamina reduced significantly under low oxygen treatments (see Table 3.1 and Figure 3.3). Length of exposure had a significant influence on metabolic rates (see Table 3.1), though the patterns were more complex than for temperature or oxygen as discussed below.

**Table 3.1 Results for F-tests conducted on minimal adequate GLMs for RMR and stamina data for shrimp exposed to experimental mesocosm conditions. Degrees of freedom (df), mean of square (MS), F-ratio (F), and probability level (p) are reported. Bold test indicates significant factors.**

<table>
<thead>
<tr>
<th>Trait</th>
<th>Source</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMR MO$_2$</td>
<td>Temperature</td>
<td>1</td>
<td>17.4</td>
<td>39.974</td>
<td>≈ 0.05</td>
</tr>
<tr>
<td></td>
<td>Length of exposure</td>
<td>1</td>
<td>2702.2</td>
<td></td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td></td>
<td>Oxygen level</td>
<td>-</td>
<td>-</td>
<td></td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td></td>
<td>Population origin</td>
<td>-</td>
<td>-</td>
<td></td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td></td>
<td>Individual weight</td>
<td>-</td>
<td>-</td>
<td>7.971</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td></td>
<td>Temperature : Length of exposure</td>
<td>1</td>
<td>2718.3</td>
<td></td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td></td>
<td>Length of exposure : Individual weight</td>
<td>-</td>
<td>-</td>
<td></td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>Stamina</td>
<td>Temperature</td>
<td>-</td>
<td>-</td>
<td></td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td></td>
<td>Length of exposure</td>
<td>-</td>
<td>-</td>
<td></td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td></td>
<td>Oxygen level</td>
<td>1</td>
<td>56788</td>
<td>18.22</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td></td>
<td>Population origin</td>
<td>-</td>
<td>-</td>
<td></td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td></td>
<td>Individual weight</td>
<td>-</td>
<td>-</td>
<td></td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td></td>
<td>Temperature : Length of exposure</td>
<td>-</td>
<td>-</td>
<td></td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>Treatment</td>
<td>Mean RMR ± standard error (mmol O$_2$ L$^{-1}$ h$^{-1}$)</td>
<td>Group size</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>--------------------------------------------------------</td>
<td>------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>RMR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAB1</td>
<td>43.13 ± 4.15</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAG1</td>
<td>32.18 ± 6.25</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAB1</td>
<td>63.98 ± 13.11</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAG1</td>
<td>38.25 ± 13.64</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEB1</td>
<td>25.41 ± 5.60</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEG1</td>
<td>29.32 ± 6.22</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HEB1</td>
<td>43.91 ± 11.87</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HEG1</td>
<td>41.24 ± 8.21</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAB4</td>
<td>13.40 ± 6.71</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAG4</td>
<td>15.43 ± 8.56</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAB4</td>
<td>NA</td>
<td>NA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAG4</td>
<td>12.22 ± 7.57</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEB4</td>
<td>30.08 ± 7.76</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEG4</td>
<td>30.83 ± 7.74</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HEB4</td>
<td>15.57 ± 15.57</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HEG4</td>
<td>29.30 ± 12.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Stamina**

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Mean time to exhaustion (min)</th>
<th>Group size</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAB1</td>
<td>101.46 ± 17.62</td>
<td>5</td>
</tr>
<tr>
<td>NAG1</td>
<td>73.59 ± 34.70</td>
<td>5</td>
</tr>
<tr>
<td>HAB1</td>
<td>20.21 ± 7.60</td>
<td>3</td>
</tr>
<tr>
<td>HAG1</td>
<td>74.37 ± 45.11</td>
<td>5</td>
</tr>
<tr>
<td>NEB1</td>
<td>90.98 ± 23.36</td>
<td>7</td>
</tr>
<tr>
<td>NEG1</td>
<td>62.50 ± 30.39</td>
<td>6</td>
</tr>
<tr>
<td>HEB1</td>
<td>22.23 ± 6.98</td>
<td>3</td>
</tr>
<tr>
<td>HEG1</td>
<td>15.37 ± 0.19</td>
<td>2</td>
</tr>
<tr>
<td>NAB4</td>
<td>94.40 ± 13.12</td>
<td>4</td>
</tr>
<tr>
<td>NAG4</td>
<td>102.14 ± 29.08</td>
<td>5</td>
</tr>
<tr>
<td>HAB4</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>HAG4</td>
<td>15.73 ± 9.98</td>
<td>4</td>
</tr>
<tr>
<td>NEB4</td>
<td>86.76 ± 12.23</td>
<td>7</td>
</tr>
<tr>
<td>NEG4</td>
<td>107.13 ± 41.37</td>
<td>5</td>
</tr>
<tr>
<td>HEB4</td>
<td>14.88 ± 7.17</td>
<td>3</td>
</tr>
<tr>
<td>HEG4</td>
<td>2.13 ± 2.67</td>
<td>4</td>
</tr>
</tbody>
</table>

### 3.4.1 Metabolic rates

Temperature treatment had a significant influence on RMR MO$_2$ and either increased or decreased MO$_2$ depending on the length of exposure to mesocosm conditions. Generally, when comparing elevated temperature treatments to ambient, elevated temperature was associated with
a higher mean MO₂ after one week of exposure and then a subsequent downturn in MO₂ after four weeks of exposure (F₁ = 7.971, P < 0.01; see Table 3.1, Table 3.2 and Figure 3.1). When investigating responses within treatment groups, mean MO₂ dropped from the first sampling time point (one week exposure) to the second (four weeks exposure; F₁ = 7.923, P < 0.01, see Table 3.1, Table 3.2 and Figure 3.1) for all treatments except NE (normoxic and elevated temperature).

Oxygen level did not have a significant influence on RMR. The minimum mean MO₂ at rest was observed in *P. borealis* from the Gullmarsfjord population incubated at ambient temperature under hypoxic conditions for four weeks (HAG4: 12.22 ± 7.57 µmol L⁻¹ h⁻¹, n = 4), while the maximum was observed in the Brofjorden treatment group incubated at ambient temperature levels under hypoxic conditions for one week (HAB1: 63.98 ± 13.11 µmol L⁻¹ h⁻¹, n = 4; see Table 3.2). All mean hypoxic RMR MO₂ were higher than their corresponding normoxic controls except for the NE treatments after one week of exposure and HA (hypoxic, ambient temperature) for the Gullmarfjord individuals after four weeks exposure where mean MO₂ was lower than NA.

![Figure 3.1 RMR box and whisker plot with pooled population data. N: normoxia; H: hypoxia; A: ambient temperature; E: elevated temperature; 1: one week of exposure to mesocosm conditions; 4: four weeks of exposure to mesocosm conditions.](image)

### 3.4.2 Stamina

General linear modelling indicated that oxygen level was the sole significant explanatory variable for stamina (F₁ = 18.22, P < 0.01; see Table 3.1). Across all treatments, oxygen concentration had a positive relationship with the time taken to reach fatigue (see Figure 3.3). Under hypoxic conditions, stamina was reduced to as little as a quarter of its normoxic capacity.
Means ± SE for stamina (time taken to reach exhaustion (min)) are given in Table 3.2. In general, hypoxic treatments exhibited a narrower range of exhaustion times per treatment compared to normoxic treatments. The minimum mean exhaustion time was observed in the Gullmarsfjord treatment group incubated at elevated temperature under hypoxic conditions for four weeks (HAG4: 2.13 ± 2.67 min, n = 4), while the maximum was observed in the Gullmarsfjord treatment group incubated at elevated temperature under normoxic conditions for four weeks (NEG4: 107.13 ± 41.37 min, n = 5; see Figure 3.3).

![Stamina box and whisker plot with pooled population data. N: normoxia; H: hypoxia; A: ambient temperature; E: elevated temperature; 1: one week of exposure to mesocosm conditions; 4: four weeks of exposure to mesocosm conditions.](image)

3.5 Discussion

No significant differences in the physiological performance of *Pandalus borealis* from Brofjorden and Gullmarfjord were observed. As such, the data for both populations were pooled for the GLM analysis. The capacity for *P. borealis* to acclimate to elevated temperature and hypoxia was unclear. Metabolic rates altered after four weeks exposure compared to one week. However, this effect was also seen in individuals from the control treatment. Elevated temperature had a significant impact on metabolic rates and hypoxia significantly reduced stamina. However, neither response demonstrated a significant interaction between the stressors. The three predictions outlined in Section 2.2 are addressed independently in further detail in the following sections.
3.5.1 Population differentiation

The first prediction put forward in this chapter posited that the Gullmarfjord and Brofjorden populations have undergone phenotypic divergence as a result of the different oxygen regimes in the habitats they occupy. No significant difference between the two populations in performance for metabolic rates or stamina was observed. This suggests that the periodic hypoxia in Gullmarfjord has not driven a shift in performance under stress. In general, mean stamina fell in hypoxia and elevated treatments when compared to control (NA) treatments (see Figure 3.3 and Table 3.2). There was, however, one population-specific anomaly in this pattern. There was a distinct difference in the mean stamina response of the Gullmarfjord population under normoxia and elevated temperature (NE) compared to the control treatment after both one and four weeks of exposure.

Our experiments exposed *P. borealis* to chronic stress. There is evidence to suggest that the mechanisms for dealing with periodic or acute hypoxia are different to those that allow organisms to cope with chronic hypoxia (deFur & Pease 1988; Taylor & Miller 2001; see Burnett & Stickle 2001 for review). For example, under acute hypoxia, organisms may increase ventilation rates or increase blood flow to respiratory surfaces. Whereas under chronic hypoxia, physiological responses may include elevated respiratory pigment production, altering respiratory pigment structure to increase oxygen affinity, or adopting anaerobic metabolism (Burnett & Stickle 2001). It is also possible that those mechanisms for coping with periodic hypoxia carry an inherent physiological cost that may reduce overall fitness or leave organisms competitively inferior under alternate conditions (St-Pierre et al. 2000).

3.5.2 Phenotypic plasticity and acclimation

In its second prediction, this study proposes that *P. borealis* may be able to acclimate to hypoxia and elevated temperature and that this could be demonstrated by improved performance with increased exposure. Length of exposure had a significant negative relationship with RMR. However, we also see this pattern across control treatments, indicating that it has not been induced by the stressors selected for this study or that the control treatments induced similar levels of stress. Laboratory confounding effects were not found to be widely reported in the literature. Obernier and Baldwin (2006) cite changes in carbohydrate, protein and lipid metabolism, elevated heart rates and weight loss as a result of insufficient acclimation time after transportation. However, as their review suggests that most of these measures return to baseline within one to
seven days, I believe our five day acclimation period was sufficient and that the temperature levels adopted may have confounded the results as discussed in section 3.5.3.

A further possibility is that *Pandalus borealis* are sufficiently vagile to avoid hypoxic conditions. It is known that they undertake vertical migrations (Barr 1970) and this may negate the need to develop hypoxia tolerance mechanisms or prevent sufficient exposure as to allow an acclimatory response. Equally, the more stable conditions in Brofjorden may have resulted in shrimp that were in better condition and therefore more resilient compared to their Gullmarsfjord counterparts (Zhang et al. 2006).

### 3.5.3 Environmental stressors

The physiological damage of elevated temperature and increase in metabolic rates combined with the performance limitation induced by hypoxia observed in other organisms (Sharpe and DeMichele 1977; Schoolfield et al. 1981; Taylor & Spicer 1987; Finke et al. 1996; Spicer et al. 1999; Daoud et al. 2007; Hochachka & Somero 2002; Daniel & Danson 2010; Schulte et al. 2011), led me to propose, in my final prediction of this chapter, that elevated temperature and hypoxia would have synergistically deleterious impacts on *P. borealis*. General Linear Model analysis did not show any statistically significant interactions between oxygen and temperature level for metabolic rates or stamina performance.

Synergy between environmental stressors may not be as widespread as often assumed in ecological studies. Through a meta-analysis of 122 factorial experiments measuring faunal mortality in marine, freshwater and terrestrial systems, Darling and Cote (2008) found that mortalities from two stressors were generally not synergistic. Only a third of the experiments displayed any truly synergistic interactions. However, multi-stressor experiments are still important as more than 75 % of the experiments showed that multiple stressors interacted non-additively.

Oxygen and temperature had distinct impacts as individual stressors on metabolic rates and stamina. Oxygen level did not have a statistically significant influence on RMR. However, the hypoxic treatments were generally more variable, producing both the highest and lowest mean MO₂ (HAG4: 12.22 ± 7.57 µmol L⁻¹ h⁻¹, n = 4; HAB1: 63.98 ± 13.11 µmol L⁻¹ h⁻¹, n = 4). This increased phenotypic variability may be as a result of environmental stress (Leary & Allendorf 1989; Badyaev et al. 2000) as is typical of animals close to their physiological limits, but further investigations would need to be conducted to confirm this.
Contrary to expectation, oxygen consumption tended to be higher in shrimp from hypoxic treatments. Many organisms increase their ventilation rates and cardiac output to compensate for low oxygen availability (Herreid 1980). However, this is unlikely to raise oxygen consumption above normoxic levels. The percentage utilization of dissolved oxygen by the rainbow trout, *Oncorhyncus mykiss*, under progressive hypoxia decreased from 55 to 20 % despite a 13-fold increase in ventilation volume (Holeton & Randall 1967) and oxygen extraction efficiency in *Nephrops norvegicus* only rose as high as 40 % under hypoxia (25 % a.s.) though gill beat rate doubled (Hagerman & Uglow 1985). During the data quality control phase of this study, it was discovered that a sensor issue resulted in some of the post-exercise shrimp being introduced to higher oxygen concentrations than originally intended. To compensate for this, only the most reliable data points were included and the first 15 minute readings for all the data were excluded. It is possible that these measures were not sufficiently stringent and the increase in oxygen consumption for hypoxic treatments is as a continued “hyperventilation” effect, or excess post-hypoxic oxygen consumption (EPHOC), due to being introduced to a higher level of oxygen concentration than they have been conditioned to where the shrimp attempt to recover their oxygen debt (Marvin & Burton 1973; Nonnotte et al. 1993; Virani & Rees 2000). This EPHOC is generally caused by the pathways that synthesise ATP and glycogen being reactivated (Mandic et al. 2008). In fact, this increase in MO$_2$ upon return to higher oxygen concentrations may be a means by which the Gullmarfjord *P. borealis* recover if they encounter hypoxic zones (Svendsen et al. 2012).

By contrast, hypoxia reduced stamina to as little as a quarter of its normoxic capacity in this experiment. Neither temperature, length of exposure, nor population origin had any significant influence on stamina, suggesting that neither adaptation nor acclimatisation to thermal or hypoxia stress had any role in this experiment. It should be noted, however, that shrimp across all treatments were highly variable in their responses, so it is possible that patterns would have emerged with larger treatment groups. Nevertheless, there were some key consistencies that demonstrate the ways in which hypoxia may inhibit or constrain this species. For example, the treatment group with the most depressed mean metabolic rate (HAG4) was the same treatment with the shortest mean stamina (< 3 min; see Table 3.2 and Figure 3.3). Hypoxia induced reductions in stamina may have significant costs to fitness, hindering their ability to escape predators, forage, or even to evade unsuitable habitat such as oxygen minimum zones (Pörtner et al. 2005).

The lack of influence of temperature and population origin on stamina throughout the study could be attributed to the shrimp being close to their thermal tolerance limit already at the temperature used in the ambient treatment (Paul & Nunes 1983). Though it was not directly tested, during the
experiments, shrimp from elevated temperature treatments appeared more lethargic and required more coercion to swim.

The physiological capacities of aquatic ectotherms have evolved so that aerobic scope is maximised within a specific temperature range thus optimising fitness-related performance (Pörtner 2002). Beyond this optimal temperature range, aerobic scope diminishes with deleterious consequences regarding the energy invested in key fitness traits, such as growth, reproduction and locomotion (Pörtner 2001). The ramifications of this may have severe negative impacts on population stability and recruitment by lowering survivorship throughout _Pandalus borealis_ life history. For example, elevated temperature affects yolk absorption and the rate at which yolk is turned into tissue in embryos (Heming 1982). By increasing metabolic rates, it increases larval development rates, resulting in smaller juvenile and frequently deformed shrimp (Arnberg et al. 2013). These undersized shrimp have reduced swimming and hunting ability and their unusually small size may prevent them from accessing seasonal food sources, causing trophic mismatch (Ouellet et al. 2011).

Treatment temperatures were set according to the conditions in the field at the time of sampling and near future prediction of temperature increases for the area (IPCC 5th Assessment Report 2013). Marine organisms often exist on the limit of their thermal maximum tolerance (Helberg 1998; Tomanek & Somero 1999; Stillman & Somero 2000; Stillman 2002) and it is possible that, due to the temperature selected for this experiment, _P. borealis_ were exposed to their thermal maxima across all treatments.

The Swedish Meteorological and Hydrological Institute have the most complete marine environmental datasets for the area, but they generally only survey marine temperatures down to approximately 40 m. Their records from the last 56 years between 40 and 64 m depth show a minimum temperature of 2.39 °C, maximum of 10.1 °C, and a mean of 5.96 °C. The water temperature accessible below the thermocline at the beginning of the experiment was taken as the ambient temperature. The majority of thermo-tolerance studies adopt worst case scenario temperature predicted to occur by 2100. Our elevated temperature was designed to mirror the IPCC near future predictions for the Baltic and Swedish coastline within the same time frame.

The IPCC 5th Assessment Report (2013) projects temperature increases of 1-3 °C between December and February and 0.5-2 °C between June and August from 2016-36 with respect to the 1986-2005 average temperatures. _Pandalus borealis_ may live more than half a decade (Skuladottir et al. 2005). The present study investigated likely physiology-driven consequences for species persistence over a time frame within which evolutionary rescue would be improbable and plasticity would be key. The fact that the “ambient” temperature selected appears already at the or
past the species environmental maximum, was an artefact of local conditions; Spring 2014 in Kristineberg was unusually mild.

Despite this methodological artefact, temperature did have a significant impact on RMR and mean values of \( \text{MO}_2 \) and stamina for NE behaved atypically compared to the other treatment groups. Initially, RMR appeared reduced under elevated temperature. It then increased after four weeks of exposure and across both sampling time points, RMR was generally higher among stress treatments than the control groups. Relative to the control samples, the mean RMR \( \text{MO}_2 \) for NE1 dropped in contrast to the other treatment means. Similarly, when we investigate the mean stamina values for each population within a treatment group, stamina only increased relative to the control group in Gullmarfjord individuals exposed to NE at both time points.

Multi-stressor experiments can be highly illuminating, but are inherently complex (Folt et al. 1999; Darling & Cote 2008). Further work should include the use of multiple temperatures at a lower level specific to the habitat of populations being studied, spanning the organisms’ known tolerance range and encompassing predicted values, for future experiments wishing to investigate changes in metabolic rates and the interaction between oxygen limitation and thermal stress.

Other studies have found sub-tidal crustaceans to be particularly intolerant of environmental stress. For example, Magozzi & Calosi (2014) found that *Pandalus borealis* had the highest \( \text{MO}_2 \) at the lowest temperatures, the lowest upper thermal tolerance limit, and the lowest levels of physiological plasticity under thermal stress when compared to five other temperate species of shrimp for *Pandalus borealis*. Dupont-Prinet et al. (2013) noted that females were less tolerant of hypoxia than their earlier life stage male counterparts, that hypoxia significantly decreased the activity of enzymes involved in anaerobic biochemical pathways, and that aerobic scope was severely reduced under hypoxia. All of these factors greatly constrict *P. borealis* capacity to respond to metabolic demands, such as vertical migration, foraging or egg production. *Pandalus borealis* aerobic scope has already been seen to be compromised in present-day warm years and, though Pillet et al. (2016) observe resilience to hypoxia in terms of enzyme activity at similar oxygen levels, this study amongst others clearly demonstrates vulnerability under hypoxia.

Due to the lack of population differences, it is difficult to make specific inferences regarding phenotypic specialisation or shifts and trade-offs in energetic balance under elevated temperature and hypoxia from this particular experiment. It is important to note that not all phenotypic plasticity is adaptive in the sense of improving fitness and some traits may simply be plastic as a result of biochemical or developmental constraints (Sultan 1995). Further work investigating the balance between aerobic and anaerobic respiration via ATP analysis would be advised and the relative production of cellular metabolites is investigated in Chapter 4 of this thesis.
This study documents significant impacts of oxygen limitation and a clear drop in stamina under hypoxia. In conjunction with the fact that we could not run the experiment at conventional “hypoxic” levels (20 % a.s. O_{2}), it is vital to echo Vanquer-Sunyer and Duarte (2008) in that the vulnerability to oxygen stress is being largely underestimated.

Rising levels of eutrophication (Gray et al. 2002) through anthropogenic input, as well as global warming leading to reduced oxygen dissolution and increased marine stratification, make coastal hypoxia a mounting concern for the health of marine organisms (Levin & Dayton 2009). Vagile organisms such as *P. borealis* may be able to avoid these depleted oxygen zones (Brierley & Kingsford 2009), but only as long as their ranges are not compromised by other anthropogenic and climatic factors. Though the common garden experiment used in this chapter did not show any physiological differences between *P. borealis* collected in Brofjorden and Gullmarfjord, it is possible that physiological plasticity may manifest along metabolic pathways not directly associated with the metrics selected for this chapter. It is also possible that population differences may be more evident away from potential confounding laboratory effects. Chapter 4 will use a field translocation experiment testing whole organism and metabolomic responses to address these issues and further explore physiological plasticity among these two *P. borealis* populations.
Chapter 4: Do populations of *Pandalus borealis* from different oxygen regimes exhibit physiological differentiation under environmental stress? - Translocation approach

4.1 Abstract

A translocation experiment was used to test for differences in physiology and vulnerability under hypoxia between *Pandalus borealis* collected from a normoxic and a periodically hypoxic fjord. It was predicted that individuals from the population from the periodically hypoxic site, Gullmarfjord, would be less vulnerable to hypoxia. Contrary to the common garden investigation of phenotypic plasticity, this study did find significant differences in the responses of the two populations to hypoxia. The metabolomic profiles of each treatment showed that both populations exhibited a physiological response to translocation and, moreover, that they responded differently to the same conditions. However, *P. borealis* collected in Gullmarfjord appeared to be more vulnerable than their Brofjorden counterparts to hypoxia with significantly higher mortality levels. Fully understanding the mechanisms behind this unexpected vulnerability requires further testing, but the costs of environmental stress and differences in *P. borealis* diet at the two sites may have contributed.

4.2 Introduction

Difference in morphology and oxygen regimes of *Pandalus borealis* inhabiting Brofjorden and Gullmarfjord led me to hypothesise that periodic hypoxia in Gullarmfjord may have driven differentiation between the two populations. No significant differences between population physiological performance – as quantified by oxygen consumption and stamina – were observed in the common garden experiment detailed in Chapter 3. Exposure to hypoxia or living close to their critical oxygen threshold has routinely been found to be deleterious or energetically costly to Crustacea, including *P. borealis* (Baden et al. 1990; McMahon 2001; Dupont-Prinet et al. 2013; Leiva et al. 2015; Pillet et al. 2016; Sun et al. 2016 ). So, despite the lack of population differentiation found during the targeted common garden investigations in Chapter 3, phenotypic plasticity to alleviate hypoxia stress may still be a favourable mechanism for *P. borealis* persistence in the Gullmarfjord. If true, this would be evident across whole organism responses and physiological pathways not detectable from measuring oxygen consumption and stamina alone.
Chapter 3 examined oxygen consumption and stamina as proxies for metabolic rates to determine environmental stress impacts on overall fitness. This is highly challenging to achieve in the field, but by adopting an omics approach on specimens exposed to stressors in the field, the results of this experiment remain comparable with the common garden experiment and may yield physiological differences that could be overlooked with a targeted approach. This has previously been the case for the common carp, *Cyprinus carpio*, exposed to hypoxia; myoglobin production was induced in organ tissues including the gill, liver and brain despite having previously thought to be expressed exclusively in skeletal and cardiac tissue (Fraser et al. 2006; Gracey 2007). In addition, many biological processes are interlinked and disruptions in one suite of processes may have unanticipated consequences for another. Adopting a metabolomic approach with our tissue samples not only allows us to understand the impacts on metabolic rates, but also to survey all biochemical footprints left by cellular processes and characterise the interactions of *P. borealis* with its environment (Regoli et al. 2004; Bundy et al. 2009). Once this information has been obtained, we then have the opportunity to investigate in much greater detail the metabolite expression involved in the affected pathways. In addition, molecular and cellular level shifts can represent the earliest warning signals of environmental disturbance (Depledge, 1994), so a metabolomic approach may prove far more sensitive at detecting stress responses than standard physiology techniques.

Furthermore, common garden experiments are limited in that they only measure a single component of local adaptation: the spatial covariance between the phenotypic frequencies within the populations in question and the key environmental driving factor identified in their native habitat (in this case, hypoxia) (Nuismer & Gandon 2008). By contrast, reciprocal translocation experiments take into account the variability of the ecological environment not exclusive to the identified environmental driver (Nuismer & Gandon 2008). Spicer (2014) advocates the use of multiple experimental techniques to address the discrepancies that may arise in organismal performance and behaviour between the laboratory and field.

Translocation experiments tend to impose minimal handling stress compared to laboratory based common garden experiments. A field based experiment also minimises handling stress, disturbance and other laboratory confounding factors that may add noise to data or alter the result (Balcombe et al. 2004; Kawecki & Ebert 2004). Though common garden experiments appear to be more widely adopted for population comparisons (see balance of studies in review table in Appendices Section ix), reciprocal transplant experiments have provided important insights concerning the extent of population divergence and specialisation and of the factors that contribute towards adaptive differentiation (Kawecki & Ebert 2004; Leimu & Fischer 2008; Hereford 2009).
Mitchell-Olds and Schmitt (2006) state that reciprocal translocation experiments between natural populations are required in order to directly test local adaptation hypotheses.

To address some of the limitations of the common garden approach used in Chapter 3, this study investigated whether populations of *Pandalus borealis* from different oxygen regimes exhibit physiological differentiation under environmental stress using a field translocation experimental design. Due to potential prior exposure to hypoxia, it was predicted that *P. borealis* originating from a seasonally hypoxic inner fjord site (Gullmarfjord) would be less vulnerable to the negative impacts of hypoxia than individuals originating from Brofjorden (well-circulated site). Shrimp from Gullmarfjord and Brofjorden were translocated to a normoxic and a hypoxic site with a control group in each site for a period of 14 days that was sampled weekly. Survivorship and metabolomic profiles from individuals from both populations were assessed as a proxy for performance and overall fitness.

### 4.3 Methods

#### 4.3.1 Animal collection and husbandry

Adult females of the northern shrimp *Pandalus borealis* were collected as per the protocol described in Section 2.3.1.

#### 4.3.2 Field translocation experiment

Two candidate sites with differing oxygen regimes were selected based on historical data for the area on the Swedish Meterological and Hydrological Institute (SMHI) database (see Figure 4.1). Havstensfjord (58°19'39.2"N 11°45'34.8"E) undergoes cyclic hypoxia and the mouth of Gullmarsfjord (58°15'08.5"N 11°26'11.8"E) – more than 1 h boat journey (> 15 km) away from the inner fjord site where our shrimp population are found - experiences high currents and is well circulated all year round. The sites where the shrimp were originally harvested were unsuitable study sites. Both were unsafe for the animals and equipment as they receive heavy shipping traffic and Brofjorden was not sufficiently sheltered to avoid damage to the equipment and the caged animals. During the experiment, the shrimp were caged in creel cages with reinforced hatches and mesh over the entrance to prevent escape and a feeding pouch attached to the inside.
Figure 4.1 Translocation sites. Normoxic treatments were situated at the mouth of Gullmarfjord (58°15'08.5"N 11°26'11.8"E) and hypoxic treatments were situated at Havstensfjord (58°19'39.2"N 11°45'34.8"E).

Six 60 L modified creel cages (three containing Gullmarfjord individuals and three containing Brofjorden individuals) were suspended at 20 m depth in each experimental site. Each cage contained one perforated food pouch, stocked with chopped herring (*Clupea harengus*), and 20 individual shrimp. Pairs of cages were placed 50 m apart at 200 m intervals and water samples were taken from 20 m depth to record at depth temperature, pH, O$_2$ using a probe (Sven Go SG2, Mettler Toledo, Leicester, UK) and salinity using a refractometer (H2Ocean Precision Instrument, DD The Aquarium Solution, Ilford, UK), nutrient (API Aquarium Pharmaceuticals Saltwater Master Tester Kit, Chalfont, USA) and alkalinity levels (Titroline Alpha Plus, SI Analytics, Mainz, Germany) (see Table 4.1. for main environmental conditions).

After one and two weeks of exposure, a subsample of approximately ten individuals from each cage was sampled for subsequent tissue analysis, mortality was recorded and physico-chemical variables of seawater samples measured.
Table 4.1 Environmental variables (± s.e.) from the two field sites (Control – mouth of Gullmarsfjord; Hypoxic – Havstensfjord). Samples were taken upon deployment of the cages (week 0) and when tissue samples were taken after one and two weeks of exposure. Values are means of 18 samples per site.

<table>
<thead>
<tr>
<th>Sample</th>
<th>% O₂</th>
<th>pH</th>
<th>temperature °C</th>
<th>salinity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>95.43 ± 0.30</td>
<td>8.18 ± 0.03</td>
<td>8.58 ± 0.03</td>
<td>35.60 ± 0.10</td>
</tr>
<tr>
<td>week 0</td>
<td>Control</td>
<td>97.48 ± 0.41</td>
<td>8.18 ± 0.05</td>
<td>9.89 ± 0.18</td>
</tr>
<tr>
<td>week 1</td>
<td>Control</td>
<td>100.39 ± 0.44</td>
<td>8.17 ± 0.03</td>
<td>10.64 ± 0.09</td>
</tr>
<tr>
<td>week 2</td>
<td>Hypoxic</td>
<td>63.13 ± 0.65</td>
<td>7.79 ± 0.01</td>
<td>6.94 ± 0.13</td>
</tr>
<tr>
<td>week 0</td>
<td>Hypoxic</td>
<td>60.12 ± 0.43</td>
<td>7.73 ± 0.03</td>
<td>6.85 ± 0.21</td>
</tr>
<tr>
<td>week 1</td>
<td>Hypoxic</td>
<td>63.00 ± 0.79</td>
<td>7.59 ± 0.02</td>
<td>7.96 ± 0.17</td>
</tr>
</tbody>
</table>

4.3.3 Metabolomic analysis

4.3.3.1 Sample extraction – metabolomics analyses

Samples were homogenised in Precellys tubes with methanol (4 µl/mg tissue) and water (8.5 µl/mg tissue). A 240 µl aliquot was taken and 80 µl of chloroform and 500 µl chloroform, methanol and water solution (1 : 2 : 0.8) were added. The aliquot was vortexed, cooled for five minutes and then centrifuged for 10 min. Once cool, 500 µl of the resulting supernatant was aliquotted and dried under liquid nitrogen.

4.3.3.2 Quality control and UHPLC-MS analysis

Laboratory and computational analyses were carried out at NERC Biomolecular Analysis Facility at Birmingham.

Samples were taken up in 100 µl water / methanol 7:3 and vortexed. Each sample was transferred to a 1.5 ml plastic tube, and 10 µl each were taken to pool a QC (quality control) sample (approximately 1.5 ml). After centrifugation, (15000 rpm for 10 min at 4 °C, Biofuge), 20 µl per sample were pipetted into a 96-well plate, starting with QC samples, a blank, and further QC samples, and ending with a blank after two QC samples. The samples were run in controlled
randomised order, with QC samples equidistantly between them. They were analysed by UHPLC-MS (Ultra High Performance Liquid Chromatography - Mass Spectrometry) on a Thermo Scientific Q Exactive mass spectrometer attached to a Thermo Dionex Ultimate 3000 RS system, equipped with a Thermo Hypersil Gold column (100 x 2.1 mm, 1.9 µm particles). Samples were run for 14 min for LC from solvent 1 (0.1 % formic acid in water) to solvent 2 (0.1 % formic acid in methanol), 400 µl/min, with 18 µl injections per sample and with MS starting at 0.45 min, with the prior flow directed towards waste. Data was collected in positive ion and profile mode, m/z 100-1000. Two plates were required for the sequence and, as the first runs did not show sufficient quality, they were repeated using a third plate.

4.3.4 Statistical analyses

4.3.4.1 Field translocation experiment analyses

All analyses were conducted using the statistical program R version 3.1.2.

A full GLM maximal model of the field mortality data including all the environmental variables was over parameterised. Correlations of the raw data showed the strongest relationships between mortality and ‘experimental site’, ‘population origin’ and ‘weeks of exposure’, so I reduced the maximal model to investigate only the impacts of these three factors and their interactions. The minimal adequate model was achieved by excluding all non-significant variables.

4.3.4.2 Metabolomic analyses

Initial data exploration indicated high level of detrimental cage effects on the shrimp metabolome, so subsequent uni and multivariate analyses were only carried out on the shrimp exposed for one week.

ANOVA in combination with FDR correction (α = 0.05) was used for univariate analysis to detect if the factors population and site and their interaction population x site were significant. Next, the significant peaks were filtered on the basis of their fold change, where peaks with absolute log2 FC-values larger than 1 were retained.

PCA + MANOVA and regularized MANOVA were used for multivariate analysis of the data. Two analyses were considered; namely a model with factors population, site and interaction population x site, and a model with factor group (e.g. normoxic population - normoxic site, normoxic
population – hypoxic site, etc.). The factor group model was mainly used for visualization of the data.

When a factor or interaction was marked as significant, multi-group sparse discriminant analysis was used to visualize the differences between the samples and to determine which peaks in the data were most related to this effect. Additionally, the FDR corrected standardized coefficients of the rMANOVA model were used for this purpose.

4.4 Results

Both the survivorship and metabolomic data show that the two populations respond significantly and significantly differently from one another under translocation to or away from a hypoxic site. The survivorship results show the inner Gullmarfjord population to be the more vulnerable population and the contrast in metabolomic peak profiles show that both populations exhibited a different response to translocation and hypoxia stress.

4.4.1 Survivorship

Overall survivorship and vulnerability to hypoxia between the two populations was significantly different. Additionally, length of exposure had a significant impact on mortality at both experimental sites.

Survivorship was highest among Brofjorden individuals across all treatments. During the first week, mortality was considerably greater in shrimp exposed to the hypoxic site (62.43± 0.41 % a. s.), especially for the Gullmarsfjord population (see Figure 4.2; see Table 4.2 population origin p <0.01). Only one dead individual was recorded in the first week in the normoxic site. In the second week of exposure, almost identical levels of mortality were observed at the hypoxic site and the normoxic site (see Figure 4.2; see Length of exposure p < 0.05) with mortality in the Gullmarsford population being almost six times higher than that of the Brofjorden population at both sites.

Finally, pH, alkalinity, salinity and nutrient levels documented during the field experiment had negligible explanatory power in GLMs over the levels of mortality of *Pandalus borealis* recorded during the experimental period and so were excluded from the minimal adequate models.
Figure 4.2 Mean percentage non-cumulative mortality per cage per week with standard errors of Pandalus borealis at one and two weeks of field exposure. The population origin of each treatment group is indicated under each histogram; “B” for Brofjorden individuals, “G” for Gullmarsfjord. Cages were suspended in a normoxic site (98.241 ± 0.836 % a. s. O₂: green bars) and a hypoxic site (62.433 ± 0.410 % a. s. O₂: grey bars).

Table 4.2 Results of GLMs to identify the main explanatory variables of Pandalus borealis mortality during translocation. df: degrees of freedom, F: F-ratio, p: probability level

<table>
<thead>
<tr>
<th>Trait</th>
<th>Source</th>
<th>df</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field mortality</td>
<td>Population origin</td>
<td>19</td>
<td>11.160</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td></td>
<td>Length of exposure</td>
<td>20</td>
<td>4.683</td>
<td>&lt; 0.05</td>
</tr>
</tbody>
</table>

4.4.2 Metabolomics

Differences in the metabolomic profiles of each treatment group after one week of exposure indicated that both the Brofjorden and the Gullmarsfjord populations responded differently to translocation (see Figure 4.3). In a MANOVA model used to determine if the treatment groups were significantly different, there was clear separation between the groups. Furthermore, the directions of metabolomic shift coinciding with translocation (as represented by the arrows) are not parallel. This observed interaction effect was confirmed by a second MANOVA model (see Appendices Section v), where a significant interaction between site and population was detected (p < 0.005).
Figure 4.3 MANOVA score plot of model 1. The labels BN, BH, GN, and GH refer to samples from Brofjorden (B) and Gullmarfjord (G) translocated to either a normoxic site (N) or a hypoxic site (H). The arrows indicate the shifts of the normoxic and hypoxic populations to a change in site. The black arrow indicates the shift of the hypoxic population. The blue arrow indicates the shift of the normoxic population. CV refers to the canonical variate. The p-values of CV1 and CV2 were < 0.0001 and < 0.0001, respectively.

Univariate analysis detected significant differences in metabolite production attributable to both population origin and the translocation site. No significant interaction between population origin and site was observed using this approach (see Table 4.3). However, multivariate statistics observed significant differences in metabolome attributable to population, site, and the interaction between the two. For a large number of peaks no putative annotation was obtained. However, a complete list for both population and site effects of the top ten peaks in the data set and their significance/annotation can be found in the Appendices (see Section v).

### 4.4.2.1 Univariate analysis

ANOVA in combination with FDR correction ($\alpha = 0.05$) observed significant differences for population origin and site, but not for the interaction effect (see Table ). This lack of interaction confers that both populations respond to translocation, but respond in the same way. As a result, subsequent univariate analysis excluded interaction effects.
Table 4.3 summary of the univariate analysis of the data describing the average difference between the normoxic and hypoxic populations (factor population) and the normoxic and hypoxic site (factor site).

<table>
<thead>
<tr>
<th>Factor</th>
<th>Significant peaks</th>
<th>Significant peaks with significant FC</th>
<th>Up regulated</th>
<th>Down regulated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population origin</td>
<td>295</td>
<td>18</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>Site</td>
<td>351</td>
<td>62</td>
<td>11</td>
<td>51</td>
</tr>
<tr>
<td>Population : Site</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Most of the peaks putatively annotated from the univariate results refer to metabolites involved in protein or aromatic compound synthesis, neurotransmitter inhibitors, or compounds with known toxic effects for arthropods (see Appendices Table V).

4.4.2.2 Multivariate analysis

Significant differences were observed via both rMANOVA and combined PCA and MANOVA analysis for factors population and site, and interaction the interaction between the two factors (see Table 4.4). Significant differences were also observed when the four groups of samples were directly compared (see Figure 4.3 and Appendices Section v).

Table 4.4 Summary of the multivariate analysis of the data

<table>
<thead>
<tr>
<th>Method</th>
<th>Group</th>
<th>Population origin</th>
<th>Site</th>
<th>Population x site</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA + MANOVA</td>
<td>2.2e-14</td>
<td>2.4e-07</td>
<td>1.7e-09</td>
<td>0.014</td>
</tr>
</tbody>
</table>

In contrast with the univariate statistics, the significant interaction between site and population origin effects indicates that the Gullmarfjord and Brofjorden shrimp do respond differently to translocation. Due to this significant interaction between the main effects and the nature of the models used, direct interpretation of the main effects was not possible. Therefore identification of the important peaks in the data focused on the peaks that were associated to the interaction effect (see Appendices Section v).

A large number of peaks based on the CV weights from the rMANOVA model had a similar weight. Interpretation of the canonical vectors from this analysis risks overlooking potentially important peaks or producing false positives. To circumvent this, a variable selection approach using MGSDA (Multi-Group Sparse Discriminant Analysis) was also used to select the most important peaks for a factor or interaction, which yielded a much more interpretable model (see Appendices Section v). The putative annotations for the most significant peaks identified via MGSDA mostly referred to compounds involved in energetics, protein synthesis or had insecticidal properties.
4.5 Discussion

As predicted, the survivorship data and the multivariate metabolomics analyses show that populations from Brofjorden and Gullmarfjord do exhibit significant levels of physiological differentiation. However, contrary to our predictions, the Gullmarfjord population appear to be more vulnerable under hypoxic conditions than the Brofjorden population. It is possible that caged conditions were too unfavourable for the shrimp and hypoxic conditions simply accelerated their decline. Alternatively, it may be that the Brofjorden population exhibited significantly higher levels of tolerance; in week 1 there was no mortality in the normoxic site and a tenth of the level of mortality experienced by the Gullmarsfjord population in the hypoxic site. Under this assumption, it would appear that the Gullmarsfjord population demonstrated no adaptive or acclimatory tolerance to chronic hypoxic conditions. During the second week of the study, mortality did not differ significantly between the two populations at the normoxic site, which indicates that hypoxia may have been the key driver of mortality during the first week.

There are several reasons why the Gullmarfjord population may be more vulnerable that *Pandalus borealis* from Brofjorden. Firstly, as our results suggest that the periodic hypoxia of the inner Gullmarfjord has not selected for hypoxia tolerance in this population of *Pandalus borealis*, we could assume that a population lacking continuous oceanic circulation has relatively low genotypic diversity. High genetic diversity increases the likelihood of tolerant genotypes being present within a population and reduces extinction risk (Reid 1994; Oostermeijer et al. 2003; Frankham 2005; Jump & Peñuelas 2005; Jump et al. 2009). However, the results from Chapter 2 show that both the Brofjorden and Gullmarfjord populations have almost identical standing genetic diversity, which may be an artefact of the methods used or evidence that no genetically fixed traits have been selected for.

Secondly, morphological differences in size and colouration have been documented in these populations of *Pandalus borealis* (Eriksson pers. comms. 2013). Colouration is a known health and diet indicator in other crustacean species (Chien et al. 1991; Main & Laramore 1999; Bondad-Reantaso et al. 2001; Floreto et al. 2001) as briefly discussed in Section 2.4. Assessment of fatty acid profiles and protein-lipid rations could be used in further work to test the assumption that *P. borealis* populations in Brofjorden and Gullmarfjord differ in diet or overall body condition to an extent where it may impact their hypoxia tolerance. Equally, the more stable conditions in Brofjorden may have resulted in shrimp that were in better condition and therefore more resilient at the beginning of the experiment compared to their Gullmarsfjord counterparts (Zhang et al. 2006).
The *Pandalus borealis* used in this study did not differ significantly in terms of body length, weight per unit length, or mortality in the laboratory (see Appendices Section vi for table of values and statistical analyses). During field translocation trials, total loss of specimens was experienced at the initial hypoxic site. This was thought to be due to a low salinity event. Salinity levels between the hypoxic and normoxic sites used in this chapter do vary, so a laboratory based trial was used to determine the salinity tolerance thresholds of *P. borealis* under low salinity and hypoxia stress. Above 27 psu, *P. borealis* appear to experience minimal negative impacts and so our chosen sites were deemed suitable. As with the translocation experiment described in this chapter, the Gullmarfjord individuals appeared more vulnerable and specimens under both normoxic and hypoxic conditions died sooner than Brofjorde specimens.

Thirdly, I posit that this is because our experiment, while providing a representation of potential stressors encountered by this species and possible future conditions, did not accurately represent the selective forces that currently act on our populations. The conditions experienced in the field transplant experiment were chronic hypoxia and, if the Gullmarsfjord population do encounter hypoxia, it may well be for much shorter periods of time as shrimps are sufficiently vagile (Barr 1970) to escape hypoxic zones. It is known that they undertake vertical migrations (Barr 1970) and this may negate the need to evolve hypoxia tolerance mechanisms or prevent sufficient exposure as to allow an acclimatory response. However, as hypoxic events become spatially and temporally more prevalent, this behaviourial avoidance strategy may cease to be sustainable.

It is possible that any tolerance the Gullmarfjord *P. borealis* may have developed for these acute shocks may involve very different mechanisms to those required to tolerate chronic stress (deFur & Pease 1988; Taylor & Miller 2001; see Burnett & Stickle 2001 for review). Concurrently, if the Gullmarsfjord population have such mechanisms for dealing with short-term hypoxia, the potential energetic trade-off of this trait may leave them at a competitive disadvantage compared with other populations when facing chronic stress (St-Pierre et al. 2000).

The dramatic increase in mortality in both populations from week one to week two of the field experiment suggests that *P. borealis* can only tolerate relatively short periods of chronic hypoxia. A negative effect of long-term exposure suggests a loss of physiological performance, and that these individuals were unable to acclimatise and express a sustainable phenotype to cope with these conditions. This is further supported by the toxic nature of many of the most significant peaks putatively annotated in the metabolomic analysis. However, cage conditions themselves may have in part increased mortality levels in week two, as we also observed some level of mortality at normoxic conditions. Temperature fluctuated at both sites, with mean levels rising by 1.1 °C at the hypoxic site and by 2.0 °C at the normoxic. Given the levels of temperature related
stress observed in Chapter 3, this rise in temperature, particularly at the normoxic site, may have contributed to mortality in the second week.

Few reciprocal translocation experiments testing the effects of marine hypoxia appear to have been carried out thus far. *Mytilus edulis* exposed translocated to chronic hypoxic conditions exhibited moderate phenotypic plasticity, but – unlike our findings - physiological tolerance was still higher in mussels from intertidal zones that had had previous exposure to hypoxia (Altieri 2006). Impacts of marine hypoxia on the metabolome are also relatively understudied. Hypoxia exposure in *Haliotis diversicolor* caused disturbances in energy metabolism and osmotic balance (Lu et al. 2016). Approximately, 15 % of all the putatively annotated metabolites found in this study were directly related to glucose metabolism, demonstrating the scale of the negative impacts hypoxia has on energetics in marine invertebrates.

It is vital that studies incorporate molecular investigations in order to truly understand the threat of climate change and that we understand the relative vulnerabilities of different population directly affected by anthropogenic stressors. Molecular or omics approaches provide the opportunity to characterise an organism’s capacity to acclimatise to abiotic stressors, comprehend the mechanisms behind sub-lethal stress that may have profound consequences for fitness (e.g. energy allocation). Metabolomics (metabolic profiling) allows us to characterise the metabolic, functional responses of *P. borealis* to environmental stressors and potentially discover novel biomarkers and molecular mechanisms of hypoxia and/or salinity tolerance. By using such techniques to compare the vulnerabilities of different populations, understanding of species spanning environmental gradients or mosaics could be greatly enhanced.

Both the survivorship and metabolomic data indicate negative impacts of hypoxia and that the Gullmarfjord and Brofjorden *Pandalus borealis* populations exhibit physiological differentiation. The periodic hypoxia of the inner Gullmarfjord habitat does not appear to have induced increased tolerance to hypoxia in *P. borealis*. In fact, the Brofjorden population exhibits higher tolerance under hypoxia.

This chapter, in the context of this thesis as whole, emphasises the need for a multidisciplinary approach to investigating local adaptation. Currently our understanding of the mechanisms underlying organismal responses to environmental stressors is incomplete, especially with respect to integrating processes across biological hierarchies and spatial and temporal scales (Schulte et al. 2011; Harvey et al. 2014). This creates challenges when attempting to design practicable and strongly grounded experiments to test the impacts of environmental stressors and adaptive potential.
Chapter 5: Synthesis

The overall aim of this thesis was to see whether there were population differences in response to environmental stress between *Pandalus borealis* inhabiting two coastal Scandinavian sites (Brofjorden, 58°18′12.4″N 11°17′59.7″E and Gullmarfjord, 58°20′26.1″N 11°33′31.7″E) which differ in their oxygen regimes. Such differentiation was postulated based on observed morphological differences between individuals from these populations (Eriksson, pers. comms. 2013). A secondary aim was to determine whether any differences have been driven by the periodic hypoxia occurring in one of the sites, the Gullmarfjord (Rosenberg et al. 1990; Gustafsson & Nordberg 2000; Andersson et al. 2009). We hypothesised that exposure of *P. borealis* to periodic hypoxia in Gullmarfjord would result in relatively higher levels of performance under stress than found in the Brofjorden population.

An integrative approach was adopted to address these aims, using whole organism, physiological, genetic and molecular techniques and both common garden and translocation experimental design. Firstly mitochondrial DNA and microsatellites were used to assess population genetic dissimilarity (Chapter 2). No significant differences in population structure were found in *Pandalus borealis* from Brofjorden and Gullmarfjord from which a fully shared evolutionary history can be inferred. This could be explained by the influx of *P. borealis* immigrants into Gullmarfjord from areas with high connectivity to Brofjorden driven by seasonal water exchange when the Gullmarfjord thermocline weakens in early spring (Bergström 1991). Previous genetic studies of *P. borealis* population structure have found both genetic dissimilarity and homogeneity in fjord populations at similar geographic scales (Drengstig et al. 2000; Knutsen et al. 2015; Martinez et al. 2015), inferring that the balance between gene flow and selective forces is highly dynamic in these bathymetrically complex regions.

As the populations showed no genetic differentiation, it was then hypothesised that phenotypic plasticity could allow *P. borealis* to tolerate fluctuating oxygen levels in Gullmarfjord. It was also predicted that previous exposure to hypoxia may allow Gullmarfjord individuals to elicit a more rapid or effective response to tolerate hypoxia than their Brofjorden counterparts. This pattern has been observed across a number of taxa and stressors. For example, with hypoxia and aerial exposure tolerance in the mussel *Mytilus edulis* (Altieri 2006), thermotolerance in the water flea *Daphnia magna* (Yampolsky et al. 2014), and toxicant tolerance in rainbow trout *Oncorhynchus mykiss* (as *Salmo gairdneri*) (Pascoe & Beattie 1979; Dixon & Sprague 1981a, b). Two experiments were designed to test this prediction.
Discrepancies between physiological responses to hypoxia in the laboratory and field are not uncommon and so a combination of experimental designs was deemed essential to gain a more reliable understanding of *P. borealis* responses to environmental stress (Spicer 2013). Firstly, a common garden experiment was used to investigate the impacts of hypoxia and elevated temperature on rates of oxygen consumption (MO$_2$) and stamina (see Chapter 3). Elevated temperature was selected as an additional stressor as metabolic rates in ectotherms are affected by both oxygen and temperature, and marine oxygen depletion is expected to worsen as a result of global warming (Pörtner 2001; Matear et al. 2000; Keeling & Garcia 2002; Paaijams et al. 2013; Clarke et al. 2014). As with the genetic analyses, no significant differences were found between populations for either oxygen consumption or stamina under any of the treatments. However, hypoxia was found to have a particular detrimental effect on stamina of individuals from both populations.

A reciprocal translocation experimental design was subsequently used to test *Pandalus borealis* responses to hypoxia in the field (Chapter 4). As measuring MO$_2$ and stamina would have been impracticable in the field, survivorship and metabolomic analysis were used as proxies for physiological performance. As seen in Chapter 3, shifts in metabolomic profile indicated that both populations exhibit a physiological response to hypoxia. However, in this experiment, Gullmarfjord and Brofjorden individuals responded significantly differently in terms of both survivorship and in altered metabolic processes; in other words both populations responded to hypoxia but in different ways. Interestingly the Brofjorden population exhibited better survivorship under hypoxia and generally appeared hardier throughout the experiment. This finding did not support our hypothesis. Two key factors may have contributed to this outcome.

Firstly, *Pandalus borealis* inhabiting Gullmarfjord may rely primarily on physical avoidance of hypoxia. As a result, they may have only developed mechanisms to tolerate acute exposure to hypoxia, which may not be effective under chronic exposure (deFur & Pease 1988; Taylor & Miller 2001).

Secondly, it is possible that the population differences observed were due to a disparity in body condition between *Pandalus borealis* at the two sites caused by high temporal variability in Gullmarfjord. The two populations are reported to differ in body size and pigmentation (Eriksson pers. comms. 2013; see Appendices Section vii for photographs). This, in conjunction with oceanographic differences between native habitat sites, was the basis for selecting these two populations for comparison and hypothesising divergence in the first place. Pigmentation has frequently been used as an indicator of health in other crustacean species (Chien et al. 1991; Main & Laramore 1999; Bondad-Reantaso et al. 2001; Floreto et al. 2001). Gullmarfjord shrimp may be
in poorer body condition due to environmentally-induced physiological stress or due to diet. Hypoxia has also been known to alter diet in several species (Pihl 1994). Furthermore, food sources may differ in general between the two sites; seasonal cycling in Gullmarfjord and adjacent sites has had a significant impact on community assemblage (Josefson & Widbom 1988; Lindahl & Hernroth 1988; Austen & Widbom 1991; Gustafsson & Nordberg 1999; Gustafsson & Nordberg 2000; Filipsson & Nordberg 2004). Dietary shifts and changes in food availability have been known to cause differences in physiological tolerance (Ishibashi et al. 1992; McKenzie 2001; McKenzie et al. 2008; Zambonino-Infante et al. 2013). Broad scale assessment of body condition based on a body mass: body length index found no significant differences between the individuals used in this thesis, but should further work on fatty acid content or protein-lipid ratios demonstrate population differences between Gullmar and Brofjorden, this would contribute to our understanding of the observed morphological differences.

So, to summarise this study shows that there are population differences in *Pandalus borealis* exposed to environmental stress, but not differences that we would have predicted. There is substantial evidence, from this and many other investigations, to show that both hypoxia and elevated temperature have detrimental impacts on crustacean performance and fitness (e.g. Bridges & Brand 1980; Grieshaber et al. 1993; McMahon 2001; Stillman & Hurt 2015). However, this study does not support the hypothesis that exposure to periodic hypoxia improves tolerance levels such as found by Altieri (2006). Indeed, the shrimp from Brofjorden – an open ocean circulated site – performed better than the Gullmarfjord shrimp under both normoxia and hypoxia. I have struggled to find examples of studies using similar species where prior exposure to hypoxia has reduced performance under subsequent hypoxia exposure when compared to organism for whom the stressor is novel. It is possible that this is a new finding for *Pandalus borealis* though it should be noted that prior exposure to hypoxia in this case is assumed on the basis of *P. borealis* depth ranges and the oxygen regime of the site. However, exposure of juvenile penaeid shrimp *Metapenaeus ensis* to low oxygen increased their hypoxia detection and avoidance behaviour in later life (Wu et al. 2002), and early-life stage exposure to hypoxia negatively impacted metabolic processes and impaired food assimilation in sea bass, *Dicentrarchus labrax*, (Vanderplancke et al. 2015a; 2015b).

This is not the first instance of counterintuitive outcomes regarding shrimp hypoxia responses. In a series of studies on intertidal congenitors, *Palaemon serratus* and *P. elegans*, Taylor and Spicer (1987; 1989; 1991) established that *P. elegans* possessed superior physiological hypoxia tolerance characteristics than *P. serratus*, such as higher pigment oxygen affinity and superior aerobic capacity. In spite of this physiological capacity, field observations and subsequent laboratory experiments concluded that behaviour was the primary mode of hypoxia stress.
alleviation in *P. elegans*. By contrast, northern krill, *Meganyctiphanes norvegica*, was found to have poor anaerobic capacity, poor pigment oxygen affinity and a relatively high critical oxygen threshold and yet still diurnally migrated into severely hypoxic zones, undergoing exposures that were near lethal levels and incurring high concentrations of anaerobic end products (Spicer et al. 1998; Strömberg & Spicer 2000). As such, without conducting further targeted studies, it is challenging to draw firm conclusions as to how *Pandalus borealis* persists in the periodically hypoxic Gullmarfjord or why individuals from this site appear to have a lower capacity to maintain performance under hypoxia when compared to individuals from Brofjorden.

This study is unique in that it is the first example of the mtDNA control region being used to assess genetic variation in the commercially important species, *P. borealis*. This study also emphasises the need for multidisciplinary approaches to studying local adaptation and the impacts of environmental stressors as previously highlighted by Calow (1991), Block (2005), Altshuler et al. (2011), and Spicer (2013) amongst others. Multidisciplinary approaches allow researchers to integrate theoretical models with field observations, identify common responses between different experimental designs with their individual limitations and assumptions, and advance the field by investigating causes, mechanisms and responses within the same experimental model. By conducting direct experimental comparisons, researchers may uncover untested assumptions perpetuated throughout the literature or in their own work.

Historically, gathering genetic data to support inferences of local adaptation has been challenging or costly. Indeed targeted genetic methods may miss genes under selection (Tiffin & Ross-Ibarra 2014). However, as genetic methods improve and become more cost effective, it is crucial to integrate research and explore genetic variation as well as population dynamics when assessing likelihood of evolutionary rescue and the impacts of climate change and localised environmental stressors (Gonzalez et al. 2013). Furthermore, environmental stressors impact organisms across levels of biological organisation (Harvey et al. 2014). By investigating responses at a molecular, physiological, whole organism and population level, this study was able to compile a holistic assessment of hypoxia threats to local *Pandalus borealis*. Additionally, the patterns of tolerances discovered in Chapter 4 could easily have been missed if we had exclusively adopted a common garden approach. In a cross-taxon review of experimental population tolerance comparison studies from the last 50 years (see Appendices Section ix), I found only 14 out of 58 studies employed translocation techniques. Laboratory experiments are highly valuable in terms of identifying driving forces in ecology (Kawecki & Ebert 2004). However, limited ability to recreate or manipulate natural habitats can lead to behavioural, nutritional, or other deficiencies that may confound results. Field experiments circumvent this limitation and allow the study organism access to many, if not all, resources and stimuli that it would habitually encounter (Sanford & Kelly 2011). This study
adopted a multidisciplinary approach in order to gain both a population level and a more mechanistic understanding of the impacts environmental stressors on different populations of *P. borealis*. It is hoped that this method has helped to circumvent the limitations of laboratory and field studies alone. I am confident that investigating *P. borealis* responses at different biological levels and incorporating genetic data has improved the strength of this study and that my interpretation would have differed greatly had these steps not been taken.

Many species present non-uniform responses to environmental stress across different populations within their range (Whittaker & Levin 1977; Ebert & Russell 1988; Helmuth et al. 2006). This study shows that, although the *Pandalus borealis* occupying Gullmarfjord and Brofjorden do not appear to genetically distinct, they do exhibit functional physiological differences. Conservation and sustainability management frequently focuses on maintaining the most genetically distinct populations and using genetic structuring as the basis of delineating different management plans. However, this study indicates that two genetically indistinct populations exhibit differing levels of susceptibility to stress.

The shrimp studied here were collected from the lower central region of their latitudinal range. Historically, organisms found at range edges have been considered to be under the greatest stress and the most vulnerable (Kirkpatrick & Barton 1997; Stillman & Somero 2000). By contrast, this study suggests that the habitat mosaics generated by highly heterogeneous coastal bathymetry complicate this pattern and create high stress zones far from range edges (situated at 41 to 80 degrees latitude: FAO 2016). This pattern is seen across a range of coastal systems and taxa, such as upwellings associated with population size frequencies in purple sea urchin *Strongylocentrotus purpuratus* (Ebert & Russell 1988), terrestrial nutrient run-off impacting ecosystem function (Correll et al. 1992), and tide timings correlated by body temperature in the mussel *Mytilus californianus* (Helmuth et al. 2006). These small scale stress zones are unlikely to impact the survival of the species as a whole. However, this non-uniform vulnerability in coastal areas may prove problematic for the sustainability of commercially fished species, such as *Pandalus borealis*. The combination of stress from anticipated climate change (Rosenzweig et al. 2008; IPCC 2014) and fishing pressure (Hilborn et al. 2003; Pauly et al. 2005), which is managed at regional scales may lead to the collapse of local populations and undermine the small scale artisanal fishing practices that many advocates of seafood sustainability wish to encourage. Improving our understanding of population dynamics and vulnerability may aid effective management and mitigation.

The discovery of phenotypic differentiation and a non-uniform response to hypoxia stress between two non-genetically distinct, spatially proximate populations of *Pandalus borealis* in this study is
evidence to support the need for the following: multidisciplinary studies; a need to further our collective understanding of mechanistic stress responses; and a need to investigate species vulnerability to environmental stressors at the population level and to investigate this well within species ranges as well as at range edges.
Glossary

List of terms

Aerobic metabolism: the synthesis of ATP through the decomposition of carbohydrates, amino acids and lipids in the presence of oxygen

Anaerobic metabolism: the synthesis of ATP independent of oxygen, through the conversion of glucose to lactate or pyruvate

Genotype: the genetically fixed and heritable characteristics of an organism

Haplotype: a suite of genes inherited concurrently from a single parent

Hypoxia: oxygen is depleted conditions

Life history: the sequence of events and development related to growth, survival and reproduction undertaken during an organism's lifespan

Local adaptation: the modification of a lineage following selection against phenotypes maladapted to the surrounding conditions

Locus: the specific location of a gene's DNA sequence on a chromosome

Metabolic rate: rate at which organisms uptake, transform and expend energy

Omics: the study of transcriptomics (gene expression), proteomics (protein expression) and metabolomics (metabolite expression)

Oxygen regime: the profile of oxygen concentrations in a given habitat over a given time

Phenotype: a set of characteristics or functions resulting from an organism's genotypic interaction with its environmental conditions

Phenotypic plasticity: Phenotypic adjustment to the surrounding conditions, without fixed genetic change

Physiology: the study of the function and activity of a given organism's biological organs, systems and pathways

Population: an interbreeding assemblage of organisms from a single species generally assumed to be isolated to some extent from other populations

Selection: non-random survival or reproduction of individuals expressing a particular phenotype
List of abbreviations

a.s.: air saturation
ANOVA: analysis of variance
Df: degrees of freedom
EPHOC: excess post-hypoxic oxygen consumption
FC: fold change
FDR: false discovery rate
Fis: the inbreeding coefficient
$F_{ST}$: fixation index
GLM: general linear model
HA1: mesocosm treatment – exposed to hypoxia and ambient temperature for one week
HA4: mesocosm treatment – exposed to hypoxia and ambient temperature for four weeks
HE1: mesocosm treatment – exposed to hypoxia and elevated temperature for one week
HE4: mesocosm treatment – exposed to hypoxia and elevated temperature for four weeks
HWE: Hardy Weinberg equilibrium
J: joules
MANOVA: multivariate analysis of variance
MGSDA: multi-group sparse discriminant analysis
MO$_2$: oxygen consumption
MST: minimum spanning tree
mtDNA: mitochondrial DNA inherited maternally
n: number of specimens per treatment or analysis
NA1: mesocosm treatment – exposed to normoxia and ambient temperature for one week
NA4: mesocosm treatment – exposed to normoxia and ambient temperature for four weeks
NE1: mesocosm treatment – exposed to normoxia and elevated temperature for one week
NE4: mesocosm treatment – exposed to normoxia and elevated temperature for four weeks
P: probability value
PCA: principal components analysis
Ppb: parts per billion
Ppm: parts per million
rMANOVA: repeated measures MANOVA
RMR: resting metabolic rate
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Appendices

i. Local inner fjord oxygen regime

The thermocline in Gullmarfjord ranges between 35 – 50 m (Engström pers. comms. 2014). Insufficient data for Gullmarfjord itself was available beyond 40 m and on a monthly time scale as to reliably plot the oxygen regimes. Two adjacent fjords, Havstensfjord and Kalvefjord, with similar freeze and water residence timings have been used as a proxy.
Figure i Annual oxygen regimes of fjords adjacent to Gullmarfjord (Havstensfjord - H and Kalvefjord - K) with similar seasonal freezing and water residence times across different depth profiles down to the
thermocline. Dissolved oxygen values (mg L\(^{-1}\)) from 1958 – 2014 were gathered from the Swedish Meteorological and Hydrological Institute.

ii. **Mesocosm design**

![Mesocosm Diagram]

Figure ii Mesocom array used in the common garden experiment detailed in Chapter 3.
iii. MO2 calculations

i. A list of conversions and calculations used for the respirometry data in Chapter 3.

**Calculation abbreviations:**

AV = Volume of shrimp

cCV = Corrected respirometry chamber volume

EqV = Volume of barrier, petri dish and flea used to restrain shrimp and maintain circulation within respirometry chamber

G = Solubility coefficient according to Green & Carritt (1967) as determined by water temperature and salinity

O2C = Total O2 concentration in the respirometry chamber

OPr = O2C corrected for vapour pressure

P = Barometric pressure

T0 = start point of the respirometry experiment

Te = end point of the respirometry experiment when shrimp is extracted from the chamber

Vw = O2 vapour coefficient according to Weiss (1974) as determined by temperature and barometric pressure

ΔO2 or MO2 = difference in O2C from the beginning of the respirometry experiment to the end. Equivalent

1. cCV = CV – (AV + EqV)
2. O2C = G * (cCV / 1000)
3. OPr = (((mmol O2 * P * 760) / 1000) – Vw) / 760
4. ΔO2 = OPr*T0 - OPr*Te = MO2 mmol L⁻¹

ΔO2 may then be corrected for units of time and individual weight of shrimp by dividing the ΔO2 by these values.

N.B. 760 mmhg is the standard value for air pressure at sea level.

iv. Common garden experiment shrimp biometrics

ii. Mass data and its relationship with MO2. The mass and MO2 of shrimp used in the common garden experiment detailed in Chapter 3.

Table iv. Common garden mass and RMR data.
<table>
<thead>
<tr>
<th>Treatment</th>
<th>Mass (g)</th>
<th>RMR (µmol O₂ L⁻¹ h⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAB1</td>
<td>5.3</td>
<td>NA</td>
</tr>
<tr>
<td>NAB1</td>
<td>5.17</td>
<td>39.67</td>
</tr>
<tr>
<td>NAB1</td>
<td>6.59</td>
<td>35.37</td>
</tr>
<tr>
<td>NAB1</td>
<td>4.99</td>
<td>27.37</td>
</tr>
<tr>
<td>NAB1</td>
<td>5.33</td>
<td>26.97</td>
</tr>
<tr>
<td>NAG1</td>
<td>5.18</td>
<td>28.47</td>
</tr>
<tr>
<td>NAG1</td>
<td>4.97</td>
<td>NA</td>
</tr>
<tr>
<td>NAG1</td>
<td>6</td>
<td>29.17</td>
</tr>
<tr>
<td>NAG1</td>
<td>6.41</td>
<td>14.77</td>
</tr>
<tr>
<td>NAG1</td>
<td>6.63</td>
<td>NA</td>
</tr>
<tr>
<td>HAB1</td>
<td>4.99</td>
<td>NA</td>
</tr>
<tr>
<td>HAB1</td>
<td>7.94</td>
<td>22.15</td>
</tr>
<tr>
<td>HAB1</td>
<td>7.92</td>
<td>64.75</td>
</tr>
<tr>
<td>HAB1</td>
<td>6.8</td>
<td>57.05</td>
</tr>
<tr>
<td>HAG1</td>
<td>7.32</td>
<td>55.05</td>
</tr>
<tr>
<td>HAG1</td>
<td>6.55</td>
<td>3.15</td>
</tr>
<tr>
<td>HAG1</td>
<td>6.29</td>
<td>8.45</td>
</tr>
<tr>
<td>HAG1</td>
<td>5.99</td>
<td>29.85</td>
</tr>
<tr>
<td>HAG1</td>
<td>7.19</td>
<td>46.95</td>
</tr>
<tr>
<td>NAB4</td>
<td>4.8</td>
<td>0</td>
</tr>
<tr>
<td>NAB4</td>
<td>6.55</td>
<td>NA</td>
</tr>
<tr>
<td>NAB4</td>
<td>3.72</td>
<td>15.67</td>
</tr>
<tr>
<td>NAB4</td>
<td>4.32</td>
<td>14.47</td>
</tr>
<tr>
<td>NAG4</td>
<td>4.03</td>
<td>0.87</td>
</tr>
<tr>
<td>NAG4</td>
<td>4.37</td>
<td>NA</td>
</tr>
<tr>
<td>NAG4</td>
<td>5.63</td>
<td>10.77</td>
</tr>
<tr>
<td>NAG4</td>
<td>5.08</td>
<td>NA</td>
</tr>
<tr>
<td>NAG4</td>
<td>5.77</td>
<td>23.07</td>
</tr>
<tr>
<td>HAG4</td>
<td>4.36</td>
<td>0</td>
</tr>
<tr>
<td>HAG4</td>
<td>3.46</td>
<td>25.75</td>
</tr>
<tr>
<td>HAG4</td>
<td>5.25</td>
<td>5.05</td>
</tr>
<tr>
<td>HAG4</td>
<td>4.81</td>
<td>5.85</td>
</tr>
<tr>
<td>NEB1</td>
<td>5.64</td>
<td>16.42</td>
</tr>
<tr>
<td>NEB1</td>
<td>4.83</td>
<td>24.12</td>
</tr>
<tr>
<td>NEB1</td>
<td>6.37</td>
<td>0</td>
</tr>
<tr>
<td>NEB1</td>
<td>6.98</td>
<td>36.32</td>
</tr>
<tr>
<td>NEB1</td>
<td>5.55</td>
<td>21.72</td>
</tr>
<tr>
<td>NEB1</td>
<td>8</td>
<td>13.32</td>
</tr>
<tr>
<td>NEB1</td>
<td>5.08</td>
<td>21.52</td>
</tr>
<tr>
<td>NEG1</td>
<td>6.73</td>
<td>32.02</td>
</tr>
<tr>
<td>NEG1</td>
<td>5.51</td>
<td>18.72</td>
</tr>
<tr>
<td>NEG1</td>
<td>8.15</td>
<td>NA</td>
</tr>
<tr>
<td>NEG1</td>
<td>7.86</td>
<td>38.72</td>
</tr>
<tr>
<td>NEG1</td>
<td>5.59</td>
<td>10.82</td>
</tr>
<tr>
<td>NEG1</td>
<td>5.52</td>
<td>21.32</td>
</tr>
<tr>
<td>NEG1</td>
<td>7.29</td>
<td>10.32</td>
</tr>
<tr>
<td>HEB1</td>
<td>5.66</td>
<td>NA</td>
</tr>
<tr>
<td>HEB1</td>
<td>6.1</td>
<td>24.03</td>
</tr>
<tr>
<td></td>
<td>HEB1</td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>------</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>6.63</td>
<td></td>
</tr>
<tr>
<td></td>
<td>41.83</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>HEB4</th>
<th></th>
<th>HEG4</th>
<th></th>
<th>HEG4</th>
<th></th>
<th>HEB4</th>
<th></th>
<th>HEG4</th>
<th></th>
<th>HEG4</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6.05</td>
<td></td>
<td>7.35</td>
<td></td>
<td>6.22</td>
<td></td>
<td>3.67</td>
<td></td>
<td>5.56</td>
<td></td>
<td>3.56</td>
<td></td>
</tr>
<tr>
<td></td>
<td>35.03</td>
<td></td>
<td>39.43</td>
<td></td>
<td>12.03</td>
<td></td>
<td>0</td>
<td></td>
<td>0</td>
<td></td>
<td>36.43</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure iv Plot of the positive relationship between oxygen consumption (MO2) and individual shrimp mass. This relationship is particularly pronounced in the RMR data.

v. Metabolomics figures and tables

iii. Development work of the computational models conducted on the metabolomics data detailed in Chapter 4 and tables of the most expressed metabolites and their putative annotations.
Figure v.i.: MANOVA score plots of metabolomic peak data showing the significant interaction between exposure site and population origin.

Figure v.ii.: MANOVA score plots for the direct comparison of the four groups of samples. The labels BN, BH, GN, and GH refer to samples from Brofjorden (B) and Gullmarfjord (G) translocated to either a normoxic site (N) or a hypoxic site (H). The p-value for the observed group separation was 9e-4.
Table v.i: Top 10 peaks for the population and site effect. For each effect the significant peaks with the highest absolute fold change are reported.

### POPULATION

<table>
<thead>
<tr>
<th>m/z</th>
<th>Intensity</th>
<th>q-value</th>
<th>locfdr</th>
<th>FCa</th>
<th>Putative annotation</th>
<th>Annotation description</th>
</tr>
</thead>
<tbody>
<tr>
<td>234.12096</td>
<td>7167874</td>
<td>1.73E-05</td>
<td>5.30E-05</td>
<td>1.608191</td>
<td><strong>SOURCE</strong></td>
<td>C₆H₈N₂O₄, pesticide cholinesterase inhibitor, causes respiratory arrest in mammals, preventing hydrolisis and inactivation of acetylcholine, leading to malfunction of the PNS and CNS.</td>
</tr>
<tr>
<td>215.08469</td>
<td>7222221</td>
<td>5.66E-05</td>
<td>9.77E-05</td>
<td>-1.4152</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>288.13543</td>
<td>3160630</td>
<td>3.21E-08</td>
<td>1.53E-07</td>
<td>1.329582</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>217.15450</td>
<td>7649504</td>
<td>0.031292</td>
<td>0.065419</td>
<td>1.270296</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>266.56330</td>
<td>8967578</td>
<td>0.000211</td>
<td>0.000676</td>
<td>1.129799</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>287.13282</td>
<td>19837187</td>
<td>9.27E-08</td>
<td>5.17E-05</td>
<td>1.162839</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>272.86399</td>
<td>2318263</td>
<td>0.001602</td>
<td>0.010149</td>
<td>-1.11727</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>234.01725</td>
<td>14198793</td>
<td>5.74E-05</td>
<td>0.000563</td>
<td>-1.11786</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>236.20420</td>
<td>8869100</td>
<td>0.012214</td>
<td>0.022891</td>
<td>-1.05498</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>214.06257</td>
<td>9610901</td>
<td>0.025113</td>
<td>0.065419</td>
<td>1.006532</td>
<td>0</td>
<td>NA</td>
</tr>
</tbody>
</table>

### SITE

<table>
<thead>
<tr>
<th>m/z</th>
<th>Intensity</th>
<th>q-value</th>
<th>locfdr</th>
<th>FCa</th>
<th>Putative annotation</th>
<th>Annotation description</th>
</tr>
</thead>
<tbody>
<tr>
<td>553.38880</td>
<td>59988989</td>
<td>0.004181</td>
<td>0.022099</td>
<td>-2.42337</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>554.39216</td>
<td>29190839</td>
<td>0.001944</td>
<td>0.011954</td>
<td>-1.79846</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>204.06284</td>
<td>17995128</td>
<td>1.21E-08</td>
<td>5.99E-07</td>
<td>-1.76152</td>
<td>&quot;3-Amino-3-(4-hydroxyphenyl)propanoate / D-Tyrosine / D/L-Tyrosine / L-threo-3-Phenylalanine&quot;</td>
<td>C₆H₁₃N₄O₆ beta amino acid used in protein synthesis, amino acid biosynthesis and cell signalling.  Hydroxyphenyllactic acid prevalent in individuals with a deficiency of oxidase enzymes or indicative of unbalanced gut flora.  (\text{L-Tyrosine}) is a hydrophobic amino acid and neurotransmitter precursor. Component of aminoacyl-tRNA, phenylalanine, tyrosine, tryptophan, stibine, coumarine and lignin biosynthesis; of tyrosine, riboflavin and phenylalanine metabolism. / phenylpropanoic acid involved in protein and amino acid synthesis.</td>
</tr>
<tr>
<td>741.98728</td>
<td>5493370</td>
<td>1.55E-06</td>
<td>3.02E-05</td>
<td>-1.58945</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>363.15449</td>
<td>9985947</td>
<td>2.71E-05</td>
<td>0.000134</td>
<td>-1.58496</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>130.15892</td>
<td>47422109</td>
<td>0.040988</td>
<td>0.112986</td>
<td>-1.4639</td>
<td>&quot;Oxylamine&quot;</td>
<td>C₆H₁₃N: amine, causes an increase in cytochrome b₅ (ubiquitous electron transport haemoproteins) reduction and delays its reoxidation in the presence of limiting quantities of NAD⁺ / involved in ligase enzymes, carnitine metabolism, and transporter activity.</td>
</tr>
<tr>
<td>182.08100</td>
<td>1.4E+09</td>
<td>9.15E-10</td>
<td>9.15E-10</td>
<td>-1.456</td>
<td>See above</td>
<td></td>
</tr>
<tr>
<td>616.15007</td>
<td>12676306</td>
<td>8.48E-05</td>
<td>0.000134</td>
<td>1.45565</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>165.05444</td>
<td>3.55E+08</td>
<td>9.15E-10</td>
<td>5.70E-08</td>
<td>-1.4449</td>
<td>&quot;2-Hydroxy-3-phenylpropen-3-ol / caffeic aldehyde / Phenylpropenol-3-Oxidase / Hydroxycinnamates-p-C...&quot;</td>
<td>C₆H₁₃O₆ nutrient / acetate involved in the degradation of aromatic compounds / involved in phenylpropanoid biosynthesis / involved in tyrosine biosynthesis.</td>
</tr>
</tbody>
</table>

---

**Notes:**

- a The fold change between groups A and B is reported as log₂(b/a), where a and b correspond to the average peak intensity for samples in group A and B, respectively.
- b The q-value is defined as Pr(null|Z > z). In other words it corresponds to the probability that peaks with a test-statistics with a value of z or larger are a "null" (not significant). By only marking peaks with a q-value ≤ 0.05 as significant we control the False Discovery Rate at this level. Therefore we expect that at the most 5% of the peaks flagged as significant are false positives.
- c The local fdr-value is defined as Pr(null|z). It corresponds to the probability that a peak with a test-statistic value of z is a "null".
Table v.ii. Top 10 peaks with putative annotation for the population and site effect. For each effect the significant peaks with the highest absolute fold change are reported.

<table>
<thead>
<tr>
<th>POPULATION</th>
<th>m/z</th>
<th>Intensity</th>
<th>q-value</th>
<th>locfdr</th>
<th>FC</th>
<th>Putative annotation</th>
<th>Annotation description</th>
</tr>
</thead>
<tbody>
<tr>
<td>234.12096</td>
<td>7167874</td>
<td>1.73E-05</td>
<td>5.30E-05</td>
<td>1.608191</td>
<td></td>
<td>'Isouron'</td>
<td>C_{10}H_{17}N_{3}O_{2} pesticide cholinesterase inhibitor, causes respiratory arrest in mammals, preventing hydrolysis and inactivation of acetylcholine, leading to malfunction of the PNS and CNS.</td>
</tr>
<tr>
<td>538.17178</td>
<td>26644881</td>
<td>0.034842</td>
<td>0.065419</td>
<td>-1.08116</td>
<td></td>
<td>'Validamycin A'</td>
<td>C_{20}H_{35}N_{13}O_{13} antibiotic and inhibitor of trehalase (glycoside hydrolase enzyme) that catalyzes the conversion of trehalose to glucose.</td>
</tr>
<tr>
<td>204.06284</td>
<td>17995128</td>
<td>1.21E-08</td>
<td>5.99E-07</td>
<td>-1.76152</td>
<td></td>
<td>'3-Amino-3-(4-hydroxyphenyl)propanoate'</td>
<td>See Table 4</td>
</tr>
<tr>
<td>130.15892</td>
<td>47422109</td>
<td>0.040988</td>
<td>0.112986</td>
<td>-1.4639</td>
<td></td>
<td>'Octylamine'</td>
<td>See Table 4</td>
</tr>
<tr>
<td>182.08100</td>
<td>1.4E+09</td>
<td>9.15E-10</td>
<td>9.15E-10</td>
<td>-1.456</td>
<td></td>
<td>'3-Amino-3-(4-hydroxyphenyl)propanoate'</td>
<td>See Table 4</td>
</tr>
<tr>
<td>165.05444</td>
<td>3.55E+08</td>
<td>9.15E-10</td>
<td>5.70E-08</td>
<td>-1.4449</td>
<td></td>
<td>'2-Hydroxy-3-phenylpropionate'</td>
<td>See Table 4</td>
</tr>
<tr>
<td>447.20206</td>
<td>8791991</td>
<td>0.00192</td>
<td>0.010374</td>
<td>-1.44012</td>
<td></td>
<td>'Estrone glucuronide'</td>
<td>C_{24}H_{30}O_{8} Sterol lipid hormone used to detect ovulation. Has a role in membrane stability, an energy source and storage, waste product, cell signalling; component of sulphur, androgen and oestrogen metabolism. / Phenylpropanoid antagonist that selectively blocks Platelet Activating Factor receptors on platelets.</td>
</tr>
<tr>
<td>147.04387</td>
<td>73966018</td>
<td>9.15E-10</td>
<td>9.15E-10</td>
<td>-1.41895</td>
<td></td>
<td>'Coumarin'</td>
<td>C_{9}H_{11}NO_{2} involved in phenylpropanoid biosynthesis. High levels cause cell toxicity and acts as a carcinogen.</td>
</tr>
<tr>
<td>263.13891</td>
<td>8685930</td>
<td>1.20E-05</td>
<td>0.00011</td>
<td>-1.32589</td>
<td></td>
<td>'Methohexital'</td>
<td>C_{14}H_{18}N_{2}O_{3} barbituric acid derivative and indole, binds at a distinct binding site associated with a Cl^- ionopore at the GABA_A receptor (neurotransmitter).</td>
</tr>
<tr>
<td>166.08606</td>
<td>2.04E+09</td>
<td>8.48E-05</td>
<td>0.000134</td>
<td>-1.18764</td>
<td></td>
<td>'4-Hydroxy-1-(3-pyridinyl)-1-butamone Benzocaine / D-Phenylalanine-L-Pheylalnine / Metokarb Phenylalanine / Tricaine'</td>
<td>C_{5}H_{11}NO_{2} ester inhibits neurotransmission / precursor to tyrosine and a component in aminoacyl-tRNA, phenylalanine,</td>
</tr>
</tbody>
</table>
tyrosine and tryptophan, and novobiocin; and phenylalanine and tyrosine metabolism/crystalline carbamate insecticide / involved in protein synthesis.

\[ \text{C}_8\text{H}_{16}\text{N}_2\text{O}_3: \text{Aminocaproic acid inhibits plasminogen activators (prevents plasmin activation – plasmin dissolves blood clots). Reacts to form glutamate for energy release. Involved in cell signalling, fuel or energy storage, membrane stability, protein synthesis.} \]

\[ \text{C}_24\text{H}_{33}\text{NO}_4: \text{Cyclohexenone derivative, pesticide / Terpenoid alkaloid.} \]

Table v.iii: Top 10 peaks for the interaction effect. The ranking was based on the canonical variance (CV) weights from the MGSDA model.

<table>
<thead>
<tr>
<th>m/z</th>
<th>Intensity</th>
<th>FC</th>
<th>CV weight</th>
<th>Rank</th>
<th>Putative annotation</th>
<th>Annotation description</th>
</tr>
</thead>
<tbody>
<tr>
<td>344.34695</td>
<td>1811246</td>
<td>-0.46917</td>
<td>2.390194</td>
<td>1</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>272.86399</td>
<td>2318263</td>
<td>-1.11164</td>
<td>1.594132</td>
<td>2</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>530.93153</td>
<td>644923.5</td>
<td>0.363084</td>
<td>-1.46125</td>
<td>3</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>780.48770</td>
<td>1741944</td>
<td>0.515079</td>
<td>-1.31963</td>
<td>4</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>907.57426</td>
<td>3522528</td>
<td>-0.48495</td>
<td>1.168758</td>
<td>5</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>440.20310</td>
<td>1167150</td>
<td>-0.15509</td>
<td>0.938763</td>
<td>6</td>
<td>0</td>
<td>[ \text{Butroxydim / Spiramine A} ]</td>
</tr>
<tr>
<td>247.19865</td>
<td>2413435</td>
<td>-0.56635</td>
<td>0.933362</td>
<td>7</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>377.15487</td>
<td>2233753</td>
<td>-0.41477</td>
<td>0.793064</td>
<td>8</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>350.16649</td>
<td>1792610</td>
<td>-0.37821</td>
<td>0.790205</td>
<td>9</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>280.22117</td>
<td>769494.6</td>
<td>-0.23375</td>
<td>0.772949</td>
<td>10</td>
<td>0</td>
<td>NA</td>
</tr>
</tbody>
</table>

Top 10 peaks with putative annotation:

<table>
<thead>
<tr>
<th>m/z</th>
<th>Intensity</th>
<th>FC</th>
<th>CV weight</th>
<th>Rank</th>
<th>Putative annotation</th>
<th>Annotation description</th>
</tr>
</thead>
<tbody>
<tr>
<td>440.20310</td>
<td>1167150</td>
<td>-0.15509</td>
<td>0.938763</td>
<td>6</td>
<td>0</td>
<td>[ \text{Butroxydim / Spiramine A} ]</td>
</tr>
<tr>
<td>128.07060</td>
<td>1.86E+09</td>
<td>0.221031</td>
<td>-0.47316</td>
<td>16</td>
<td>0</td>
<td>[ ((3S)-3,4,5-Tetrahydroxyidine-2-carboxylate / Guvacine / 5-Guvacine / L-Saltan / Alpha-]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(Methylenecyclopropyl)glycine \text{cinedelta1} - Piperidine-2L...” See above)</td>
</tr>
<tr>
<td>547.29003</td>
<td>2144162</td>
<td>0.315514</td>
<td>-0.3591</td>
<td>19</td>
<td>0</td>
<td>[ \text{Dueside} ]</td>
</tr>
<tr>
<td>343.22290</td>
<td>79772973</td>
<td>-0.32091</td>
<td>0.192322</td>
<td>31</td>
<td>0</td>
<td>[ (15:1)-Cardanol / Beta-Hydroxy pregn 5-ene / Pregnan-21-ol ]</td>
</tr>
</tbody>
</table>

\[ \text{C}_9\text{H}_{15}\text{O}_4: \text{Steroid saponin, nutrient} \]

\[ \text{C}_30\text{H}_{42} \text{O}_{9}: \text{Steroid saponin, nutrient} \]
In figure 3a the canonical variate for the interaction effect is presented. Peaks with a weight outside of the black dotted cutoff lines were flagged as important. Subsequently, the remaining peaks were ranked based on their absolute weight. Table 5 presents the top 10 ranked peaks for the interaction effect.

(a)  
(b)

Figure v.iii. Variable importance for interaction population x site estimated by (a) rMANOVA, and (b) MGSDA. The canonical variate for the interaction effect is presented. Peaks with a weight outside of the black dotted cutoff lines were flagged as important. Subsequently, the remaining peaks were ranked based on their absolute weight. Table 5 presents the top 10 ranked peaks for the interaction effect.

vi. Body index analysis

iv. Analysis of the body lengths, length/mass (body index), and mortality for all the shrimp used in laboratory work confirming that there was no significant difference between the superficial body conditions of the two populations.
Figure v.i. Body length from base of the eye stalk to the end of the telson (cm, mean ± s.e.) of *Pandalus borealis* collected from Brofjorden (B, n = 140) and Gullmarfjord (G, n = 142) that were used for laboratory study. Welch two sample t-test, 145.49 df, p > 0.05.

Figure v.ii. Body index (mass per unit length, mean ± s.e.) of *Pandalus borealis* collected from Brofjorden (B, n = 140) and Gullmarfjord (G, n = 142) that were used for laboratory study. Two sample t-test, 280 df, p > 0.05.
Figure v.iii Survivorship of *Pandalus borealis* of *Pandalus borealis* collected from Brofjorden (white bars, n = 140) and Gullmarfjord (grey bars, n = 142) that were used for laboratory study. Differences in survivorship were not significant, $\chi^2 = 1.86$, p > 0.005.

vii. Photographs of *Pandalus borealis* morphological comparison
Figure vii. Shrimp pictured on the left side of the barrier in images a-c and in the cage in image d were collected in Brofjorden. The more pigmented shrimp pictured on the right in images a-c and pictured in images e and f were collected in Gullmarfjord. Shrimp in image f had sustained some injuries post-trawl, but were included due to the lack of clarity in other available images.

viii. Salinity experiment

Preliminary trials of the translocation experiment in an adjacent fjord to Gullmarfjord resulted in a mass die off of the shrimp. I was hypothesised that this was due to a low salinity event. The was a small difference in the salinity levels of the sites ultimately used for the translocation experiment as described in Chapter 4. To ensure that this would not confound the results, a short mesocosm-based experiment was conducted, exposing shrimp to 26, 27, and 28 psu under normoxic and hypoxic conditions. 27 psu was found to represent the tolerance threshold for shrimp exposed for one week. This was lower than the level in the newly selected field site, so we proceeded with the translocation experiment.

Preliminary experiments

A series of 24 h trials were used to ascertain an appropriate salinity range and gas mix for the mesocosm. Initially single shrimp were kept under normoxic conditions at field temperature at a
series of salinity concentrations. 100 % mortality was observed at salinities below 25 under normoxic conditions. Trials were then run using the mesocosm as described in Chapter 3 at 45 % a.s. O₂. 100 % mortality was observed below salinity 27 psu within 24 h. Ultimately, 60 % a.s. O₂ levels, reflecting the conditions that season in Havstensfjord where the hypoxic treatment animals exposed in Chapter 3, and 26, 27 and 28 psu were selected as the final mesocosm parameters.

Experimental design for mesocosm salinity experiment

The shrimp were haphazardly allocated, two per tank, one from each population, across 30 closed-system tanks (5 L volume) filled with 4.5 L of aerated deep fjord sea water. The shrimp were separated by a perforated plastic barrier to aid identification and prevent aggression or competition for food. Animals were fed ad libitum throughout the experimental period on blue mussel *Mytilus edulis* and chopped herring (*Clupea harengus*). Residual food was regularly removed to prevent water fouling. Nitrogen and air were manipulated through the water to achieve normoxic or 60 % a.s. hypoxic conditions to mirror field conditions. We recorded the body condition of shrimp at salinity 26 (n 7), 27 (n 26) and 28 (n 30) daily for one week. All treatments were run at ambient field temperature (8.11 ± 0.02 °C).

A 100 % water change was carried out every 48 h to maintain salinity levels and prevent fouling. Consistent gas mixing was achieved by bubbling nitrogen gas (1-3 ± 0.4 L min⁻¹, depending on the experiment, manipulated using flow meter (Omega FLD 3000 series, Manchester, UK) mixed with 5 ± 0.4 L min⁻¹ normal air through the treatment tanks. Percentage air saturation levels of dissolved oxygen and water temperature were monitored throughout the system set up and experiments using an optical oxygen probe (Fibox 4, PreSens Precision Sensing GmbH, Regensburg, Germany) connected to an oxygen meter calibrated daily. pH and salinity were measured daily across the mesocosm using a pH meter (Seven Go SG2) and a hand held refractometer (H2Ocean Precision Instrument Refractometer, DD The Aquarium Solution, Ilford, UK) respectively. Nutrient levels (API Aquarium Pharmaceuticals Saltwater Master Test Kit, Chalfont, USA) were measure three times per week.

A rapid visual assessment of body condition was conducted after twelve hours and daily thereafter for each shrimp. Body condition was broadly divided into four categories and recorded. Any individuals exhibiting no signs of tissue deterioration or impaired movement were recorded as being in “normal” body condition. Tissue deterioration generally began either at the tail segment closest to the telson or at sites of carapace damage. The celephalothorax was without exception the final segment to undergo clear deterioration. Those individuals undergoing tissue deterioration – here assumed to be apoptosis – were grouped into two categories based on the number of body segments affected; “partially apoptotic” individuals had three or fewer segments affected, “fully
apoptotic" individuals were those with minimum four body segments undergoing cell death, but still with beating gills. The final category was “dead”, established when gill beating ceased.

Statistical analyses

A two-way ANOVA was run to analyse the differences in numbers of shrimp from each population that exhibited either normal body condition or deterioration in conjunction with low salinity exposure.

Results

*Pandalus borealis* experiences a significant decline in body condition and survivorship from salinity 28 to 26 regardless of oxygen availability (see Table 1 and Figures 1 and 2). The results of the preliminary investigations indicate that reduced oxygen availability beyond a certain threshold does interact deleteriously with hyposalinity; shrimp exposed to 27 psu at 45 % a.s. O₂ all died within 24 h. At 28 and 27 psu at 60 % a.s., however, body condition and survivorship were better under hypoxia than normoxia.

Table 2 Results of ANOVA test the effect of hypoxia and reduced salinity on four categories of body condition in *Pandalus borealis*. df: degrees of freedom, MS: mean of square, F: F-ratio, p: probability level

<table>
<thead>
<tr>
<th>Trait</th>
<th>Source</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body condition</td>
<td>Salinity levels</td>
<td>1</td>
<td>11929.6</td>
<td>42.918</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Population origin</td>
<td>1</td>
<td>313.2</td>
<td>1.127</td>
<td>&lt; 0.05</td>
</tr>
</tbody>
</table>

Shrimp body condition deteriorated at salinity concentrations below 28 but when kept at 28 they suffer little if any irreversible damage regardless of oxygen treatment. Differences in body condition and mortality between the three salinity concentrations was highly significant (see Figures 1 and 2 and Table 1 salinity levels p < 0.001), suggesting that 28 represents a salinity tolerance threshold. Populations differed significantly in vulnerability to low salinity levels. Brofjorden individuals exposed to 60 % a.s. O₂ appeared to tolerate low salinity levels better than any other group including their counterparts under fully aerated conditions (see Figures 1 and 2).

Further investigation revealed that neither oxygen levels nor any interactions between oxygen levels, population origin nor length of exposure were statistically significant in explaining body condition.
ix. A review of common garden and translocation population comparison studies investigating differential responses to environmental stressors.

Table ix. Studies that have identified either physiological differentiation or local adaptation using common garden (CG) or translocation (TE) experimental techniques. Drivers: temperature (T), ocean acidification (OA), salinity (S), hypoxia (H), pollution (P), habitat characteristics known to contribute towards natural selection (NS – including, but not limited to predation, nutrient level, light exposure, disturbance, wave action and desiccation), and unknown (U). Outcomes: local adaptation (LA), phenotypic plasticity (PP)

<table>
<thead>
<tr>
<th>Taxon</th>
<th>Experimental approach</th>
<th>Driver</th>
<th>Response variable</th>
<th>Outcome</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actinopterygii</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Danio rerio</td>
<td>CG</td>
<td>T, NS</td>
<td>Growth, thermal tolerance</td>
<td>PP</td>
<td>Schaefer &amp; Ryan 2006</td>
</tr>
<tr>
<td>Lepomis macrochirus</td>
<td>CG</td>
<td>NS</td>
<td>Morphology</td>
<td>PP, LA</td>
<td>Robinson &amp; Wilson 1996</td>
</tr>
<tr>
<td>Poecilia reticulata</td>
<td>CG</td>
<td>NS</td>
<td>Growth, morphology – head characteristics, size at maturity</td>
<td>PP</td>
<td>Torres-Dowdall et al. 2012</td>
</tr>
</tbody>
</table>

Figure 1 Percentage of Pandalus borealis in normal body condition after 144 h of exposure to salinity 28, 27 and 26 psu under normoxic and hypoxic conditions. The population origin of each treatment group is indicated under each histogram; “B” for Brofjorden individuals, “G” for Gullmarsfjord. P. borealis were exposed to normoxic (93.146 ± 0.258 % air saturation O₂: green bars) and hypoxic (46.030 ± 0.523 % air saturation O₂: grey bars) oxygen concentrations.
<table>
<thead>
<tr>
<th>Taxonomy</th>
<th>Habitat</th>
<th>Experimental Factors</th>
<th>Study</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pseudocrenilabrus multicolor victoriae</strong></td>
<td>CG</td>
<td>Hematocrit and enzyme activity</td>
<td>LA</td>
<td>Martinez et al. 2009</td>
</tr>
<tr>
<td><strong>Amphibia</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Rana sylvatica</strong></td>
<td>CG</td>
<td>Behaviour, life history traits, morphology, growth</td>
<td>PP, LA in one of eight population studied</td>
<td>Relyea 2002</td>
</tr>
<tr>
<td><strong>Amphipoda</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Eogammarus confervicolus</strong></td>
<td>CG</td>
<td>Habitat selection</td>
<td>LA</td>
<td>Stanhope et al. 1992</td>
</tr>
<tr>
<td><strong>Amphipoe longimana</strong></td>
<td>CG</td>
<td>Growth, survival, reproduction; growth, survival, reproduction</td>
<td>LA</td>
<td>Sotka &amp; Hay 2002; Sotka et al. 2003</td>
</tr>
<tr>
<td><strong>Paracalliope novizealandiae</strong></td>
<td>CG</td>
<td>Immuno-competence</td>
<td>LA</td>
<td>Bryan-Walker et al. 2007</td>
</tr>
<tr>
<td><strong>Anthozoa</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Acropora millepora</strong></td>
<td>CG</td>
<td>Coral bleaching</td>
<td>LA</td>
<td>Smith-Keune &amp; van Oppen 2006 ; Smith 2005</td>
</tr>
<tr>
<td><strong>Metridium senile</strong></td>
<td>CG</td>
<td>Respiration, enzyme activities</td>
<td>LA</td>
<td>Walsh &amp; Somero 1981</td>
</tr>
<tr>
<td><strong>Pocillopora damicornis</strong></td>
<td>CG</td>
<td>Zooxanthellae density (coral bleaching), polyp behaviour</td>
<td>LA or acclimation PP; LA</td>
<td>D'Croz &amp; Maté 2004; Ulstrup et al. 2006</td>
</tr>
<tr>
<td><strong>Bivalvia</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Crassostrea virginica</strong></td>
<td>CG</td>
<td>Growth, ciliary activity</td>
<td>LA</td>
<td>Dittman 1997, Dittman et al. 1998</td>
</tr>
<tr>
<td><strong>Mytilus edulis</strong></td>
<td>CG</td>
<td>Survival, reproduction; morphology – shell thickness</td>
<td>LA</td>
<td>Hoare et al. 1995 Freeman &amp; Byers 2006</td>
</tr>
<tr>
<td><strong>Macoma balthica</strong></td>
<td>CG</td>
<td>Morphology – gill : palp mass ratio</td>
<td>PP</td>
<td>Drent et al. 2004</td>
</tr>
<tr>
<td><strong>Bryozoa</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Bugula neritina</strong></td>
<td>CG</td>
<td>Growth, survival</td>
<td>LA</td>
<td>Piola &amp; Johnston 2006</td>
</tr>
<tr>
<td><strong>Copepoda</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Acartia hudsonica</strong></td>
<td>CG</td>
<td>Growth, survival, reproduction</td>
<td>LA</td>
<td>Colin &amp; Dam 2004</td>
</tr>
<tr>
<td><strong>Acartia tonsa</strong></td>
<td>CG</td>
<td>Habitat selection</td>
<td>LA</td>
<td>Decker et al. 2003</td>
</tr>
<tr>
<td><strong>Eurytemora affinis</strong></td>
<td>CG</td>
<td>Growth, survival</td>
<td>LA</td>
<td>Lee &amp; Petersen 2006</td>
</tr>
<tr>
<td><strong>Scottolana canadensis</strong></td>
<td>CG</td>
<td>Morphology – body size, growth, development rate</td>
<td>LA</td>
<td>Lonsdale &amp; Levinton 1985</td>
</tr>
<tr>
<td><strong>Tigriopus californicus</strong></td>
<td>CG</td>
<td>Reproduction, life history; thermal tolerance</td>
<td>LA</td>
<td>Dybdahl 1989</td>
</tr>
<tr>
<td><strong>Dictyledonae</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cynoglossum officinale</strong></td>
<td>CG</td>
<td>Morphology – size, life history trait – fecundity, flowering phenology</td>
<td>PP</td>
<td>Williams et al. 2008</td>
</tr>
<tr>
<td><strong>Gastropoda</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Species</td>
<td>Life History</td>
<td>Response Type</td>
<td>Biological Responses</td>
<td>Literature References</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>--------------</td>
<td>----------------</td>
<td>-----------------------</td>
<td>---------------------------------------------------------</td>
</tr>
<tr>
<td>Elysia viridis</td>
<td>CG</td>
<td>NS</td>
<td>Growth</td>
<td>Trowbridge &amp; Todd 2001</td>
</tr>
<tr>
<td>Littorina obtusata</td>
<td>CG</td>
<td>T; NS</td>
<td>Enzyme activity; growth</td>
<td>Sokolova &amp; Portner 2001; Trussell 2002</td>
</tr>
<tr>
<td>Littorina saxatilis</td>
<td>CG</td>
<td>P; NS; NS</td>
<td>Survival; growth; morphology, habitat selection; enzyme activity</td>
<td>Daka &amp; Hawkins 2004; Janson 1982; Johannesson &amp; Johannesson 1996; Sokolova &amp; Portner 2001</td>
</tr>
<tr>
<td>Littorina subrotundata</td>
<td>CG</td>
<td>S, NS</td>
<td>Salinity and dessication tolerance, survival</td>
<td>Sokolova &amp; Boulding 2004</td>
</tr>
<tr>
<td>Monetaria annulus</td>
<td>CG</td>
<td>U</td>
<td>Morphology – body size</td>
<td>Irie &amp; Morimoto 2008</td>
</tr>
<tr>
<td>Nucella canaliculata</td>
<td>CG</td>
<td>NS; T</td>
<td>Behaviour – feeding ability; heat tolerance, survival</td>
<td>Sanford &amp; Worth 2009; Kuo &amp; Sanford 2009</td>
</tr>
<tr>
<td>Nucella lapillus</td>
<td>CG</td>
<td>NS</td>
<td>Behaviour – foraging activity</td>
<td>Hughes &amp; Taylor 1997</td>
</tr>
<tr>
<td>Nucella ostrina</td>
<td>CG</td>
<td>T</td>
<td>Development rates</td>
<td>Palmer 1994</td>
</tr>
<tr>
<td>Isopoda</td>
<td></td>
<td></td>
<td>Growth, survival, reproduction; growth, reproduction</td>
<td>Vesakoski et al. 2009; Jormalainen et al. 2008</td>
</tr>
<tr>
<td>Polychaeta</td>
<td></td>
<td></td>
<td>Survival; survival</td>
<td>Bryan &amp; Hummerstone 1971; Grant et al. 1989</td>
</tr>
<tr>
<td>Nereis diversicolor</td>
<td>CG</td>
<td>T; P</td>
<td>Habitat selection</td>
<td>MacKay &amp; Doyle 1978</td>
</tr>
<tr>
<td>Spirorbis borealis</td>
<td>CG</td>
<td>NS</td>
<td>Morphology</td>
<td></td>
</tr>
<tr>
<td>Anthozoa</td>
<td></td>
<td></td>
<td>Growth, calcification; Growth, stress proteins</td>
<td>Smith et al. 2007; Barshis et al. 2010; Smith et al. 2007</td>
</tr>
<tr>
<td>Porites lobata</td>
<td>TE</td>
<td>NS; T</td>
<td>Growth</td>
<td></td>
</tr>
<tr>
<td>Porites sillimanianii</td>
<td>TE</td>
<td>NS</td>
<td>Morphology</td>
<td>Muko et al. 2000</td>
</tr>
<tr>
<td>Bivalvia</td>
<td></td>
<td></td>
<td>Growth</td>
<td>De Montaudouin 1996</td>
</tr>
<tr>
<td>Cerastoderma edule</td>
<td>TE</td>
<td>NS</td>
<td>Growth</td>
<td></td>
</tr>
<tr>
<td>Cirripedia</td>
<td></td>
<td></td>
<td>Survival; genetic polymorphism</td>
<td>Bertness &amp; Gaines 1993; Schmidt et al. 2011</td>
</tr>
<tr>
<td>Semibalanus balanoides</td>
<td>TE</td>
<td>T</td>
<td>Survival; genetic polymorphism</td>
<td></td>
</tr>
<tr>
<td>Gastropoda</td>
<td></td>
<td></td>
<td>Growth</td>
<td>Parsons 1998</td>
</tr>
<tr>
<td>Bembicium vittatum</td>
<td>TE</td>
<td>U</td>
<td>Growth</td>
<td></td>
</tr>
<tr>
<td>Littorina obtusata</td>
<td>TE</td>
<td>T, NS</td>
<td>Survival</td>
<td>Trussell 2000</td>
</tr>
<tr>
<td>Littorina picta (Nodilittorina hawaiiensis)</td>
<td>TE</td>
<td>NS</td>
<td>Survival</td>
<td>Struhsaker 1968</td>
</tr>
<tr>
<td>Nucella</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plant</td>
<td>TE</td>
<td>NS</td>
<td>Morphology, survival</td>
<td>LA</td>
</tr>
<tr>
<td>---------------</td>
<td>----</td>
<td>-----</td>
<td>----------------------</td>
<td>-----</td>
</tr>
<tr>
<td>Nucella lapillus</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NS</td>
<td></td>
<td></td>
<td>Growth, survival</td>
<td>LA</td>
</tr>
<tr>
<td>Magnoliopsida</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suaeda maritima</td>
<td></td>
<td></td>
<td>Metabolite levels, protein expression</td>
<td>PP</td>
</tr>
<tr>
<td>Liliopsida</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zostera marina</td>
<td></td>
<td></td>
<td>Growth</td>
<td>LA</td>
</tr>
</tbody>
</table>
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**Running title:** Ocean acidification alters shellfish sensory quality
Abstract

Understanding how seafood will be influenced by coming environmental changes such as ocean acidification is a research priority. One major gap in knowledge relates to the fact that many experiments are not considering relevant endpoints directly related to production (e.g. survival) and product quality (e.g. sensory quality) which can have important repercussion on the consumers and the fish market. The aim of this experiment was to compare the survival and sensory quality (appearance, texture and taste) of the adult northern shrimp (Pandalus borealis) exposed for three weeks to a temperature at the extreme of its thermal tolerance (11 °C) and two pH treatments: pH 8.0, the present average pH at the sampling site and, pH 7.5, which is out of the present natural variability and relevant for near-future ocean acidification. Our results showed that decreased pH significantly increased mortality by 63 %. Sensory quality was assessed through a semi-qualitative scoring by a panel of local connoisseurs. Decreased pH significantly reduced the score for appearance and taste but not texture. As a consequence, shrimps maintained in pH 8.0 had a 3.4 times increased probability to be scored as the best shrimp on the plate while shrimps from the pH 7.5 treatment had 2.6 times more chance to be scored as the least desirable shrimp on the plate. These results are proving the concept that ocean acidification can modulate sensory quality of the northern shrimp P. borealis. More research is now needed to evaluate impacts on other seafood species, socio-economic consequences and potential options.
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Introduction

The Ocean contributes significantly to society. Dependence on marine protein is expected to continue to rise with the increasing human population, as world capture fisheries and aquaculture are estimated to provide food to 4.3 billion people with at least 15% of their animal protein. Over the last 30 years world food production by aquaculture has expanded 12-fold; nearly half of the human seafood production. Understanding how seafood production and quality will be influenced by coming environmental changes is critical. The economic consequences of a collapsing fishery and aquaculture industry would be dire indeed.
Ocean acidification (OA) is a rapid and unprecedented increase in ocean acidity. Intensive fossil-fuel burning and deforestation over the last two centuries has increased atmospheric CO₂ to almost 40 % above preindustrial values. The global ocean currently absorbs around 30 % of released anthropogenic CO₂, fundamentally altering ocean chemistry by acidifying sea water. It is predicted that average oceanic pH will decrease by 0.4 pH units by 2100, a rate of change 100 times faster than anything seen in the past hundreds of millennia (Caldeira & Wickett 2003). Together with other stressors such as global warming, it challenges marine species and ecosystems (Wittmann & Pörtner 2013; Dupont & Pörtner 2013). Despite a growing body of evidence demonstrating that OA is a major threat for seafood security (availability of sustainable and good quality seafood), and recommendation that species and endpoints with direct economic importance should be prioritized (Hilmi et al. 2014), consequences for seafood remain unclear. One exception is the impact of OA on oyster production in hatcheries located on the Northern west coast of the US, a US$ 270 million industry. A significant decline in the survival of oyster larvae since 2005 appeared to be connected to near-shore OA (Barton et al. 2010).

One major gap in knowledge relates to the fact that many experiments are not considering relevant endpoints. To make any projection on future impacts of OA and other environmental challenges on seafood, it is critical to consider parameters that are directly related to production (e.g. survival) and quality (e.g. sensory quality). The aim of this experiment was to test on the northern shrimp (Pandalus borealis) the impact on survival and sensory quality of three weeks exposure to a temperature at the extreme of its thermal tolerance (11 °C) and pH conditions within (pH 8.0) and outside (pH 7.5) of the present range of pH variability.

The northern shrimp is a keystone species in the marine ecosystem of the continental shelves in the North-Atlantic and is an important prey for demersal fish species, most notably cod. It also has substantial economic (e.g. 100 million euros for Norway alone; Søvik & Thangstad 2013) as well as high cultural value as seafood for the public. Shrimps are famous for their sensory appeal such as their appearance, texture and flavor.
The future of shrimp as a harvested resource is unsure (Wieland et al. 2012). Shrimp landings have declined in the Northwest-Atlantic. The decline may be caused by recruitment failure caused by mismatch between timing of phytoplankton bloom and hatching of larvae (Koeller et al. 2009), as well as by increased predator abundance. Previous work on *P. borealis* demonstrated that the species is relatively tolerant to OA (Arnberg et al. 2013; Bechmann et al. 2011; Hammer and Pedersen 2013). Decreased pH (ΔpH = 0.5) induced a delay in development but had no impact on mortality (Bechmann et al. 2011; Arnberg et al. 2013). As adult, the northern shrimp was able to compensate for extreme acidification (ΔpH = 1.2) for up to 16 days and without any documented consequence for mortality (Hammer & Pedersen 2013). All these studies were performed at temperature ranging between 5 and 9.5°C. *Pandalus borealis* are mostly found at low temperatures (0–5°C), but show a wide temperature range as adults and can live at temperatures as high as 12 °C which is experienced in the North Sea (Allen 1959; Bergstrom 2003). Organisms specialize within certain temperature ranges and are sensitive to extremes. It can be predicted that exposure to temperature at the limit of the thermal tolerance will enhance sensitivity to stress including OA (Pörtner & Farrell 2008; Dupont & Pörtner 2013). It is also well established that environmental factors causing stress can affect the quality of meat. For example, stressed fish can have a metallic aftertaste (Borderías & Sanchez-Alonso 2011). As a consequence, our hypothesis was that OA will increase shrimps stress level with negative consequences for their survival and sensory eating quality.

**Materials and Methods**

*Animal collection*

Adult females of the Northern shrimp (*Pandalus borealis*) were sampled on the 24th and 25th April and the 13th May from central Gullmarsfjord (58°20'26.1"N 11°33'31.7"E) and close to Brofjorden (58°18'12.4"N 11°17'59.7"E) using an otter trawl at 85 – 110 m for 30 – 60 min. As soon as they were on board, the shrimp were transferred to chilled, aerated tanks for transportation to minimise exposure to thermal fluctuations. At The Sven Lovén Centre for Marine Sciences – Kristineberg, they were kept in
basins with flowing deep sea water (temperature 8 °C, salinity 33) until the beginning of the experiment (11th June) and were fed ad libitum on chopped herring (*Clupea harengus*), blue mussel (*Mytilus edulis*), *Artemia nauplii* and Marine Flake (New Era®, Thorne, UK). Residual food was regularly removed to avoid contaminations.

**Experimental design and seawater chemistry**

Shrimps were maintained in 4 x 100 L basins (two replicated basins *per* pH treatment; 42 to 57 shrimps *per* basin) with natural flowing seawater with a replacement of 1 L min⁻¹. They were kept at 11 °C, salinity 33 and fed *ad libitum* with chopped herring every 4th day. Number of living shrimps was noted every 4th day and dead individuals were removed. pH was maintained in each experimental basin using a computerized feedback system (AquaMedic) that regulated pH by addition of pure gaseous CO₂ directly into the sea water. pH was measured twice a week on the total scale (pHₜ) after calibration using TRIS (Tris/HCl) and AMP (2-aminopyridine/HCl) buffer solutions (provided by Unité d’Océanographie Chimique, Université de Liège, Belgium) and used for adjustment of the pH-system settings. Total alkalinity (Aₜ) was assessed once a week on filtered samples (0.2 μm) by titration (TitroLine Alpha Plus, SI Analytics). pCO₂ was calculated from pHₜ and Aₜ using CO2SYS (Lewis and Wallace 1998) with dissociation constants from Mehrbach et al. (1973) refitted by Dickson and Millero (1987). Two nominal pH treatments were compared: (i) pH 8.0, the present average pH and, (ii) pH 7.5, outside of the present range of pH variability and relevant scenario for near-future ocean acidification (Dorey et al. 2013). pH and pCO₂ were significantly different between treatments with no significant difference between the two replicates (Table 1).

Table 1 – Seawater chemistry in the two pH treatments (measured pHₜ and calculated pCO₂ from pHₜ and Aₜ = 2260 ± 56).

<table>
<thead>
<tr>
<th>Nominal pH</th>
<th>ANOVA 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.0</td>
<td>7.5</td>
</tr>
</tbody>
</table>

Sensory evaluation

After three weeks of exposure, shrimps were sampled and prepared for the tasting assessment. More than 30 shrimps were collected from each basin and prepared under the supervision of a professional chef (Kirsten Johannsen). Shrimps from each basin were cooked by immersion for 3 min into 2 L of boiling water made from the same stock of surface sea water with 60 g of sea? salt per L (as per local industry standard). Shrimps were then rinsed in cold surface sea water and cooled down at room temperature for 1 h. Thirty plates were prepared with shrimp from the four basins randomly assigned to four different positions on each plate (#1 to #4) so tasters could not influence each other. Shrimp lengths varied between 8.6 and 13.9 cm and were visually selected to minimize size difference within each plate (maximum of 11.6 % size variation).

A panel of 30 voluntary local voluntary connoisseurs was gathered at the Sven Lovén Centre for Marine Sciences – Kristineberg (Sex ratio 1:1; age: 42 ± 2 years old (between 24 and 56)). All of them confirmed liking shrimp and eat shrimp 1.76 ± 0.21 times a month (between four times a month and four times a year). The sensory evaluation was blind and tasters were not informed of the design of the experiment. Each received a plate and was asked to score the 4 shrimps (1=bad to 5=excellent) based on 3 criteria: appearance, texture and taste. They were also asked if they would be willing to pay more for better tasting shrimp.

Statistical analyses
Relative mortality rate expressed in % day$^{-1}$ was calculated for each replicate and pH treatment as the coefficient of the significant linear relationship between relative density (%) and time (day). Differences between treatments and replicates were tested using an ANCOVA model.

ANOVA 2 models were used to test differences between pH treatments and replicates for the sensory evaluation parameters (appearance, texture, taste). These parameters were not based on a standardized scale. As a consequence, differences in scoring between tasters can be expected. To account for these differences, shrimps on every plate were ranked based on the sum of scores for appearance, texture and taste between 1 (best shrimp, highest score) and 4 (worst shrimp, lowest score). For this ranking, difference between pH treatments and replicates were tested using chi-square statistics.

All statistical analyses were performed using the SAS/STAT software. The normality of data distributions was checked with a Shapiro-Wilk test and the homoscedasticity was tested using the Bartlett test. Each mean value is expressed with its standard error of mean (mean ± SEM). The significance level applied was 5%.

**Results**

Relative mortality rate was on average 2.05 ± 0.23 % day$^{-1}$ at pH 7.5 and 1.27 ± 0.24 % day$^{-1}$ at pH 8.0, this difference being statistically significant (ANCOVA, model: $F_{1,15} = 16.9$, $p < 0.0001$, pH: $F = 5.32$, $p = 0.042$). There was no significant differences between replicates ($F=0.08$, $p=0.79$) or interactions between pH and replicates ($F=0.01$, $p=0.97$).

On average, shrimps from the pH 8.0 treatment had significantly higher scores for *appearance* and *taste* compared to shrimps from the pH 7.5 treatment, with no significant differences between replicates or interactions between replicates and pH treatments. No significant difference was observed for the *texture* (see Table 3 for statistics; Figure 1).

Figure 1 – Average scores of the 3 sensory evaluation parameters (appearance, texture, taste) in the two pH treatments.
Table 3 – Statistical analyses of the sensory evaluation parameters using an ANOVA 2 model.

<table>
<thead>
<tr>
<th>Model</th>
<th>pH treatment</th>
<th>Replicate</th>
<th>pHxreplicate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appearance</td>
<td>$F_{3,119}=2.85$</td>
<td>$F=4.67$</td>
<td>$F=0.11$</td>
</tr>
<tr>
<td></td>
<td>$p=0.042$</td>
<td>$p=0.03$</td>
<td>$p=0.11$</td>
</tr>
<tr>
<td>Texture</td>
<td>$F_{3,119}=1.63$</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td></td>
<td>$p=0.19$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taste</td>
<td>$F_{3,119}=6.08$</td>
<td>$F=17.05$</td>
<td>$F=0.91$</td>
</tr>
<tr>
<td></td>
<td>$p=0.0007$</td>
<td>$p&lt;0.0001$</td>
<td>$p=0.34$</td>
</tr>
</tbody>
</table>

Significant differences were observed between pH treatments for the ranking of the shrimp on each plate ($\chi^2=25.12$, $p<0.0001$), with no differences between replicates within each tested pH (pH 8.1: $\chi^2=6.33$, $p=0.10$; pH 7.5: $\chi^2=4.71$, $p=0.19$). Shrimps from the pH 8.0 treatment had 3.4 times more chance to be scored as the best shrimp of the plate (rank 1) while the shrimps from the pH 7.5 treatment had 2.6 times more chance to be scored as the least desirable shrimp on the plate (rank 4; Figure 2).
All but one of the 30 voluntary tasters claimed that they would be willing to pay more for better quality shrimps.

Discussion

Our results demonstrate that a three week exposure to decreased pH relevant in the context of OA (ΔpH=0.5) can lead to a 1.6 times increase in adult shrimp mortality. This is somewhat contrasting with the conclusions of Hammer & Pedersen (2013) showing tolerance toward extreme acidosis (ΔpH=1.2) in the same species. The main difference between the two studies is the temperature used. Hammer & Pedersen (2013) made their experiment at an optimal temperature (7 ºC) while we used a temperature at the extreme of their thermal tolerance (11 ºC). Response to OA can be highly dependent upon thermal conditions. Pörtner & Farrell (2008) developed a theoretical framework to predict the combined impact of temperature and OA. All organisms live within a limited range of body temperatures, due to optimized structural and kinetic coordination of molecular, cellular, and systemic processes, and functional constraints result at temperature extremes. It is hypothesized that additional stressors like OA have the potential to narrow these thermal windows. This theoretical framework highlights the fact that response to ocean acidification can be highly dependent upon thermal conditions. For example, temperature modulated the impact of decreasing
pH on sea urchin larvae leading to a positive effect of low pH temperature, a neutral effect at optimal temperature and a negative effect at high temperature (Gianguzza et al. 2014). Our results on *P. borealis* confirm the importance of considering a range of temperatures covering today and the future environmental variability in any experiment aiming at studying the impact of OA.

The exposure to decreased pH also negatively impacted the sensory quality of the exposed shrimps with a significantly lower score for appearance and taste. This led to a 3.4 times increased probability to be scored as the best shrimp of the plate for the ones cultured in pH 8.0 while the shrimp from the pH 7.5 treatment had 2.6 times more chance to be scored as the worst shrimp on the plate. These results should be considered as a proof-of-concept that OA can have an impact on seafood sensory quality that can be detected by local connoisseurs rather than an attempt to make any prediction for future shrimp quality. First, our experimental design is only considering short term exposure (three weeks) and simplistic scenarios (two stable pH treatments). More realistic perturbation experiments should consider longer exposure time (ideally across life-history stages and through multiple generations), take into account natural variability in pH and other relevant local environmental parameters, including food quality and quantity, allow for adaptation and acclimation, etc. (e.g. Hilmi et al. 2013, Sunday et al. 2014, Gaylor et al. 2014). Other seafood species should also be considered, as species- and phyla-specific sensitivities have been shown to be extremely different (Melzner et al. 2009, Christen et al. 2013, Wittman and Poertner 2013). Secondly, sensory quality is relative to consumer preference and this parameter can vary between regions and evolve through time. Finally, other assessment methods (e.g. trained panelist, electronic nose, Quantitative Descriptive Analysis; e.g. Mejholm et al. 2005, Zeng et al. 2005 for *P. borealis*) and endpoints (e.g. stress markets, lipid content) should be considered. Research should also focus on potential options including consequences of different aquaculture practices and selection of strains resilient to OA on sensory quality should be investigated. More work is needed to evaluate the impact of OA on seafood sensory quality and potential economic consequences. For example, taste is one of the key factors influencing consumer behavior (Shyam 2012). This is consistent with the 97% of our panel list willingness to pay more for better quality shrimp.
The fact that OA can have a detectable impact on shrimp sensory quality can be a unique opportunity to efficiently communicate about global changes. In Scandinavian countries, the *Pandalus* shrimp is extremely popular and an integral part of local folklore and culture. It is then an ideal model to attract citizen’s interest (“Can you imagine Scandinavia without shrimp sandwich?”, “Can you taste climate change?”) and initiate the discussion about future threats on their favorite seafood and potential actions (e.g. reduction of CO₂ emissions) to engage them also on the broader marine biodiversity crisis we may be facing.
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Abstract: Research to date has suggested that both individual marine species and ecological processes are expected to exhibit diverse responses to the environmental effects of climate change. Evolutionary responses can occur on rapid (ecological) timescales, and yet studies typically do not consider the role that adaptive evolution will play in modulating biological responses to climate change. Investigations into such responses have typically been focused at particular biological levels (e.g., cellular, population, community), often lacking interactions among levels. Since all levels of biological organisation are sensitive to global climate change, there is a need to elucidate how different processes and hierarchical interactions will influence...
species fitness. Therefore, predicting the responses of communities and populations to global change will require multidisciplinary efforts across multiple levels of hierarchy, from the genetic and cellular to communities and ecosystems. Eventually, this may allow us to establish the role that acclimatisation and adaptation will play in determining marine community structures in future scenarios.
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1. **Introduction**

Evolutionary processes play a fundamental role in the organisational structure of biological systems and the diversity of life [1]. It is possible for evolution to occur on a rapid ecological timescale, that may allow organisms to avoid extinction following environmental change [2]. One environment which is arguably changing faster than others is the marine environment [3], where increasing levels of atmospheric CO₂ are causing the seawater temperature and carbonate chemistry of surface waters to change at geologically unprecedented rates [4]. Future warming and altered ocean chemistry (broadly termed climate change throughout the present review) are recognised as pervasive and detrimental anthropogenic influences on marine life [5–9]. Climate change is expected to impose strong selection pressure on fitness-related traits, impacting on populations and ecosystems [10–14], and yet most future projections of community dynamics and population persistence in marine organisms do not consider the role of evolution and adaptive capacity [15–17].

The potential for genetic adaptation in response to climate change has been acknowledged [17,18], and adaptive evolution may represent a critical mechanism which could alleviate some of the negative consequences expected with future climate change [19]. However, the relatively limited number of studies means that evidence is still somewhat scarce [20]. A number of recent reviews outline the role of adaptive evolution in the face of climate change, including the need for determining species’ capacity for evolutionary adaptation and physiological acclimatisation, the distinctions between evolutionary and phenotypically plastic responses, and summaries of the different experimental approaches (e.g., molecular tools, quantitative genetics, standing genetic variation, and experimental evolution). They also outline possible directions for future research (for reviews, see [16,17,19–23], and references therein). A glossary for some of the terms commonly used in this review is given in Box 1.

Studies investigating biological responses to climate change will often be carried out with a particular focus, whether that be physiology, evolutionary biology or community ecology. Such focus naturally means that other interacting facets of eco-evolution are often neglected [24]. Clearly, there are many important inter-disciplinary studies that do bridge this gap (e.g., [25–27]), however, there are still often disparities in the extent (if at all) that adaptive evolution is considered by different disciplines when determining a species’ response under a changing environment. Inter-disciplinary work that links eco-evolution through biological hierarchies is not a new concept having been raised by numerous influential comparative physiologists in the 1950s, such as C. Ladd Prosser [28]. We believe this idea bears reiterating, and consider modern science to possess the necessary advancements in technology and communication required to begin incorporating this concept into future research.
There are a number of factors that mediate evolutionary processes, but their effects are highly dependent on the level of biological organisation that is considered (e.g., intra-individual, whole-organism, population, community and ecosystem, see Figure 1). The underlying mechanisms of how these levels of hierarchy will interact to influence fitness in the face of climate change are poorly understood, but are important in determining whether individual populations and communities will persist at levels comparable to the present day [16].

This review will focus on factors that can modulate adaptive evolution at different levels of biological organisation, by considering the response of marine organisms at these different levels in terms of the consequences for fitness traits (i.e., lifetime reproductive success). We discuss: (1) what molecular and cellular mechanisms exist that can influence fitness and drive adaptive evolution; (2) how changes in life history and behavioural characteristics of organisms can influence lifetime reproductive success; (3) how demographic processes (gene frequencies, population size and turnover) and genetic architecture (heritability, imprinting, genetic correlations and diversity) of the population will influence adaptive evolution; and (4) how changes in species interactions and community composition influence the magnitude and direction of adaptive evolution of populations.
1. Box 1. Glossary for terms used in this article.

**Acclimation**: Reversible process of an organism to adjust to experimental conditions. When the process is induced by natural environmental changes, it is called **acclimatisation**.

**Bottleneck effect**: Reduction in population size due to environmental events, leading to a strong reduction of the variation in the gene pool.

**Effective population size**: Size of a hypothetical ideal population with random mating that corresponds to population genetic processes within the focal wild population.

**Epigenetics**: Heritable changes in gene regulation processes that are not caused by changes in the DNA sequence.

**Evolution**: Genetic changes in a population over generations. It is said to be microevolution when these changes occur over relatively short timescales, rather than on geological scales (macroevolution).

**Evolutionary rescue**: Genetic adaptation of populations that allows them to recover from demographic effects and avoid extinction.

**Experimental evolution**: Controlled experiment that exposes populations to new environmental conditions for multiple generations to observe for genetic adaptation.

**Fitness**: The potential for individuals of a given genotype to survive and pass their genes to future generations by influencing either their own reproductive success or that of related individuals.

**Genetic adaptation**: A process of transgenerational selection of genes to maximise or maintain the relative fitness of a population in a given environment.

**Phenotypic buffering**: Type of phenotypic plasticity, in which no difference in the response of a trait to a given environment might be observed because plasticity in a physiological process allows an organism to maintain fitness.

**Phenotypic plasticity**: Phenotypic adjustment to the environment without any genetic change.

**Quantitative genetics**: Method to partition the observed phenotypic variance among relatives (of known genetic relatedness) into their environmental and genetic components.

**Selection**: Non-random reproduction or survival of individuals of a particular phenotype.

2. Role of Molecular and Cellular Processes in Evolutionary Responses

Molecular and cellular level studies can provide several approaches for improving our understanding of the potential for adaptation in response to climate change. These can include characterising an organism’s capacity to acclimatise to changing environmental conditions, as well as establishing a more mechanistic understanding of the response of organisms to abiotic factors at different levels of intra-individual biological organisation, such as the nature of sub-lethal cellular stress [29]. Eventually this might enable us to investigate whether genetic adaptation can occur at a sufficient rate to maintain the physiological functioning required for survival and reproduction, and gain important insights into energy allocation and physiological responses due to climate change, as well as other biotic and abiotic stressors [22]. However, the distribution of a species is shaped by both a species’ physiological limits and biotic interactions with co-existing species, and therefore, cellular and molecular studies alone may only provide part of the picture.
2. **Figure 1.** Conceptual diagram of the factors modulating evolution at different levels of biological organisation (molecular, cellular, whole-organism, population and community), that will determine the response of marine organisms to future climate change. The arrow on the left represents the increased biological complexity (going from top to bottom). Single-headed arrows indicate the direction of the effect with the level of biological organisation indicated by different colours. Effects originating from the molecular and cellular (dashed blue), whole-organism (dashed purple), population (dashed green) and community (dashed orange). Double-headed arrows indicate that there is feedback between two factors, as well as the effect, and the solid grey arrows indicate a feedback loop. Note that the depiction of factors is conceptual and not comprehensive.

2.1. Biochemical Reactions and Gene Expression

Within the organism, protein activity is often thought to underlie variations in fitness (for discussion, see [30]). Fitness at the biochemical level could be simply considered as the ability of proteins to function (within their respective intra- and extra-cellular setting) in order to integrate the diverse functions of cells and organelles [31]. Proteins are responsible for crucial functions in all biological processes [31], and evolutionary changes can occur through changes in the proteins themselves (e.g., post-translational modifications), the encoding gene(s) of those proteins, or the transcription of those encoding genes [31].

Fitness-related traits can be influenced through genetic variation in these proteins, such as the collinearity of gene mutations, whereby the point mutations in the DNA sequence will correspondingly change the sequence of amino acids in a protein [32]. These biochemical consequences can influence protein function and in turn, tolerances to environmental conditions [33]. For example, a minor mutation (only two amino-acids out of 334) in a dehydrogenase enzyme in the temperate mussel *Mytilus galloprovincialis* (Lamarck,
1819) resulted in higher thermal tolerance towards warm conditions [34]. Alternatively, enzymes possessing alternative alleles, such as for lactate dehydrogenase-B in cold- and warm-adapted populations of the killifish (*Fundulus heteroclitus* L., 1776) [35], may be able to confer adaptation potential for thermal tolerance through variable allele frequencies.

In order to produce adaptive phenotypes, changes may be required in multiple combinations of alleles [36]. Allelic changes are embedded within genetic networks and hence, will not occur independently to other changes, since any allelic changes at a particular locus will influence only one aspect of a genetic network [37]. These genetic networks essentially consist of the genes which encode the transcription factors as the input for each coding gene, and the *cis*-regulatory modules that control the appropriate phases of expression of these genes [38]. Gene regulatory networks control the expression of genes in any given developmental process [39], including fitness-related traits, and therefore, any changes in the networks could play an important role in adaptive evolution and climate change responses [37].

Environmental effects may cause changes either in specific genes within the network, influencing their gene expression, or affect the gene regulatory network as a whole [40]. Genetic networks will primarily be influenced by current environmental conditions and maternal effects (the latter described in Section 2.3), and these changes will, in turn, alter the protein and metabolic networks that influence gene regulation (*via* a feedback loop reaction) [37]. Changes in genetic networks may influence plastic responses and facilitate adaptive evolution by providing a rapid response to the changing environmental conditions. However, if the genetic regulatory network is influenced by other factors that do not follow the changing environmental conditions, such as photoperiod [41] or even biotic interactions [42] (discussed further in Section 5), then adaptive evolution might require a restructuring of the genetic network in order to conform to the novel environmental conditions [37].

Currently it remains unclear whether the few examples that demonstrate observable adaptive evolution of traits in response to climate change (e.g., body size [43], migration timing [44], thermal responses [45]) are dictated by various independent genes (within their respective genetic networks), or by fewer key regulatory genes within their genetic or metabolic networks. This is important to consider since any changes in the ‘upstream’ network genes could have extensive and numerous effects on traits [37], and yet the network itself may also provide some redundancy and buffering against perturbations, whereby changes to regulatory genes do not influence the genes they regulate [46]. Eventually, it may be possible to identify common genetic (e.g., collinearity in the gene order between genomes [47]) and physiological mechanisms underlying species responses [17]. However, studies demonstrating a clear link between the genetic variation and phenotypic variation for the majority of traits are scarce (but for example, see [48]). Therefore, any studies of genetic variation should focus on traits with more straightforward or measurable relationships to fitness [17,21].

Establishing the evolutionary significance of cellular-level plasticity (*i.e.*, the changes in the expression levels of stress-related genes, e.g., [49]) requires demonstration of a heritable component of expression variation, or allelic variation in the coding genes themselves [17,50]. Accurately estimating selection responses requires the genetic component of this variation (in regulatory responses) to be related to the fitness of the organism [51,52] in order to ascertain the fitness-related consequences for the individual and the population. This highlights the need to investigate transcriptome profile responses in terms of survival, fecundity, or other ecologically important traits that determine lifetime reproductive success (but see [30] for a discussion on the limitations in the link between the transcriptome and the phenotype), and importantly, ascertain whether sufficient genetic variation exists in that trait [53].
2.2. Cellular Processes and Organ Function

Cellular and organ functioning during stressful conditions will primarily be dictated by changes at the genomic and biochemical level (Section 2.1). The principal factor determining the underlying cellular stress response (a universally conserved mechanism to protect macromolecules within cells from damage [54]) depends on the extent of stress-induced disturbances (reviewed by [55]). During moderate stress, resources may be shifted from anabolic (e.g., protein biosynthesis) towards vital processes for cellular homeostasis (e.g., ion regulation; [55]) to maintain cellular integrity and ensure short-term survival. However, on longer time scales such shifts may not be feasible and might lead to a reduction in organism performance (e.g., reduced growth rates or fecundity) since the organismal energy budget can be considered as the sum of all cellular energy budgets [55].

Such trade-offs in physiological functions could have important fitness consequences, but may not be apparent when only observing the whole organism level. For instance, a study on the effects of ocean acidification on the reef-building coral, *Acropora millepora* (Ehrenberg, 1834), reported major changes in gene expression and cell physiology long before phenotypic effects were observed, in this case, a decrease in calcification rates [54]. Thus, cellular functioning might play a central role in linking environmental conditions to an organism’s fitness [56], and the plasticity and adaptive evolution of cellular processes may be an important influence on species resilience towards changing environmental conditions.

Adaptive evolution in cellular function may be possible through gene duplication [57–59], whereby paralogous genes (*i.e.*, gene copies) that perform a particular function either increase their expression (increased gene dosage) or diverge their functions through mutation [60]. This divergence can be achieved by one of the copies acquiring a new function, or through a partial loss-of-function mutation of both copies that complement each other [61], while retaining the full set of functions (termed sub-functionalisation [60]). This sub-functionalisation is a relatively common mechanism for functionally related proteins [61], such as components of cell signalling pathways, and may facilitate evolution of advantageous traits: *e.g.*, a changed pH optima of proteins [62], a beneficial trait for maintaining acid-base homeostasis in response to ocean acidification.

2.3. Epigenetics and Trans-Generational Plasticity

The environment experienced by an organism can shape the phenotype of their offspring, and is termed trans-generational plasticity (*e.g.*, [63]). Trans-generational plasticity can be due to maternal or paternal effects, genomic imprinting, gene expression or other epigenetic processes. These epigenetic effects (whether a gene is being expressed or not) can be transmitted through the germ line [64], which can allow for transmission through meiosis to the succeeding generation, constituting a heritable, epigenetic change [65]. For example, five weeks exposure to elevated $p\text{CO}_2$ during the reproductive conditioning of Sydney rock oysters (*Saccostrea glomerata*, Gould 1850) reduced the development time and increased the body size of their larvae through trans-generational plasticity [66].

Mechanisms exist that should allow these epigenetic changes to result in localised changes in the DNA sequence, such as changes in the activity of chromatin-modifying enzymes [65]. Providing they exert the same functional effect, any epigenetic effects can potentially become a genetic change, and exert a selectable phenotypic response [65]. During climate change, the environmental conditions that induce these epigenetic effects (like temperature) will persist (albeit progressively increasing) and therefore with each
successive generation, the epigenetic response could actually result in continued DNA change in selected regions of the genome [65].

The gene regulatory network, responsible for many fitness-related traits (Section 2.1), is initiated by maternal transcripts and proteins, which cascade into subsequent gene regulatory interactions [67]. Early genes that function during development (such as for larval morphology) can be influenced by the fitness traits of the maternal parent (e.g., by changes in egg size or provisioning [67]), and therefore it may be possible that parental exposure to climate change can cause DNA (or heritable, epigenetic) changes that promote adaptive evolution in key regulatory genes, or the genetic network as a whole.

3. Role of Whole-Organism Physiological and Behavioural Responses

Marine organisms possess a range of reproductive and developmental strategies that have important implications for their fitness [68]. Different reproductive modes, life histories, and demographic processes can influence these strategies [69–71]. In this section we focus on how climate change, specifically ocean acidification and warming, can influence the physiology and behaviour of the individuals, affecting their survival and fitness. It is important to consider the factors that influence selection at this level of biological organisation in order to link individual phenotypes, which are in turn driven by transcriptional and cellular processes, to population-level effects.

3.1. Maintenance and Energetic Trade-Offs

The capacity to maintain metabolic processes under environmental stress may support (or promote) the retention of particular life history traits (such as reproductive output) that may ultimately determine a species’ biogeography [72,73]. A recent study using an in situ transplant experiment with polychaetes, found that species capable of maintaining their metabolic rates (under stress) were able to migrate into or even colonise areas characterised by chronically elevated levels of pCO$_2$ [26]. This high-CO$_2$ tolerance was achieved in the polychaetes via acclimatisation for *Amphiglena mediterranea* (Leydig, 1851) and by adaptation for *Platynereis dumerilii* (Audouin & Milne-Edwards, 1834) [26]. However, such resilience often comes at a cost [74]. The individuals of *P. dumerilii* were smaller in body size compared to nearby populations in lower pCO$_2$ conditions, attributed to increases in maintenance costs due to a higher mean metabolic rate under chronic exposure to elevated pCO$_2$. Since the size (in several polychaete species) can determine the maximum numbers of eggs that a female produces, this resilience could result in reduced reproductive output [26]. Although the study did not empirically test this, any reallocation of energy away from reproduction would clearly have important implications for lifetime reproductive success.

Fitness-related traits can be genetically correlated to each other and, depending on strength and direction of selection, influence the potential for adaptive evolution (for more detail, see [17]). Briefly, a positive correlation could include a co-tolerance to multiple stressors (e.g., developing sea urchin larvae obtaining tolerance to low pH and therefore also temperature [75]), or a selection for a particular trait providing tolerance for another trait (e.g., growth and disease resilience in Sydney rock oyster (*S. glomerata*) providing tolerance to high pCO$_2$, [66]). If the intra-individual physiological mechanisms (Section 2) and an organism’s response during climate change are nonlinearly related, then there is a need to understand what physiological trade-offs are occurring that are influencing their fitness related traits. Fitness trade-offs will certainly influence potentially selected traits, if other energetically maintained traits are selected over survival or reproductive output.
3.2. Life-History Stages

Research into physiological responses to climate change has demonstrated that fitness traits, such as reproduction and development, are likely to be disproportionally affected [76–78]. Since natural selection acts upon lifetime reproductive success, climate change can reduce fitness through impacts on early life-history stages, such as an increase in developmental duration or number of defects [79–81]. However, many marine species have complex life histories, and despite early life history stages being considered to be particularly vulnerable to climate change [82], there is increasing evidence that selection pressures act on each life stage differently (e.g., [83]). Phenotypic carry-over effects can also occur between life history stages (as well as trans-generationally, Section 2.3) that could exacerbate or alleviate the impacts on fitness-related traits. For example, exposure to stressful conditions during the larval stage can reduce the juvenile fitness if those conditions continue (e.g., [84]). This may be particularly important given that different stages of ontogeny may utilise different habitats (e.g., [85]) or exhibit different behaviour. Hence, impacts considered on individual life-stages may not accurately estimate the fitness response of a given species [86].

3.3. Behavioural Responses

Organismal behaviour is mediated by multiple external and internal sensory inputs that may be changed directly and indirectly by climate change [87]. The plastic behavioural responses observed in organisms are largely a direct physiological response to a changing environment, since the nervous system is under biochemical and physiological control [88]. Hence, changes in the underlying physiological condition (see Section 2) could influence behavioural performance by constraining an ecologically-relevant behaviour, such as swimming activity [89]. A study in coral reef fish found that small temperature increases (<3 °C) contributed to changes in animal personality (activity, boldness, aggression), thought to be linked to individual responses in energy metabolism [90].

Changing environments can also modulate behaviour by interfering with sensory inputs and neural functioning. For example, elevated levels of $pCO_2$ are hypothesised to remodel the sensory pathway of the GABA-A system of marine organisms, including the larval clownfish (*Amphiprion percula* Lapeède, 1802), damselfish (*Neopomacentrus ayzron* Bleeker, 1877), and gastropod *Gibberulus gibbosus* (Röding, 1798) [91,92], causing sensory and behavioural impairment, including learning ability [93]. This phenomenon is thought to be associated with ion regulatory mechanisms during high CO$_2$ exposure (accumulation of intracellular HCO$_3^-$ and Cl$^-$), which interfere with neurotransmitter functions (for more details, see [92]). Impaired learning regarding the identity of predators during high $pCO_2$, or diminished detection of the olfactory cues for settlement (for instance) influence fitness by negatively affecting the survivorship of the individual [93,94]. Sensory pathways occur in differing complexities with receptors and messenger systems of different adaptive potential [95]. Hence, knowing the mechanistic pathway of a behavioural response is important for determining the evolutionary potential of an organism or indeed a trait. Linking these pathways with their genes is important for finding out if organisms can adapt, in order to cope behaviourally with environmental stressors [96]. Behavioural traits may be more evolutionary labile than other traits [97], and may contribute to or hinder adaptation [19,98].

4. Role of Population-Level Responses

Focusing on population-level organisation is crucial for connecting the fitness responses of lower levels (individual/population) to changes in higher levels (species/community). The analysis of microevolution in
populations requires an understanding of how environmental changes influence evolutionary processes such as gene flow, mutation, genetic drift and natural selection [99]. Historically, the concept and investigation of population level adaptation in the marine environment was largely dismissed; it was assumed that marine connectivity would maintain high levels of gene flow between populations via adult and larval dispersal [100], and so impede local adaptation. However, new evidence compiled by Sanford and Kelly [101] shows that microevolution is not restricted to organisms with low dispersal abilities. Through a literature survey Sanford and Kelly [101] found that 66% of marine invertebrates with planktonic life stages for dispersal, *i.e.*, meroplankton, present highly adaptive differentiation at the population level (*e.g.* *Haliotis rufescens*, Table 1). Depending on the taxa investigated, the planktonic dispersal stages of the identified (66%) invertebrates experienced brief (up to a few days as with some corals, sea anemones or ascidians) to prolonged (several weeks to longer, some crustaceans and gastropods [100]) planktonic larval durations.

### 4.1. Demographic Processes

Populations can respond to environmental pressures more rapidly through range shifts and phenotypic plasticity rather than through evolutionary adaptation [102]. Evolutionary responses are likely to vary depending on the cost of adaptation, timescale, life-history and dispersal ability in addition to other factors [19]. Different evolutionary responses have been previously investigated and require a variety of techniques (for a survey of selected reference studies see Table 1). Understanding genetic variation, as well as specific population dynamics, is crucial to explore the potential for evolutionary rescue [103]. For example, populations in isolated environments, such as the Baltic Sea, may also undergo isolation and develop genetic endemism as a result of local extinctions or adaptation by evolutionary rescue [104]. Therefore, population size and genetic variation in the context of the intensity and duration of environmental selection pressures must be considered [105] to identify what part of the population (*i.e.*, the effective population size [106]) contributes to the next generation.
3. **Table 1.** Published studies investigating population level evolutionary responses to climate change (including ocean acidification) in marine species.

<table>
<thead>
<tr>
<th>Taxonomic Affiliation</th>
<th>Response Variable(s)</th>
<th>Driver</th>
<th>Method(s)</th>
<th>Evolutionary Response</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Spermatophyta:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Zostera marina</em></td>
<td>Growth rate</td>
<td>T</td>
<td>F</td>
<td>Genotypic complementarity</td>
<td>[107]</td>
</tr>
<tr>
<td></td>
<td>Survival</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Coccolithophyceae:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Emiliania huxleyi</em></td>
<td>Growth rate</td>
<td>OA</td>
<td>LS</td>
<td>Selection of genotypes</td>
<td>[108]</td>
</tr>
<tr>
<td></td>
<td>Production rate: (PIC)</td>
<td></td>
<td></td>
<td>Direct positive adaptation</td>
<td></td>
</tr>
<tr>
<td><strong>Gephyrocapsa oceanica</strong></td>
<td>Growth rate</td>
<td>OA</td>
<td>LS</td>
<td>Selection of genotypes (Adaptation)</td>
<td>[109]</td>
</tr>
<tr>
<td></td>
<td>Carbon fixation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diatomophyceae:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Thalassiosira pseudonana</em></td>
<td>Phytosynthetic</td>
<td>OA</td>
<td>LS</td>
<td>No adaptation</td>
<td>[110]</td>
</tr>
<tr>
<td></td>
<td>efficiency</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Anthozoa:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Acropora millepora</em></td>
<td>Thermal and</td>
<td>T</td>
<td>F</td>
<td>Natural selection</td>
<td>[111]</td>
</tr>
<tr>
<td></td>
<td>physiological tolerance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pocillopora damicornis</strong></td>
<td>Coral bleaching</td>
<td>T</td>
<td>CG</td>
<td>Local adaptation or acclimation</td>
<td>[112]</td>
</tr>
<tr>
<td></td>
<td>(thermal tolerance)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Bivalvia:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Mytilus trossulus</em></td>
<td>Growth rate</td>
<td>T</td>
<td>TE</td>
<td>Possible thermal adaptation</td>
<td>[113]</td>
</tr>
<tr>
<td></td>
<td>Survival</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gastropoda:</strong></td>
<td>Genetic polymorphism</td>
<td>T</td>
<td>SNP</td>
<td>Local adaptation</td>
<td>[114]</td>
</tr>
<tr>
<td><em>Haliotis rufescens</em></td>
<td></td>
<td></td>
<td></td>
<td>Genetic differentiation</td>
<td></td>
</tr>
<tr>
<td><strong>Polychaeta:</strong></td>
<td>Body size</td>
<td>OA</td>
<td>TE</td>
<td>Genetic adaptation</td>
<td>[26]</td>
</tr>
<tr>
<td><em>Platynereis dumerilii</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Amphipoda:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Orchestia gammarellus</em></td>
<td>Growth</td>
<td>T</td>
<td>LS</td>
<td>Selection</td>
<td>[115]</td>
</tr>
<tr>
<td></td>
<td>Thermal tolerance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cirripedia:</strong></td>
<td>Genetic polymorphism</td>
<td>T</td>
<td>TE</td>
<td>Balancing selection</td>
<td>[116]</td>
</tr>
<tr>
<td><em>Semibalanus balanoides</em></td>
<td></td>
<td></td>
<td></td>
<td>Local adaptation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Thermal plasticity</td>
<td></td>
<td>D</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Copepoda:</strong></td>
<td>Survival (LT$_{50}$)</td>
<td>T</td>
<td>LS</td>
<td>Low adaptation potential</td>
<td>[117]</td>
</tr>
<tr>
<td><em>Tigriopus californicus</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Thermal plasticity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Decapoda:</strong></td>
<td>Developmental rate</td>
<td>T</td>
<td>CG</td>
<td>Selection on variation</td>
<td>[118]</td>
</tr>
<tr>
<td><em>Uca pugnax</em></td>
<td></td>
<td></td>
<td></td>
<td>Local adaptation</td>
<td></td>
</tr>
<tr>
<td><strong>Echinoidea:</strong></td>
<td>Hatching success</td>
<td>T</td>
<td>QG</td>
<td>Genotype-by- environment interaction</td>
<td>[119]</td>
</tr>
<tr>
<td><em>Heliocidaris erythrogramma armigera</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Stronglylocentrotus purpuratus</strong></td>
<td>Gene expression:</td>
<td>T</td>
<td>CG</td>
<td>Selection of thermally sensitive genes</td>
<td>[120]</td>
</tr>
<tr>
<td></td>
<td>thermal resistance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Stronglylocentrotus purpuratus</strong></td>
<td>Larval body size</td>
<td>OA</td>
<td>CG</td>
<td>Heritability correlates with high-pCO$_2$</td>
<td>[121]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Centrostephanus rodgersii</strong></td>
<td>Cleavage and</td>
<td>T</td>
<td>QG</td>
<td>Heritable genetic variation for sires</td>
<td>[75]</td>
</tr>
<tr>
<td></td>
<td>gastrulation stage</td>
<td></td>
<td>OA</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Centrostephanus rodgersii</strong></td>
<td>Embryonic development</td>
<td>T</td>
<td>CG</td>
<td>Varying expansion of population</td>
<td>[122]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>OA</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Teleostei:</strong></td>
<td>Body shape</td>
<td>T</td>
<td>CG</td>
<td>Counter-gradient variation</td>
<td>[123]</td>
</tr>
<tr>
<td><em>Gadus morhua</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Fundulus heteroclitus</strong></td>
<td>Thermal tolerance</td>
<td>T</td>
<td>LS</td>
<td>Selection</td>
<td>[124]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Regulation of heat shock proteins</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Selective driver: abbreviated as T - temperature; OA - ocean acidification; ES - environmental stability; D - desiccation. Method: F - field experiment; LS - laboratory selection experiment; CG - common garden experiment; TE - transplant experiment; SNP - outlier SNP analysis; QG - quantitative genetics.

Populations may have an increased chance of persistence if they react to changing climatic conditions with higher phenotypic plasticity. Should this plasticity occur in a fitness-related trait, then this may present a heritable variation for selection to act upon (e.g., [23,125]). This mechanism would thereby allow for a faster non-mutational selection [126]. Populations that are maladapted to climate change will likely
experience an initial decline and thus, a reduced effective population size [127]. Phenotypic buffering, a type of phenotypic plasticity, represents an important mechanism for maintaining population performance under stressful conditions until adaptive evolution can “catch up” and sufficiently improve population fitness [23,128]. For example, genetically diverse populations of the seagrass *Zostera marina* (L., 1758) showed quicker recovery following sub-lethal temperature stress when compared to less diverse populations [107]. This buffering effect was expressed due to the complementarity of different genotypes (e.g., facilitation) that maintained ecosystem functioning, and may promote adaptive evolution [107].

4.2. Environmental Variability

The potential for adaptation under naturally low or fluctuating pH can be studied in regions of upwelling along the continental coast of (Western) North America [129]. A transcriptomic analysis of sea urchin larvae (*Strongylocentrotus purpuratus* Stimpson, 1857) collected from a naturally variable low pH upwelling site revealed that larvae under present day conditions initiated a robust transcriptional response, but only a muted response to near future conditions [130]. These exposures to transient extreme conditions may be sufficient to provide populations with a selection for tolerance (e.g., [131]). However, the question then becomes whether selection for one stressor will provide increased tolerance to another. Quantitative genetics is a technique that may help answer this type of question because it allows partitioning of the observed phenotypic variance of a population among relatives (with known genetic relatedness) into their environmental and genetic components [132], in a synchronic approach (*sensu* [23]). Numerous studies have demonstrated evolutionary adaptive capacity using quantitative genetics (as reviewed in [71]).

In the absence of mutations, adaptive evolution relies on the genetic variation in physiological tolerances [133], this is because in turn, the variation of physiological tolerances influences the likelihood of extinction [121,134]. These tolerance traits in natural populations are termed standing genetic variation, and arguably the most important influence maintaining this adaptive variation is spatially varying selection [135]. For most species, the temperature gradient across their distribution (e.g., 30 °C difference between the pole and equator [121]) will greatly exceed the expected future temperature change (3.7–4.8 °C, [136]). In contrast, pH gradients are often relatively homogenous when compared to predicted change (0.3–0.5 pH units by 2100 [136]; but see [129,137,138]). Therefore, populations may possess greater adaptive variation for temperature tolerance, but have less adaptive variation for pH tolerance [117].

It is crucial to distinguish between microevolutionary (genetic) and phenotypic (plastic) responses at the population level. Many past studies have lacked this focus, but identifying the drivers responsible for changes in fitness traits should be given more attention in future studies (e.g. [19,139]). Non-genetic evidence can also be lacking, missing potential patterns, such as in situations of counter gradient variation whereby genetic and environmental influence can oppose each other [140]. This was the case for the genetic divergence of body shape between two populations of juvenile Atlantic cod (*Gadus morhua* L., 1758), in which phenotypic differences were mitigated by environmental influences [123]. Even the positive, negative or neutral correlation between two fitness traits may accelerate, slow down, or not impact adaptive evolution [17]. As such, local environmental variability must be considered when determining population responses.

4.3. Modes of Population-Level Response

Examination of time series data reveals evolutionary responses to climate change, such as direct allochronic studies which include a mixture of populations that are on their way to adaptation or extinction (reviewed in depth by [102])). These studies can show that the selection of genotypes is an immediate
mechanism of population-level adaptation. Multi-generational analysis of selection of the coccolithophore (*Emiliania huxleyi* (Lohmann) Hay & Mohler, 1967) has provided evidence for evolutionary adaptation responses detected by selection of genotypes and direct positive adaptation to increased $p$CO$_2$ by mutation [108]. However, it is important to emphasise that the rate of adaptation for single-celled organisms, due to their fast generation times, will likely differ along with the mechanisms utilised when compared to multi-cellular organisms. Future studies should be optimised by an interdisciplinary approach, including abiotic changes driven by climate change, biological networks, and the relationship between the phenotypic and genetic analysis, for a better understanding of future climate change impacts on the evolution of populations.

5. Community Composition and Interactions

While studies of evolution on single species and populations are already underway (either *in situ* or in the laboratory), the potential of communities and ecosystems to evolve as a unit in response to changing environments has not yet received as much attention. This is partially due to the complex nature of communities. Another important reason is that for several decades, ecological and evolutionary time scales were thought to diverge widely and this has led to very different thought models of evolution and ecology [141]. In particular, it was thought that evolution takes place in time frames that cannot influence ecology, while the effect of ecology on evolution has been studied in some prominent examples. For instance, in the Atlantic cod (*Gadus morhua* L., 1758) fishing pressure led to earlier age at maturation [142]. However, the dynamic effect of evolution on ecology is an emerging field of study since it was recognised that evolution of ecologically relevant traits can influence contemporary communities [143,144].

If community composition is altered, the coevolution between interacting species will be driven and/or modified by their interactions within the community [145,146]. This diffuse coevolution means that the selection of a specific trait in one species may depend on the presence of another species [147], making species identity and uniqueness a plastic response in community-level responses [148]. Therefore, the effects of future climate change on communities will likely be complex [149], and influence the outcomes of competition, facilitation (e.g. [150]) and trophic interactions (e.g., predator-prey [151,152], and plant-herbivore [153,154]).
5.1. Changes to Community Dynamics

The fast population turnover of single-celled phytoplankton represents a great opportunity to study experimental evolution and to quantify evolutionary and plastic responses of populations to future climate change [155]. Phytoplankton communities represent a pivotal role in marine ecosystem functioning [155], forming the base of the marine food web and crucial for global biogeochemical cycles [156]. Under current conditions of dissolved inorganic carbon, many phytoplankton species are not fully saturated for growth and photosynthesis, and therefore, will benefit from the addition of CO$_2$ (e.g., [157–159]). However, any selection for fast growth, despite providing competitive ability through size (but see [160]), may come at the cost of reduced resilience to pCO$_2$ [161]. This was shown by a study ([161]) that used genetically distinct isolates of phytoplankton species (sixteen strains of the diatom *Skeletonema marinoi*, Sarno & Zingone 2005 and eight strains of dinoflagellate *Alexandrium ostenfeldii* (Paulsen) Balech & Tangen, 1985) and found that slow-growing cultures generally responded positively to elevated pCO$_2$, while fast-growing cultures either showed neutral or negative responses. Hence, the effects of climate change need to be considered holistically in terms of both ecological performance as well as physiological tolerance.

The enormous diversity of phytoplankton and the variety of environmental stressors makes it unthinkable to experimentally test all the possible trait responses in every phytoplankton group. The difficulty lies in establishing whether this evolutionary potential can be realised, and whether results from laboratory experiments can be related to natural populations (see [155]). Therefore, understanding the mechanistic effects of future climate change on key functional groups (e.g., [162]) will require a deeper understanding, across biological hierarchies, of the direct effects on their physiology (molecular and cellular), basic biology (whole-organism), as well as estimates of gene flow, population size, and recombination rates (population) [155].

In order to extrapolate from the organism and individual species’ responses to the community level, we also need to understand the response of the ecological interactions within the community. For example, any increased biomass associated with higher atmospheric CO$_2$ may be indirectly mediated by the presence of grazers (indirect trophic interactions, e.g., [163]), or regulated by heterotrophs of the same community (e.g., [164]). Similarly, phytoplankton responses associated with climate change can lead to bottom-up control (e.g., [165]), or, due to sufficient food availability to marine organisms may provide physiological homeostasis (e.g., *Mytilus edulis* L.; 1758 [166]). As such, if the effects of climate change differ between similar co-existing species (e.g., [167]), it may indirectly influence selection by causing ecological release; reducing the need for competitive traits.

In addition to the direct effects, future climate change may have indirect effects on other communities. Where CO$_2$ is a resource for organisms, it can play an important role leading to changes in community competition (e.g., [168]). For example, opportunistic turf- and mat-forming algae have been demonstrated to inhibit other taxa (e.g., [169]) and outcompete kelp recruitment (e.g., [170]), inducing phase shifts. Species in diverse communities tend to have lower effective population sizes compared to when they are in isolation due to the competitive interactions [171]. This typically increases the role of genetic drift compared to selection, and might reduce the rates of adaptive evolution [172]. Climate change might reduce those interspecific interactions (e.g., bottom-up control releasing resource limitation [165]) and thereby enhance the potential for adaptation, through reductions in genetic drift. Alternatively, climate change may increase competition (e.g., [173]) and amplify changes in mean population size, increasing extinction risks, as well as decreasing adaptation rates (Figure 1). This may be further exacerbated through co-extinctions, due to
increased habitat and biodiversity loss, whereupon one species is dependent on another that is already extinct [174].

The presence of co-occurring species might enable adaptation by initiating coevolutionary interactions (e.g., [175]), however, it has also been suggested that increasing biodiversity may begin to inhibit that subsequent adaptation (e.g. [171]). This is due to an increased number of species in an assemblage, increasing the chance that a current species will possess traits that would predispose the species towards favourable selection under future environmental conditions, and could restrict the opportunity of other co-occurring species to adapt. Species-specific adaptation mechanisms could ultimately feedback to influence ecosystem functioning [143]. For example, three bacterial species that were raised together had higher productivity compared to the same species that adapted in isolation [176]. This was due to the inter-specific competition that caused them to select for specialisations in their resource use (niche partitioning [177]), leading to a complementary adaptation [176]. Hence understanding whether the evolutionary potential can be realised will require investigations that utilise realistically diverse assemblages (e.g., [169, 173]). It does however, also raise the challenge of understanding whether future ecosystems will become sustained ecosystems (with fewer species that are selected for their favourable traits), or more evolved ecosystems as a whole. This is crucial given the extensive research regarding biodiversity and ecosystem multi-functionality in present day communities (for more details, see [178]).

5.2. Habitat Fragmentation and Biological Invasions

Anthropogenic climate change is expected to reorganise patterns of species diversity [179,180]. One possible approach for investigating the selection response using naturally assembled communities is through the use of natural analogues for future climate change, such as CO$_2$ vents [26], or coastal upwelling sites [114,181]. These areas provide long-term chronic exposure to novel environmental conditions, and allow experimental work to capture an organism’s response in fitness-related traits [26, 182], such as reproductive success. Moreover, organism responses will include carry-over effects (between life-history stages and trans-generationally), as well as being influenced by other ecological interactions, such as competition and trophic interactions. Yet, (a caveat) for those species that are not direct-developing, these sites may be confounded by larvae received from outside of the site, with different environmental conditions, likely reducing selection pressure.

For long-lived sessile foundation species, such as reef-building corals, evidence suggests that acclimatisation and adaptation will be essential for population persistence in the face of climate change [25], given that any range shifts are likely to be slow [183]. A recent transplant experiment utilising the table top coral (Acropora hyacinthus Dana, 1846) found that acclimatisation and adaptive responses (mirrored in the patterns of gene expression) allowed this faster-growing coral to inhabit areas of the reef that far exceeded their expected temperature tolerances [25]. This tolerance to elevated temperature might be associated with either the coral host (e.g., [48,184]), or their associated Symbiodinium (e.g., [185]). In contrast, experimental work investigating the coral reefs at the shallow volcanic CO$_2$ seeps (in Papua New Guinea) found an overall reduction in diversity and recruitment in the coral communities pre-acclimated to high pCO$_2$, thought to be associated with shifts in competitive interactions [173]. This highlights that the adaptive evolution of coral reef communities is possible and driven by abiotic factors (Court Jester hypothesis, [186]), however, community-level interactions (such as the increased competition in high pCO$_2$) may equal or exceed these fitness-related responses (i.e., survival), and lead to adaptive evolution being driven by biotic
factors (Red Queen hypothesis, [186]) Clearly, the relative roles of biotic and abiotic factors will be stressor-specific reaffirming the need to investigate the adaptive evolution responses with multiple stressors in realistic communities.

Biological invasions are important drivers of change in marine communities, particularly coastal communities (e.g., [187,188]). Increases in temperature may facilitate species’ range shifts, thereby aiding invasion [188]. One particular example of this is the ‘tropicalisation’ of the Mediterranean Sea, where, invasions and establishments have been made possible due to increasing annual mean temperatures all year around [189]. The integration of novel species may influence evolutionary processes by altering existing interactions (e.g., [190]) or population growth rates (see [191]). Alternatively, both the native and non-native species may be able to achieve coevolution if their co-existence can maximise their habitat use [192]. Although native species might be able to overcome the invasion of some non-natives, some may become less adapted to the new conditions and be out competed by invasive organisms, which exhibit greater adaptability or the ability to demonstrate strong fitness effects [188].

6. Future Directions

It is inevitable that increasing ocean acidification will be accompanied by changes in other abiotic factors, and therefore interactions with other stressors (i.e., temperature, nutrients, hypoxia or salinity) are extremely likely [193]. For both single and multiple stressors, there is a crucial need to incorporate the potential for adaptation to future climate change, to reliably determine the sensitivity and mechanisms for adaptation of marine organisms.

Adaptation capacity will be driven through a number of mechanisms with different taxonomic and functional groups utilising a variety of processes. Species with large population sizes and fast population turnover rates, such as phytoplankton, are likely to demonstrate the potential to achieve the adaptation rates required for future climate change (e.g., [108]), making them a model species for laboratory experimental evolution. However, these experiments will likely be carried out in the absence of more complex trophic and ecological interactions. In order to clarify the effects of anthropogenic climate change on community- and ecosystem-levels, future research should be directed towards identifying key species, and establishing their interactions with coexisting species, particularly if those ecological interactions vary with season or ontogeny [194,195]. The choice of species could be associated with the needs for either ecosystem’s services or functioning, such as the disproportionate role that coccolithophores play in the carbon-cycle, or societal needs, such as for food security, or possibly in an ecological context, being habitat forming or a keystone species.

Given the differential sensitivities and responses of different life-stages, future research needs to identify which life-stages are most affected by climate change and the key interactions (among species and to different climatic scenarios) within ecosystems [196]. The negative results from short-term studies on early life-stages often make it difficult to extrapolate to longer-term impacts [197–199], especially when multiple stressors interact, since the sensitivity of early life-stages may not be representative when responses are considered across all ontogeny and life-stages. The exposure of previous generations to environmental conditions will influence the response of subsequent generations (i.e., carry-over effects). As such, the use of chronic long term multigenerational experiments should contribute to our understanding of both developmental and trans-generational plasticity [108,155,198]. An additional important consideration is the current local-scale variability of environmental conditions. If the adverse conditions that we expect by the
end of the century are already being experienced by marine organisms, and are within the range of the current environmental variability (e.g., CO₂-enriched upwelling, Kiel Fjord, western Baltic Sea [138]), then these transient extreme conditions may result in a pre-selection for tolerance (e.g., [131]). This pre-selection might be achieved through the divergent selection of specific genes in candidate loci (e.g., [114]), and contribute to the maintenance of positive life-history traits.

Phenotypic plasticity may provide the potential for species to achieve sufficient tolerance in the short-term, such that they may actually be able to achieve adaptation to environmental change. To attain a mechanistic understanding of this process will require an interdisciplinary approach, including investigations at different levels of biological hierarchy. This is because the capacity of a species’ phenotypic plasticity might be set at the cellular level, for example through changes in oxygen demand via mitochondrial activity. However, it is important to consider that these responses might be first observed through changes in abundance (or distribution), using more phenomenological approaches at the population level. Alternatively, the persistence of a species could be attributed to its dispersal ability and the availability of suitable habitat and hence potential spatial scale of gene flow. As such, research needs to be carried out at biologically-relevant scales. Therefore, a crucial first step in understanding responses at the population level will require linking the intra-individual physiology (e.g., transcriptional and cellular responses) to the fitness-related traits of the whole-organism, in order to more reliably estimate the effects of climate change on contemporary population demographics into the future.

7. Conclusions

Biotic factors such as competition and trophic interactions shape marine communities at local spatial scales and over relatively short timescales. Other extrinsic factors, such as oceanic and atmospheric environmental conditions will influence patterns of biodiversity over longer timescales, and at regional or global scales [186]. Since climate change is occurring rapidly, it is likely that biotic interactions may play a more important role, compared to abiotic factors, when it comes to evolution (i.e., the Red Queen hypothesis [200]). As such, establishing the association between local environmental conditions and the genomic-physiological features of key species, that are known to be influential in communities (including their interactions with co-existing species), should elucidate how community processes will be affected, and whether evolutionary potential can be realised. However, investigating broader spatial scales will require determining the link between the genomic-physiological responses of contemporary populations and population dynamics. This could establish a deeper understanding between the physiological stress responses of marine organisms to both biotic and abiotic factors, and critical (yet often unknown) demographic processes such as effective population size.

Both adaptation and acclimatisation may enable organisms to persist in future oceans, and understanding how factors at different levels of biological hierarchy will influence these important evolutionary responses to climate change is crucial. Future research needs to investigate biological responses both spatially and temporally, by utilising spatially representative replication across different scientific disciplines and research institutes, in an effort to integrate responses and adaptive mechanisms at regional or global scales. This will help to achieve direct comparisons and a more integrative picture of the responses at the community and ecosystem levels. Only then can we establish whether the future organisational structure of marine ecosystems will resemble the communities of today, and what role acclimatisation and adaptation will play in the persistence of marine organisms.
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