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Several studies have indicated that interacting with social robots in educational contexts 
may lead to a greater learning than interactions with computers or virtual agents. As such, 
an increasing amount of social human–robot interaction research is being conducted 
in the learning domain, particularly with children. However, it is unclear precisely what 
social behavior a robot should employ in such interactions. Inspiration can be taken from 
human–human studies; this often leads to an assumption that the more social behavior 
an agent utilizes, the better the learning outcome will be. We apply a nonverbal behavior 
metric to a series of studies in which children are taught how to identify prime numbers 
by a robot with various behavioral manipulations. We find a trend, which generally agrees 
with the pedagogy literature, but also that overt nonverbal behavior does not account 
for all learning differences. We discuss the impact of novelty, child expectations, and 
responses to social cues to further the understanding of the relationship between robot 
social behavior and learning. We suggest that the combination of nonverbal behavior 
and social cue congruency is necessary to facilitate learning.

Keywords: human–robot interaction, robot tutors, social behavior, child learning, nonverbal immediacy

1. inTrODUcTiOn

The efficacy of robots in educational contexts has been demonstrated by several researchers when 
compared to not having a robot at all and when compared to other types of media, such as virtual 
characters (Han et al., 2005; Leyzberg et al., 2012; Tanaka and Matsuzoe, 2012; Alemi et al., 2014). 
One suggestion for why such differences are observed stems from the idea that humans see comput-
ers as social agents (Reeves and Nass, 1996) and that robots have increased social presence over other 
media as they are physically present in the world (Jung and Lee, 2004; Wainer et al., 2007). If the 
social behavior of an agent can be improved, then the social presence will increase and interaction 
outcomes should improve further (for example, through social facilitation effects (Zajonc, 1965)), 
but it is unclear how robot social behavior should be implemented to achieve such aims.

This has resulted in researchers exploring various aspects of robot social behavior and attempting 
to measure the outcomes of interactions in educational contexts, but a complex picture is emerging. 
While plenty of literature is available from pedagogical fields which describe teaching concepts, there 
are rarely examples of guidance for social behavior at the resolution required by social roboticists 
for designing robot behavior. The importance of social behavior in teaching and learning has been 
demonstrated between humans (Goldin-Meadow et al., 1992, 2001), but not enough is known for 
implementation in human–robot interaction (HRI) scenarios. This has led researchers to start 
exploring precisely how a robot should behave socially when information needs to be communicated 
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to, and retained by, human learners (Huang and Mutlu, 2013; 
Kennedy et al., 2015d).

In this article, we seek to establish what constitutes appropriate 
social behavior for a robot with the aim of maximizing learning 
in educational interactions, as well as how such social behavior 
might be characterized across varied contexts. First, we review 
work conducted in the field of HRI between robots and children 
in learning environments, finding that the results are somewhat 
mixed and that it is difficult to draw comparisons between studies 
(Section 2.1). Following this, we consider how social behavior 
could be characterized, allowing for a better comparison between 
studies and highlighting immediacy as one potentially useful 
metric (Section 2). Immediacy literature is then used to generate 
a hypothesis for educational interactions between robots and 
children. In an evaluation to test this hypothesis, nonverbal 
immediacy scores are gathered for a variety of robot behaviors 
from the same context (Section 3). While the data broadly agrees 
with the predictions from the literature, there are important 
differences that are left unaccounted for. We discuss these differ-
ences and draw on the literature to hypothesize a possible model 
for the relationship between robot social cues and child learning 
(Section 2.5). The work contributes to the field by furthering our 
understanding of the impact of robot nonverbal social behavior 
on task outcomes, such as learning, and by proposing a model that 
generates predictions that can be objectively assessed through 
further empirical investigation.

2. relaTeD WOrK

2.1. robot social Behavior and child 
learning in hri
There are many examples of compelling results, which sup-
port the notion that the physical presence of a robot can have 
a positive impact on task performance and learning. Leyzberg 
et  al. (2012) found that adults who were tutored by a physical 
robot significantly outperformed those who interacted with a 
virtual character when completing a logic puzzle. A controlled 
classroom-based study by Alemi et al. (2014) employed a robot to 
support learning English from a standard textbook over 5 weeks 
with a (human) teacher. In one condition, normal delivery was 
provided, and in the other, this delivery was augmented with 
a robot that was preprogrammed to explain words through 
speech and actions. It was found that using a robot to supple-
ment teaching over this period led to significant child learning 
increases when compared to the same material being covered by 
the human teacher without a robot. This is strong evidence for 
the positive impact that robots can have in education, which has 
been supported in other scenarios. Tanaka and Matsuzoe (2012) 
also found that children learn significantly more when a robot is 
added to traditional teaching, both immediately after the experi-
ment and after a delayed period (3–5  weeks later). Combined, 
these findings suggest that the use of a physically embodied robot 
can positively contribute to child learning.

Aspects of a robot’s nonverbal social behavior have been inves-
tigated in one-on-one tutoring scenarios with mixed results. Two 
studies in the same context by Kennedy et al. (2015c) and Kennedy 

et al. (2015d) have found that the nonverbal behavior of a robot 
does have an impact on learning, but that the effect is not always 
in agreement with predictions from the human–human interac-
tion (HHI) literature. These studies will be considered in more 
detail in Section 3. Similarly, Herberg et al. (2015) found that the 
HHI literature would predict an increase in learning performance 
with increased gaze of a robot toward a pupil, but the opposite was 
observed: an Aldebaran NAO would look either toward or away 
from a child while they completed a worksheet based on material 
they had learnt from the robot, but this was not found to be the 
case. However, Saerbeck et al. (2010) varied socially supportive 
behaviors of a robot in a novel second language learning scenario. 
These behaviors included gestures, verbal utterances, and emo-
tional expressions. Children learnt significantly more when the 
robot displayed these socially supportive behaviors.

The impact on child learning of verbal aspects of robot behavior 
has also been investigated. Gordon et al. (2015) developed robot 
behaviors to promote curiosity in children with the ultimate aim 
of increased learning. While the children were reciprocal in their 
curiosity, their learning did not increase as the HHI literature 
would predict. Kanda et al. (2012) compared a “social” robot to 
a “non-social” robot, operationalized through verbal utterances 
to children when they are completing a task. Children showed a 
preference for the social robot, but no learning differences were 
found.

Ultimately, it is a difficult task to present a coherent overview 
of the effect of robot social behavior on child learning, with many 
results appearing to contradict one another or not being compa-
rable due to the difference in learning task or behavioral context. 
More researchers are now using the same robotic platforms and 
peripheral hardware than before (quite commonly the Aldebaran 
NAO with a large touchscreen, e.g., Baxter et al. (2012)), but there 
remain few other similarities between studies. Behavior of various 
elements of the system is reported alongside learning outcomes, 
but it is difficult to translate from these descriptions to something 
that can be compared between studies. As such, it becomes almost 
impossible to determine if differing results between studies (and 
discrepancies with HHI predictions) are due to differences in 
robot behavior, the study population, other contextual factors, or 
indeed a combination of all three. It is apparent that a charac-
terization of the robot social behavior would help to clarify the 
differences between studies and provide a means by which certain 
factors could be accounted for in analysis; this will be explored in 
the following section.

2.2. characterizing social Behavior 
through nonverbal immediacy
To allow researchers to make clearer comparisons between 
studies and across contexts, a metric to characterize the social 
behavior of a robot is desirable. Various metrics have been used 
before in HRI. Retrospective video coding has been used in sev-
eral HRI studies as a means of measuring differences in human 
behavioral responses to robots, for example, the studies by Tanaka 
and Matsuzoe (2012); Moshkina et  al. (2014); Kennedy et  al. 
(2015b). However, this method of characterizing social behavior 
is incredibly time consuming, particularly when the coding of 
multiple social cues is required. Furthermore, it provides data 
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for social cues in isolation and does not easily provide a holistic 
characterization of the behavior. It is unclear what it means if the 
robot gazes for a certain number of seconds at the child in the 
interaction and also performs a certain number of gestures; this 
problem is exacerbated when a task context changes. The percep-
tion of the human directly interacting with the robot is also not 
accounted for. It is suggested that the direct perception of the 
human within the interaction is an important one, as they are the 
one being influenced by the robot behavior in the moment. This 
cannot be captured through post hoc video coding.

The Godspeed questionnaire series developed by Bartneck 
et al. (2009b) has been used in many HRI studies to measure users’ 
perception of robots (Bartneck et  al., 2009a; Ham et  al., 2011). 
The animacy and anthropomorphism elements of the scale in par-
ticular consider the social behavior and perception of the robot. 
However, it is not particularly suited to use with children due to the 
language level (i.e., use of words such as “stagnant,” “organic,” and 
“apathetic”). It may also be that the questionnaire would measure 
aspects of the robot not directly related to social behavior as it is 
asking about more general perceptions. While this could be of use 
in many studies, for the aim of characterizing social behavior in 
the case here, these aspects prevent suitable application.

Nonverbal immediacy (NVI) was introduced in the 1960s by 
Mehrabian (1968) and is defined as the “psychological availabil-
ity” of an interaction partner. Immediacy is further introduced as 
being a measure that indicates “the attitude of a communicator 
toward his addressee” and in a general form “the extent to which 
communication behaviors enhance closeness to and nonverbal 
interaction with another” (Mehrabian, 1968). A number of 
specific social behaviors are listed (touching, distance, forward 
lean, eye contact, and body orientation) to form a part of this 
measure, which were later utilized by researchers that sought to 
create and validate measuring instruments for NVI. However, 
it is also this feature that makes NVI a particularly enticing 
prospect for designers of robot behavior, as the social cues used 
in the measure are explicit (which is often not the case in other 
measures of perception commonly used in the field, e.g., Bartneck 
et al. (2009b)). A reasonable volume of data also already exists 
for studies considering immediacy, with over 80 studies (and 
N nearly 25,000) from its inception to 2001 (Witt et  al., 2004) 
and more since. This provides a context for NVI findings in HRI 
scenarios and a firm grounding in the human–human literature 
from which roboticists can draw.

Several versions of surveys have been developed and validated 
for measuring the nonverbal immediacy of adults (Richmond 
et al., 2003). Surveys have also been developed for verbal imme-
diacy (Gorham, 1988), but their ability to measure precisely 
the concept of verbal immediacy remains the subject of debate 
(Robinson and Richmond, 1995). Both verbal and nonverbal 
measures consider observed overt behavior more than, but not 
excluding, perceptions. Immediacy has recently been used in HRI 
as a means of motivating robot behavior manipulations (Szafir 
and Mutlu, 2012) and characterizing social behavior (Kennedy 
et al., 2017).

There is a consensus on the instruments used to measure 
nonverbal immediacy (whereas this is less clear for verbal imme-
diacy), and it is also transparent in terms of how participants are 

judging the robot. The Godspeed questionnaire is a useful tool for 
gathering perceptions, but nonverbal immediacy is clearly meas-
uring overt social behavior, and so it is ideal given our scope of 
trying to characterize social behavior (often with children). Use 
of the NVI metric brings several other advantages to researchers 
in HRI and for robot behavior designers. The NVI metric can 
be used as a guideline for an explicit list of social cues available 
for manipulation as a part of robot behavior. Characterization 
of robot social behavior at this relatively low level is not read-
ily available in other metrics. This provides a useful first step 
in designing robot behavior but also a means of evaluating and 
modifying future social behaviors. NVI constitutes part of an 
overall social behavior; hence NVI is treated as a characterization 
of the overall behavior, not a complete description or definition. 
Not all aspects of sociality or interaction are addressed through 
the measure, but to the knowledge of the authors, nor are these 
aspects fully covered by any other validated metric.

The NVI metric can be used with either the subjects them-
selves or with observers (during or after the interaction). This 
permits flexibility depending on the needs of the researcher. It 
is not always practical to collect such data from participants (for 
example, when they are young children or following an already 
lengthy interaction), so having the flexibility to gather these data 
post hoc is advantageous. Due to this mixture of practical and 
theoretical benefits, nonverbal immediacy (NVI) will be adopted 
as a social behavior characterization metric for this article.

Immediacy has been validated through physical manipulation 
of some of the social cues, specifically eye gaze and proximity, 
to ensure that the phenomenon indeed works in practice and is 
not a product of affect or bias in survey responses (Kelley and 
Gorham, 1988). It was indeed found that the physical manipula-
tions that were made which would lead to a higher immediacy 
score (standing closer and providing more eye gaze) did lead to 
increased short-term recall of information. While there is clearly 
a difference between recall and learning, recall of information is 
a promising first step to acquiring new understanding and skills. 
These results were hypothesized to exist in the other immediacy 
behaviors (such as gestures) as well. Overall, the link between 
teacher immediacy and student learning is hypothesized to be a 
positive one, as reflected in the meta-review by Witt et al. (2004) 
and many studies (Comstock et al., 1995; McCroskey et al., 1996; 
Christensen and Menzel, 1998). Thus, this prediction can be 
tested in human–robot interaction, where the robot takes the 
role of the tutor. As a result, we generate the following hypothesis:

H1. A robot tutor perceived to have higher immediacy leads 
to greater learning than a robot perceived to have lower 
immediacy.

3. aPPlYing nOnVerBal iMMeDiacY 
TO hri

In this section, an evaluation of nonverbal immediacy (NVI) in 
the context of cHRI is described. The aim is to explore whether the 
characterization that it provides can account for the differences 
between robot behaviors and learning outcomes of children. The 
wealth of literature that explores NVI in educational scenarios is 
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FigUre 1 | (left) still image from a human–robot interaction (specifically, the “social” condition), and (right) still image from the human–human 
condition. The tutor (either robot or human) teaches children how to identify prime numbers using the Sieve of Eratosthenes method using a large horizontal 
touchscreen as a shared workspace. The robot can “virtually” move numbers on screen (numbers move in correspondence with robot arm movements, but physical 
contact is not made with the screen).
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generally in agreement that higher NVI of an instructor is posi-
tively correlated with learning outcomes of students. We evaluate 
4 differently motivated robot behaviors and a human in a one-to-
one maths-based educational interaction with children. The aim 
is to use these data to provide a comparison between behavioral 
manipulations to test predictions from the HHI immediacy lit-
erature regarding social behavior.

3.1. Task Design and Measures
All five behaviors under consideration use the same context 
and broader methodology. Children aged 8–9 years are taught 
how to identify prime numbers between 10 and 100 using a 
variation on the Sieve of Eratosthenes method. They interact 
with a tutor: in 4 conditions, this is an Aldebaran NAO robot, 
and in 1 condition, this is a human (Figure 1). Children complete 
pretests and posttests in prime number identification, as well 
as pretests and posttests for division by 2, 3, 5, and 7 (skills 
required by the Sieve of Eratosthenes method for numbers 
in the range used) on a large touchscreen. The tutor provides 
lessons on primes and dividing by 2, 3, 5, and 7 (Figure  2). 
In all cases, an experimenter briefs the child and introduces 
the child to the tutor. The experimenter remains in the room 
throughout the interaction, but out of view of the child. Two 
cameras record the interactions; one is directed toward the child 
and one toward the tutor. Interactions with the tutor would 
last for around 10–15  min, with an additional 5  min required 
afterward in conditions where nonverbal immediacy surveys 
were completed (details to follow).

At the start of the interaction, the children complete a pretest 
in prime numbers on the touchscreen without any feedback 
from the screen or the tutor. A posttest is completed by the 
children at the end of the interaction; again no feedback is 
provided to the child so as not to influence their categorizations. 
Two tests are used in a cross-testing strategy, so children have 
a different pretest and posttest, and the tests are varied as to 
whether they are used as a pretest or posttest. The tests require 
the children to categorize numbers as “prime” or “not prime” 
by dragging and dropping numbers on screen into the category 
labels. Each test has 12 numbers, so by chance, a score of 6 
would be expected (given 2 possible categories 50% is chance). 
Learning is measured through the improvement in child score 

from the prime number pretest to posttest. By considering the 
improvement, any prior knowledge (correct or otherwise) or 
deviation in division skill is factored in to the learning measure. 
The mean and SD score (of 12) for the pretests are compared 
to those of the posttest to calculate the learning effect size 
(Cohen’s d) for each condition.

The prime number task was selected in consultation with 
education professionals to ensure that it was appropriate for the 
capabilities of children of this age. Children of this age have not 
yet learnt prime number concepts in school, but do have sufficient 
(but imperfect) skills for dividing by 2, 3, 5, and 7 as required 
by the technique for calculating whether numbers are prime. 
During the division sections of the interaction, the tutor provides 
feedback on child categorizations.

Nonverbal immediacy (NVI) scores are collected through 
questionnaires. For children, this was done after the interaction 
with the tutor had been completed, for adults, this was online 
(details in Section 3.4). A standard nonverbal immediacy ques-
tionnaire was adapted for use with children by modifying some 
of the language; the original and modified versions alongside the 
score formula can be seen online.1 Both the Robot Nonverbal 
Immediacy Questionnaire (RNIQ) and Child-Friendly Nonverbal 
Immediacy Questionnaire (CNIQ) were used depending on 
condition for children. Adults had the same questionnaire but 
with “the child” in place of “you” as they were observing the 
interaction, rather than participating in it. The questionnaire 
consists of 16 questions about overt nonverbal behavior of the 
tutor. Each question is answered on a 5-point Likert scale, and a 
final immediacy score is calculated by combining these answers. 
Some count positively toward the nonverbal immediacy score, 
whereas some count negatively, depending on the wording of the 
question. The version in the Appendix shows the questionnaire 
used for this study when a robot (as opposed to a human) tutor 
was used as this has been validated for use in HRI (Kennedy 
et al., 2017) and corresponds to the validated version from prior 
human-based literature (Witt et al., 2004).

Existing immediacy literature extensively uses adults (often 
students) as subjects; studies with children are rare. Prior work 

1 http://goo.gl/UoL5QM, also included as an Appendix.
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FigUre 2 | Task structure—the top section is led by the tutor and is aimed at teaching children how to calculate whether a number is prime. The 
bottom section consists of completing the nonverbal immediacy questionnaire—this is done after the interaction for 3 of the child conditions and via online videos to 
get adult responses. Dark purple boxes (pretest, posttest, and immediacy questionnaire) are the metrics under consideration in this article.

5

Kennedy et al. Robot Tutor Nonverbal Social Behavior

Frontiers in ICT | www.frontiersin.org April 2017 | Volume 4 | Article 6

has been conducted with the adapted nonverbal immediacy 
scale for use with robots and children (Kennedy et al., 2017); 
however, the task in this article is novel in this context (one-
to-one interactions instead of group instruction). Children 
present unique challenges when using questionnaire scales, 
such as providing different answers for negatively worded 
questions to positively worded ones (Borgers et  al., 2004) or 
trying to please experimenters (Belpaeme et al., 2013), which 
can consequently make it difficult to detect differences in 
responses (Kennedy et al., 2017). As children are not well rep-
resented in immediacy literature, using adults for NVI scores 
more tightly grounds our hypotheses and assumptions to the 
existing literature. However, NVI ratings are collected from 
children in robot conditions in which NVI is intentionally 
manipulated. As the nonverbal immediacy was intentionally 
manipulated between these conditions, and the adult results 
can provide some context, we can observe whether children do 
perceive the manipulation on this scale, potentially broadening 
the applicability of our findings.

3.2. conditions
A total of 5 conditions are used in this evaluation.2 As described in 
the introduction, an often adopted approach to social behavioral 
design is to consider how a human behaves and reproduce that 
(insofar as is possible) on the robot. As such, we use 2 conditions, 
seeking to follow and also invert this approach. We additionally 
use 2 conditions derived from the NVI literature, again seeking to 
maximize and minimize the behaviors along this scale. The final 
condition is a human benchmark. Further details for each can be 
seen in Table 1 and below:

 1. “Social” robot (SR)—this condition is derived from observa-
tions of an expert human–human tutor completing this task 
with 6 different children. This condition reflects a human 

2 Please note that while some data have previously been published for all of these 
conditions (Kennedy et al., 2015c,d, 2016), this article presents both novel data 
collection and different analysis perspectives in a new context to the prior work.
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TaBle 1 | Operationalization of the differences in nonverbal behavior 
between the conditions considered in the study presented in this article.

condition Motivation nonverbal behavior Other 
manipulations

“Social” 
robot (SR)

Based on 
a human 
model of  
the task

Seeks mutual gaze with child, 
frequent arm gestures

Uses child name, 
personalizes 
number of 
items in division 
posttests, 
“positive” 
feedback, 
variable 
feedback

“Asocial” 
robot (AR)

“Inverse” of 
the above 
human 
model

Avoids child gaze, frequent but 
mistimed arm gestures

Blunt feedback, 
repetitive 
feedback

High NVI 
robot (HNVI)

Intended to 
maximize the 
nonverbal 
immediacy

Seeks mutual gaze with child, 
frequent head/gaze movement, 
frequent arm gestures, lean 
forwards, continuous small 
upper body movements

Low NVI 
robot (LNVI)

Intended to 
minimize the 
nonverbal 
immediacy

Avoids child gaze, infrequent 
head/gaze movement, no arm 
gestures, TTS parameters 
modified to give “dull” voice, 
lean backward, rigid/no upper 
body movements

Human (HU) Human 
benchmark

No instructions given for 
nonverbal behavior

Further notes are provided about any other manipulations made besides nonverbal 
behavior.
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model-based approach to designing the behavior. The social 
behavior of the tutor was analyzed through video coding, 
and these behaviors were implemented on the robot where 
possible.

 2. “Asocial” robot (AR)—this condition considers the behav-
ior generated for the SR condition and seeks to “invert” it. 
That is, the behavior is intentionally manipulated such that 
an opposite implementation is produced, for example, the 
SR condition seeks to maximize mutual gaze, whereas this 
condition actively minimizes mutual gaze. The quantity of 
social cues used in this condition is exactly the same as the 
SR condition above; however, the placement of these cues is 
varied (for example, a wave would occur during the greeting 
in SR, but during an explanation in AR).

 3. High NVI robot (HNVI)—this condition uses the literature to 
drive the behavioral design. The behavior is derived from con-
sidering how the social cues within the nonverbal immediacy 
scale can be maximized. For example, the robot will seek to 
maximize gaze toward the child and make frequent gestures.

 4. Low NVI robot (LNVI)—this condition is intended to be 
the opposite to the HNVI condition. Again, the nonverbal 
immediacy literature is used to drive the design, but in this 
case, all of the social cues are minimized. For example, the 
robot avoids gazing at the child and makes no gestures.

 5. Human (HU)—this is a human benchmark. The human fol-
lows the same script for the lessons as the robot, but they are 

not constrained in their social behavior. The intention here is 
that we can then acquire data for a “natural”, non-robot inter-
action where the social behavior is not being manipulated; this 
can then be used to provide context for the robot conditions.

A summary of the motivations for the conditions and the 
operationalization of the differences between conditions can be 
seen in Table 1. Further implementation details can be seen in 
“Robot Behavior.” While the Aldebaran NAO platform cannot 
be manipulated for some of the cues involved in the nonverbal 
immediacy measure given the physical setup and modalities of 
the robot (i.e., smiling and touching), it has been manipulated on 
all of the other cues possible. This leaves only 4 of the 16 questions 
(2 of 8 cues) not manipulated in the metric. Specifically, these are 
questions 4, 8, 9, and 13, as seen in the Appendix, pertaining to 
frowning/smiling and touching.

3.2.1. Robot Behavior
Throughout the division sections of the interaction, the tutor 
(human or robot) would provide feedback on child categoriza-
tions and could also suggest numbers for the child to look at 
next. This was done through moving a number to the center of 
the screen and making a comment such as “why don’t you try 
this one next?” The tutor would also provide some prescripted 
lessons (Figure 2) that would include 2 example categorizations 
on screen. These aspects are central to the delivery of the learn-
ing content, so are maintained across all conditions to prevent a 
confound in learning content.

All robot behavior was autonomous, apart from the experi-
menter clicking a button to start the system once the child was sat in 
front of the touchscreen. The touchscreen and a Microsoft Kinect 
were used to provide input for the robot to act in an autonomous 
manner. The touchscreen would provide information to the robot 
about the images being displayed and the child moves on screen, 
the Kinect would provide the vector of head gaze for the child 
and whether this was toward the robot. Through these inputs, 
the robot behavior could be made contingent on child actions, 
for example, by providing verbal feedback after child moves (in 
all conditions), or manipulating mutual gaze. In all robot condi-
tions, the robot gaze was contingent on the child’s gaze, but with 
differing strategies depending on the motivation of the condition. 
The AR and LNVI conditions would actively minimize mutual 
gaze by intentionally avoiding looking at the child, whereas the 
SR and HNVI conditions would actively maximize mutual gaze 
by looking at the child when data from the Kinect indicated that 
the child was looking at the robot. Robot speech manipulation 
executed in the LNVI condition to make the robot voice “dull” 
was achieved through lowering the vocal shaping parameter of 
the TTS engine (provided by Acapela).

Due to the human model-based approach, some personaliza-
tion aspects such as use of child name were included as part of the 
social behavior in the SR condition. This was not done in the NVI 
conditions as these manipulations are not motivated through the 
NVI metric. The HNVI condition also addresses more of the NVI 
questionnaire items (leaning forward and continuous “relaxed” 
upper body movements) than the SR condition due to this dif-
ference in motivation. The AR condition has the same quantity 
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TaBle 2 | subject numbers by condition and average ages for adult 
participants by condition.

condition child N adult N adult M age, SD in 
brackets

child 
immediacy 

scores 
collected?

Low NVI robot 12 33 31.5 (12.2) Yes
High NVI robot 11 31 35.6 (11.7) Yes
Social robot 12 33 29.0 (10.4) No
Asocial robot 11 30 39.0 (12.2) No
Human 11 30 32.9 (12.3) Yes

TaBle 3 | adult and child nonverbal immediacy ratings and child learning 
(as measured through effect size between pretests and posttests for 
prime numbers) by tutor condition.

condition adult M nVi rating  
[95% CI]

child M nVi 
rating [95% CI]

child  
learning (d)

Low NVI robot 40.2 [38.1, 42.2] 51.0 [47.6, 54.4] 0.30
High NVI robot 48.4 [46.9, 50.0] 55.1 [52.3, 57.6] 0.67
Social robot 49.0 [47.6, 50.4] N/A 0.51
Asocial robot 48.5 [46.1, 50.8] N/A 0.89
Human 47.7 [45.3, 50.1] 54.4 [52.9, 55.9] 0.89
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of behavior as the SR condition, whereas the LNVI has a lack 
of behavior. As a concrete example, the AR condition includes 
inappropriately placed gestures, whereas the LNVI condition 
includes no gestures. Consequently, the LNVI and HNVI condi-
tions provide useful comparisons both to one another and to the 
SR and AR conditions.

3.3. Participants
To provide NVI scores for all 5 conditions, video clips of the con-
ditions were rated by adults. Nonverbal immediacy scores were 
also acquired at the time of running the experiments for 3 of the 
5 conditions (high and low NVI robot and human) from children 
through paper questionnaires (Table  2). These scores allow a 
check that the NVI manipulation between the robot conditions 
could be perceived by the children, with the adult data provided 
context for these ratings. Written informed consent from parents/
guardians was received for the children to take part in the study, 
and they additionally provided verbal assent themselves, in 
accordance with the Declaration of Helsinki. Written informed 
consent from parents/guardians and verbal assent from children 
were also received for the publication of identifiable images. The 
protocol was reviewed and approved by the Plymouth University 
ethics board. Table 2 shows numbers of participants per condi-
tion and average ages for the adult conditions; all children were 
aged 8 or 9 years old and were recruited through a visit to their 
school, where the experiment took place.

3.4. adult nonverbal immediacy  
score Procedure
Videos shown to adults to acquire nonverbal immediacy scores 
were each 47 s long. The videos contained both the interaction 
video (42 s) and a verification code (5 s; details in the following 
paragraph). The length of video was selected to be 42  s as the 
literature suggests that at least around 6 s are required to form a 
judgment of social behavior (Ambady and Rosenthal, 1993), and 
there was a natural pause at 42 s in the speech in all conditions so 
that it would not cut part-way through a sentence. The interaction 
clips were all from the start of an interaction, so the same infor-
mation was being provided by the tutor to the child in the clip.

To provide sufficient subject numbers for all of the conditions, 
an online crowdsourcing service3 was used. The participants were 

3 http://www.crowdflower.com/.

restricted to the USA and could only take part if they had a reliable 
record within the crowdsourcing platform. A test question was 
put in place whereby participants had to enter a 4 digit number 
into a text box. This number was shown at the end of the video 
for 5 s (the video controls were disabled so it could not be paused 
and the number would disappear after the video had finished). 
A different number was used for each video. If the participants 
did not enter this number correctly, then their response was dis-
carded. The crowdsourcing platform did not allow the prevention 
of users completing multiple conditions, so any duplicates were 
removed, i.e., only those seeing a video for the first time were kept 
as valid responses. A total of 366 responses were collected, but 209 
were discarded as they did not answer the test question correctly, 
the user had completed another condition,4 or the response was 
clearly spam (for example, all answers were “1”). This left 157 
responses across 5 conditions; 90M/67F (Table 2).

4. resUlTs

When performing a one-way ANOVA, a significant effect is 
found for condition seen, showing that the robot behavior 
influences perceived nonverbal immediacy; F(4,152)  =  14.057, 
p < 0.001. Post hoc pairwise comparisons with Bonferroni cor-
rection reveal that the adult-judged NVI of the LNVI condition 
is significantly different to all other conditions (p  <  0.001 in 
all cases), but no other pairwise comparisons are statistically 
significant at p <  0.05. The nonverbal immediacy score means 
and learning effect sizes for each condition can be seen in Table 3. 
Children learning occurs in all conditions. Generally, it can be 
seen that the conditions with higher rated nonverbal immediacy 
lead to greater child improvement in identifying prime numbers.

While significance testing provides an indication that most 
of the conditions are similar (at least statistically) in terms of 
NVI, additional information for addressing the hypothesis can 
be gleaned by considering the trend that these data suggest 
(Figure  3). A strong positive correlation is found between the 
(adult) NVI score of the conditions and the learning effect sizes 
(Cohen’s d) of children who interacted in those conditions 
(r(3) = 0.70, p = 0.188). This correlation is not significant, likely 
due to the small number of conditions under consideration, but 
the strength of the correlation suggests that a relationship could 
be present.

4 The majority of exclusions were due to users having completed another condition, 
thereby impairing the independence of the results.
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FigUre 4 | nonverbal immediacy scores as judged by the children in the interaction and learning effect sizes for the prime number task. The dotted 
green line indicates a trend toward greater perceived nonverbal immediacy of the tutor leading to increased learning. Error bars show 95% confidence interval.

FigUre 3 | nonverbal immediacy scores as judged by adults and learning effect sizes for the prime number task. The dotted green line indicates a trend 
toward greater nonverbal immediacy of the tutor leading to increased learning. Error bars show 95% confidence interval.
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When the immediacy scores provided by the children who 
interacted with the robot are also considered, a similar pattern 
can be seen (Figure 4). The adult and child immediacy ratings 
correlate well, with a strong positive correlation (r(1)  =  1.00, 
p  <  0.001). There is also a strong positive correlation for the 
children between immediacy score of the conditions and the 
learning effect sizes (Cohen’s d) in those conditions (r(1) = 0.86, 
p  =  0.341). Again, significance is not observed, but the power 
of the test is low due to the number of data points available for 
comparison. The strong positive correlations between child 
immediacy scores and learning and adult immediacy scores and 
learning provide some support for hypothesis H1 (that higher 
tutor NVI leads to greater learning), but further data points 
would be desired to explore this relationship further. It should 
be noted that we consider the results of 57 children and 157 
adults across 5 conditions; acquiring further data points for more 

behaviors (and deciding what these behaviors should be) would 
be a time-consuming task.

5. DiscUssiOn

There is a clear trend in support of hypothesis H1: that a tutor 
perceived to have higher immediacy leads to greater learning. 
As such, increasing the nonverbal immediacy behaviors used 
by a social robot would likely be an effective way of improving 
child learning in educational interactions. However, nonverbal 
immediacy does not account for all of the differences in learn-
ing. Three of the conditions have near identical NVI scores as 
judged by adults, but quite varied learning results (high NVI 
robot: M  =  48.4 NVI score/d  =  0.67 pre–post test improve-
ment, asocial robot: NVI M = 48.5/d = 0.89, social robot: NVI 
M  =  49.0/d  =  0.51). This partially reflects the slightly mixed 
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picture of immediacy that the pedagogy literature presents; 
for example, the disagreement as to whether NVI has a linear 
(Christensen and Menzel, 1998) or curvilinear (Comstock et al., 
1995) relationship with learning. Nonetheless, there are further 
factors that may be introduced by the use of a robot that may 
have had an influence on the results. Nonverbal immediacy only 
considers overt observed social behaviors, so by design does not 
cover all possible aspects of effective social behavior for teaching. 
While this seems to be enough in HHI (Witt et al., 2004), it may 
not be for HRI since various inherent facets of human behavior 
cannot be assumed for robots. Several possible explanations as 
to why this learning variation is present will now be discussed. 
From this, a possible model (suggested to be more accurate) of 
the relationship between social behavior and learning is pro-
posed. Such a model may be useful in describing (and testing) 
the relationship between social behavior and child learning for 
future research.

5.1. Timing of social cues
The quantity of social cues used in both the social robot and the 
asocial robot conditions is exactly the same; however, the timing 
is varied. Timing is not considered as part of the nonverbal imme-
diacy metric—the scale measures whether cues have, or have not, 
been used, rather than whether their timing was appropriate. The 
cues used in the asocial robot condition were intentionally placed 
at inappropriate times (for example, waving part-way through the 
introduction, instead of when saying hello). This is not factored 
into the nonverbal immediacy measure, but could impact the 
learning (Nussbaum, 1992).

The timing of social cues in the human condition may also 
explain why the learning in this condition was higher than the 
others. The robot conditions are contingent on aspects of child 
behavior, such as gaze and touchscreen moves, but are not 
adapted to individual children (for example, the number of feed-
back instances the robot provides would not be based on how well 
the child was performing). However, the human is presumably 
adaptive in both the number of social cues used and the timing 
of these cues. Again, this would not be directly revealed by the 
immediacy metric, but could account for some of the learning 
difference. Indeed, the nonverbal immediacy metric comes from 
HHI studies and has been validated in such environments. In 
HHI, there is a reasonable assumption that the timing of social 
cues will be appropriate, and so it may not be necessary to include 
it as part of a behavioral metric for HHI. However, when applied 
to social robotics, the assumption of appropriate timing no longer 
applies, and so to fully account for learning differences in HRI, 
timing may need more explicit incorporation into characteriza-
tions of social behavior. This constitutes a limitation of the NVI 
metric, but also an opportunity for expansion in future work to 
capture timing aspects.

5.2. relative importance of social cues
One substantial difference between the robot conditions and the 
human condition is the possibility of using facial expressions. The 
robotic platform used for the studies was the Aldebaran NAO. 
This platform has limited ability to generate facial expressions as 
none of the elements of the face can move, only the eye color can 

be changed. On the other hand, the human has a rich set of facial 
expressions to draw upon.

While the overall nonverbal immediacy scores for the asocial, 
social, and human conditions are tightly bunched, the make-up 
of the scores is not. For example, the robot scores (asocial and 
social combined) are higher for gesturing, averaging M  =  4.3 
(95% CI 4.1, 4.5) out of 5 for the nonverbal immediacy question 
about gesturing (the robot uses its hands and arms to gesture 
while talking to you), compared to M  =  3.1 (95% CI 2.7, 3.5) 
for the human. However, the human is perceived to smile more 
(M = 2.5, 95% CI 2.1, 2.8) than the robot (M = 1.8, 95% CI 1.5, 
2.0). Through principle component analysis, Wilson and Locker 
(2007) found that different elements of nonverbal behavior do not 
contribute equally to either the nonverbal immediacy construct 
or instructor effectiveness. Facial expressions (specifically smiles) 
have a large impact on both the nonverbal immediacy construct 
and the instructor effectiveness, whereas gestures do not have 
such a large effect (although still a meaningful contribution; 
smiles: 0.54, gestures: 0.30 component contribution from Wilson 
and Locker (2007)).

In the nonverbal immediacy metric, all social cues are given 
equal weighting. However, this may not always be the most 
appropriate method for combining the cues given the evidence, 
which suggests that some cues may contribute more than others 
to various outcomes (McCroskey et al., 1996; Wilson and Locker, 
2007). This could be a further explanation as to why several of 
the conditions in the study conducted here have near identical 
overall nonverbal immediacy scores, but very different learning 
outcomes.

5.3. novelty of character and Behavior
The novelty of both the character (i.e., robot or human) and the 
behavior itself could have had an impact on the learning results 
found in the study. Novelty is often highlighted as a potential issue 
in experiments conducted in the field (Kanda et al., 2004; Sung 
et  al., 2009). The novelty of the robot behavior could override 
the differences between the conditions and subsequently influ-
ence the learning of the child. In the social robot condition here, 
novel behavior (such as new gestures) was often introduced when 
providing lessons to the child. Between humans, this would likely 
result in a positive effect (Goldin-Meadow et al., 2001), but when 
done by a robot, the novelty of the behavior may counteract the 
intended positive effect.

There may also be a difference in the novelty effect for the chil-
dren seeing the robot when compared to the human. Although 
the human is not one that they are familiar with, they are still 
“just” a human, whereas the robot is likely to be more exciting and 
novel as child interaction with robots is more limited than with 
humans. The additional novelty of the robot could have been a 
distraction from the learning, explaining why the learning in the 
human condition is higher.

Finally, the novelty may have impacted the nonverbal immediacy 
scores themselves. It is possible that observers (be they children 
or adults) score immediacy on a relative scale. It is reasonable to 
suggest that the immediacy of the characters is judged not as a 
standalone piece of behavior, but in the context of an observer’s 
prior experience, or expectations for what that character may be 
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TaBle 4 | guttman’s λ6 and learning effect size by condition.

condition learning effect size (cohen’s d) guttman’s λ6 (g6)

Asocial robot 0.89 0.84
Social robot 0.51 0.83
High NVI robot 0.67 0.69
Low NVI robot 0.30 0.78
Human 0.89 0.87

λ6 is used as an indicator of social cue congruency, with a higher value indicating 
greater congruency between cues.
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capable of. Clear expectations will likely exist for human behavior, 
but not for robot behavior, which may lead to an overestimation of 
robot immediacy. This would impact on the ability of considering 
the human and robots on the same nonverbal immediacy scale 
and drawing correlations with learning and cannot be ruled out 
as a factor in the results.

5.4. (in)congruency of social cues
As previously discussed, the robot is limited in the social cues that 
it can produce (for example, it cannot produce facial expressions). 
This meant that the conditions all manipulated the available robot 
social cues, but if social cues are interpreted as a single percept by 
the human (as suggested by the literature (Zaki, 2013)), then this 
could lead to complications.

In the case of the social robot, many social cues are used to 
try and maximize the “sociality” of the robot. This means that 
there is a lot of gaze from the robot to the child, and the robot 
uses a lot of gestures. However, it still cannot produce facial 
expressions. This incongruency between the social cues could 
produce an adverse effect in terms of perception on the part of 
the child and subsequently diminish the learning outcome. There 
are clear parallels here with the concept of the Uncanny Valley 
(Mori et al., 2012), with models for the Uncanny Valley based on 
category boundaries in perception indicating issues arising from 
these mismatches (Moore, 2012).

The expectation the child has for the robot social behavior is 
suggested to be of great importance (Kennedy et al., 2015a). If 
their expectations are formed early on through high quantities of 
gaze and gestures, then there would be a discrepancy when facial 
expressions do not match this expectation. Again, this expectation 
discrepancy may lead to adverse effects on learning outcomes, as 
in the case of perceptual issues due to cue incongruence. These 
issues may become exacerbated as the overall level of sociality 
of behavior of the robot increases as any incongruencies then 
become more pronounced. As stated in the study by Richmond 
et al. (1987), higher immediacy generally leads to more commu-
nication, which can create misperceptions (of liking, or expected 
behavior).

As the nonverbal immediacy scale has been rigorously 
validated (McCroskey et  al., 1996; Richmond et  al., 2003), 
it is known that it does indeed provide a reliable metric for 
immediacy in humans (Cronbach’s alpha is typically between 
0.70 and 0.85 (McCroskey et  al., 1996)). Typically, internal 
consistency measures of a scale would be used to evaluate the 
ability of items in a scale to measure a unidimensional con-
struct, i.e., how congruent the items are with one another. As 
such, a consistency measure could be used as an indicator of 
the congruency between the cues. The robot lacks a number of 
capabilities when compared to humans, and there are several 
scale items that are known to be impaired on the robot, such 
as smiling/frowning. Using an internal consistency measure 
across all NVI questionnaire items (with the negatively worded 
question responses reversed) can reveal cases in which the cues 
are relatively more or less congruent. Greater internal consist-
ency indicates lower variability between questionnaire items 
(the social cues) and, therefore, more congruence between 
the social cues. Lower internal consistency indicates larger 

variability between scale items and thus greater incongruency 
between the cues.

Guttman’s λ6 (or G6) for each condition has been calculated,5 
revealing that indeed there are differences in how congruent the 
cues could be considered to be (Table  4; Figure  5). All of the 
NVI questionnaire items are included in the λ6 calculation. The 
behavioral conditions used here are restricted in such a way that 
a lower reliability would be expected (as several cues of the scale 
are not utilized) for some conditions. Indeed, these values fall 
in line with predictions that could be made based on the social 
behavior in each of the conditions. The human reliability score 
provides a “sanity check” as it is assumed that human behavior 
would have a certain degree of internal consistency between social 
cues, which is reflected by it having the highest value. In addition, 
the LNVI robot condition has intentionally low NVI behavior, 
so the lack of smiling or touching (high NVI behaviors) does 
not cause incongruency (signified by a lower λ6 score), whereas 
the HNVI robot condition has intentionally high NVI behavior 
where possible on the robot, so the lack of smiling and touching 
cause greater overall incongruency, resulting in a considerably 
lower λ6 score.

5.5. a hypothesis: social cue congruency 
and learning
Taking Guttman’s λ6 to provide an indication of the congruency 
of social cues, then it is clear that this alone would not provide 
a strong predictor of learning (Figure  5). However, these data 
can be combined with the social behavior (as measured through 
immediacy) to be compared to learning outcomes. In the resulting 
space, both congruency and social behavior could have an impact 
on learning, as hypothesized in the previous section (Figure 6).

Our data show that learning is best with human behavior, 
which is shown to be highly social and reasonably congruent. 
When the social behavior used is congruent, but not highly 
social, then the learning drops to a low level. The general trend of 
our data shows that when the congruency of the cues increases 

5 Cronbach’s alpha tends to be the de facto standard for evaluating internal con-
sistency and reliability; however, its use as such a measure has been called into 
question (Revelle and Zinbarg, 2009)—including by its own creator (Cronbach 
and Shavelson, 2004). Instead λ6 is used, which considers the amount of variance 
in each item that can be accounted for by the linear regression of all other items 
(the squared multiple correlation) (Guttman, 1945). This provides a lower bound 
for item communality, becoming a better estimate with increased numbers of 
items. This would appear to provide a logical (but likely imperfect) indicator for 
the congruency of cues as required here.
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FigUre 5 | guttman’s λ6 against learning effect size for each of the prime tutoring conditions. The dotted line indicates a trend toward greater internal 
consistency (measured through λ6) leading to greater learning.
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(indicated by Guttman’s λ6), learning also increases, and the same 
is true for social cues. The combination of congruency and social 
behavior as characterized by nonverbal immediacy provides a 
basis for learning predictions, where the combination of high 

social behavior and social cue congruency is necessary to maxi-
mize potential learning.

Such a hypothesis is supported by the view of social cues 
being perceived as a single percept, as suggested by Zaki (2013).  

FigUre 6 | learning, congruency, and social behavior for each of the 5 conditions. Learning is measured in effect size between pretest and posttest for 
children. Congruency is indicated through Guttman’s λ6 of the adult nonverbal immediacy scores. Social behavior is characterized through nonverbal immediacy 
ratings from adults. An interactive version of this figure is available online to provide different perspectives of the space: https://goo.gl/ZNPxc8.
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Experimental evidence with perception of emotions would 
seem to provide additional weight to such a perspective (Nook 
et al., 2015). This has clear implications for designers of social 
robot behavior when human perceptions or outcomes are of 
any degree of importance. The combination of all social cues 
in context must be considered alongside the expectations of 
the human to generate appropriate behavior. Not only does 
this give rise to a number of challenges, such as identifying 
combinatorial contextual expectations for social cues, but it 
could also have implications for how social cues should be 
examined experimentally. The isolation of specific social cues 
in experimental scenarios would not describe the role of that 
social cue, but the role of that social cue, given the context of all 
other cues. This is an important distinction that leads to a great 
deal more complexity in “solving” behavioral design for social 
robots, but that would also contribute to explanations of why 
a complex picture is emerging in terms of the effect of robot 
behavior on learning, as discussed in Section 2.1. The NVI 
metric and the predictions (that can be objectively examined) 
we put forward below provide a means through which robot 
behavior designers can iteratively implement and evaluate 
holistic social behaviors in an efficient manner, contributing to 
a more coherent framework in this regard. In particular, three 
predictions can be derived from the extremities of the space 
that is presented:

P1. Highly social behavior of a tutor robot (as characterized by 
nonverbal immediacy) with high congruency will lead to 
maximum potential learning.

P2.  Low social behavior of a tutor robot with low congruency 
will lead to minimal potential learning.

P3.  A mismatch in the social behavior of a tutor robot and 
the social cue congruency will lead to less than maximum 
potential learning.

Guttman’s Lambda, as providing a measure of consistency, 
is used here as a proxy for the congruency of cues as observed 
by the study participants. We argue that this provides the 
necessary insight into cue congruency; however, the mapping 
between this metric and overtly judged congruency remains 
to be characterized. This would not necessarily be something 
that would be straightforward to achieve due to the potentially 
complex interactions between large numbers of social cues. For 
these predictions, use of the NVI metric as the characterization 
of social behavior would still suffer from some of the issues 
outlined earlier in this discussion: lack of timing information, 
relative cue importance, and novelty of behavior. The predictions 
are based on the general trends observed here, and it is noted that 
NVI is not a comprehensive measure of social behavior; indeed 
the SR condition in particular would not be fully explained 
using this means alone when compared to other results such as 
the AR condition. In addition, the data used for the learning 
axis were collected with relatively few samples (just over 10 per 
condition) in a specific experimental setup. Ideally, many further 
samples would be collected in both short and long term. The 
data collected here are over the short term and with children 

unfamiliar with robots. As longer term interactions take place, 
or as robots become more commonplace in society, expectations 
may change.

6. cOnclUsiOn

In this article, we have considered the use of nonverbal imme-
diacy as a means of characterizing nonverbal social behavior in 
human–robot interactions. In a one-to-one maths tutoring task 
with humans and robots, it was shown that children and adults 
provide strong positively correlated ratings of tutor nonverbal 
immediacy. In addition, in agreement with the human–human 
literature, a positive correlation between tutor nonverbal 
immediacy and child learning was found. However, nonverbal 
immediacy alone could not account for all of the learning differ-
ences between tutoring conditions. This discrepancy led to the 
consideration of social cue congruency as an additional factor 
to social behavior in learning outcomes. Guttman’s λ6 was used 
to provide an indication of congruency between social cues. The 
combination of social behavior (as measured through nonverbal 
immediacy) and cue congruency (as indicated by Guttman’s λ6) 
provided an explanation of the learning data. It is suggested that 
if we are to achieve desirable outcomes with, and reactions to, 
social robots, greater consideration must be given to all cues 
in the context of multimodal social behavior and their possible 
perception as a unified construct. The hypotheses we have gener-
ated predict that the combination of high social behavior, and 
social cue congruency is necessary to maximize learning. The 
Robot Nonverbal Immediacy Questionnaire (RNIQ) developed 
for use here is offered as a means of gathering data for such 
characterizations.
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aPPenDiX

a. robot nonverbal immediacy 
Questionnaire (rniQ)
The following is the questionnaire used by participants in the 
evaluation to rate the nonverbal immediacy of the robot, based 
on the short-form nonverbal immediacy scale-observer report. 
Options are provided in equally sized boxes below each ques-
tion (or equally spaced radio buttons in the online version). The 
options are: 1 = Never; 2 = Rarely; 3 = Sometimes; 4 = Often; 
5 = Very Often. The questions are as follows:

 1. The robot uses its hands and arms to gesture while talking to 
you

 2. The robot uses a dull voice while talking to you
 3. The robot looks at you while talking to you
 4. The robot frowns while talking to you
 5. The robot has a very tense body position while talking to you
 6. The robot moves away from you while talking to you

 7. The robot changes how it speaks while talking to you
 8. The robot touches you on the shoulder or arm while talking 

to you
 9. The robot smiles while talking to you

 10. The robot looks away from you while talking to you
 11. The robot has a relaxed body position while talking to you
 12. The robot stays still while talking to you
 13. The robot avoids touching you while talking to you
 14. The robot moves closer to you while talking to you
 15. The robot looks keen while talking to you
 16. The robot is bored while talking to you

Scoring:
Step 1. Add the scores from the following items:
1, 3, 7, 8, 9, 11, 14, and 15.
Step 2. Add the scores from the following items:
2, 4, 5, 6, 10, 12, 13, and 16.
Total Score = 48 plus Step 1 minus Step 2. 

http://www.frontiersin.org/ICT/
http://www.frontiersin.org
http://www.frontiersin.org/ICT/archive

