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#### Abstract

We demonstrate that charged particles in a sufficiently intense standing wave are compressed toward, and oscillate synchronously at, the antinodes of the electric field. We call this unusual behavior anomalous radiative trapping (ART). We show using dipole pulses, which offer a path to increased laser intensity, that ART opens up new possibilities for the generation of radiation and particle beams, both of which are high energy, directed, and collimated. ART also provides a mechanism for particle control in high-intensity quantum-electrodynamics experiments.
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Introduction.-Progress in laser technology has opened up possibilities for creating ultraintense light sources [1-3] with the aim of studying phenomena at the interface of high-field and high-energy physics [4]. Among these, QED effects and radiation dominated particle dynamics are of great interest and are guiding the direction of upcoming laser programs [5-7].

In this Letter we report the existence of a new regime of charged particle dynamics in ultraintense light. We show that particles in a sufficiently intense standing wave are compressed toward, and oscillate synchronously at, the maxima of the electric field rather than the minima. This unusual behavior, which we call anomalous radiative trapping (ART), is due to radiation friction. We demonstrate in a specific geometry that ART can be used for particle control [8,9] for studying fundamental physics [10,11], and for the generation of multi- GeV , directed, gamma rays [12] and collimated, energetic particle beams [13].

Anomalous radiative trapping.-We begin by simulating the relativistic dynamics of (preexisting, initially uniformly distributed) particles in electromagnetic plane standing waves of various amplitudes, and calculate the particles' long-term spatial distribution. Particle motion is due to both the Lorentz force and the particle's own recoil when it emits radiation, an effect which rises with intensity. Motion is planar, as both forces act only in the plane transverse to the magnetic field. Our code contains a relativistic particle pusher, propagating electrons according to the Lorentz equation. Emission and recoil are implemented at each time step according to quantum theory via statistical routines, using inverse sampling [14,15]. See Ref. [14] for a description of the event generator and Ref. [16] for the probability of emission in ultraintense fields. In Fig. 1(a)
we plot the long-term particle distribution as a function of the wave amplitude. The distribution was extracted at the instant of vanishing electric field after 100 oscillations of the standing wave, when it was observed that the distribution had stabilized. From here on, we write "node" (antinode) to mean "electric field node" (antinode), and measure position $x$, time $t$, and field strength $a$ in units of $\lambda / 2 \pi, \lambda / 2 \pi c$, and $2 \pi m c^{2} / \lambda e$, respectively, where $\lambda$ is the standing wave wavelength.

The simulations show various trapping phenomena. At low intensities, we see trapping in the minima of the ponderomotive potential (describing the average effect of the Lorentz force), coinciding with the positions of the nodes. Because of relativistic effects, electrons are released from this ponderomotive trapping and move chaotically (except in relativistic reversal $[17,18]$ ) as the field amplitude rises $[19,20]$. As the role of radiation losses increases, it is known that, following "phase space contraction" [21], the particles subsequently become trapped once more, and again in the electric field nodes [19,22]. We call this effect normal radiative trapping (NRT). But remarkably, at even higher intensities, the electrons become focused toward and trapped around the positions of the antinodes, i.e., at the maxima of the ponderomotive potential. We call this counterintuitive behavior anomalous radiative trapping.

To understand ART, we first assess the relevance of quantum effects. Compare the distribution of Fig. 1(a) with that in Fig. 1(b), which was obtained from an entirely classical simulation using the Landau-Lifshitz equation to describe a radiating particle; it is clear that while the quantum nature of emission causes a broadening of the particle distributions, the trapping phenomena are present both with and without quantum effects. (We can conclude,


FIG. 1 (color online). (a) The long-term density distribution of electrons in a standing wave as a function of wave amplitude $a$. The spatial distribution of the electric and magnetic fields, and the ponderomotive potential, are sketched at the bottom with red (solid thin), blue (dot-and-dash), and gray (solid thick) curves, respectively. $\mathbf{E}(\mathbf{B})$ is orientated along the $z$ axis ( $y$ axis). Radiation reaction is included via quantum emission. (b) The same density distribution calculated using classical radiation reaction. (c) Typical particle trajectories in the $x-z$ plane. The first and third are in the NRT and ART regimes, respectively, while the second shows the transition between them. Solid red (dot-and-dash blue) lines show the locations of antinodes (nodes).
because the stochastic nature of quantum radiation loss does not spoil ART, that the effect is not sensitive to the particles' initial position or momentum.) We therefore proceed to explain the observed trapping phenomena in terms of classical radiation reaction.

In the ultrarelativistic limit, radiation losses are determined predominantly by a particle's acceleration transverse to its velocity [23]. The magnetic component of the Lorentz force is always transverse to velocity, whereas the electric component accelerates parallel to $\mathbf{E}$, meaning its contribution to transverse acceleration depends on the relative orientation of the field and particle velocity. On average, then, the rate of radiative loss is higher in the vicinity of the nodes. In the NRT regime, this causes particles to lose their energy and rotate close to the nodes, as illustrated by the first trajectory in Fig. 1(c). This trajectory also shows the irregularity of motion in the NRT regime.
As the wave amplitude rises, the relative role of radiation losses increases and the particles can lose essentially all of their energy within just a fraction of the wave period. As a result, motion becomes more regular, see the second trajectory in Fig. 1(c), containing alternating phases of acceleration (starting from almost zero energy) whenever the electric field peaks, and deceleration (almost to rest) whenever the magnetic field peaks. The regularity of this "radiation dominated motion" $[24,25]$ is key to the particles' net migration toward the antinodes, as shown in the third trajectory of Fig. 1(c), by the following mechanism.

In the ART regime, particles follow, in part, paths described by the green curves in Fig. 2, gyrating with drift velocity $c \mathbf{E} \times \mathbf{B} / B^{2}$ when $B>E$, or moving essentially linearly with velocity going to $c \mathbf{E} \times \mathbf{B} / E^{2}$ when $E>B$. These two types of motion would describe particle motion
in the low-energy limit; particles would be shifted toward the antinode as the electric field was rising, and away from it as the electric field was falling. As these stages (call them stage I and stage II) are symmetric, particles would oscillate in the low-energy limit, but would not migrate to any certain position. In the ART regime, though, radiative losses lead to an asymmetry in these two stages. The particle gains energy due to acceleration by the electric field and, as explained above, loses it mostly due to the magnetic field; thus, the gamma factor is larger in stage II than in stage I. A higher gamma factor during stage II means that the particle resists the magnetic field, so the shift away from the antinode is smaller in stage II than the shift toward the


FIG. 2 (color online). Typical particle trajectory (black solid curve) and gamma factor (red dashed curve) in the ART regime. Red (blue) regions correspond to electric (magnetic) field dominance, $E>B(B>E)$. Thin green lines describe the low-energy limit.
antinode in stage I. As a result, particles in the ART regime migrate toward the antinodes within a few oscillations of the standing wave. The final trajectory of Fig. 1(c) shows migration in around three cycles.

When particles reach the vicinity of the antinodes they sit on stable attractors. The detailed form of the trajectories is extremely sensitive to initial conditions and intensity. However, we can give a broad analysis of the ultrarelativistic motion and in doing so estimate the spatial spread of trapped particles. Let the standing wave have field components $\quad E_{z}=a \cos x \cos t$ and $B_{y}=-a \sin x \sin t$. We estimate the spread $x_{r}$ as the distance the magnetic field can drag particles away from the antinodes. Beginning with a particle at $x_{r} \simeq 0$ (near an antinode) at $t=0$, the magnetic field strength is $B_{y} \approx a x_{r} \sin t$, and this will be larger than the electric field at the same point, $E \approx a \cos t$, for a short time $\approx 2 x_{r}$ around $t=\pi / 2$. As the job of the magnetic field here is to rotate the particle back toward the antinode, we assume that the particle describes a half circle in time $2 x_{r}$. When the magnetic field dominates, we also assume that motion is effectively "rotation in a magnetic field," with synchrotron frequency $\omega_{s}=a x_{r} / \gamma_{r}$, (this is dimensionless $e B / m c \gamma$ ) for typical gamma factor $\gamma_{r}$. Equating the halfperiod $\pi / \omega_{s}$ with $2 x_{r}$ yields $\gamma_{r}=2 a x_{r}^{2} / \pi$. Finally, we assume that the Lorentz force ( $\approx a x_{r}$ ) field is roughly balanced by the dominant term in the radiation reaction force,

$$
\begin{equation*}
a x_{r} \approx \frac{4 \pi}{3} \frac{r_{e}}{\lambda} \gamma_{r}^{2} a^{2} x_{r}^{2} \tag{1}
\end{equation*}
$$

Eliminating $\gamma_{r}$ gives

$$
\begin{equation*}
x_{r} \approx 0.9\left(\frac{\lambda}{a^{3} r_{e}}\right)^{1 / 5} \tag{2}
\end{equation*}
$$

This rough estimate for the particle spread, shown at the top of Fig. 1(b) with dashed red lines, clearly fits the numerical results well and explains why particles are concentrated toward the antinode with rising amplitude.

The classical equations of motion have, in the ultrarelativistic regime, a similarity parameter $\delta=\left(r_{e} / \lambda\right) a^{3}$ [24] defining the transition between relativistic stochastic motion and the regimes of NRT and ART. Based on the data of Fig. 1(b), we can identify the threshold values of $\delta$ for both regimes, $\delta_{t h}^{\mathrm{NRT}} \approx 0.5, \delta_{t h}^{\mathrm{ART}} \approx 600$, corresponding to threshold intensities in terms of $I=(c / 8 \pi) E_{\max }^{2}$ :

$$
\begin{align*}
& I_{\mathrm{th}}^{\mathrm{NRT}} \approx 5 \times 10^{23} \frac{W}{\mathrm{~cm}^{2}}\left(\frac{0.81 \mu \mathrm{~m}}{\lambda}\right)^{4 / 3}  \tag{3}\\
& I_{\mathrm{th}}^{\mathrm{ART}} \approx 6 \times 10^{25} \frac{W}{\mathrm{~cm}^{2}}\left(\frac{0.81 \mu \mathrm{~m}}{\lambda}\right)^{4 / 3}
\end{align*}
$$

[While Eq. (2) gives $\delta>1$ for trapping near the antinode, that estimate is based on assumptions that are valid only in the ART regime, at $\delta>600$.]

Particle motion in dipole waves.-High field strengths are thus needed to observe NRT and ART, but future facilities will likely use multiple colliding pulses [3] to produce intense fields which do not have a simple standing wave structure. Does ART exist in such beams?

Given fixed input power, the electric field strength in a laser focus can be maximized by using a dipole pulse [26], which saturates the upper bound on focusing efficiency [27]. It describes a converging wave of light, which can be pictured as the time-reversed process of emission from a dipole antenna. Using several identical channels to mimic a dipole pulse is the optimal design for future facilities and offers the potential for going beyond current field strength and intensity records [28,29]. Figure 3 shows a focusing concept based on 12 colliding pulses, and which gives less than just $10 \%$ deviation from the exact distribution of electric field strength (see the Supplemental Material [30]). We will show that such deviations do not prevent NRT and ART from appearing; thus, we will proceed by simulating an exact dipole pulse corresponding to that generated by laser pulses with a Gaussian profile of 30 fs duration (FWHM for intensity), wavelength $\lambda=810 \mathrm{~nm}$, and peak total power of 200 PW (averaged over the central period), as is expected to be available at future international projects [2,3].

We again begin the simulation with a uniform distribution of electrons. The mutual Coulomb interaction is neglected, but will be addressed below. In Fig. 4(a) we plot the time evolution (top to bottom) of the electron density in


FIG. 3 (color online). Focusing concept for dipole wave production and the ART effect. Two sets of six counterpropagating beams (polarization shown with double-ended arrows) are reflected by two sets of parabolic mirrors (yellow) aligned such that their surfaces lie along a paraboloid. Both paraboloids have the same symmetry axis (dashed line, $z$ axis) and the same focus point. The resulting focal beam structure is shown in the inset. Top left: The focal electric field (schematically) and a typical electron trajectory in the ART regime. The particle becomes trapped around the peak of the electric field.


FIG. 4 (color online). Simulation results for electron motion in the dipole wave. (a) Time evolution of the electron density (divided by the initial density) on the $x$ axis, $z=0$. Peak electric field locations are shown with dashed lines. (b) Electric field strength distribution in the dipole wave (left-hand side) and particle density distribution (right-hand side) at the instance of peak field strength; photons with energy exceeding 3 GeV are shown in cyan. (c) Photon emission distribution as a function of angle and energy (radial coordinate, log scale).
the focus, $z=0$, as a function of transverse position $x$. The particles' motion is confined to the plane passing through the axis of rotational symmetry ( $z$ axis), since both the Lorentz force and recoil are orientated in this plane. When the front edge of the pulse reaches the center, it first forms a standing wave with moderate amplitude, and as the amplitude increases we see the accumulation and trapping of electrons in different regimes, as in the previous standing wave simulation. It is crucial to note that NRT and ART appear here at the same intensity thresholds as for the standing wave. This shows that the detailed structure of the field is not necessary for ART to appear; provided there is some standing-wave-like structure in the focus, the appearance of ART is dependent only on the attainable intensity.

We end this section by outlining some potential applications of ART. In the considered setup the particles are delivered to the region of trapping by the ponderomotive force at the front edge of the converging dipole pulse. Thus, the number of particles trapped in the vicinity of a particular antinode, which we refer to as being in a particular "trapping state," can be controlled by the shape of the pulse's front edge. The spatial structure of the pulse is such that the only channel for electrons to leave the trapping states is along, and in the vicinity of, the $z$ axis. (This is not related to the symmetry of the pulse, but rather to the surpassing of the above field strength thresholds.) As well as this wellcollimated source of highly energetic electrons, ART also provides a novel source of well-collimated hard photons. In Fig. 4(c) we plot the emitted photon distribution, with energies extending up to 6 GeV (the maximum electron energy). One can distinguish the most energetic peak with energies above 3 GeV and an angular spread of about $10^{\circ}$.

These photons, also shown in Fig. 4(b), are emitted by electrons in the central trapping state; see the video in the Supplemental Material [30]. Our simulations show that each electron emits on average 10 photons per cycle, of which one has an energy above 3 GeV . Triggering such sources of energetic particles and photons when surpassing the threshold intensities [Eq. (3)] can be used for the experimental verification of ART and NRT. Our simulations show that NRT can also lead to the formation of collimated electron and photon sources, but that these are less energetic than those in the ART regime.

Discussion.-Here, we address the impact of thus-far neglected effects, beginning with the Coulomb force. The central trapping state occupies a volume of radius $0.1 \mu \mathrm{~m}$. The number of particles $N$ inside this volume is limited by their mutual Coulomb interaction. We therefore ask, how high can $N$ be before the Coulomb repulsion prevents another particle from entering the trapping state? To answer this, we equate the magnitude of the Lorentz force ( $F_{L} \sim e E r$ ) with that of the Coulomb force at the edge of the trapping state, $F_{C} \sim e^{2} N /\left(4 \pi r^{2}\right)$ with $r=0.1 \mu \mathrm{~m}$. For the considered case, $(c / 8 \pi) E_{\max }^{2} \approx 2 \times 10^{26} \mathrm{~W} / \mathrm{cm}^{2}$ in the center, this yields $N \sim 10^{10}$. Data from Fig. 4 then let us estimate the maximum number of photons in the 1 GeV range emitted by these electrons as $N_{h} \sim 10^{11}$, corresponding to a total energy ( 10 J ) of order $0.1 \%$ of the initial laser energy. These estimates illustrate the potential capabilities of the proposed setup; taking into account the mutual interaction of particular targets (solid drop, gas jet, etc.) can identify the real limitations and possibilities.

Conclusions.-In summary, we have shown that in focused fields (standing waves) of sufficiently high intensity, radiation damping causes particles to become trapped in, rather than expelled from, the antinodes of the electric field. This opens up new possibilities for hard photon generation, charged particle acceleration, and for studying QED.

Experimental demonstration of NRT is possible using a configuration of two counterpropagating pulses [22] or with optimal focusing; this would require a total power of 1-2 PW, which is within the reach of several current and proposed facilities [1]. ART could be demonstrated at proposed international high-intensity facilities such as ELI and XCELS, for which the dipole setup provides $I_{\max } \approx 2 \times 10^{26} \mathrm{~W} / \mathrm{cm}^{2}$, assuming 200 PW total power.
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