
University of Plymouth

PEARL https://pearl.plymouth.ac.uk

Faculty of Science and Engineering School of Engineering, Computing and Mathematics

2015-06-30

Nonperturbative pair production in

interpolating fields

Ilderton, A

http://hdl.handle.net/10026.1/8528

Phys. Rev. D

All content in PEARL is protected by copyright law. Author manuscripts are made available in accordance with

publisher policies. Please cite only the published version using the details provided on the item record or

document. In the absence of an open licence (e.g. Creative Commons), permissions for further reuse of content

should be sought from the publisher or author.



Nonperturbative pair production in interpolating fields
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We compare the effects of timelike, lightlike and spacelike one-dimensional inhomogeneities on the
probability of nonperturbative pair production in strong fields. Using interpolating coordinates we give a
unifying picture in which the effect of the inhomogeneity is encoded in branch cuts and poles circulated by
complex worldline instantons. For spacelike inhomogeneities the length of the cut is related to the existence
of critical points, while for lightlike inhomogeneities the cut contracts to a pole and the instantons become
contractible to points, leading to simplifications particular to the lightlike case. We calculate the effective
action in fields with up to three nonzero components, and investigate its behavior under changes in field
dependence.
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I. INTRODUCTION

Pair production in strong fields gives us insight into
nonperturbative fundamental physics [1–3]. Advances in
technology have in recent years driven interest in observing
nonperturbative pair production using intense lasers [4–12],
which presents a veritable experimental challenge even
with optimally focused laser light [10].
It has been found that the pair production probability

tends to be higher (relative to the locally constant approxi-
mation) in time-dependent electric fields EðtÞ, and lower in
position-dependent inhomogeneous electric fields EðzÞ
[13]. In the latter case there is even a critical point beyond
which the probability is identically zero [14,15]. Between
these two cases is an electric field with lightlike inhomo-
geneities, Eðtþ zÞ. In this case the probability is given
exactly by the locally constant approximation [16,17].
Here we would like to understand more about how the

spacetime dependence of an electric field affects the pair
production probability. Note that the three cases above
cannot be related by a Lorentz transformation. In order to
investigate the transition between spacelike and timelike
field inhomogeneities we will therefore consider electric
fields depending on a single interpolating coordinate of the
form ð1 − αÞtþ αz for α ∈ ½0; 1�, following [18–21].
We will use the worldline formalism (see [22,23], and

e.g. [24–26] for recent applications), and in particular
worldline instantons [13,23,27,28]. These are periodic,
in general complex [29–32], solutions to the classical
equations of motion. The classical action evaluated on
these solutions, together with the contributions of fluctua-
tions around the instantons, gives a semiclassical approxi-
mation of the effective action, and of the pair production
probability. We will see that this contribution is an integral

over the instanton itself. Since the instantons are complex,
these contributions depend, by Cauchy’s integral theorem,
only on the structures which the instantons circulate in the
complex plane.
This allows us to unify, and extend, previous observa-

tions on the impact of field inhomogeneities on pair
production. We will see that for timelike and spacelike
inhomogeneities the instantons circulate differently orien-
tated branch cuts and so are fundamentally extended
objects. As the field dependence becomes lightlike, though,
the branch points coalesce and become poles, so that the
instantons are contractible to points [33]. We will see that
this leads to the known localization of the effective action in
the lightlike limit [16,17].
Another motivation for this paper is recent interest in pair

creation in two-component, rotating fields, which model
the electric antinodes of a circularly polarized standing
wave [34–37]. We will here extend these calculations to
electric fields depending on our interpolating coordinates,
and with up to three components.
This paper is organised as follows. In the remainder of

this introductory section we recall the worldline approach
to pair production in strong fields, introduce our interpolat-
ing fields and outline the calculation to be performed. In
Sec. II we present an explicit example of the instantons in
an interpolating Sauter pulse, and relate the field inhomo-
geneity to the structures circulated by the instanton. In
Sec. III we complete the calculation of the effective action
in electric fields with up to three nonzero components
depending on the interpolating coordinate. In Sec. IV we
analyze the behavior of the effective action as a function
of the interpolating parameter in several examples. We
conclude in Sec. V.

A. Pair creation in interpolating fields

The probability P of pair production in an external field
is related to the effective action Γ by
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Ppairs ¼ 1 − e−2ImΓ: ð1Þ

Our starting point is the one-loop worldline representation
of Γ in terms of an integral over proper time T and a path
integral over periodic paths xμ,

Γ ¼
Z

∞

0

dT
T

I
Dxe−iS; ð2Þ

where the classical action is

S ¼ m2T
2

þ
Z

1

0

dτ

�
_x2

2T
þ eAμðxÞ_xμ

�
: ð3Þ

Here τ parametrizes the worldline. Our first aim is to
examine how Γ depends on fields of given strength, shape
and direction as the field dependence, or inhomogeneity,
varies from temporal to spatial. To do so we introduce
interpolating coordinates fq; dg as [18–20]

�
q

d

�
¼

�
cos θ

2
sin θ

2

− sin θ
2

cos θ
2

��
t

z

�
; ð4Þ

in which θ ∈ ½0; π�. This is not a Lorentz transformation
and so we are considering Lorentz inequivalent cases. We
consider electric fields of a given profile E3ðqÞ (i.e. given
form and amplitude) which always point in the z direction.
As θ varies we interpolate between time-dependent homo-
geneous electric fields E3ðtÞ at θ ¼ 0, fields depending on
lightfront time ðtþ zÞ= ffiffiffi

2
p

at θ ¼ π=2 and finally spatially
inhomogeneous static electric fields E3ðzÞ at θ ¼ π. [The
coordinate d interpolates between position z, lightfront
position ð−tþ zÞ= ffiffiffi

2
p

, and time −t.]
Let A∥

0ðqÞ ¼ E3ðqÞ, then we take as gauge potential

AμðqÞ ¼ A∥ðqÞd̂μ; ð5Þ

where d̂:x ¼ d. It is easily checked that only F03 ¼ E3ðqÞ
is nonzero.
We will also consider a time-dependent rotating electric

field under the transformation (4). For this we use the gauge
potential, ⊥ ¼ f1; 2g,

AμðqÞ ¼ δ⊥μ A⊥ðqÞ: ð6Þ

The transverse potential gives electric and magnetic fields

EiðqÞ ¼ cos
θ

2
A0
iðqÞ; BiðqÞ ¼ − sin

θ

2
ϵijA0

jðqÞ: ð7Þ

For θ ¼ 0 (7) describes a time-dependent, rotating electric
field, for θ ¼ π=2 a plane wave, and for θ ¼ π a static,
inhomogeneous magnetic field.
Note that the amplitude of the transverse fields trans-

forms as we rotate. Nevertheless we present the calculation

of the effective action in the two types of field together, i.e.
we will consider three-component electric fields, with the
“longitudinal” (strictly, z) and transverse components
described by (5) and (6) respectively, the potential being
simply the sum of these,

Aμ _xμ ¼ A∥ðqÞ _dþ A⊥ðqÞ_x⊥: ð8Þ

To calculate Γ we follow essentially the same steps as in
[28]. We first find the periodic instanton solutions of the
classical equations of motion in order to identify the
dominant, exponential, contributions to Γ. Once we have
the instantons, we evaluate their classical action, which is
the saddle point contribution to Γ. We then integrate over
fluctuations around the instantons in order to obtain a
prefactor contribution. Finally we perform the T–integral,
also with a saddle point approximation, in order to obtain
the final expression for Γ. This calculation will reveal new
insights into the structure and properties of complex
instantons. Regarding this, for the symmetric fields
(EðtÞ ¼ Eð−tÞ) usually considered, the exponent in (2)
becomes real after rotating both proper time T and time t to
Euclidean space. However, this rotation does not make the
exponent real for general fields, so the instantons will in
general be complex [29–32]. We will therefore use
Minkowski coordinates throughout.
Our results will be valid in the semiclassical regime, i.e.

for weak fields and not too large adiabaticity γ,

γ ¼ mω

eE0

; ð9Þ

where E0 and ω are typical strength and frequency scales of
the considered field. This can be understood by rescaling
T → T=ðeE0Þ and x → x=ω in (3), which makes the whole
action inversely proportional to E0 and the integral term
inversely proportional to γ2. See [13,38] for more details.
We now setm ¼ 1 and absorb factors of e into the gauge

potentials, reinstating the mass only in final results.
Throughout we use the notation

c ≔ cos θ; s ≔ sin θ: ð10Þ

II. COMPLEX WORLDLINE INSTANTONS IN
INTERPOLATING FIELDS

In our interpolating coordinates the equations of motion
are

cq̈ − sd̈ ¼ TA0
μ _xμ;

cd̈þ sq̈ ¼ TA0
∥ _q;

ẍ⊥ ¼ TA0⊥ _q; ð11Þ

which are just the Lorentz force equations. The latter two
equations are readily solved for d and x⊥ in terms of q,
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_d ¼ 1

c
½TðAðqÞ − pÞ∥ − s _q�; ð12Þ

_x⊥ ¼ TðAðqÞ − pÞ⊥; ð13Þ

where the integrations constants p∥;⊥ are determined
by integrating (12) and (13); periodicity of the instan-
tons requires that p∥;⊥ be equal to the τ-average of the
potential,

p∥;⊥ ¼
Z

1

0

dτA∥;⊥ðqÞ ≕ hAi∥;⊥: ð14Þ

This means that p depends, in general, on c, γ and proper
time T [34]. We also find

_xμ _xμ ¼ const ≕ T2a2; ð15Þ

which defines a fourth constant a, see below. Using (12),
(13) and (15) yields an expression for _q as a function of q;

_q2 ¼ T2ðca2 þ ðA − pÞ2∥ þ cðA − pÞ2⊥Þ: ð16Þ

To understand what p represents it is helpful to rewrite the
equation of motion for qðτÞ as

q̈ ¼ T2ðA0
∥ðA − pÞ∥ þ cA0⊥ðA − pÞ⊥Þ ð17Þ

and then to compare with the phase-space equations of
motion, see e.g. [32]. In our interpolating coordinates the
phase-space equation of motion for qðτÞ is precisely (17)
with p∥;⊥ appearing as the canonical momenta (conjugate
to d̂:x and x⊥ respectively) of the produced electron-
positron pair. We will show below that the values of
p∥;⊥ required by periodicity correspond to the saddle point
of WKB integrals over p∥;⊥. Note that A and p appear only
in the gauge invariant combination A − p, which obeys
hA − pi ¼ 0 [33].
The solutions to (16), and to the other equations of

motion, are in general complex, i.e. closed curves in the
complex plane. Taking a square root of (16) implies that
the velocity _q has a branch cut in the complex q-plane, with
the branch points corresponding to the “turning points”
where _q ¼ 0. It is at this stage useful to consider examples
of the instanton solutions, before going on to the calcu-
lation of the effective action.

A. The Sauter pulse

For our example we turn off the transverse fields, and
take for the longitudinal electric field the well-studied
Sauter pulse

E3ðqÞ ¼ E0sech2ðωqÞ: ð18Þ

The shape and strength of this field do not change under the
transformation (4), so here we examine purely the depend-
ence on the spacetime inhomogeneity.
The instanton solutions to (11) are

qðτÞ ¼ 1

ω
sinh−1

�
iγ̄

ffiffiffi
c

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ γ̄2c

p sin 2nπðτ − τ0Þ
�
; ð19Þ

dðτÞ ¼ −
s
c
qðτÞþ

−
1

cω
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ γ̄2c
p sinh−1½γ̄ ffiffiffi

c
p

cos 2nπðτ − τ0Þ�; ð20Þ

where γ is the adiabacity parameter from (9), γ̄ ¼ aγ with a
as in (15), τ0 is a constant and n ∈ Z is the turning number
of the instanton. The constant a is related to proper time T
via the relation

eE0T
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ γ̄2c

q
¼ −2nπi: ð21Þ

As a check, we note that (19)–(21) agree with the solutions
in [28] in the limit1 c → 1.
Observe first that a real τ0 can be absorbed into a

redefinition (reparametrization) of τ. In this case we obtain
a purely imaginary qðτÞ and a complex dðτÞ. The instanton
qðτÞ oscillates back and forth along a straight line between
the two turning/branch points where _q vanishes; using (19)
we have

_q2 ¼ T2

�
ca2 þ 1

γ2
tanh2ðωqÞ

�
: ð22Þ

Consider then an imaginary τ0. This gives a complex
instanton qðτÞ that forms a loop around the turning points
in the complex q plane [33,38–40]. As the imaginary part
of τ0 becomes larger, the size of the instanton loop
increases until it encounters poles in the potential at
ωq ¼ �iπ=2. There are no periodic solutions beyond this
point; similar behavior is seen in dynamically assisted pair
production schemes [4,41,42].
In Fig. 1 we plot the instantons qðτÞ for c ¼ γ ¼ 1,

various τ0, and a ¼ 1; the latter gives, as we will see below,
the dominant contribution to Γ. Both the small and large
(imaginary part of) τ0 behaviors described above can be
seen. In Fig. 2 we plot the same instantons but in three
dimensions, using Im _q as the third dimension; this shows
how the instantons circulate the branch cut in the velocity,
and contract around it as the imaginary part of τ0 goes
to zero.
These complex instantons generalize the Euclidean-real

solutions in [28]. Very similar structures to those found here
are seen in complexified classical motion [43] and in the

1Our notation differs from that in [28], as both t and T are there
rotated to Euclidean space. Also our T is a factor of 2 larger.
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WKB/phase-integral formalism [38,39]. We remark that in
the case of time-dependent fields, i.e. c → 1, then q → t is
purely imaginary for τ0 ¼ 0, while d → z is real. This
would imply an entirely real instanton after rotating t to
Euclidean space. For general c, though, we have that

t ¼ q cos
θ

2
− d sin

θ

2
; z ¼ q sin

θ

2
þ d cos

θ

2
; ð23Þ

so that even for τ0 ¼ 0 both t and z will in general have
both real and imaginary parts, even after rotating to
Euclidean space. See Fig. 3 for an example.
We now turn to the instanton behavior as a function of c.

A convenient way to visualize the transition between
timelike and spacelike inhomogeneities is to plot the
streamlines of the instanton velocity _q, using (22), as a
vector field in the complex q-plane. (This method is well
suited for studying instantons in more general field shapes
as we do not need to solve the equations of motion to obtain
the stream plots.) Figure 4 shows the streamlines for
cγ2 ¼ 3; 0.1; 0;−0.1;−0.5. The branch cut which connects
the turning points _q ¼ 0 and which is encircled by the
worldline instantons is highlighted. For each value of cγ2,
the largest possible instanton is that which brushes the
poles in the potential; the streamlines to the left and right do
not form periodic loops.2

For timelike inhomogeneities, c > 0, the branch cut lies
along the imaginary axis. From (19)–(20), periodic instan-
ton solutions exist for γ̄ arbitrarily large or small. For larger
cγ̄2 the turning points approach the poles, but recede from

FIG. 2 (color online). The complex instantons qðτÞ from Fig. 1,
plotted at a height of Imω _q using (22), in order to to show how
they circle the branch cut in the instanton velocity _q.

Re[ω t ]

Im[ω t ]

0.2 0.4 0.6 0.8 1.0
τ

−1.0

−0.5

0.5

1.0

Re[ω z]

Im[ω z]

0.2 0.4 0.6 0.8 1.0
τ

−1.0

−0.5

0.5

1.0

FIG. 3 (color online). The instantons tðτÞ and zðτÞ for c ¼ 1=2,
i.e. an electric field Eðtþ z

ffiffiffi
3

p Þ, and γ ¼ a ¼ 1. Even for τ0 ¼ 0
the instantons have both real and imaginary parts.

FIG. 1 (color online). The complex instantons qðτÞ in a time-
dependent sech2 electric field, a ¼ c ¼ γ ¼ 1 and various imagi-
nary τ0. As Imτ0 → 0 the instantons become purely imaginary
(purely real in Euclidean space) and sit on the branch cut, shown
as the dashed black line. The instantons cannot cross the poles in
the field at �iπ=2, shown as dots.

2As the chosen field is periodic in the imaginary direction, so
too are the streamlines; parts of the instantons in adjacent periods
can be seen at the upper and lower edges of the plots, separated by
the poles.
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them as cγ̄2 decreases, and the length of the branch cut
decreases.
For c < 0 the field inhomogeneity is spacelike, and the

branch cut circulated by qðτÞ lies along the real axis. The
cut grows without limit as −cγ̄2 increases, and at −cγ̄2 ¼ 1
extends all the way to infinity and cannot be circulated.
There can be no periodic solutions for −cγ̄2 ≥ 1 as can be
confirmed from (19): we must have

ffiffiffiffiffijcjp
γ̄ < 1 as otherwise

the argument of the square brackets in (19) hits (indepen-
dent of the value of τ0) the branch cut of sinh−1 and the
instanton fails to be periodic.
This parameter constraint is, again for a ¼ 1 and

reinserting the electron mass,

ffiffiffiffiffi
jcj

p mω

eE
< 1: ð24Þ

Hence an electric field with spatial inhomogeneity and
given strength must have a certain frequency, or width, in
order to be able to produce pairs. This “criticality” is
already well known and has been studied explicitly for the
case c ¼ −1 [14,15,28]. Here we see the simple generali-
zation to the case that the field depends on a spacelike
combination of t and z. Note that the manifestation of this
physics in the worldline formalism is not that the instantons
fail to be real for

ffiffiffiffiffijcjp
γ > 1, but that they fail to be

periodic. This is demonstrated explicitly in Fig. 5, in which
we plot the instantons for the field Eðt ffiffiffi

3
p þ zÞ.

We will find below that the constraint (24) must also be
satisfied in order to have nonzero ImΓ—for discussions of
the connection between the existence of instantons and the
possibility of pair production, see [28,44].

− π
2

π
2

− π
2

π
2

− π
2

π
2

− π
2

π
2

−1 1

− π
2

π
2

FIG. 4 (color online). Streamplots in the complex q–plane
for the Sauter pulse instantons. Top to bottom:
cγ2 ¼ 3; 0.1; 0;−0.1;−0.5. Arrows show the direction of the
velocity _q.

FIG. 5 (color online). Complex instantons for c ¼ −1=2, i.e. an
electric field depending on a spacelike coordinate Eðt ffiffiffi

3
p þ zÞ. A

fixed τ0 ¼ i=300 is chosen, and γ varies up to the cutoff value of
γ ¼ ffiffiffi

2
p

from (24), beyond which there are no periodic solutions.
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As c increases from negative values toward 0, i.e. as the
field inhomogeneities become “less” spacelike, the con-
straint on γ̄weakens. The constraint vanishes preciselywhen
c ¼ 0, the point at which the inhomogeneities become
lightlike, and beyond which they are timelike again.
Figure 4 shows that as c → 0, from either above or below,

the turning points coalesce and the branch cut disappears.
What remains is a (simple) pole; the instantons in the
lightlike case are therefore contractible to points, whereas
the instantons in all other cases c ≠ 0 are contractible only
around extended objects, namely the branch cuts. This is
what singles out the case of lightlike inhomogeneities. It is in
just this case, where we lose the extended structure within
the instanton loops, that the effective actionΓ agreeswith the
locally constant field approximation [16,17,45]. That
the instantons are contractible to points is consistent with
the direct calculation of (2) in [46], in which the Minkowski
space loops contributing to Γ were seen to localize in
surfaces of constant lightfront time.
To recover a given instanton solution of the lightlike case

c ¼ 0 from the instantons with c ≠ 0 we must scale some
of the instanton parameters with c. Consider (19) in the
limit c → 0. If we want to obtain a finite sized q in this
limit then we must scale τ0 such that either fei2πτ0 →
∞; e−i2πτ0 → 0g or vice versa. The limit of (19) is then

q ¼ 1

ω
sinh−1ðre2πiτÞ; ð25Þ

in which r is a constant; these are indeed the solutions
found in [33]. We will show below that we do not need to
perform any extra rescaling in the final result for the pair
production probability, i.e. the observable, which will have
a smooth limit as c → 0.

III. CALCULATION OF THE EFFECTIVE ACTION

We proceed to calculate Γ in the combined fields (5) and
(6) describing three-component electric fields and two-
component magnetic fields depending on q. We allow for
more general field shapes than the symmetric fields
[EðqÞ ¼ Eð−qÞ] previously considered.

A. Classical action

Using the equations of motion, the classical action of an
instanton solution is

S ¼ T
2
ð1 − a2Þ þ 1

c

Z
1

0

dτ
1

T
_q2 −

s
c

Z
1

0

dτ _qðA∥ − p∥Þ:
ð26Þ

Now we observe that all integrals over τ ∈ ½0; 1� can be
expressed as complex contour integrals over the instantons
themselves by trading dτ for dq. Consider the final term in
the above which vanishes for the commonly studied cases

of t-dependent or z-dependent fields, i.e. c ¼ �1 and
s ¼ 0. If q were real we would write this term as a total
derivative and drop it due to periodicity. If we instead write
it as a contour integral over qðτÞ it becomes

−
s
c

I
dqðA∥ðqÞ − p∥Þ; ð27Þ

which will indeed vanish provided the instanton does not
circulate poles of the potential. We will assume this in what
follows. Turning to the remainder of the action, we
introduce the function G to compactify notation:

Gða2; pÞ ¼
Z

1

0

dτ _q2=ðcT2Þ

¼ 1

c

I
dq

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ca2 þ ðA − pÞ2∥ þ cðA − pÞ2⊥

q
; ð28Þ

where the same branch is chosen as for the velocity, from
(16). The remainder of the action can then be written

S ¼ T
2
ð1 − a2Þ þ Gða2; pÞ: ð29Þ

As the classical action is an integral over the complex
instanton itself, it must be invariant under contour defor-
mation of the instanton, as the integrand in G is analytic
away from the branch cut and poles. Changes in the
parameter τ0 introduced in Sec. II simply correspond to
those deformations for which the instanton remains a
solution to the classical equations of motion [33]. Hence
instantons with different τ0 give the same contribution to
the classical action; this is a complex generalization of the
reparametrization invariance which allows us to choose an
arbitrary real τ0. This is useful, see below, in defining
integrals which would otherwise apparently be divergent.
This extends the results of [33] to both time-dependent and
position-dependent electric fields.
We will find that all terms in the effective action Γ can be

expressed in terms of G and and its derivatives

G0 ≔ ∂a2G; Gi ≔ ∂pi
G; etc:; ð30Þ

where i ¼ f∥;⊥g. G is closely related to g in [28], except
that we include more arguments corresponding to the
momenta p. Essentially the same function appears in the
WKB treatment of pair production in [36].
Changing variables from τ to q, we can also write down

two periodicity constraints

1 ¼ h1i ¼
I

dq
_q
; ð31Þ

pi ¼ hAii ⇒ 0 ¼
I

dq
Ai − pi

_q
; ð32Þ
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which (implicitly) determine a and p, as previously found
for real instantons in various fields [34,41,47,48]. In terms
of G these constraints become

1 ¼ 2

T
G0ða2ðTÞ; pðTÞÞ; ð33Þ

0 ¼ Giða2ðTÞ; pðTÞÞ: ð34Þ

B. The fluctuation determinant

We now turn to the contribution of fluctuations about the
instantons found above. We will be brief and highlight only
differences between this and existing, similar, calculations
in the literature.
The second variation of the action in (2) with respect to a

fluctuation δx around an instanton solution is

S2 ¼
Z

1

0

1

2T
ð δq δd δx1 δx2 ÞΛ

0
BBB@

δq

δd

δx1

δx2

1
CCCA; ð35Þ

where

Λ ¼

0
BBB@

−c∂2 s∂2 0 0

s∂2 c∂2 0 0

0 0 ∂2 0

0 0 0 ∂2

1
CCCA

þ

0
BBBBBB@

_d
_q ∂

�
cd̈þsq̈

_q

�
þ _x⊥

_q ∂
�
ẍ⊥
_q

�
cd̈þsq̈

_q ∂ ẍ1
_q ∂ ẍ2

_q ∂
−∂ cd̈þsq̈

_q 0 0 0

−∂ ẍ1
_q 0 0 0

−∂ ẍ2
_q 0 0 0

1
CCCCCCA
:

ð36Þ

The δx integral is Gaussian and gives the determinant of Λ,
which can be computed with the Gelfand-Yaglom method
as in [28]. Zero modes are avoided by means of Dirichlet
boundary conditions, δxμð0Þ ¼ δxμð1Þ ¼ 0, and an integral
over the initial instanton position xμð0Þ.
The determinant is given by3 detΛ ¼ det αϕβð1Þ, where

αϕ are the four solutions of the Jacobi equation

Λϕ ¼ 0 ð37Þ

satisfying

αϕð0Þ ¼ 0; α _ϕβð0Þ ¼ δαβ; α; β ¼ 1; 2; 3; 4;

ð38Þ

where the upper left indices distinguish the four solutions
while the upper right denote vector components. We find
the solutions by multiplying (37) with ð _q _d _x1 _x2 Þ
and ð 0 δij Þ, j ¼ 1; 2; 3, and expanding in terms of the
trivial solutions,

αϕ ¼ αh

0
BBB@

_q
_d

_x1

_x2

1
CCCAþ

0
BBB@

0

αdd

αd1

αd2

1
CCCA: ð39Þ

Solutions can be expressed in terms of the constants αk1;2;3;4

α _h ¼ 1

_q2
ð−αk4cþ αk3ðs _qþ c _nÞ þ αk⊥c_x⊥Þ; ð40Þ

and

α _dd ¼ 1

c
ðαk3 − α _hðs _qþ c _dÞÞ; α _d⊥ ¼ αk⊥ − α _h_x⊥:

ð41Þ

It is now straightforward to impose the boundary conditions
(38), which leads to long and not particularly illuminating
expressions for αϕðτÞ. For τ ¼ 1 though all these expres-
sions can be written in terms of derivatives of G. We
encounter for example terms such as

Z
1

0

1

_q2
¼ −

4

cT3
G00; ð42Þ

where the left-hand side appears, at first sight, divergent
because of the turning points _q ¼ 0. However, these
singularities are avoided by the complex instantons which
circulate the turning points, so that _q ≠ 0 along the whole
contour. We can then, if we choose, deform the contour in
G down to the branch cut without encountering any
divergences. Turning point singularities are also avoided
with such contours in the WKB/phase-integral formalism
[38,40]. After some algebra we find that the determinant
can be compactly written as4

detΛ ¼ det αϕβð1Þ

¼ −
4_q20
T6

ðG00 −G0iG−1
ij G0jÞ detGij; ð43Þ

3This method applies to the ratio of two determinants. We have
divided by the free determinant, which is equal to one in our
conventions.

4In our approximation we consider only the instantons with
lowest turning number, n ¼ 1. As a result the Morse index is
fixed by the requirement that the probability be positive.
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where i ¼ f∥;⊥g. This reduces to the determinant in [36]
for fields with G0i ¼ 0 (e.g. for p ¼ 0) and c ¼ 1, and to
the determinant in [28] for one-component fields with
c ¼ �1 and p ¼ 0. In general though G0i is nonzero. This
is in a sense a moot point, though, as everything in the
round brackets in (43) will soon cancel against a similar
term coming from the proper time integral.
We turn to the xμð0Þ integrals; those over dð0Þ and x⊥ð0Þ

give volume factors. Including the square root of the
determinant in (43) we have the integral

Z
dqð0Þ 1

_qð0Þ : ð44Þ

If the q0 contour were the same as in (33), then (44) would
equal one. Instead (44) contributes a factor of 1=2. This is
shown for real Euclidean instantons in [28]. To see it in the
complex case, we propose a contour that starts (ends) on the
real axis to the left (right) of the branch cut, and passes
either above or below it. In the lightfront limit, the branch
cut shrinks to a pole and the usual iϵ prescription, m2 →
m2 − iϵ in (3), would instruct us whether to go above or
below. As the instantons are symmetric under reflection
about the real axis, the integral (44) contributes a factor
of 1=2.
Finally we perform the proper time integral in a saddle

point approximation. When varying the action (29) in order
to obtain the saddle point equations, one must remember
that a and p can depend on T. Here the two conditions (33)
and (34) for a and p become useful and greatly simplify the
proper time derivative:

dS
dT

¼ ∂S
∂T þ da2

dT

�
−
T
2
þG0

�
þ dpi

dT
Gi

¼ 1

2
ð1 − a2Þ: ð45Þ

Hence the saddle point is determined simply by setting
a2 ¼ 1, as suggested earlier. At the saddle point we have

S → Gð1; pÞ; T → 2G0ð1; pÞ; Gið1; pÞ ¼ 0;

ð46Þ

where the final equation determines p in terms of c and
other field parameters. We also need the second variation of
the action with respect to T. After some simplification,
again using (33) and (34), this becomes

d2S
dT

¼ −
1

4
ðG00 − G0iG−1

ij G0jÞ−1; ð47Þ

in which we recognize the same factor as appears in (43),
with a2 ¼ 1.

C. Final result

Collecting terms from the proper time and path integrals
we find

Im Γ ¼ V3

ffiffiffiffiffiffi
2π

p

8π2
e−iGffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðiGijÞ

p ; ð48Þ

where

Gð1; pÞ ¼ 1

c

I
dq

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ ðA − pÞ2∥ þ cðA − pÞ2⊥

q
ð49Þ

and p∥;⊥ are determined by

Gið1; pÞ ¼ 0: ð50Þ

The large round brackets in (43) and (47) have canceled, a
simplification that might have been expected given
Gutzwiller’s trace formula [44]. That iG is real follows
from the fact that the contour in G can be chosen along an
instanton, and that the integrand is the velocity up to a
factor of i. As noted in [28] we do not need to find the
instantons to evaluate (48); q is now only an integration
variable and we can choose any contour that circulates the
branch between the turning points where the square root in
G vanishes.
The final result (48) may also be obtained by using the

saddle point method for a WKB momentum integral

Im Γ ¼ V3

2

Z
d3p
ð2πÞ3 e

−iG: ð51Þ

It was shown in [49] that for longitudinal fields with
antisymmetric monotonic potentials (with c ¼ −1) the
wordline instanton results in [28] agree with WKB/
phase-integral results with saddle point at zero canonical
momentum (p ¼ 0). Equivalence between the worldline
formalism and WKB was also shown in [36] for three-
components fields with p ¼ 0 and c ¼ 1. Now we have
shown that the two formalisms are equivalent also for more
general field shapes with p ≠ 0 and for −1 < c < 1.
Consider now the transition between the cases of time-

dependent and position-dependent fields, as c changes sign.
In the limit c → 0 the transverse fields become a plane
wave and drop out. Further, all square roots drop out and
the branch points and cut coalesce into a pole that can be
used to perform the contour integrals in G and its
derivatives using Cauchy’s residue theorem, as in [33].
The instantons are deformable to the poles, i.e. to points in
this limit. It is the contraction of the branch cut which leads
to the localization of the instantons in the lightfront limit.
The residue for (34) becomes proportional to the derivative
of the electric field, implying [33]
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p∥ ¼ A∥ðq̄Þ and E30ðq̄Þ ¼ 0; ð52Þ

so that the instanton circles an extrema of the electric field.
In the prefactor calculation, the factor in the large round

brackets in the fluctuation determinant (43) vanishes,
which signals the presence of zero modes and suggests
that, although the final results are simple on the lightfront,
the calculation can be more subtle if it is performed at
c ¼ 0 from the outset. In this sense nonzero c acts as a
regulator (which was one of the original motivations for
introducing coordinates interpolating between instant-form
time t and front-form tþ z in [18–20]) and allows us to
complete the calculation in [33] by extending the locali-
zation seen in the instantons to the whole effective action.
In the limit c → 0 the effective action becomes

Im Γ →
V3

16π3
E2

ffiffiffiffiffiffiffiffiffi
2E2

−E00

r
e−π=E; ð53Þ

where, from (52), the field is evaluated at its maximum.
Equation (53) agrees with the locally constant field
approximation.

IV. TIMELIKE VS SPACELIKE
INHOMOGENEITIES

We now study examples of the effective action (48),
beginning with purely longitudinal fields, A⊥ ¼ 0.

A. Longitudinal fields

For this case we have Gij ∝ δij and (48) reduces to

Im Γ ¼
ffiffiffiffiffiffi
2π

p

32π2
V3

e−iG

iG0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−iG00=c

p : ð54Þ

To generalize to spinor QED, we simply have to multiply
(54) with a factor of 2, as can be shown in the same way as
in [13,32].
To make the dependence on cmore obvious we will take

the usual case of antisymmetric, monotonically increasing
potentials AðqÞ with p ¼ 0; in short the same field shapes
as in [28] but now depending on our general coordinate
q. Let AðqÞ ¼ fðωqÞ=γ, in which f is a dimensionless,
monotonically increasing shape function with −1 < f < 1.
Changing variable from q to y defined by fðωqÞ ¼ffiffiffiffiffiffiffiffiffiffi
−cγ2

p
y we find

Gð1; 0Þ ¼ −i
π

eE0

gðcγ2Þ; ð55Þ

where g is [28]

gðcγ2Þ ≔ 2

π

Z
1

−1
dy

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − y2

p
f0

; ð56Þ

with f0 expressed in terms of f2 ¼ −cγ2y2. We note briefly
for this class of fields that, changing variables from q to A
as in [13,32], one can show that

T ¼ −
2πi
heEi ; ð57Þ

which is the same relation as was found in [33] for
lightfront time-dependent fields (c ¼ 0). In the case of
constant fields, for which heEi → eE0, (57) gives the
location of the poles in the proper-time integral,
the residues from which generate the imaginary part of
the effective action, i.e. give pair production [50].
Returning to the effective action, we substitute (56) into

(54) to obtain

Im Γ ¼ V3

ffiffiffi
2

p

32π3
ðeE0Þ3=2

γ

e−
π

eE0
gðζÞ

∂ζ½ζgðζÞ�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−∂2

ζ ½ζgðζÞ�
q

				
ζ¼cγ2

:

ð58Þ

This generalizes the result in [28]: the difference is that a
factor of c now multiplies the adiabaticity parameter
squared, γ2. In [28] it was noted that the result for AðxÞ
is obtained from that of AðtÞ by γ2 → −γ2, which in our
interpolating coordinates corresponds to taking c from 1 all
the way to −1. Importantly, the effective action is a smooth
function for all c, and in particular is continuous as c goes
through 0.
To illustrate, take the Sauter pulse (18). Reinstating the

electron mass and writing E ¼ eE0=m2 ¼ E0=ES, the ratio
of the peak field to the Schwinger field, one finds

Im Γ
m3V3

¼ E3=2

16π3γ
ð1þ cγ2Þ5=4 exp

�
−
π

E
2

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ cγ2

p
�
;

ð59Þ

see also [28] and, for higher-order corrections, [38].
Figure 6 shows a contour plot of the effective action
(59) as a function of c and field strength E at fixed
frequency. We see that the probability increases from zero
beyond the critical curve

cγ2 ¼ −1: ð60Þ

This curve connects the known critical point γ ¼ 1 for the
case of spatially inhomogeneous fields EðzÞ to γ ¼ ∞ at
c ¼ 0, where the field dependency becomes lightlike,
EðzÞ → Eðtþ zÞ. For c > 0 on the other hand, in which
the field dependency is timelike, there are no critical points.
The same behavior is seen in Fig. 7 where we plot the
effective action as a function of c and frequency ω=m at
fixed field strength. Hence the lightfront limit c ¼ 0
separates systems with critical points from those without.

NONPERTURBATIVE PAIR PRODUCTION IN … PHYSICAL REVIEW D 92, 065001 (2015)

065001-9



It is already known that for q ¼ t the pair production
probability is larger than given by the locally constant
approximation, while for q ¼ z it is smaller, and for the
lightlike case, q ¼ xþ, equal; the contours in Fig. 6 confirm
that (at fixed field strength and frequency) any timelike
dependence yields a higher pair production rate than any
spacelike dependence.
It is worth saying that for the near future’s physically

realizable parameters, i.e. electric fields delivered by

intense laser systems of optical frequency ω ∼ 1 eV and
field strengths of order at most ES=100, (59) varies only
imperceptibly, at the order of 1 part in 109, as we interpolate
between spacelike and timelike inhomogeneities. Hence
the biggest distinction between the spacelike and timelike
cases comes from the different volume factors appearing
which, after regularization, go roughly like the Rayleigh
range for c ¼ þ1 and the pulse length for c ¼ −1. (The
remaining area factor, common to both volumes, is the
focal spot size.)
There is a simple argument which allows us to check

(58). Let us make the frequency/wavelength explicit in the
argument of the field, writing E≡ EðωqÞ. For, e.g. 0 ≤
θ < π=2 we boost with velocity v ¼ tanðθ=2Þ, parallel to
the field, such that the interpolating coordinate q becomes
proportional to time in the new frame, q ¼ ffiffiffi

c
p

t0. In this
new frame we have a time-dependent electric field
Eð ffiffiffi

c
p

ωt0Þ [48,51,52], with frequency scaling with c as

ω0 ¼ ffiffiffi
c

p
ω: ð61Þ

Further, the volume Vd in the d direction is (for jt0j ≪ V)
related to the volume in the x0 direction by V 0 ¼ ffiffiffi

c
p

Vd.
Hence, by partially undoing our rotation with a Lorentz
transformation, we can check (54) by rescaling parameters
in the result of [28].
For c < 0 we can similarly boost to a frame with a z0

dependent field and frequency (or rather wave vector)
scaling as ω0 ¼ ffiffiffiffiffiffi

−c
p

ω. If there are transverse components
the same Lorentz transformation simplifies them: for c > 0
(c < 0) the magnetic (electric) components vanish after the
boost. However, the magnitude of the transverse compo-
nents also scales with

ffiffiffiffiffiffiffi�c
p

, which means that the corre-
sponding adiabaticity parameters are independent of c.
This argument also informs the lightlike limit c → 0. In

the final expression for Γ we can see that c → 0 takes the
adiabacity to zero and, comparing with (61), is effectively a
zero frequency limit. This is again consistent with the
lightlike case agreeing with the locally constant field
approximation.

B. Longitudinal vs transverse components

Consider now adding an additional electric field com-
ponent which points in the transverse direction (along with
the magnetic component) as in (7). We take A1 ≠ 0. Let this
and the longitudinal field component have the same shape
but different magnitudes,

A1ðqÞ ¼ λA∥ðqÞ; ð62Þ

with λ dimensionless. Assume again that A∥ ¼ f=γ is
antisymmetric and monotonic, then we have

FIG. 6 (color online). Contour plot of the effective action
Im Γ=V3 as in (59), in units of the electron mass. In order to show
structure, the frequency is fixed to the high value of ω ¼ m=2.
For c < 0, when the field inhomogeneity is spacelike, the electric
field strength must obey E0=ES >

ffiffiffiffiffijcjp
=2 in order to be capable

of producing pairs. We see that to achieve a given pair production
probability it is preferable for the field to have temporal rather
than spatial inhomogeneities.

FIG. 7 (color online). Contour plot of the effective action
Im Γ=V3 as in (59), in units of the electron mass. Here
E ¼ ES=10, and the critical curve is at 100cðω=mÞ2 ¼ −1.
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G ¼ 1

c

I
dq

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cþ ð1þ cλ2ÞA2

∥

q
; ð63Þ

which, comparing with the purely longitudinal case, simply
amounts to rescaling γ2 by factor 1=ð1þ cλ2Þ. The criti-
cality condition then becomes

cγ2

1þ cλ2
> −1; ð64Þ

provided 1þ cλ2 > 0 is also obeyed (as otherwise the
invariant E2 −B2 becomes negative and, E:B ¼ 0, there is
no pair production.) The constraint (64) reduces to (60) for
purely longitudinal fields, λ ¼ 0; the two constraints are
compared in Fig. 8. For c < 0 we see that the effect of the
transverse fields is to reduce the volume of parameter space
in which pair production is possible.

C. Two-component “rotating” fields

We turn now to a two-component transverse field

A⊥ðqÞ ¼
1

γ
fcosωq; sinωqg; ð65Þ

which for c ¼ 1 is a time-dependent rotating field, and for
c ¼ 0 a transverse (monochromatic) planewave. (For c < 0
one can boost to a frame where the field becomes purely
magnetic and there is no pair production.) For the time-
dependent case the effective actionwas studied in [36,47,48]
using WKB, in [35] using the Wigner formalism, and the
Euclidean instantons found in [34]. We will therefore be
brief here, only using this as an example to show that the
complex structures above exist in other fields. We believe

though that this is the first calculation of Γ including the
prefactor contribution, using the worldline approach.
We begin with the instantons. Fulfilling the periodicity

constraint (31) or (50) is essential here. Given the form of
the field (65), we make the following ansatz for p⊥:

p⊥ ¼ ρ

γ
fcosωq̄; sinωq̄g; ð66Þ

where ρ ≔ γjp⊥j is the magnitude of the transverse
momentum, and q̄ is some average which, as we will
shortly confirm, may be freely chosen. The constraint
which determines ρ as a function of γ2 is given in [34].
This constraint may be rewritten in terms of the complete
elliptic integrals K and E (see [53]) as

0 ¼ 4

π
ffiffiffi
ρ

p ½ð1þ ρÞKð−σ2Þ − 2Eð−σ2Þ�; ð67Þ

in which σ2 ≔ ðγ2 þ ðρ − 1Þ2Þ=ð4ρÞ. Numerical solution of
(67), or estimation using the approximations in [34], shows
that ρ > 1, which is larger than would be possible if the
instanton were real. To see the reason for this let q̄ ¼ 0 and
deform the instanton so that qðτÞ follows a straight line
between the turning points, recall (16). The line is along the
imaginary axis, so while one component of the average is
zero hsinωqi ¼ 0 the other is hcosωqi ¼ hcosh iωqi > 1.
In [34] further conditions were imposed on the instan-

tons to ensure reality, but these are not needed. This is
confirmed in Fig. 9, where the instantons for c ¼ 1 are
found by numerical integration of (11). A real t̄ and a real
staring point tð0Þ are chosen, and indeed the solutions are
still complex. We have confirmed that periodic solutions
are only found if (67) is fulfilled. While tðτÞ remains a
simple closed curve, the instantons x⊥ðτÞ can self-intersect.
The classical action of an instanton, G, can be written

iG ¼ πffiffiffi
c

p
E0γ

2
hðγ2; ρÞ; ð68Þ

where h again depends on elliptic functions5:

hðγ2; ρÞ ¼ 8

π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ2 þ ðρþ 1Þ2

q
½K − E�

�
γ2 þ ðρ − 1Þ2
γ2 þ ðρþ 1Þ2

�
;

ð69Þ
as also appears in the WKB calculation of [36]. Due to the
symmetry of the field G does not depend on q̄. In the
calculation of the effective action this leads to a zero mode,
and the determinant of Gij appearing in (48) vanishes. To
separate out the zero mode into a volume factor we follow
[54] (Sec. 39.4). First write the determinant as a momentum
integral,

FIG. 8 (color online). Effect of a transverse field on the
criticality condition, compare (64) with (60). Parameters as in
Fig. 6. For fields with spacelike inhomogeneities c < 0, turning
on transverse electric and magnetic fields reduces the parameter
region in which pair production is possible.

5It is interesting to compare (69) with Eq. (3.51) in [28], which
gives gðγ2Þ for a longitudinal oscillating field, E0 cosωt; the only
difference, after using various elliptic function identities, is the
factors of ρ, which are absent in the longitudinal case, and an
overall factor of 2.
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e−iGffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
− det iGij

p ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
−iG33

p
Z

dp⊥
2π

e−iG; ð70Þ

as holds to lowest order in the semiclassical regime, and
change variables from p⊥ to ρ and ωq̄; the ρ integral is
performed with the saddle point method and the q̄ integral
gives a volume factor ωVq, or 2π per period of the rotating
field. The result is

e−iGffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
− det iGij

p ¼ iffiffiffiffiffiffi
2π

p VtE
γ

ρffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
iG33iGρρ

p e−iG; ð71Þ

and the effective action becomes

Im Γ ¼ V4cðeE0Þ2ρ
8π3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2h1h22

p exp

�
−

π

e
ffiffiffi
c

p
E0

h
γ2

�
; ð72Þ

extending the results of [34,48] to c < 1. The dependence
of Γ on c is plotted in Fig. 10.

V. CONCLUSIONS

We have used a coordinate rotation to investigate
Schwinger production in backgrounds which interpolate
between time-dependent, homogeneous electric fields and
inhomogeneous, static electric fields. This allowed us to
examine the transition between Lorentz-inequivalent space-
time dependencies. For all field dependencies we found
that the instanton contribution to the effective action was
given by a complex contour integral over the instanton
itself, with the physics of pair production being encoded in
the branch cuts circulated by the instantons.
Note that the existence of critical points, beyond which

there is no pair production, is not related to the reality of the
instantons. Instead we have seen that critical points arise
simply when the instantons fail to be periodic.
Being complex contours, the instantons can be freely

deformed (Cauchy’s integral theorem) around the branch
cuts, without changing their contribution to the effective
action. A striking property of the instantons is that they
make this symmetry manifest: the freedom to choose τ0 in
the instanton solutions represents those deformations for
which the instanton remains a solution to the equations of
motion. This was previously found for the case of lightlike
field dependencies [33], but now we have seen that it holds
more generally, for both spacelike and timelike dependen-
cies, and for a range of field configurations including
longitudinal fields and two-component rotating fields.
For all timelike and spacelike inhomogeneities, the

instantons are deformable only down to a branch cut,
and are therefore fundamentally extended objects. We
found though that the limit of lightlike coordinate depend-
ence corresponded to a vanishing field frequency scale, in
which the branch circulated by the instantons contracted to
a pole. The instantons in this case are contractible to points,
i.e. are equivalent to pointlike objects, and it is in just this
limit that the effective action is given simply by the locally
constant approximation. We have recovered this result by
rotating our field dependence from timelike to spacelike,
and the effective action is a continuous function of the
interpolating parameter.
The freedom to deform the instantons, even away from

solutions to the equations of motion, seems consistent with
the observation in [28] that the explicit form of the
instantons is not strictly needed in order to calculate the
semiclassical approximation to the pair production prob-
ability. For the example of the Sauter pulse we have seen
that, at fixed field strength and frequency, the probability is
higher for any timelike dependence than for any spacelike
dependence.
We have considered fields with one dominant maximum

and consequently negligible interference effects. Such
effects have been studied in [32] using a phase-space
worldline approach, and it would be interesting to study the
cases covered there using our formalism.

FIG. 10 (color online). Contour plot of the effective action (72)
with E0 ¼ ES. There is no pair production for c < 0.

FIG. 9 (color online). Complex instantons ωt, ωx1 and ωx2 for
c ¼ γ ¼ 1, with ωt̄ ¼ 1 and initial condition ωtð0Þ ¼ −1.75.
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