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a b s t r a c t

River terraces represent important records of landscape response to e.g. base-level change and tectonic
movement. Both these driving forces are important in the southern Iberian Peninsula. In this study,
Optically Stimulated Luminescence (OSL) dating was used to date two principal river terraces in the
Tabernas Basin, SE Spain. A total of 23 samples was collected from the fluvial terraces for dating using
quartz OSL. Sixteen of the samples could not be dated because of low saturation levels (e.g. typical
2xD0 < 50 Gy). The remaining seven samples (5 fossil and 2 modern analogues) were investigated using
both multi-grain and single-grain analysis. Single grain results show that: (i) measurements from multi-
grain aliquots overestimate ages by up to ~ 4 ka for modern analogues and young samples (<5 ka),
presumably because (ii) the presence of many saturated grains has biased the multi-grain results to older
ages. Despite the unfavourable luminescence characteristics we are able to present the first numerical ages
for two terrace aggradation stages in the Tabernas Basin, one at ~16 ka and the other within the last 2 ka.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

In the Tabernas Basin southeast Spain, river terraces record
basin-wide aggradational and incisional periods driven by external
and internal forcing agents (e.g. tectonics, climate and lithological
controls) throughout the Quaternary (Harvey et al., 2003; Nash and
Smith, 2003). The Basin is one of a series of interconnectedNeogene
sedimentary basins located within the Internal Zone of the Betic
Cordillera (Betics) (Fig. S1A). The Quaternary basin morphology
records considerable variation in vertical incision over a lateral
distance of ~12 km (Fig. S1B). In the east of the basin, the landscape
is dominated by aggradational alluvial fans that record little inci-
sion (<10 m). In contrast, the central and western parts of the basin
record up to 250 m of incision (i.e. vertical separation of current
river bed and the uppermost Quaternary terrace surface), with the
formation of a sequence of inset fluvial terraces (i.e. a river stair-
case; Alexander et al., 2008). The variation in basin incision is
typically attributed to regional differences in tectonically-driven
.R. Geach).
base-level change (Harvey, 2007). However, Harvey et al. (2003)
suggest that climatic factors and further internal controls (e.g.
variations in lithological strength) are also of significance in the
delivery and routing of sediment both to, and within, the basin.

Unfortunately, due to the poor preservation of organic materials
in the terrace record and the lack of application of other dating
methods (e.g. luminescence, cosmogenic nuclide dating), little is
known concerning the timing of major periods of changes in fluvial
dynamics in the basin (Nogueras et al., 2000). In this study, we use
quartz optically stimulated luminescence (OSL) to date fluvial
samples obtained from two terrace levels in the Tabernas Basin.
Quartz OSL was selected for investigation because of the ubiquity of
quartz, and because quartz OSL is reset rapidly on exposure to
daylight (e.g. Jain et al., 2004a). One of the key assumptions in OSL
dating is that the signal was adequately reset at deposition, so that
any residual signal is insignificant compared to the burial signal. If
this is not the case, an OSL age based on standard multi-grain ali-
quots is likely to overestimate the depositional age, because of the
presence of poorly-bleached grains (e.g. Olley et al., 1999).

One approach to identifying the likelihood of significant
incomplete bleaching is to measure the doses recorded by very
young or modern sediments (modern analogues; e.g. Murray and
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Olley, 2002; Jain et al., 2004a; Vandenberghe et al., 2007; Porat
et al., 2010; Murray et al., 2012). Here the assumption is that the
recent sedimentary environment is analogous to that of the fossil
samples, although such modern analogues are likely to be worst-
case scenarios due to a low preservation potential (Jain et al.,
2004a). The average multi-grain residual dose from young or
modern quartz samples from fluvial and colluvial environments
around the world is ~2 Gy (67 samples; Murray et al., 2012) indi-
cating that in such environments incomplete bleaching is likely
only to be of concern in relatively young samples (e.g. < 20 ka).

Another approach to identifying the potential for significant
incomplete bleaching is to make use of the differential bleaching
rates of quartz and feldspar luminescence signals; these signals
bleach at very different rates (about one order of magnitude dif-
ference) and so by comparing quartz OSL and feldspar (post-IR)
IRSL ages, it should be possible to determinewhether a given quartz
sample is likely to have been well-bleached at deposition (e.g.
Murray et al., 2012). This approach of course requires the presence
of suitable feldspar grains, which are not always common inmature
sediments.

A third approach in identifying the likelihood of significant
incomplete bleaching is to examine the characteristics of single-
grain dose distributions, e.g. over-dispersion (OD; Galbraith et al.,
1999) and skewness (Bailey and Arnold, 2006). However,
Thomsen et al. (2012) have shown that over-dispersion is not a
reliable indicator of incomplete bleaching, and Medialdea et al.
(2014) found the decision tree model of Bailey and Arnold (2006)
resulted in gross underestimations in six out of eight cases. In
multi-grain dose distributions, incomplete bleaching is masked by
averaging effects (depending on aliquot size and grain sensitivity),
but if some of the grains were well-bleached at burial it is possible
to identify these by analysing single-grain dose distributions using
one of various minimum age models (e.g. review by Duller, 2008)
and thus estimate the depositional age accurately.

The principal aim of this study is to use single-grain and
multi-grain OSL techniques in order develop a framework
chronology for the youngest river terrace levels in the Tabernas
Basin. Here we present both multi-grain and single-grain quartz
OSL ages of five fossil and two modern samples from a region
with unfavourable OSL characteristics. The main reason for un-
dertaking OSL measurement of the modern samples is to
investigate whether it is likely that the fossil samples suffer from
significant incomplete bleaching. This dataset provides a valu-
able basis for the development and application of OSL techniques
to the Tabernas Basin and other similar regions in southern
Iberia.

2. Sample details and experimental procedures

Four levels of Quaternary inset terraces were identified as
common across the Tabernas Basin (Fig. S2; Geach et al., 2014).
These occur at ~80 m (level 1: oldest), ~50 m (level 2), ~30 m e

10 m (level 3) and <5 m (level 4: youngest) above the current
channel (Fig. 1A). The sedimentology of the terraces indicates
deposition in laterally-extensive alluvial fans for terrace levels 1
and 2 with a later shift to more confined, braided fluvial styles for
levels 3 and 4.

Sampling for OSL dating was limited due to the highly indurated
nature and coarse grain size (gravel dominated) of most exposures.
A total of 23 samples were collected from the fluvial staircase,
including two modern analogue samples. No samples were
collected from terrace level 1 due to the hazardous location of
outcrops. A summary of the sample locations, depths, positions on
terrace etc. is presented in Table S1 and sites are marked on Fig. S2.
Preliminary studies into the mineralogy of the terrace samples (i.e.
XRF analysis) indicated an almost complete absence of potassium
feldspar grains and hence focus was placed on the use of quartz
OSL.

Two samples (Tab-5 and Tab-16) were too coarse to provide
sufficient medium sand for dating. The remaining 21 samples were
sieved (180e250 mm) and processed using standard techniques
(HCl, H2O2, heavy liquids and HF) under subdued red/orange light,
to give quartz-rich extracts.

OSL measurements used Risø TL/OSL DA-20 readers fitted with
single-grain laser attachments (Bøtter-Jensen et al., 2003, 2010; see
Section S1 for further details). Dose determinationsmade use of the
single-aliquot regenerative-dose (SAR) procedure (Murray and
Wintle, 2000) with a preheat of 260 �C for 10 s determined based
on preheat plateau measurements on multi-grain aliquots (see
Fig. S3 and Section S2). Standard data rejection criteria (see Section
S3) were initially applied but did not improve the data quality (see
also Section 3.3).

Environmental dose rates for each sample were estimated using
radionuclide concentrations measured using high resolution
gamma spectrometry (Murray et al., 1987) on homogenised mate-
rials collected at the sample locations (see Section S4). The resulting
quartz dose rates are given in Table S2.

3. Luminescence characteristics

3.1. Multi-grain OSL characteristics

Multi-grain SAR OSL measurements were undertaken on all
samples. During preliminary measurements 16 samples were dis-
carded due to low saturation levels (e.g. typical 2*D0 < 50 Gy; see
Table S1 for discarded samples). The OSL signals of the five
remaining terrace samples (Tab-9, Tab-10, Tab-11, Tab-20 and Tab-
21) and two modern analogue samples (MA1 and MA2) were all
dominated by the fast component. Fig. S3B shows a representative
DRC from sample Tab-9 and the inset shows a typical OSL curve.
Individual sample average recycling ratios were within 5% of unity
(mean 1.012 ± 0.014, n ¼ 7 samples) and recuperation values were
on average less than 1% of the equivalent dose. Multi-grain dose
recovery tests (Murray,1996) were satisfactory for all fossil samples
(see inset to Fig. S3C), giving an average dose recovery ratio of
0.97 ± 0.02 (n ¼ 46, Fig. S3C) indicating that our SAR protocol can
accurately measure a laboratory dose absorbed before any thermal
pre-treatment.

3.2. Multi-grain dose determination

Multi-grain aliquots consist of many individual OSL-sensitive
grains and due to averaging effects any information about post-
depositional mixing or incomplete bleaching is lost (e.g. Olley
et al., 1999; Wallinga, 2002). The only meaningful information
that can be retrieved from dose distributions derived from large
(8 mm) multi-grain aliquots is the average dose e either un-
weighted, or weighted (e.g. using the Central Age Model, CAM;
Galbraith et al., 1999) according to the uncertainties assigned to
individual dose. The individual multi-grain unweighted (arith-
metic) averages and CAM averages are all consistent within 1
standard deviation (data not shown). The relative over-dispersions
(OD, Galbraith et al., 1999) range between 13 ± 4 and 51 ± 9% and,
as expected, are completely consistent with the relative standard
deviations, i.e. the contribution from counting statistics and curve
fitting errors to the relative standard deviation is not detectable.
Thus, for multi-grain dose distributions there appears to be no
advantage in deriving CAM dose estimates in preference to an
average (arithmetic) dose. The equivalent multi-grain doses given
in Table S3 are arithmetic mean doses.



Fig. 1. (A) Schematic cross section of terrace staircase. (B), (C), (D) Natural single-grain quartz dose distributions for (B) the modern analogue (MA1), (C) sample Tab-20 from terrace
level 4, and (D) sample Tab-9 from terrace level 3.
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3.3. Single-grain OSL characteristics

Single grain measurements show that 98% of the measured
grains were rejected because the first (natural) test dose response
was undetectable (for test doses of 15 Gy), i.e. sTn > 30% (see
Section S3); the remaining grains were all relatively dim e the
median of the first test dose response in the summation period
(first 0.06 s) was only ~1.5 counts/Gy/0.06 s. Applying the
remaining single-grain rejection criteria, given in Section S3,
resulted in a further reduction in the accepted grain populations by
~20%. However, neither the dose (unweighted arithmetic mean or
CAM) nor the relative over-dispersion (OD, Galbraith et al., 1999)
changed significantly as a consequence of applying the rejection
criteria to the natural and dose recovery dose distributions, i.e. the
average ratio of the CAM dose of the dose distribution obtained by
using all the rejection criteria and that obtained by only using the
sTn < 30% criterion is 1.04 ± 0.04 (n ¼ 5 samples). The corre-
sponding ratio for the OD is 1.08 ± 0.08. Thus, it would appear that
there is no advantage in applying these standard single-grain
rejection criteria for these samples, but there is a cost e the
rejection of 20% of otherwise acceptable grains. Similar conclusions
have been made by other authors (e.g. Thomsen et al., 2012; Gu�erin
et al., 2015a; Thomsen et al., submitted; Kristensen et al., 2015) for
different samples of different origins. Here, we have chosen only to
apply the rejection criteria sTn < 30% and Ln/Tn þ sLn/Tn < I0.

3.4. Single-grain dose estimation

A single grain is the smallest unit of transport and thus it is
generally assumed that information about post-depositional mix-
ing and incomplete bleaching can be extracted from single-grain
dose distributions (e.g. Olley et al., 1999; Roberts et al., 2000). It
is well-documented that the OSL sensitivity of grains emitting
detectable OSL in the response to a laboratory dose varies signifi-
cantly from one grain to another and typically by several orders of
magnitude (e.g. Duller, 2008 and references therein). Thus, the
uncertainty assigned to individual dose estimates will also vary
considerably and it would seem prudent to weight according to
individual uncertainties, although it has been argued that the un-
weighted arithmetic mean dose may provide a more accurate
estimation of age, because the average dose rate is used in age
calculations (Gu�erin et al., 2015b).

In Table S3 and S4 we present single-grain equivalent doses
calculated using the unweighted (arithmetic) mean, CAM, CAM un-
logged (CAMUL; Arnold et al., 2009) and robust statistics (Tukey,
1977). For single-grain dose distributions CAM is usually the
preferred dose estimation model, because it has been argued that
CAM is better suited to the statistical properties of such datasets,
particularly for older samples (e.g. Arnold et al., 2009). However,
the log normal assumption of the CAM prevents the application of
this model to the single-grain dose distributions of samples MA1,
MA2, Tab-9 and Tab-20, because these contain non-positive dose
estimates (see Figs. 1 and S4). Thus, for these samples we cannot
apply the CAM without arbitrary rejection of the non-positive dose
estimates. Such arbitrary rejection is not required when using the
CAMUL or the arithmetic mean. The latter is not widely reported in
single-grain studies; mainly because this average can be biased by
outlying, poorly known dose estimates. One approach to minimize
the effects of outliers is to apply robust statistics to the data sets
before calculation of the arithmetic mean. Here, we have arbitrarily
but non-subjectively removed outliers identified to be those
outside the 1.5 � IQR (InterQuartile Range), where IQR is the dif-
ference in dose between the highest and lowest doses remaining
after rejection of the lower (0.25) and upper (0.75) quartiles. This
approach is the same as that used successfully by Medialdea et al.
(2014) for young flash-flood deposits from southeast Spain.

3.5. Single-grain dose recovery and D0 criterion

Single-grain beta dose recovery tests were undertaken on
sample Tab-9 (given dose 15 Gy) and Tab-21 (given doses of either
40 or 60 Gy) and the results are summarised in Table S5. The dose
recovery dose distributions are given in Fig. S5. The CAM values for
the 40 Gy experiment have been obtained by the arbitrary rejection



M.R. Geach et al. / Quaternary Geochronology 30 (2015) 213e218216
of a single non-positive dose estimate (�5 ± 16 Gy). The CAM dose
recovery ratios (i.e. measured dose calculated using CAM) for these
samples are 1.02 ± 0.04 (n ¼ 83; 15 Gy Tab-9), 0.93 ± 0.07 (n ¼ 35;
40 Gy Tab-21) and 0.76 ± 0.08 (n ¼ 45; 60 Gy Tab-21) with corre-
sponding relative ODs of 15 ± 5%, 27 ± 6% and 59 ± 8% (see
Table S5). The average CAM dose recovery ratio is 0.90 ± 0.08
(n ¼ 3). The number of grains rejected due to saturation range
between 5 and 14%. These results suggest that our ability to recover
a known laboratory dose accurately decreases with increasing dose.
Such a trend was also observed by Thomsen et al. (2012).

All these experiments contained grains for which the natural
sensitivity corrected signal was in or above saturation of the labo-
ratory dose response and thus no dose estimate could be calculated
for these grains (see Table S5). The presence of such grains is a
cause for concern as their removal is very likely to involve bias to
lower doses. Thomsen et al. (submitted) suggested an alternative
rejection criterion which seems to provide an unbiased approach
(i.e. independent of the absolute value of individual dose estimates)
to the rejection of saturated grains (or grains close to saturation). In
this approach the individual D0 values of all grains are determined
and only those dose estimates from grains with a D0 value equal to
or greater than a certain threshold (or cut-off) value, x, are
accepted; this threshold value x is selected to be the same as the
average equivalent dose calculated when the rejection criterion is
employed. This requires iteration; the threshold value x is deter-
mined by calculating the average (weighted or unweighted) dose of
the dose distribution as a function of x. Thomsen et al. (submitted)
found that when the threshold value x is equal to the average dose
of the sample the otherwise unacceptably low dose recovery ratios
became acceptable; i.e. for an average sample dose of 60 Gy only
grains with a D0 value larger than 60 Gy are accepted for the next
iteration. Then a revised average is calculated and a new threshold
set equal to this revised average. This process is repeated until the
revised average is equal to or less than the threshold calculated
during the previous iteration. By applying this rejection criterion,
both Thomsen et al. (submitted) and Gu�erin et al. (2015a) obtained
dose recovery single-grain dose distributions with acceptable CAM
dose recovery ratios. In effect, this process rejects those grains for
which the DRC saturates at such a low dose that it is unable to
record the dose of interest. It is important to note that setting the
threshold value too high does not bias the average dose to higher or
lower values. It simply increases the random fluctuation in the
average value because of the smaller number of accepted grains.

If we now apply the additional rejection criterion to the D0
values of individual DRCs, then the average CAM dose recovery
ratio for all dose recovery experiments increases to 0.97 ± 0.03, the
CAM dose recovery ratio at 60 Gy is indistinguishable from unity
(i.e. 0.94 ± 0.08) and the number of grains rejected due to satura-
tion reduces to between 0 and 5% (see Table S5). The application of
this new criterion appears to have significantly improved our
ability to measure a known laboratory dose accurately. The average
dose recovery for the arithmetic mean and the IQR average are both
acceptable (1.07 ± 0.05 and 0.95 ± 0.03, respectively), whereas the
CAMUL average dose recovery ratio is 0.86 ± 0.03, which is not
acceptable.

Thomsen et al. (submitted) and Gu�erin et al. (2015a) applied the
D0 rejection criterion to natural single-grain dose distributions for
which the CAM ages underestimated the expected ages based on
independent age control and found an improvement in their single-
grain ages; it was suggested that this method of analysis reduces a
bias towards low doses in the dose distribution by only accepting
grains which are able to record the absorbed dose accurately. Since
the dose recovery dose distributions of the Tabernas Basin samples
suffer from a problem with the inclusion of grains with low D0
values it is very likely that so will the natural dose distributions.
Thus, the effect of this criterion on the natural dose distributions is
examined below.
4. Dose distributions and OSL ages

A summary of the multi-grain and single grain quartz OSL doses
for the five terrace samples and the two modern analogue samples
is presented in Table S3 and S4. Because of the CAM log-normal
assumption, this model cannot be applied to the dose distribu-
tions obtained for the two modern analogue samples (MA1 and
MA2) and samples Tab-9 and -20, all of which contain non-positive
dose estimates (see Fig. S4). The CAM dose estimates given in
Table S3 and S4 for samples Tab-9 and -20 have been derived after
the arbitrary rejection of these non-positive dose estimates. The
calculation of the arithmetic mean, IQR and CAMUL doses does not
involve any arbitrary rejection of data.
4.1. Modern analogue results

The single-grain dose distributions for the two modern
analogue samples are shown in Figs. 1B and S4A (MA1) and S4B
(MA2). Both single-grain dose distributions appear to be relatively
well-bleached, i.e. the dose distributions are approximately sym-
metrical with only few “outlying” poorly known dose estimates. If
these samples are representative of our fossil deposits then it
would clearly be incorrect to employ minimum age models (e.g.
MAM, Galbraith et al., 1999) or the finite mixture model (FMM;
Galbraith and Green, 1990) to address incomplete bleaching in our
older samples. Equally, for these modern analogues it would clearly
be incorrect to calculate CAM equivalent dose estimates; rejecting
the (legitimate) non-positive dose estimates would lead to a sig-
nificant bias towards higher doses. The CAMUL single-grain ages are
0.08 ± 0.06 and 0.40 ± 0.14 ka, respectively (see Table S6). Note that
the application of the D0 criterion to these young samples does not
result in the rejection of any grains and so the dose distributions
remain unchanged. This is because the average equivalent doses are
small compared to all measured D0 values. The arithmetic mean
doses are biased by high-dose outliers, but applying the IQR re-
duces both the average and the variance in the dose distributions; if
the IQR is used to reject outliers the CAMUL and average (IQR) ages
are consistent with each other.

These modern analogue dose distributions and the resulting
ages indicate that incomplete bleaching should not be of significant
concern in this environment for samples older than a few thousand
years; this is especially true if we remember that modern analogue
samples such as these are likely to be worst-case scenarios due to
their poor preservation potential (Jain et al., 2004a). These results
are also consistent with the review of modern analogue data by
Murray et al. (2012).

A priori we would expect average multi-grain doses to agree
with average single-grain doses for well-bleached samples. How-
ever, the multi-grain ages for these two samples are 2.1 ± 0.8 (MA1)
and 5.0 ± 0.5 ka (MA2) and thus overestimate the single-grain ages
considerably. Single-grain analysis of sample MA2 showed that 24%
of the detectable (i.e. sTn < 30%) grains were in saturation and thus
it is likely that the large discrepancy between the multi-grain and
single-grain age for this sample (~4.5 ka) is due to the inclusion of
these grains in the multi-grain analysis. The reason why these
grains have sensitivity-corrected natural signals in saturation is
beyond the scope of this paper, but it is possible that this is a result
of the failure of our SAR protocol with these grains. It is interesting
to note that similar findings have been reported by Jain et al.
(2004b) and Arnold et al. (2012) in their comparisons of single-
and multi-grain data.
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4.2. Terrace samples

The single-grain dose distributions for the three young samples
collected from terrace level 4 (Tab-10, Tab-20 and Tab-21) are
shown in Fig. S4CeE. Although, the OD values are high (>60%) these
distributions also appear to be relatively well-bleached with only a
few outliers at high doses (with the possible exception of Tab-21).
This was expected from our modern analogues distributions and
suggests that minimum agemodelling would be inappropriate. The
high dose outliers have no significant impact on the weighted dose
estimates (CAM and CAMUL) but do e as expected e affect the
arithmetic means. CAMUL and IQR doses are all consistent with each
other for these samples except for sample Tab-20. About 17% of the
single-grain dose estimates for sample Tab-20 are non-positive and
thus the CAM dose given in Table S3 is expected to be too high.

Again themulti-grain ages overestimate the single-grain ages by
at least a factor of 2, with CAMUL estimates of between
0.20 ± 0.05 ka (Tab-20) and 2.1 ± 0.2 ka (Tab-21) compared to
multi-grain age estimates of 2.0 ± 0.3 ka and 6.4 ± 0.8 ka, respec-
tively. The discrepancy between the multi-grain and single grain
ages is again presumably due to the presence of saturated grains
(ranging between 10 and 15% of the detectable grain population).
Using the D0 criterion does not change the single-grain ages of
these relatively young samples, because all grains have D0 values
larger than 10 Gy.

Fig. S4F and G show the single-grain dose distributions for the
two samples from terrace level 3, both of which have ODs of >60%.
The dose distribution for sample Tab-9 contains three non-positive
dose estimates and thus we cannot apply the CAM (or MAM and
FMM)without arbitrary rejection of these dose estimates. For these
samples, between 15 and 26% of the grains giving detectable OSL
signals (i.e. sTN < 30%) were in saturation (see Table S3). If we apply
the D0 criterion to these samples (see Table S4) the number of
grains in saturation is reduced to between 4 and 11%, and the De
systematically increases by between 1% (CAMUL, IQR) and 53%
(CAM).

5. Discussion

In Table S6 both multi-grain and single-grain ages are given for
samples Tab-9 and Tab-11, after application of the D0 rejection
criterion. Note that the application of the D0 criterion only affects
the natural dose distributions of the two older samples from terrace
level 3. No matter which single-grain dose estimation method is
used the multi-grain ages are systematically larger than then the
single-grain ages; we attribute this to the significant number of
grains in saturation. Thus, the most reliable estimate of burial age is
most likely to be derived from the single-grain measurements,
where these grains can be identified and eliminated. The CAMUL
dose recoverywas not consistent with unity (0.86± 0.03, n¼ 3) and
so we do not expect these results to be accurate. Although the CAM
dose recovery is acceptable (0.97 ± 0.03, n ¼ 3), the CAM cannot be
applied to either the modern analogues or two (out of five) of the
fossil samples because of the presence of negative doses. Arbitrary
rejection of these negative doses would risk biasing any result to
larger values. For the three fossil samples where both CAMUL and
CAM can be calculated without the arbitrary rejection of non-
positive dose estimates the ratio between the CAMUL to CAM is
on average 0.76 ± 0.02 (n ¼ 3). The CAMUL measured to given dose
ratio in the three single-grain beta dose recovery experiments
described above is 0.86 ± 0.03 (after the application of the D0 cri-
terion, see Table S5), implying that using the CAMUL may lead to
significant dose underestimation for these samples and doses (i.e.
>15 Gy).

The dose recovery ratio derived using the arithmetic mean is
satisfactory (1.07 ± 0.05, n ¼ 3) but the presence of clear outliers in
the natural dose distributions makes us question the reliability of
these results. In contrast, the “robust statistics” analysis (Tukey,
1977; Medialdea et al., 2014) is the only approach which provides
a satisfactory dose recovery (0.95 ± 0.03, n ¼ 3), a non-subjective
means of rejecting outliers and can be applied to all samples.
Nevertheless, Table S6 summaries the CAMUL ages, the CAM ages
after the arbitrary rejection of negative results and the IQR ages
(non-subjective rejection of outliers). Not surprisingly, the single-
grain arithmetic means are consistently larger than all other ana-
lyses, because of the high dose outliers. The CAMUL data for the
older two samples ages at the low end of the range and are dis-
missed because of their poor dose recovery in this dose range. In
order to derive the CAM result for one of the oldest samples (Tab-9)
three non-positive dose estimates must be arbitrarily rejected. This
is likely to produce a bias in the resulting age and it is not surprising
that the CAM age of his sample is the oldest of all age estimates. In
contrast the CAM result for sample Tab-11 did not involve the
arbitrary rejection of non-positive data. Finally, the IQR ages for the
two oldest samples are both ~16 ka and are consistent with the
presumably more reliable CAM age (19 ± 2 ka) for sample Tab-11.

Turning to the young samples, although the arithmetic mean
and CAM tend to give systematically higher ages (with one samples,
Tab-20, requiring the rejection of non-positive dose estimates), the
CAMUL and the IQR are broadly consistent with each other and
clearly indicate deposition through the Mid-to Late-Holocene.

Although this study has been limited by unfavourable lumi-
nescence characteristics, the resulting age estimates do add valu-
able information to the Tabernas Basin stratigraphy. Given terrace
level 3 OSL aggradation ages of ~16 ka, it is inferred that deposition
of this level occurred during MIS2; this is consistent with the idea
of formation under periods of climatic variability suggested by e.g.
Macklin et al. (2002). Their suggestion of terrace aggradation dur-
ing global glacial cycles fits well with regional patterns of terrace
formation (Santisteban and Schulte, 2007). Age estimates for
terrace level 4 indicate terrace aggradation occurred during the
Mid-Late Holocene from 2.8 ± 0.3 ka; although the sample sites on
these terraces were buried they were not taken immediately above
the base of the terrace sediments and so it is likely that the onset of
terrace deposition occurred sometime before this. The abandon-
ment of terrace level 3 at less than ~16 ka provides an older limit to
the initiation of terrace level 4. The similarity in age estimates from
modern analogue and the youngest terrace level 4 age estimates
seems to indicate that this terrace has not yet been completely
abandoned; it is presumably still overtopped by large flood events.
Our limited chronology is not sufficient to support detailed in-
terpretations of landscape forcing mechanisms; however, it does
provide a basis for future geomorphological investigation and
application of OSL dating methods in the Tabernas Basin (SE Spain).

6. Conclusions

Quartz OSL dating has been applied to samples derived from a
Quaternary fluvial terrace staircase in the Tabernas Basin, SE Spain.
Results from single grain dating onmodern analogue samples show
that signal bleaching is unlikely to be a significant problem for
these samples. However, detailed analysis of single grain results
shows that measurements from multi-grain aliquots significantly
overestimate equivalent doses. This is attributed mainly to the
presence of saturated grains. A single-grain D0 criterion was then
applied to data; this criterion is designed to reduce the bias in dose
distributions resulting from the use of grains with a small D0
compared to the expected De. When applied to the dose distribu-
tions of the two older samples (Tab-9 and Tab-11) the average ages
systematically increase, especially when using the CAM. In
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summary, although OSL dating was complicated by poor lumines-
cence properties, the findings of this chronological study are
consistent with the Harvey et al. (2003) and Harvey (2007) in-
terpretations of landscape response as a result of tectonic base-
level changes coupled with patterns of climatic forcing.

Appendix A. Supplementary data

Supplementary data related to this article can be found at http://
dx.doi.org/10.1016/j.quageo.2015.05.021.
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