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Abstract

Process-based modelling of storm impacts on gravel

coasts

Robert Timothy McCall

Gravel beaches and barriers occur on many high-latitude, wave-dominated coasts

across the world. Due to their natural ability to dissipate large amounts of wave

energy, gravel coasts are widely regarded as an effective and sustainable form of

coastal defence. However, during extreme events waves may overtop, overwash, and

even lower, the crest of the gravel beach, flooding the hinterland. In the evaluation

of the safety of gravel coasts against flooding, coastal managers currently rely on

models that have been shown in previous studies to be inaccurate. The research in

this thesis attempts to improve the current predictive capacity of gravel beach storm

response by developing a new process-based model to simulate storm impacts on

gravel coasts.

The numerical model developed in this thesis, called XBeach-G, is a morphody-

namic, depth-averaged, cross-shore profile model, based on the XBeach model for

sandy coasts (Roelvink et al., 2009). The model simulates the morphological re-

sponse of gravel beaches and barriers to storms by solving: (1) intra-wave flow and

surface elevation variations using a non-hydrostatic extension of the non-linear shal-

low water equations; (2) groundwater processes, including infiltration and exfiltra-

tion, using a Darcy-Forchheimer-type model; and (3) bed load transport of gravel us-

ing a modification of the Van Rijn (2007a) bed load transport equation to include flow

acceleration effects, which are shown to be significant on coarse-grained beaches.

The model is extensively validated for hydrodynamics, groundwater dynamics and

morphodynamics using detailed data collected in physical model experiments, as
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well as data collected in the field on four natural gravel beaches in the UK and one

in France.

Validation results show that the model has high quantitative skill in simulating ob-

served hydrodynamics on gravel beaches across a wide range of forcing conditions,

in particular with regard to wave transformation, wave run-up and wave overtopping.

Spatial and temporal variations in groundwater head are shown to be well represented

in the model through comparison to data recorded in a physical model experiment.

Validation of the morphodynamic component of XBeach-G shows that the model

has high model skill (median BSS 0.75) in simulating storm impacts on five gravel

beaches during ten storm events, with observed morphodynamic response ranging

from berm-building to barrier rollover.

The model is used to investigate hydrodynamic processes on gravel beaches during

storms, where it is found that incident-band variance is elemental in the generation

of wave run-up on gravel beaches. Furthermore, simulations of wave run-up dur-

ing high-energy wave events show a distinct disparity between run-up predicted by

empirical relations based on the Iribarren parameter and wave steepness, and run-up

predicted by XBeach-G, where predictions by the empirical relations substantially

underestimate observed wave run-up.

Groundwater processes are shown, by means of sensitivity simulations, to strongly

affect the morphodynamic response of gravel beaches and barriers to storms. The

research in this thesis supports the hypothesis that infiltration in the swash is a key

driver for the berm-building response of gravel beaches and helps to reduce erosion

of the upper beach during storms. Through model simulations on a schematic gravel

barrier it is shown that groundwater processes effectively increases the capacity of

gravel barriers to withstand storms with 1–3 m higher surge levels than if groundwa-

ter processes did not occur. Reducing the width of a barrier leads to a lowering of

this capacity, thereby reducing the resilience of the barrier to extreme storm events.

Despite its strong influence on gravel beach morphodynamics, it is found that in-
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filtration plays a relatively small role on wave run-up levels on most natural gravel

beaches (median R2% run-up level reduction of 8%).

Application of the model in validation simulations and sensitivity simulations in this

thesis, as well as in storm hindcast simulations discussed by McCall et al. (2013)

shows the value of using the process-based XBeach-G model in coastal flooding

analysis over the use of empirical tools. While no model can be considered entirely

accurate, application of XBeach-G in all hindcast overwash simulations has lead to

reasonable estimates of overtopping discharge and of morphological change, which

is a significant improvement over the frequently substantial errors of the empirical

tool designed for this purpose.
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Chapter 1

Introduction

1.1 Context

Gravel beaches and barriers occur on many former glacial and wave-dominated coasts

around the world (e.g., Canada, USA, Northern Europe, Russia, Japan, Chile, Ar-

gentina, Australia and New Zealand), as well as on high-relief coasts where short,

fast-flowing rivers provide abundant input of gravel into the coastal system (e.g., the

Mediterranean and Black Sea coasts). In England and Wales gravel beaches and bar-

riers constitute approximately one third of coastline (Fuller and Randall, 1988). Due

to their natural ability to dissipate large amounts of wave energy, gravel coasts are

widely regarded as an effective and sustainable form of coastal defence (e.g., Pow-

ell, 1990), and they are routinely managed to maintain and enhance their protective

ability (e.g., Zenkovich and Schwartz, 1987; Nicholls, 1990; Moses and Williams,

2008).

As demonstrated by the 2013–2014 winter storm season in the UK however, gravel

coasts may experience erosion, wave overtopping and even barrier breaching dur-

ing extreme events, resulting in high societal costs in the form of damage to coastal

properties and infrastructure, flooding of the hinterland and the potential loss of lives

(Scott et al., in prep). It is therefore noteworthy that despite their societal importance,

relatively little research has been directed towards understanding gravel beach beha-

viour in general (cf. Buscombe and Masselink, 2006), and their response to storms

in particular (Poate et al., 2013).
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Despite the general lack of knowledge of gravel beach processes, coastal managers

currently rely on empirical models to make evaluations of coastal safety (DEFRA,

2008). While these models have the advantage of being easy to use and have often

been well validated for the range of conditions they are designed for, their disad-

vantage is that the range of conditions for which they have valid empirical relations

is often limited, and that they are generally designed only to predict certain storm

impact parameters (e.g., erosion distance, overwash potential, etc.), rather than give

the user a comprehensive overview of all potential hazards. The application of such

models on managed coastlines (approximately 44% of the England and Wales coast-

line; DEFRA, 2010), which containing man-made flood defence and beach regula-

tion structures (seawalls, dikes, groynes), is complicated by the fact that most em-

pirical models have been developed for relatively uncomplicated natural coastlines.

Therefore, in some cases it is not possible to apply empirical models on managed

coastlines without extrapolating beyond the capacity of the model. Most import-

antly, application of such models outside their implicit range of validity can lead to

significant errors in the assessment of the storm impacts and the associated flood risk,

as demonstrated by McCall et al. (2013). These limitations clearly indicate that cur-

rent empirical models for gravel beaches are not appropriate tools with which coastal

managers can evaluate current and future storm impacts.

Process-based models offer an improvement over empirical models in that if the im-

portant underlying physics are well understood and included in these models, they

can be universally applied. In recent years advancements have been made in the de-

velopment of process-based models for storm impact on sandy coasts (e.g., Tuan

et al., 2006; Roelvink et al., 2009; Van Thiel de Vries, 2009; Van Rijn, 2009; John-

son and Grzegorzewski, 2011). In contrast, relatively few process-based models have

been developed for gravel beaches. Due to the lack of measurement data collec-

ted under energetic and storm conditions on gravel beaches, existing process-based

morphodynamic models for gravel coasts (discussed later in Chapter 2) have primar-

ily been developed using data collected on natural or laboratory gravel beaches dur-
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ing low to moderate wave energy conditions, and therefore may not be representative

of the physics and morphodynamics occurring during energetic storm events. Addi-

tionally, while the initial results of these process-based numerical models are prom-

ising, the validation of the models has thus far typically been limited to comparisons

of morphological changes, rather than the hydrodynamic processes at the heart of the

morphodynamic cycle.

To effectively assess and maintain coastal safety against storms, coastal managers

must be able to predict where and under what conditions coastal flooding will occur,

and to decide what measures can be taken to reduce the impact of storms. Despite

the clear potential for process-based models to help in this assessment, it is clear

from the descriptions above that no current model has demonstrated the capacity to

provide this assistance.

The benefit of a validated process-based storm-impact model would be great; such

a model could not only be used to provide early-warning of flooding events and as-

sist emergency response coordination, but can also greatly improve the design of

coastal defence structures and mitigation plans (e.g., Anthony, 2008). The latter be-

ing particularly important when considering the large investments required to combat

the potential effects of climate change and sea level rise on flooding (Environment

Agency, 2009). Furthermore, the use of the model as a tool in scientific research

could increase understanding of the importance of physical process interactions, and

could moreover be used to develop more simple, but accurate, tools that can be easily

applied by coastal managers.

1.2 Objective, methodology and constraints

The objective of this research is to improve the current predictive capacity of gravel

beach storm response by developing a process-based morphodynamic model to sim-

ulate storm impacts on gravel beaches and barriers using detailed data collected in

physical model experiments, as well as data collected in the field on natural gravel

beaches. In addition, secondary objectives of the research are to use the model to
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increase our understanding of gravel beach morphodynamics by quantifying the ef-

fect of key hydrodynamic processes (identified in Chapter 2) on gravel beach storm

response, and to highlight the potential for the development of new, more univer-

sal, empirical models through the combined use of observational data and synthetic

model data.

Rather than develop an entirely new process-based numerical model from scratch,

this research builds upon an existing open-source, process-based, depth-averaged

morphodynamic model for the nearshore and coast called XBeach1 (Roelvink et al.,

2009). The XBeach model was originally developed to simulate hurricane impacts

in the Gulf of Mexico, and has been shown to have high model skill in simulating

dune erosion, overwash and breaching on dissipative sandy beaches (Roelvink et al.,

2009; Van Dongeren et al., 2009; Van Thiel de Vries, 2009; McCall et al., 2010).

More recently, two modified versions of XBeach were applied with reasonable suc-

cess to model low wave-energy berm-building on a gravel beach (Milford-On-Sea;

Jamal et al., 2014) and overwash on a gravel barrier (Slapton Sands; Williams et al.,

2012b), which are discussed in greater detail in Section 2.3. More importantly, the

XBeach model has recently (prior to this thesis) been extended with a non-hydrostatic

pressure module (Smit et al., 2010) that allows the model to solve wave-by-wave flow

and surface elevation variations due to short waves in intermediate and shallow water

depths in a similar manner to the SWASH model (Zijlema et al., 2011b; Smit et al.,

2013). This improvement is particularly important on steep gravel beaches, where

the standard phase-averaged approach of XBeach to wave modelling may under-

represent the variance in the swash (see Section 2.2).

Several further developments of the XBeach model have been shown to be necessary

to allow the model to simulate the dominant physical processes on gravel beaches,

in particular the inclusion of groundwater processes and gravel sediment transport

processes (discussed in Chapter 2). During this research, these processes have been

developed in the numerical code of the XBeach model to create a gravel beach storm

1eXtreme Beach behaviour (www.xbeach.org)

4
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impact model, which is hereafter named XBeach-G (as in, XBeach-Gravel).

The hydrodynamic and morphodynamic processes of the XBeach-G model have been

validated in this thesis using data collected during the BARDEX physical model ex-

periment (Williams et al., 2012a), as well as field data collected during storms on

gravel beaches around the coast of the UK as part of the EPSRC-funded NUPSIG2

project (e.g., Poate et al., 2012, 2013, 2014, 2015; Almeida et al., 2015). These

field measurements represent the most extensive set of data collected on the hydro-

dynamics and morphological response of natural gravel beaches during storms, and

are shown to be an integral part of the development and validation of XBeach-G.

Similarly, the state-of-the-art measurements of surface water and groundwater pro-

cesses during the BARDEX experiment, as well as the range of forcing conditions

and morphological response stages (varying form berm-building to barrier rollover),

make this dataset highly valuable to the development and validation of the model.

To limit the scope of the development of XBeach-G, the model has been designed

with the spatial and temporal scales of processes related to storm impact in mind

(Figure 1.1). Therefore, the model does not address lower-order, or higher-order

morphological processes (e.g., long-term coastal evolution and local scour, respect-

ively), or attempt to solve other hydrodynamic processes than those directly relevant

at the scale of storm-impact. While potentially feasible to simulate post-storm recov-

ery at the same spatial and temporal scales as storm-impact, the dominant physical

processes for recovery may differ to those during storms, and are therefore not the

focus of this research.

The scope of research is further refined by primarily focussing on the development of

a morphodynamic model for pure gravel beaches, as opposed to mixed sand-gravel

(MSG) and composite gravel beaches (cf. Jennings and Shulmeister, 2002), al-

though potential model developments to include all gravel beach types are discussed

in Chapter 7. In the rest of this thesis, the terms GRAVEL BEACH and GRAVEL BAR-

2New Understanding and Prediction of Storm Impacts on Gravel beaches (http://www.
research.plymouth.ac.uk/coastal-processes/projects/nupsigsite/home.html)
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Figure 1.1: Scales of hydrodynamic processes (red) and coastal morphodynamics
(black). Lower order (longer-term, larger scale) processes provide con-
straints and internal boundary conditions for higher (shorter-term, smal-
ler scale) order processes, whereas the aggregation of higher order pro-
cesses affects the behaviour of lower order processes (cf. De Vriend,
1991; Kraus et al., 1991; Cowell and Thom, 1994; De Vriend, 1998;
Cowell et al., 2003). The focus of this thesis is at the scale of storm
impact (grey shading).
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RIER refer only to pure gravel beaches and barriers in the classification scheme of

Jennings and Shulmeister (2002), unless stated otherwise.

Finally, the development and validation of XBeach-G in this thesis is in the form

of a depth-averaged, one-dimensional (1D) cross-shore profile model. However, to

account for further development of the model towards a depth-averaged two dimen-

sional (2DH) area model, cross-shore process formulations will be developed that

can be extended in the future to include longshore contributions.

1.3 Thesis outline

Chapter 2 gives a brief overview of our current understanding of the dominant phys-

ical processes controlling the morphodynamic response of gravel beaches and barri-

ers. Chapter 2 also discusses existing conceptual, empirical and process-based mod-

els for gravel beaches with respect to their use as storm impact models and argues the

need for a new process-based model, XBeach-G. The development and validation of

XBeach-G is discussed in Chapters 3–5, where Chapter 3 addresses the validation

of the surface water dynamics on gravel beaches using the existing non-hydrostatic

pressure module of XBeach, Chapter 4 presents and validates a groundwater mod-

ule for gravel beaches developed during this research, and Chapter 5 presents and

validates a gravel sediment transport and morphology module developed during this

research. The effect of key hydrodynamic processes identified in Chapter 2 on gravel

beach storm impact is discussed throughout Chapters 3–5 by means of sensitivity

simulations. The validated XBeach-G model is applied in Chapter 6 to investigate

storm wave run-up on gravel beaches and the change from crest build-up to crest

lowering on gravel barriers. Finally, Chapters 7 and 8 address the potential use of the

XBeach-G model in research and engineering projects, the main model limitations

and potential model developments to mitigate or overcome them, and final conclu-

sions of the research.
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Chapter 2

Gravel beach dynamics and models

This chapter reviews the current state of knowledge of physical processes on

gravel beaches, as well as current morphodynamic models for gravel beaches.

The reviews indicate the importance of swash hydrodynamics and groundwater

interaction in the morphodynamic response of gravel beaches that is currently

not well described by empiricial and process-based models. Furthermore, the

review highlights that many current models have been developed and validated

for relatively low-energy wave events and that there is a distinct lack of models

for high-impact storm events.

2.1 Introduction

The development of a process-based storm impact model for gravel beaches requires

understanding of the dominant physical processes leading to their morphodynamic

response. In this chapter, a brief review is given of the current state of knowledge

of physical processes on gravel beaches and their effect on beach morphodynamics.

While relatively little research has been aimed at understanding the detailed pro-

cesses at the heart of the morphodynamic response of gravel beaches to storms, a

more detailed and general review of gravel beach processes than the one presented

here is given by Buscombe and Masselink (2006). A review is presented of existing

morphodynamic models for gravel beaches and their applicability to the simulation

of storm impacts is discussed in the second part of this chapter.
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2.2 Characteristic physical processes and morphology

Despite their wide-ranging use as cost-effective and sustainable forms of coastal de-

fence (e.g., Johnson, 1987; Aminti et al., 2003), relatively little research has been

directed at understanding detailed morphodynamic processes on gravel beaches in

comparison to their sandy counterparts (Mason and Coates, 2001; Buscombe and

Masselink, 2006), and in particular the processes that determine their morphody-

namic response to storms (Poate et al., 2013). In general, however, gravel beaches

are known to differ from sandy beaches in terms of dominant hydrodynamic pro-

cesses, groundwater effects, sediment transport modes and morphodynamic response

(Buscombe and Masselink, 2006).

Gravel beaches typically have a steep beach face, with a slope in the order of 1:20 –

1:5, and tend to fall in the reflective domain (Carter and Orford, 1984) of the morpho-

logical beach classification of Wright and Short (1984). As such, these beaches are

characterised by an unsaturated and narrow surf zone with plunging waves breaking

close to the shoreline and hence a high spatial concentration of wave energy dis-

sipation on the beach face. Compared to dissipative sandy beaches, the surf zone

of a gravel beach has limited capacity for the generation of infragravity wave en-

ergy through the shoaling and release of bound long waves (Longuet-Higgins and

Stewart, 1962, 1964; Battjes et al., 2004), or the time-varying breakpoint mechanism

(Symonds et al., 1982), and its surf and swash zones are consequently dominated by

incident-band motions (e.g., wind-wave or swell-wave band motions; cf., Wright

et al., 1979; Miles and Russell, 2004), although zero-order subharmonic edge-waves

may be generated at the shoreline under certain conditions (e.g., Huntley and Bowen,

1975; Guza and Inman, 1975). Furthermore, whereas the swash zone on sandy

beaches is almost always saturated (i.e., increasing the incident wave height does

not lead to increased swash variance; cf. Brocchini and Baldock, 2008), the swash

zone on gravel beaches is unsaturated during long-period wave conditions on mild-

sloping beaches and during most wave conditions on steep-sloping beaches (Figure

10
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Figure 2.1: Approximate regimes in which gravel beach swash zones are unsat-
urated, based on the swash period relation of Brocchini and Bal-
dock (2008), where swash saturation is estimated to occur when(

H
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) 1
4
& 0.4, and H is the offshore wave height, g is the grav-

itational constant, T is the offshore wave period and βb is the angle of
the beach slope. The dark, medium and light grey shaded areas cor-
respond to unsaturated swash zone conditions on gravel beaches with
a beach slope of 1:20, 1:10 and 1:5 respectively (note that these areas
overlap in the lower-right area). The parameter space outside the shaded
area corresponds to saturated swash conditions. Deep water peak wave
steepness values are displayed as dotted contour lines for comparative
purposes.

2.1), implying that the swash zone on gravel beaches cannot necessarily be assumed

to be saturated during storm events. This observation is relevant to the dynamics of

gravel beaches during storms, since the degree of swash saturation determines how

much energy in the swash zone will increase, or stagnate with increased offshore

wave forcing during storms, and the phasing of swash-swash interactions is thought

to control the morphodynamic response of the swash and surf zone (e.g., Kemp,

1960; Kirk, 1970).

Due to their grain size and large interstitial pores, gravel beaches are relatively per-

meable compared to sandy beaches with hydraulic conductivity values typically in

the range of 1 · 10−3 – 1 · 100 ms-1 (e.g., Bear, 1972). Infiltration and exfiltration

of surface water through the beach face has long been known to affect the morpho-

11



ROBERT TIMOTHY MCCALL

dynamic response of permeable beaches through the first-order effect of reducing

the backwash volume (e.g., Bagnold, 1940; Grant, 1948; Carter and Orford, 1993),

as well as through second-order effects in the form of vertical pressure gradients,

resulting in the modification of the effective weight and mobility of particles in the

bed (e.g., Martin and Aral, 1971; Nielsen, 1992), and ventilation of the bed bound-

ary layer, resulting in altered bed shear stresses (e.g., Martin, 1970; Oldenziel and

Brink, 1974; Conley and Inman, 1994; Nielsen, 1997). Masselink and Li (2001)

found through numerical model investigation that the first-order effect of infiltration

(i.e., reduction of the backwash volume) only significantly altered the morphody-

namic response of beaches with hydraulic conductivity greater than 1 · 10−1 ms-1,

which they equated to a median grain diameter of 1.5 mm. Butt et al. (2001) invest-

igated the second-order effects of groundwater exchange and found that the result

of the two opposing processes (e.g., vertical pressure gradients and boundary layer

ventilation) was net onshore-directed sediment transport for grain sizes greater than

approximately 0.5 mm, and net offshore-directed sediment transport for smaller grain

sizes. Field, laboratory and numerical investigations have confirmed the importance

of groundwater processes on gravel beaches (e.g., Austin and Masselink, 2005; Horn

and Li, 2006) and have further highlighted the importance of the thickness of the

groundwater aquifer (e.g., Powell, 1990) and groundwater level fluctuations (e.g.,

Austin and Masselink, 2006a; Masselink and Turner, 2012) on the morphodynamics

of gravel beaches.

The spatial concentration of incident wave breaking on the beach face of gravel

beaches means that the critical threshold for sediment transport is almost always

exceeded (cf. Buscombe and Masselink, 2006). However, in contrast to sandy

beaches, sediment transport on gravel beaches is almost entirely composed of bed

load and sheet flow transport and grain saltation (Carter and Orford, 1993; Isla and

Bujalesky, 1993), and suspended transport is negligible1 due to the high fall velocity

1Note that visual observations made at Loe Bar and Chesil Beach during this research appear
to suggest that some gravel may be entrained in the water column at the location of wave breaking
during energetic conditions. However, to the author’s knowledge, no measurements of such sediment
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of the particles. The variation in grain size on gravel beaches is generally several

orders greater than that found on sandy beaches (Buscombe and Masselink, 2006),

which allows the spatial and temporal variation in the uprush and downwash transport

capacity to generate differentiated patterns of grain sizes on the beach face, where

larger than average grains are found at the step and berm (e.g., Austin, 2005). These

sedimentary patterns can become self-regulatory through positive feedback mechan-

isms related to particle interactions (e.g., particle acceptance and rejection; cf. Moss,

1962, 1963) and permeability (e.g., increased or decreased infiltration rates) and are

a function not only of the grain size, but also of the shape of the grains (e.g., Bluck,

1967; Williams and Caldwell, 1988; Isla, 1993). The importance of such interactions

is captured in the concept of morpho-sedimentary dynamics (cf. Carter and Orford,

1993; Buscombe and Masselink, 2006), where sediment heterogeneity is accepted as

a fundamental and driving component of the morphodynamics of gravel beaches.

Gravel beaches are characterised by the presence of a step, a steep-faced, submerged

feature at the base of the foreshore (e.g., Kirk, 1970). The morphology of the step

is known to respond to the nearshore hydrodynamic forcing conditions by increasing

in height under increased wave forcing (Hughes and Cowell, 1987) and by migrating

across the cross-shore profile in step with the tide level (e.g., Masselink et al., 2010;

Austin and Masselink, 2006a; Almeida et al., 2015). The step strongly controls the

location of wave breaking by presenting an abrupt change in water depth (Hughes

and Cowell, 1987) and strongly influences breaker-zone and swash-zone dynamics

(Masselink et al., 2010; Poate et al., 2013; Almeida et al., 2015), and is therefore

often described as the equivalent of a break-point bar on sandy beaches (cf. Austin

and Masselink, 2006a; Austin and Buscombe, 2008). The step is thought to help

maintain the reflective state of the beach by creating a sediment convergence point

close to the shore and thereby limit the potential for the formation of a dissipative and

mild beach slope (cf. Hughes and Cowell, 1987; Buscombe and Masselink, 2006;

Austin and Buscombe, 2008).

concentrations have been attempted.
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In a similar manner to the step, the berm is considered one of the mechanisms through

which gravel beaches present their reflective nature (e.g., Austin, 2005). A berm

characterises a marked change in slope on the beach from a steep, seaward-facing

slope, to a flat terrace at the start of the backshore. Berms are thought to be cre-

ated by asymmetric swash sediment transport, leading to sediment convergence in

the upper swash (cf. Bagnold, 1940; Grant, 1948; Duncan, 1964; Carter and Orford,

1993) and therefore their morphology is determined both by the still water level and

the incident waves. Gravel beaches may display multiple berms at varying eleva-

tions, relating to tidal high water conditions and storm wave conditions (Jennings

and Shulmeister, 2002; Austin and Masselink, 2006a; Masselink et al., 2010). On

gravel beaches the interaction between surface water and groundwater (i.e., infilt-

ration) plays a particularly important role in the generation of berms (Austin and

Masselink, 2005, 2006b).

Due to its limitation of being a 1D cross-shore profile model, the model to be de-

veloped in this research will not be able to simulate the three-dimensional cusp horns

and bays common to many swash-aligned gravel beaches (e.g., Huntley and Bowen,

1975 , and many others). An analysis of the theories of the generation of cusps on

gravel beaches is therefore omitted from this section.

2.3 Existing models for gravel beaches

Morphodynamic models for gravel beaches can be categorised by their complexity

(cf. Masselink and Gehrels, 2014), where a near-continuous spectrum of models

types can be described that ranges from simple conceptual models, to empirical and

parametric models, and process-based models. In this classification, conceptual mod-

els are classed as models that attempt to qualitatively describe the observed behaviour

of systems. Such models are particularly useful for discussing and identifying dom-

inant processes in the behaviour of the system that can be included in more complex

models, but have limited value in practical applications requiring quantitative predic-

tions of system change (Masselink and Gehrels, 2014).

14
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Empirical, or parametric models constitute an advancement over conceptual mod-

els in that they describe system response in a quantitative manner using correlative

relationships found in data of observed system behaviour, without describing the un-

derlying processes leading to the system response (Adams et al., 2013). Such models

are commonly used in practical coastal engineering applications due to their limited

computational requirement and ease of use, but are inherently limited to systems that

are well described by the relationships in data underlying the model (cf., Thieler

et al., 2000). While the terms empirical model and parametric model are both com-

monly used to describe such data-derived models, this thesis will henceforth address

this type of models as empirical models. Behavioural models can be considered a

special hybrid of conceptual and empirical modelling, in which qualitative concepts

(e.g., equilibrium profile) are used to determine the overall direction of change in a

system, and empirical models are used to describe the rate of change in the system

(e.g., Kriebel and Dean, 1993).

Process-based models differ from empirical and conceptual models in that process-

based models attempt to describe the behaviour of the system by understanding and

quantifying the detailed physical processes and their interactions that lead to changes

in the system (Adams et al., 2013). If the underlying physics of the system are well

understood and captured in process-based models, these models can be applied in

any given physical setting and are therefore more widely applicable than empirical

models. However, due to the greater complexity of processes simulated by process-

based models the computational requirements for process-based models is substan-

tially greater than those for empirical models.

While there is theoretically a clear distinction between conceptual, empirical and

process-based models, in practice most, if not all, empirical and process-based mod-

els are founded on conceptual descriptions of reality (Masselink and Gehrels, 2014).

Similarly, all process-based models rely on empirical relations to resolve physical

processes at scales smaller than the model resolution (e.g., molecular diffusion, sub-

grid turbulence) and most morphodynamic process-based models rely on empirical
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descriptions of sediment pick-up, rather than compute this explicitly from basic prin-

ciples2.

2.3.1 Conceptual models

A substantial proportion of research on storm impacts on gravel beaches and barri-

ers has been directed at describing relatively large-scale processes (e.g., surge, wave

run-up, overtopping) and their impact on the coast, in particular with respect to crest

overtopping, overwash and barrier rollover (cf. Orford, 1977; Carter and Orford,

1993; Orford et al., 2003). In a qualitative sense, this knowledge is captured by a

conceptual model for barrier overtopping and overwash (Crest build-up – Barrier

rollover in Figure 2.2), in which the morphodynamic response of gravel barriers

is related to the difference between wave run-up levels and the height of the bar-

rier crest (Bradbury and Powell, 1992; Orford and Anthony, 2011). The transition

between berm formation and beach erosion (top left panels in Figure 2.2) has gener-

ally not been the focus of conceptual storm impact models (e.g., Orford et al., 2003)

and is not yet clearly understood. Principal mechanisms proposed for the transition

between beach erosion and berm formation are the offshore wave steepness3 (e.g.,

Hattori and Kawamata, 1980; Komar, 1998), that has to a certain degree been veri-

fied by measurements in flume experiments and in the field (e.g., Van Hijum, 1974;

Powell, 1990; Sherman, 1991; Masselink et al., 2010; Poate et al., 2013), and the

ratio between the wave period and the swash period (e.g., Kemp, 1960; Kirk, 1970;

Holland and Puleo, 2001), which is related to the wave steepness, but has been less

well investigated in field and laboratory studies.

2Recent work with Discrete Particle Models for sediment transport, e.g., Drake and Calantoni,
2001; Calantoni et al., 2004, has shown that true process-based modelling of sediment transport may
become achievable in the future. However, at this stage such modelling requires prohibitive compu-
tational effort and itself still relies on empirical relations for drag and added mass of the sediment
particles.

3Note that Orford (1977) also uses the concept of wave steepness (in terms of plunging and
spilling breakers) in combination with tide and surge levels to explain the transition between beach
erosion and crest build-up.

16



C
H

A
PT

E
R

2.
G

R
AV

E
L

B
E

A
C

H
D

Y
N

A
M

IC
S

A
N

D
M

O
D

E
L

S

Substrate

Barrier
SWL

Berm formation

zmax

Substrate

Barrier
SWL

Beach erosion

zmax

Substrate

Barrier

SWL

Crest build-up

zmax

Substrate

Barrier

SWL

Crest lowering

zmax

Substrate

Barrier

Barrier rollover

SWL

zmax

Figure 2.2: Conceptual model of the morphological response of a gravel barrier ( ) to varying wave forcing and water levels. From top-
left to bottom-right the wave conditions become more energetic and the still water level higher, leading to higher maximum
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2.3.2 Empirical models

Despite the similarity between the conceptual model of gravel barrier storm response

shown in Figure 2.2 and the conceptual model underpinning the Storm Impact Scale

for sandy barrier coasts (Sallenger, 2000), a generalised model to quantitatively de-

scribe thresholds between all stages of morphodynamic response has yet to be found.

This, to a certain extent, may be due to the lack of observational data and empir-

ical relations with which to specify changes in gravel barrier response. This section

summarises existing empirical relations for hydrodynamic and morphodynamic pro-

cesses on gravel beaches and their potential application in the prediction of storm

impacts.

A focus of much storm impact research on both sandy and gravel coasts has focussed

on wave run-up, leading to many Iribarren-type (Battjes, 1974) parametrisations of

wave run-up of the form R2%
H = aξb

0+c, where R2% is the 2% wave run-up exceedence

level, H is the wave height, ξ0 =
tanβb√

H/λ0
is the deep water Iribarren parameter, βb is

the angle of the beach slope, λ0 is the deep water wave length and a, b O (1) and c

O (0.1) are fitting coefficients with varying values found at different field sites and in

laboratory data (e.g., Hunt, 1959; Holman, 1986; Mase, 1989; Nielsen and Hanslow,

1991; Van der Meer and Stam, 1992; Van Gent, 2001). Although Iribarren-type

run-up equations are found to correspond well to field observations on steep sandy

beaches, wave run-up on flatter and dissipative beaches appears to be less dependent

on the beach slope and to scale with the deep water significant wave height Hs,0

(Ruessink et al., 1998; Ruggiero et al., 2001), or
√

Hs,0/λ0 (Nielsen and Hanslow,

1991), instead of the Iribarren parameter. In order to address this difference in a

practical manner, Stockdon et al. (2006) developed an empirical run-up equation

based on separate contributions of the incident-band and infragravity-band to wave

run-up at the shore. The run-up equation was developed and validated using data

from dissipative and reflective sandy beaches in the USA and the Netherlands, with
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separate optimal formulations for steep and mild sloping beaches:

R2% = 0.043
√

Hs,0λp,0 ξp,0 < 0.3 (2.1a)

R2% = 0.73β f

√
Hs,0λp,0 ξp,0 > 1.25 (2.1b)

where β f is the beach slope measured over the portion of the beach where run-up

occurs, λp,0 is the deep water wave length of the peak period wave and ξp,0 is the deep

water Iribarren parameter based on the significant wave height and the peak period

wave length. Stockdon et al. also developed a general expression for application on

all beaches:

R2% = 1.1

0.35β f
√

Hs,0Lp,0 +

√
Hs,0Lp,0

(
0.563β2

f +0.004
)

2

 (2.2)

where the first term inside the brackets relates to wave set-up and the second term

relates to wave run-up. Equations 2.1b and 2.2 have been used with mixed results on

gravel beaches, where the parametrisation was found to work well under laboratory

conditions (Matias et al., 2012 discussed later in this section), but to underpredict

observed wave run-up on steep gravel beaches in the field (Poate et al., 2012).

Powell (1990) derived wave run-up formulations specifically for gravel beaches as

part of an empirical cross-shore profile response model, discussed later in this sec-

tion, which is based on a series of physical model experiments. In this empirical

formulation, wave run-up exceedence levels are related to the height of the gravel

beach berm:

R2%

Hs
=

hc

Hs

(
− ln(0.02)

4.2

)0.455

(2.3)
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where Hs is the offshore significant wave height, hc is the height of the beach berm

above still water level (SWL), discussed later in this section (Equation 2.5b), and the

logarithmic numerator relates to the 2% exceedence level.

More recently, Polidoro et al. (2013) developed a wave run-up equation of similar

structure to Equation 2.2 for MSG beaches, which incorporates the effect of bimodal

wave spectra:

R2% = 1.04Hm0

√
Tm−1,0

Tm0,2

√
ξm−1,0

√
exp(−Qp)+0.095

√
Hm0λ−1,0 (2.4)

where Qp is the peakedness of a wave spectrum, defined as Qp = 2
m0

´
f S2

f d f , S f

is the one-dimensional frequency-energy density spectrum, f is the frequency and

the subscripts 0, -1 and 2 refer to spectral wave periods, wave height, Iribarren para-

meter and wave length based on the the zeroth, first negative and second positive

order moments of the energy density spectrum, m0, m−1 and m2, respectively. While

good results were found for mixed sand-gravel beaches, the wave run-up equation of

Polidoro et al. (2013) has not yet been applied to, or validated for, steep, pure gravel

beaches.

Some of the earliest empirical models to describe the cross-shore profile changes on

gravel beaches under varying wave and surge forcing were developed in the Neth-

erlands (Van Hijum, 1974, 1976; Van Hijum and Pilarczyk, 1982; Pilarczyk and

Den Boer, 1983; Van der Meer and Pilarczyk, 1986; Van der Meer, 1988) and tested

in the USA (Ahrens, 1990). However, work by Powell (1990) is regarded in the

UK as the standard empirical model to compute cross-shore profile change on gravel

beaches (DEFRA, 2008). This model (SHINGLE) describes the cross-shore profile

between the horizontal position pc and vertical position hc of the beach crest and the

SWL shoreline, the SWL shoreline and the horizontal position pt and vertical posi-

tion ht of the top of the step, and the top of the step to the horizontal position pb and

vertical position hb of the lower limit of profile deformations using three curves (pro-
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file descriptors, Figure 2.3). The position of these curves with respect to the SWL

shoreline is described using three non-dimensional parameters: ratio of wave height

to sediment size, the ratio of wave power to sediment size, and the wave steepness:

pcD50

Hsλm
=−0.23

(
HsTm

√
g

D1.5
50

)−0.588

0.01≤ Hs

λm
≤ 0.06 (2.5a)

pcD50

Hsλm
=−0.23

(
HsTm

√
g

D1.5
50

)−0.588

0.01≤ Hs

λm
≤ 0.06 (2.5b)

ptD50

Hsλm
= 1.73

(
HsTm

√
g

D1.5
50

)−0.81

0.01≤ Hs

λm
< 0.03 (2.5c)

pt

D50
= 55.26+41.24

H2
s

λmD50
+4.90

(
H2

s

λmD50

)2

0.03≤ Hs

λm
≤ 0.06 (2.5d)

ht

Hs
=−1.12+0.65

H2
s

λmD50
−0.11

(
H2

s

λmD50

)2

0.01≤ Hs

λm
< 0.03 (2.5e)

ht

D50
=−10.41−0.025

H2
s√

λmD1.5
50
−7.5 ·105

(
H2

s√
λmD1.5

50

)2

0.03≤ Hs

λm
≤ 0.06 (2.5f)

pb

D50
= 28.77

(
Hs

D50

)0.92

0.01≤ Hs

λm
≤ 0.06 (2.5g)

hb

λm
=−0.87

(
Hs

λm

)0.64

0.01≤ Hs

λm
≤ 0.06 (2.5h)

where D50 is the median grain diameter, Tm is the mean wave period, g is the grav-

itational acceleration constant and λm is the mean wave length. Equations 2.5a–2.5h

were derived from scaled physical model test and later verified using data collected

at four natural gravel beaches. The application of this empirical model is limited

to conditions that are similar in terms of composition and hydrodynamic forcing to

those modelled in the laboratory experiments of Powell (1990), which includes nor-

mally incident wave conditions and situations with no longshore sediment transport

gradient. Further research using the empirical model has shown that the relations

are not appropriate for very coarse gravel beaches and conditions with long period

swell (Obhrai et al., 2008), bimodal wave conditions (Bradbury et al., 2011), or con-

ditions where overwash may occur (e.g., Bradbury and Powell, 1992; Van Rijn and

Sutherland, 2011).
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SWLx

pc

yhc

ht

hb

pt

pb

y/hc = (x/pc)
n1 

y/ht = (x/pt)
n2 

(y-ht)/(hb-ht) = 
    ((x-pt)/(pb-pt))

n3 

Figure 2.3: Schematised beach profile and profile descriptors in empirical model of
Powell (1990)

The transition from overtopping to overwash was studied by Matias et al. (2012)

using data collected on one gravel barrier during the BARDEX physical model ex-

periment (Williams et al., 2012a). In this work, potential wave run-up levels on the

gravel barrier (e.g., in the case of a beach that extends sufficiently far to encompass all

run-up motions) were computed using a large number of empirical run-up formula-

tions and compared to measurements of wave overtopping. The result of this analysis

showed good estimates for overtopping during the experiment using Equations 2.2

and 2.5b4, with slightly better results for Equation 2.2. The authors subsequently

found a threshold for overtopping and overwash, similar to the work of Sallenger

(2000), based on the difference in potential wave run-up elevation and the elevation

of the gravel barrier crest, defined as Overwash Potential (OP). While there is clear

practical use for OP threshold relations, the results of Matias et al. are specific to the

gravel barrier simulated in the BARDEX experiment and further research is currently

required to generalise the results for application on other gravel barriers.

Bradbury (1998; 2000) developed an empirical threshold model for overwash on

gravel barriers, called the Barrier Inertia Model (BIM). The BIM relates the potential

4Note that this study approximated the maximum wave run-up level by the height of the beach
crest, rather than the 2%-exceedence level in the empirical model of Powell (1990).
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for overwash on gravel beaches to the wave steepness of the incident waves sm,0, and

the dimensionless barrier inertia parameter Ib (cf. Orford et al., 1995), defined as:

sm,0 =
Hs

λm,0
(2.6a)

Ib =
hcrestA

H3
s

(2.6b)

in which Hs is the significant wave height at the toe of the beach (m), which in

the derivation of the BIM was measured in 6–8 m water depth (Bradbury, 2000),

although also applied at 10–12 m water depth (Bradbury et al., 2005), λm,0 =
gT 2

m
2π

is

the deep water wave length of the mean period wave measured at the toe of the beach

(m), hcrest = zcrest−SWL is the freeboard, or elevation of the barrier crest zcrest above

SWL (m), and A is the cross sectional area of the barrier above SWL (m2); see Figure

2.4 for schematic descriptions of these variables.

Through a series of physical model experiments based on conditions measured at

Hurst Spit in the UK (Bradbury, 1998), as well as field data collected at Hurst Spit

(Bradbury and Powell, 1992), Bradbury (2000) found that barrier overwash is un-

likely to occur when:

Ib > 0.0006s−2.54
m,0 (2.7)

noting that lower values of Ib than this threshold value may not necessarily lead to

overwash.

Although Bradbury (2000) validated the BIM using data collected at three other

gravel beaches, the author stressed the importance of local calibration and limita-

tions of the model. Later studies, including those by the original author of the model,

have recognised that the BIM may under predict the potential for overwash under

bi-modal wave conditions (Bradbury et al., 2005, 2011), high wave steepness condi-
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Figure 2.4: Schematic representation of the components of the BIM parametrisation
of overwash.

tions (Obhrai et al., 2008) and on barriers that have a distinctly different geometry

and shoreface to that of Hurst Spit (McCall et al., 2013). Despite these limitations,

the BIM is commonly used in the UK and regarded as the most practical and ad-

vanced modelling tool available to coastal managers (Cope, 2005; DEFRA, 2008).

2.3.3 Process-based models

Whilst process-based models to compute the morphodynamics of sandy beaches have

had a strong and diverse background in coastal research since the eighties of the last

century (e.g., Stive and Battjes, 1984; Dally and Dean, 1986; Watanabe et al., 1986;

Larson and Kraus, 1989), substantially fewer process-based models have been de-

veloped for gravel beaches, and almost none have been developed and validated for

simulating the morphodynamic response of gravel beaches during storms. Those

process-based models that are currently available can be divided into wave-resolving

models, which tend to have a background in the study of man-made coastal engineer-

ing structures, and wave-averaged models, which are generally based on pre-existing

morphodynamic models for sandy beaches.

Wave-resolving models based on the non-linear shallow water equations (NLSWE;

e.g., Kobayashi et al., 1987; Wurjanto and Kobayashi, 1993 , and many others) and
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incompressible Navier-Stokes equations (e.g., Van der Meer et al., 1992; Petit et al.,

1994 , and many others) have been primarily developed and applied for the study

of hydraulic structures. Since such structures are generally designed not to deform

under hydraulic loading, the focus of much of this work has been on computing

hydrodynamics (wave run-up, penetration, reflection, overtopping, etc.), rather than

morphodynamic response. However, due to the similarities between gravel beaches

and hydraulic structures (e.g., steep and permeable slopes, relatively large grain size),

as well as the prevalent use of gravel in scaled physical model experiments of coastal

structures, there is evident appeal in using these models to simulate hydrodynamic

processes on gravel beaches. It is unfortunate that very few (e.g., Clarke et al., 2004)

have been validated for this task using data measured on natural gravel beaches.

Van Gent (1995a; 1995b; 1996) presented the first promising process-based model

for the morphodynamic simulation of storm impacts on gravel beaches. This model

computes the cross-shore, depth-averaged intra-wave flow of the surface water, as

well as the groundwater inside the porous beach or hydraulic structure, using the

NLSWE modified for porous media. The morphodynamics of the beach are com-

puted in a simplified manner by displacing particles on the bed in an upslope or

downslope direction when a critical threshold for motion is exceeded. While prin-

cipally designed for rubble-mound berm breakwater-type structures, the model was

validated using hydrodynamic and morphodynamic data from physical model ex-

periments using gravel and the morphological response of one berm breakwater to

storm conditions. The results of the validation showed that the model is capable of

simulating varying types of cross-shore profile response, from berm building to crest

lowering. Although the model showed great potential, its application and further

development was not widespread, potentially due to the large (at that time) com-

putational effort required and the depth limitation of model due to the use of the

NLSWE5.

5The porous-flow model of Van Gent (1995b) was later coupled to a Boussinesq-type wave model
to overcome the depth-limitation of the NLSWE in the original by Karambas (2003), but was never
applied or developed further to simulate the morphodynamics of gravel beaches or berm breakwaters.
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One decade after the work of Van Gent, Pedrozo-Acuña et al. (2006) and Pedrozo-

Acuña et al. (2007) applied an existing Boussinesq wave model (COULWAVE; Lynett

et al., 2002) to gravel beaches through incorporation of a modified version of the

Meyer-Peter and Müller bed load transport equation (Meyer-Peter and Müller, 1948;

Madsen et al., 1997; Calantoni et al., 2004) to compute morphological change. The

model results were compared to cross-shore profile change (berm building) meas-

ured in a large-scale physical model experiment (López de San Román-Blanco et al.,

2006) under mildly energetic forcing conditions. Although the model did not include

groundwater processes, the model was found to reproduce the berm-building condi-

tions observed in physical model experiment relatively well if the sediment friction

factor in the uprush was increased with respect to that of the backwash. Groundwater

processes, as well as the effects of acceleration in the swash and sediment fluidiza-

tion under plunging breakers were hypothesized to cause the apparent difference in

the sediment friction factor. The model was not applied to investigate more energetic

morphological response stages (e.g., beach erosion – barrier rollover, Figure 2.2) and

its validity as a storm-impact model is therefore unknown.

Horn and Li (2006) applied the BeachWin model (Li et al., 2002) to simulate ob-

served morphological change over one tide at Slapton Sands (UK). The BeachWin

model computes depth-average surface water motions by means of the NLSWE and

groundwater flow using a two-dimensional cross-shore (2DV) model for groundwa-

ter pressure and Darcy’s law (1856). Sediment transport is computed in the model

using a modification of Bagnold’s (1966) transport relation by Hardisty et al. (1984).

While the model represented the growth of a beach berm relatively well and the

model highlighted the importance of groundwater interactions on the morphological

development of the berm (cf. Masselink and Li, 2001), the model was unable to

reproduce the cross-shore profile change lower on the beach. The model was further-

more found to be very sensitive to the imposed friction factor, the imposed hydraulic

conductivity and the ratio between the uprush and downwash sediment friction factor

(cf. Pedrozo-Acuña et al., 2006) and further research on these processes and model
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parameters was recommended.

Other process-based models for gravel beaches have been based on wave-averaged

approaches to modelling flow and sediment transport. Such types of model have

frequently been used to simulate storm impact on dissipative sandy coasts (e.g.,

Larson and Kraus, 1989; Steetzel, 1990; Leont’yev, 1996; Roelvink et al., 2009;

Van Rijn, 2009; Johnson and Grzegorzewski, 2011), where infragravity waves dom-

inate the nearshore area and the incident-band wave motions can be parametrised

without substantial loss of physical accuracy. The application of this type of model

on gravel beaches, where the incident-band waves and their interactions remain dom-

inant throughout the morphologically active zone is debatable and requires additional

parametrisation of incident-band swash motions and sediment transport compared to

sandy-coast models.

One of the first attempts to model gravel beach morphodynamics using a wave-

averaged approach was made by Hicks et al. (2010) through modification of the bed

load sediment transport formulation in the CSHORE model (Kobayashi and Johnson,

1998; Kobayashi et al., 2007). The model did not address specific issues relating to

swash-zone processes, or groundwater interactions, but did show reasonable similar-

ity with the berm-building behaviour of the gravel beach in a scaled physical model

experiment used to calibrate and validate the model. Subsequent work by Kobay-

ashi et al. (2011) suggested that further research and more validation data would be

required to develop the model for practical application.

Van Rijn and Sutherland (2011) applied the wave-averaged CROSMOR model (Van Rijn

et al., 2007) to simulate berm-building observed during a gravel beach physical

model experiment (Van der Meer, 1989) and hypothetical storms at Pevensey Bay,

East Sussex, UK. The model does not include groundwater processes, or expli-

citly include the incident-band and infragravity-band wave run-up, which instead

are incorporated through parametrization and extrapolation of the sediment transport

rate at the shoreline. After calibration, the model appeared qualitatively to show
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more realistic cross-shore profile change compared to the empirical model of Powell

(1990). Given the limited data used to calibrate and validate the model, as well as the

sensitivity of the model to calibration parameters related to sediment transport in the

swash zone, it is not yet clear to what extent the model is applicable in a predictive

capacity.

Williams et al. (2012b) and Jamal et al. (2014) applied two modified versions of

the wave-averaged XBeach model (Roelvink et al., 2009) to simulate the morpho-

dynamic response of gravel beaches during overwash and berm-building conditions,

respectively. Both studies used a so-called surf-beat model approach to simulate the

wave energy in incident wave-groups (i.e., short-wave wave averaged, but modulat-

ing at the wave-group time-scale) and to explicitly model infragravity wave motions,

which are generally considered less important on steep gravel beaches than on dis-

sipative sandy beaches (Section 2.2). Both Williams et al. (2012b) and Jamal et al.

(2014) incorporated the effect of infiltration in the swash through a one-dimensional

groundwater model based on Darcy’s law (1856; cf. McCall and Van Thiel de Vries

2010) , and a Packwood-type (1983) infiltration model, respectively, and found the

permeability of the gravel beach to be important in the simulation of morphological

change. While neither XBeach model explicitly computed the incident-band swash,

Williams et al. (2012b) found through sensitivity analysis that the surf-beat type ap-

proach was sufficient to simulate overwash dynamics reasonably well, whereas Jamal

et al. (2014) found that additional modification of the bed return flow was required

to reduce the dominantly offshore-directed sediment transport in the surf-zone and

swash. Both models were reasonable successful in reproducing observed cross-shore

profile change observed in physical model experiments, and both models were ap-

plied to simulate the morphodynamic response of a natural gravel beach, where the

results of Jamal et al. (2014) were compared to measurements, and the model of Wil-

liams et al. (2012b) was used to simulate hypothetical storms. Unfortunately, despite

the fact that both models were based on XBeach, the implementation of groundwater,

swash-zone and sediment transport processes differed between the studies. Further-
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more, neither model was applied to simulate any other morphological response stage

(Figure 2.2) than it was calibrated for, thereby leaving the applicability of XBeach as

a general storm impact model for gravel beaches open to discussion.

While clearly not a morphodynamic storm impact model in the sense of those dis-

cussed above, the STRAND model (Van Wellen, 1999; Van Wellen et al., 2000a)

presents an interesting hybrid model to compute longshore sediment transport on

gravel beaches, in which wave transformation between offshore and the start of the

swash are modelled in a wave-averaged manner, and swash-zone dynamics are ex-

plicitly estimated using a ballistics-type approach. The longshore sediment trans-

port rate predictions of the model were shown to correspond well with laboratory

data (Kamphuis, 1991). The incorporation of such information in cross-shore profile

models may be expected to substantially improve the predictions of profile change

during storms in cases of large longshore sediment transport gradients.

2.4 Conclusions

The review of physical processes on gravel beaches and existing conceptual, empir-

ical and process-based models for gravel beaches presented in this chapter shows

that there is a clear gap between the knowledge of physical processes that may affect

gravel beach morphology (e.g., interaction between surface water and groundwater,

swash-swash interaction) and the use of this knowledge in process-based numerical

models and universally applicable empirical models. Furthermore, the review of ex-

isting models has shown that most empirical (e.g., Van Hijum, 1974; Van Hijum

and Pilarczyk, 1982; Van der Meer, 1988; Powell, 1990) and process-based (e.g.,

Pedrozo-Acuña et al., 2006, 2007; Hicks et al., 2010; Jamal et al., 2014) models have

been developed and validated using data from physical model experiments in which

the morphodynamic response was limited to change on the beach face (e.g., berm-

building and beach erosion in Figure 2.2) and exhibited substantial deposition at the

upper-swash limit. While the characterisation and description of this type of response

is interesting from a scientific standpoint, it can be suggested that it is less relevant
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for storm-impact models from the point of view of flood-safety (cf., measured gravel

beach response in Chapter 5 of this thesis). Furthermore, we may speculate that the

use of these datasets alone for the development and validation of models is a source

of model inaccuracies (e.g., the ever-present berm-building response in the empir-

ical model of Powell, 1990) and moot model parametrisations (e.g., parametrisation

of swash hydrodynamics in the models of Van Rijn and Sutherland, 2011, Williams

et al., 2012b and Jamal et al., 2014). These considerations support the statement of

Chapter 1 that there is a need for a universal process-based gravel beach storm im-

pact model that is founded on physical principles and validated with a wide-ranging

measurement data.
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Chapter 3

Hydrodynamics of XBeach-G

This chapter discusses and validates the hydrodynamic component of XBeach-

G for energetic and storm conditions on gravel beaches and barriers. The model

makes use of a non-hydrostatic pressure correction term, previously developed

for sandy beaches, that allows wave-by-wave modelling of the surface elevation

and depth-averaged flow. Since the morphodynamic component of XBeach-G

has not yet been developed, all simulations in this chapter are carried out without

morphodynamic feedback. Modelled hydrodynamics are validated using data

collected during a large-scale physical model experiment and detailed in-situ

field data collected at Loe Bar, Cornwall, UK, as well as remote-sensed data

collected at four gravel beach locations along the UK coast during the 2012–

2013 and 2013–2014 storm seasons. Validation results show that the model

has good skill in predicting wave transformation, run-up levels and initial wave

overtopping, indicating that the model can be applied to estimate potential storm

impact on gravel beaches. The inclusion of the non-hydrostatic pressure correc-

tion term to model intrawave motion is shown to be essential to predict wave

run-up and overtopping events.

3.1 Introduction

The importance of the incident wave band over the infragravity band on swash dy-

namics on gravel beaches is acknowledged in Chapter 2. In this chapter, the effect of

the incident band in modelling hydrodynamics on gravel beaches under energetic and

storm conditions is investigated using the XBeach-G model. To this end, this chapter

evaluates and validates a one-layer, depth-averaged, non-hydrostatic extension to the

Sections of this chapter are based on work presented in McCall et al. (2014) and Masselink et al.
(2014).
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XBeach model that was developed prior to this thesis by Smit et al. (2010), which

allows XBeach-G to solve wave-by-wave flow and surface elevation variations due

to short waves in intermediate and shallow water depths. The non-hydrostatic exten-

sion of XBeach is similar to the SWASH model (Zijlema et al., 2011b; Smit et al.,

2013), but has previously only been validated for use on dissipative sandy beaches

(Smit et al., 2010) and has not previously been applied on, or validated for, steep,

reflective beaches.

In this thesis, the non-hydrostatic extension of XBeach developed by Smit et al.

(2010) is analysed for application on gravel beaches as part of the XBeach-G model.

In particular, this chapter validates the hydrodynamics of XBeach-G, including the

non-hydrostatic extension, using data collected during a large-scale physical model

experiment (BARDEX; Williams et al., 2012a) and detailed in-situ field data collec-

ted at Loe Bar, Cornwall, UK (Poate et al., 2013, 2014), as well as remote-sensed

data collected at three other gravel beach locations along the UK coast during the

2012–2013 and 2013–2014 storm seasons.

To correctly account for upper swash infiltration losses and exfiltration effects on

lower swash hydrodynamics on gravel beaches the surface water model of XBeach-G

is coupled to and exchanges water fluxes with a groundwater model, which is dis-

cussed and validated in Chapter 4. Since the morphodynamic component of XBeach-G

has not yet been developed at this stage of the research, validation is carried out using

a fixed bed.

This chapter will first address the central model equations of the XBeach-G surface

water model (Section 3.2) and discuss the data used for model validation (Section

3.3). The model is validated for wave transformation, wave set-up, wave run-up and

wave overtopping in Section 3.4 using the data described above. Finally, Section

3.6 discusses the importance of the incident band on wave run-up and overtopping

predictions, as well as the consequences of the fixed bed approximation used in this

chapter.
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3.2 Model description

This section describes the central equations of the surface water model of XBeach-G.

Although the surface water model can be applied in two-dimensional horizontal

(2DH) simulations, in this thesis the description of the equations and application of

the model is restricted to their one-dimensional cross-shore (1D) equivalent. Fur-

ther details regarding the non-hydrostatic extension to XBeach which is used in

XBeach-G is given by Smit et al. (2010).

3.2.1 Model coordinate system and grid

XBeach-G uses a coordinate system where the computational x-axis is orientated

in the cross-shore direction, positive towards the coast, and a staggered grid sys-

tem in which bed levels, surface water levels, groundwater levels, dynamic pres-

sure, groundwater head and vertical fluxes are defined in cell centres, and hori-

zontal fluxes are defined at cell interfaces. The computational grid can be rec-

tilinear, non-equidistant in 1D applications, and curvilinear in 2DH applications

(Roelvink et al., 2012). Since incident-band wave motions are resolved explicitly

in the XBeach-G model, the grid resolution for an XBeach-G model is higher than

for a regular XBeach model in which wave motions are computed on the wave group

scale. In a 1D application of XBeach-G, this increase in model resolution leads

to approximately 2–3 times greater computation times than a coarser resolution 1D

XBeach model. The simulations presented in this thesis have a simulation to compu-

tation time ratio of approximately 1:1 – 5:1 on a standard desktop PC.

The surface water dynamics are computed using one layer in the vertical, and are

therefore depth-averaged. However, in order to approximate the non-hydrostatic

pressure distribution, a quasi-three-dimensional (Q3D) model is used to compute

vertical velocities and pressures at the surface and bottom of the surface water lay-

ers. Surface water flow is solved using a limited MacCormack (1969) predictor-

corrector scheme that is second-order accurate in areas where the solution is smooth,

and first-order accurate near discontinuities (Smit et al., 2010). The scheme is mass
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and momentum conserving following Stelling and Duinmeijer (2003), allowing for

the correct representation of drying and flooding, as well as supercritical flows and

bore-like features.

3.2.2 Governing equations

Depth-averaged flow due to waves and currents are computed using the non-linear

shallow water equations (NLSWE), including a non-hydrostatic pressure term and a

source term for exchange with the groundwater:

∂ζ

∂t
+

∂hu
∂x

+S = 0 (3.1)

∂u
∂t

+u
∂u
∂x
− ∂

∂x

(
νh

∂u
∂x

)
=−1

ρ

∂(ρq̄+ρgζ)

∂x
− τb

ρh
(3.2)

where x and t are the horizontal spatial and temporal coordinates respectively, ζ is

the free surface elevation above an arbitrary horizontal plane, u is the depth-average

cross-shore velocity, h is the total water depth, S is the surface water-groundwater

exchange flux (discussed in Chapter 4), νh is the horizontal viscosity, ρ is the dens-

ity of water, q̄ is the depth-averaged dynamic pressure normalized by the density,

g is the gravitational constant and τb is the bed shear stress (discussed in Chapter

5). Note that the exchange of horizontal momentum between the surface water and

groundwater layer is assumed negligible.

The horizontal viscosity (νh) is computed using the Smagorinsky (1963) model to

account for the exchange of horizontal momentum at spatial scales smaller than the

computational grid size, which under assumption of longshore uniformity in flow

and absence of longshore current is given as:

νh = 2(cs∆x)2

√
2
(

δu
δx

)2

(3.3)
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where cS is the Smagorinsky constant, set at 0.1 in all model simulations and ∆x is

the computational grid size.

The depth-averaged normalized dynamic pressure (q̄) is derived in a method similar

to a one-layer version of the SWASH model (Zijlema et al., 2011b), in which the

depth-averaged dynamic pressure is computed from the mean of the dynamic pres-

sure at the surface and at the bed, assuming the dynamic pressure at the surface to be

zero. In order to compute the normalized dynamic pressure at the bed, the contribu-

tions of advective and diffusive terms to the vertical momentum balance are assumed

to be negligible:

∂w
∂t

+
∂q
∂z

= 0 (3.4)

where w is the vertical velocity and z is the vertical coordinate.

The vertical velocity at the bed is set by the kinematic boundary condition:

wb = u
∂ξ

∂x
(3.5)

where ξ = ζ−h is the elevation of the bed and the subscript b refers to the location

at the bed.

Combining the Keller-box method (Lam and Simpson, 1976) as applied by Stelling

and Zijlema (2003) for the description of the pressure gradient in the vertical, the

dynamic pressure at the bed can be described by:

qb =−
h
2

(
∂q
∂z

∣∣∣∣
s
+

∂q
∂z

∣∣∣∣
b

)
(3.6)

Substituting Equation 3.4 in Equation 3.6 allows the vertical momentum balance at

the surface to be described by:
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∂ws

∂t
= 2

qb

h
− ∂wb

∂t
(3.7)

where the subscript s refers to the location at the surface. The dynamic pressure at

the bed is subsequently solved by combining Equation 3.7 and the local continuity

equation:

∂u
∂x

+
ws−wb

h
= 0 (3.8)

Smit et al. (2010) have shown that the inclusion of the dynamic pressure described

above reduces the relative dispersion and celerity errors in the non-linear shallow

water equations of XBeach to less than 5% for values of kh ≤ 2.5, where k is the

wave number, and allows for accurate modelling of wave transformation on dissip-

ative beaches. In order to improve the computed location and magnitude of wave

breaking, XBeach-G applies the hydrostatic front approximation (HFA) of Smit et al.

(2013), in which the pressure distribution under breaking bores is assumed to be

hydrostatic. Following the recommendations of Smit et al. (2013), waves are con-

sidered to be hydrostatic bores where ∂ζ

∂t > 0.6 and to reform if ∂ζ

∂t < 0.3. Although

this method greatly oversimplifies the complex hydrodynamics of plunging waves on

gravel beaches, validation in this chapter will show that the application of this model

provides sufficient skill to describe dominant characteristics of the flow, without re-

quiring computationally-expensive high-resolution discretisation of the vertical and

surface tracking of overturning waves.

It should be noted that the manner of simulating wave breaking in the non-hydrostatic

extension of the NLSWE described above does not introduce a separate roller model

to evaluate the fate of surface rollers, as common in many Boussinesq-type wave

models (e.g., Cienfuegos et al., 2010). Instead, Zijlema et al. (2011a; 2011b)

argue that the effect of the surface rollers can be adequately incorporated in the

non-hydrostatic flow equations through strict adherence to the depth-averaged mo-
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mentum equations. Simulation of wave breaking on dissipative beaches using the

non-hydrostatic wave model SWASH (Smit et al., 2013, 2014) appears to support

this conclusion. Although further discussion on the computation of surface rollers

in non-hydrostatic wave models may lead to greater insights and new modelling ap-

proaches, it may be assumed that surface rollers are unlikely to play a large role in

the narrow breaker zone of steep gravel beaches and are therefore less relevant to the

modelling of storm impacts on gravel coasts.

3.3 Field and laboratory measurement data

The data used in this chapter to set-up and validate the surface water model of

XBeach-G model have been collected during the BARDEX large-scale physical model

experiment in the Deltaflume, The Netherlands, and at four gravel beach locations

along the coast of the UK (Figures 3.1 and 3.2).
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Figure 3.1: Location and overview photos of field data collection sites: (A) Sea-
scale, (B) Loe Bar, (C) Slapton Sands and (D) Chesil Beach, and over-
view photo of the BARDEX-experiment in the Delta Flume, The Neth-
erlands (E). Note that the location of the wave buoys at Chesil Beach
and Seascale are beyond the extent of maps A and D. In the case of
Chesil Beach, the wave buoy has been depicted at the correct water
depth, closer to the field location.
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Figure 3.2: Representative cross-shore profiles ( ) and water levels ( ) at each of the validation sites. Note that although the cross-shore
profiles of the models have different vertical and horizontal extents, the aspect ratio is the same in all plots.
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During the BARDEX physical-model experiment, the hydrodynamics and morpho-

dynamics of a 4 m high and 50 m wide gravel barrier were measured under varying

hydraulic boundary conditions, ranging from wave run-up to wave overtopping and

overwash (see Williams et al., 2012a for details). The morphodynamic response of

the gravel barrier was measured by a mechanical roller and actuator following the

bed profile from an overhead carriage before and after each 5–20-minute wave se-

quence. Wave transformation across the foreshore was measured using three wave

gauges located c. 40 meters offshore of the beach and one nearshore pressure trans-

ducer (PT) near the toe of the gravel beach. Wave run-up and overtopping levels

were measured using a cross-shore array of 45 acoustic bed level sensors (BLS; cf.

Turner et al., 2008) that spanned the entire subaerial portion of the gravel barrier.

Poate et al. (2013) collected in-situ and remote-sensed hydrodynamic and morpho-

dynamic data on a fine gravel barrier (Loe Bar, Cornwall, UK) over a period of four

weeks. Two energetic events occurred during this period on 8 March 2012 (LB1)

and 24 March 2012 (LB2) with offshore significant wave heights of 1.6–2.3 m. Off-

shore wave conditions were measured by a directional wave buoy in 15–20 m water

depth maintained by the Channel Coastal Observatory (CCO). Tide and surge levels

were measured by a PT located in Porthleven harbour, approximately 2 km from the

field site (Figure 3.1, Site B). Wave transformation across the beach face was meas-

ured by a cross-shore array of five PTs, as shown in Figure 3.3. Wave run-up time

series were extracted from water level and bed level data collected by a cross-shore

array of 45 BLS that spanned the beach face from mean high water spring (MHWS)

level to the barrier crest. Bed levels along the main instrument cross-shore tran-

sect were measured every low tide using Real Time Kinematic Global Positioning

System (RTK-GPS). During wave event LB2, high-frequency (2 Hz) and horizontal

resolution (0.05–0.20 m) bed level and water level data were collected continuously

by a tower-mounted cross-shore laser scanner (cf. Almeida et al., 2013). Bathy-

metric data below the elevation of RTK-GPS surveys were collected by singlebeam

echosounder survey in March 2012.
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Figure 3.3: Overview of the location of five pressure transducers at Loe Bar relative
to the cross-shore bed profile during the low tide prior to the LB2 wave
event ( ), the envelope of bed level change during LB2 derived from
laser data ( ) and representative water levels for Loe Bar ( ). Data
measured and modelled at PT5–PT9 are shown in Figures 3.5, 3.6, 3.7,
3.8, 3.9 and 3.15 and Table 3.2. Subplots in the lower right-hand corner
show time series of the tidal water level and offshore wave height during
LB1 (8 March) and LB2 (24 March).

Wave run-up data were collected during storm conditions in the winter of 2012–2013

and 2013–2014 at three gravel beaches along the coast of the UK (Loe Bar, Slapton

Sands and Chesil Beach) and one composite beach with a gravel upper beach fronted

by a sandy low-tide terrace (Seascale). At Loe Bar and Slapton Sands, offshore

wave data were provided by directional wave buoys maintained by CCO, located

approximately 500 m from the study site in 15–20 m and 10–15 m water depth,

respectively. At Chesil Beach offshore wave data were provided by a directional

wave buoy maintained by CCO, located approximately 7 km from the study site in

12–15 m water depth. Wave data at Seascale were obtained from an offshore wave

buoy maintained by the Centre for Environment, Fisheries & Aquaculture Science

(CEFAS), located 50 km from the study site in 20 m water depth, supplemented by

a nearshore PT in 0–4 m water depth (depending on tide), which is used to scale the

offshore wave height to account for offshore wave refraction and sheltering. Tide and

surge data at Chesil Beach, Loe Bar, Slapton Sands and Seascale in the 2012–2013
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winter season, as well as tide and surge data for Slapton Sands in the 2013–2014

winter season were provided by PTs located approximately 500 m, 2 km, 1 km and

500 m from the main instrument transect lines, respectively (Figure 3.1). Tide and

surge data for Chesil Beach and Loe Bar for the 2013–2014 winter season were

derived from tidal predictions, supplemented with measured surge time series at the

nearest operational tide gauges at West Bay Harbour (30 km from Chesil Beach) and

Newlyn (20 km from Loe Bar). The morphology of the four beaches was measured

every low tide along cross-shore transects by RTK-GPS survey. Bathymetric data

at Chesil Beach and Slapton sands below the elevation of the RTK-GPS surveys are

derived from hydrographic multibeam survey data provided by CCO and collected

in 2009 and 2007, respectively. At all four gravel beach field sites, shoreline position

time series were extracted along 4–6 cross-shore transects from digital video camera

pixel time stacks collected at 3.75Hz, following the method described by Poate et al.

(2013). Pre- and post-event bed levels were measured using RTK-GPS at all four

locations.

A summary of the measured, or estimated, median grain diameter D50, hydraulic

conductivity K and beach slope tanβb at all four gravel beach field sites and the

BARDEX experiment, as well as a summary of the instruments used to collect hy-

drodynamic and morphodynamic data presented in this chapter, is given in Table 3.1.

The table furthermore lists the maximum hydrodynamic forcing conditions (offshore

significant wave height Hm0, peak wave period Tp, relative freeboard (Rc/Hm0) and

wave angle relative to shore normal θrel) during each of the storm events discussed

in this chapter, and an overview of the use of the measurement data in the validation

of the XBeach-G model.
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Beach characteristics Data collection Storm simulation Hydrodynamic forcing conditions Model-data
comparison

Location Sediment type D50 (mm) K
(
mms−1

)
tanβb Hydrodynamics Morphology Simulations Date Hm0 (m) Tp (s) Rc/Hm0 θrel (º) T S R O

BARDEXa,b Medium gravel 11 155 0.19
Surface PTs,

BLS
Profiler

BAE10 29 Jul. 2008 0.8 7.7 0.7 0 x x

BAE9 28 Jul. 2008 0.8 7.7 0.8 0 x x

BAC2 30 Jun. 2008 0.7 4.3 2.0 0 x x

BAC1 1 Jul. 2008 0.7 4.5 2.0 0 x x

BABB1 27 Jun. 2008 0.7 4.3 2.0 0 x x

Loe Barc,d Very fine gravel 2 3§ 0.12
Surface PTs,

BLS,
Video

RTK-GPS,
laser

LB1 8 Mar. 2012 1.6 20.0 4.3 15 x x x

LB2 24 Mar. 2012 2.3 12.5 2.8 6 x x x

LB3 21–23 Nov. 2012 5.3 11.1 1.0 13 x

LB4 31 Jan. – 01 Feb. 2014 4.9 16.7 1.2 14 x

Chesil Beache Very coarse gravel 20 400 0.20 Video RTK-GPS
CB1 15–17 Dec. 2012 2.6 10.0 2.7 5 x

CB2 5–7 Feb. 2014 7.7 16.7 1.2 12 x

Slapton Sandsf,g Fine gravel 6 75 0.15 Video RTK-GPS
SS1 21 Feb. 2013 2.9 7.7 2.0 27 x

SS2 21 Oct. 2013 1.6 6.9 3.6 30 x

Seascale Mixed-sand-gravel 10† 50† 0.09† Video RTK-GPS SE 27 Jun. 2008 2.3 8.3 1.5‡ 10 x

Table 3.1: Overview of beach characteristics and data collection instrumentation at each of the gravel beach sites and maximum hydro-
dynamic forcing conditions and model-data comparisons for each of the storm events. In model-data comparison, measurement
data are used to validate wave transformation (T), set-up (S), run-up (R) and overtopping (O). Beach type is classified accord-
ing to the Wentworth scale and gravel beach classification of Jennings and Shulmeister (2002). Literature referenced in this
table are: a)Williams et al. (2012a), b) Turner and Masselink (2012), c) Poate et al. (2013), d) Poate et al. (2014), e) Heijne and West
(1991), e) Austin et al. (2013), f) Austin (2005). In the case of Loe Bar §was determined for the beach face by in-situ falling head
tests, and at Seascale, † is estimated for the gravel section of the beach and ‡is relative to top of gravel beach.
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3.4 Model setup and validation

This section describes the comparison of the model simulation data and data collected

during the BARDEX experiment and the field measurements at the four UK gravel

beaches. The model results are split into four categories: (1) wave transformation,

(2) wave set-up, (3) wave run-up, and (4) wave overtopping. For comparison with the

measurements, cross-shore transect models are set up in XBeach-G for all five gravel

beaches (BARDEX, Loe Bar, Chesil Beach, Slapton Sands and Seascale). In each

model, the bed level is set to the bed level measured along the main instrument array

(for Loe Bar simulations LB1 and LB2, and BARDEX), or along the main cross-

shore video image pixel time stack transect (for Loe Bar simulation LB3 and LB4,

Slapton Sands, Chesil Beach and Seascale) for the low tide prior to the storm event.

The models for Loe Bar, Chesil Beach, Slapton Sands and Seascale are forced using

wave spectra measured at the nearest wave buoy, described in the previous section,

and measured tide and surge levels. The XBeach-G model uses the input wave spec-

trum to generate a random time series of incident waves and bound low-frequency

second order waves at the model boundary. In the BARDEX simulations, the incid-

ent wave elevation time series that was measured by the Delta Flume wave generator

(cross-shore position 0 m) are used with linear wave theory and bound higher and

lower harmonics to generate the time series of incident depth-averaged velocity. The

total incident signal is scaled by up to 15% to ensure the modeled wave energy at the

center wave gauge (cross-shore location 41 m) matches the measured wave energy

at that location. The lagoon boundary is forced using measured water levels only.

Wave-absorbing boundary conditions are imposed in all simulations at the offshore

and bay-side boundary to minimize reflection of waves at the model boundaries.

The hydraulic conductivity of the beach used by the groundwater component of the

XBeach-G model and grain size properties are derived from in-situ measurements,

literature or estimates (Table 3.1).

The cross-shore resolution of the models is set to vary gradually in the cross-shore
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direction, from λm
25 ≈2–3 m at the offshore boundary of the model, where λm is the

wave length related to the mean wave period, to ∼0.1 m near the waterline in order

to correctly capture wave breaking and wave run-up in the model. In the case of

the BARDEX simulations, the resolution has been increased to 0.25 m at the wave

generator and 0.05 m at the beach.

Since not all types of measurement data are available at all five beaches, the valida-

tion of the model results will be restricted to certain datasets, as outlined in Table 3.1.

Multiple simulations are carried out at all five gravel beaches, representing periods

of different wave or tidal forcing.

In the comparison of measurement data to model results, four statistical measures

are used to assess the accuracy of the model results: (1) the root-mean-square error

(RMSE; defined in Equation 3.9); (2) the bias (Equation 3.10); (3) the relative bias

(brel; Equation 3.11; and (4) the Scatter Index (SCI; Equation 3.12).

RMSE(x) =

√
1
n

n

∑
i=1

(
xi,modelled− xi,measured

)2 (3.9)

bias(x) =
1
n

n

∑
i=1

(
xi,modelled− xi,measured

)
(3.10)

brel(x) =
1
n

n

∑
i=1

(
xi,modelled− xi,measured∣∣xi,measured

∣∣
)

(3.11)

SCI(x) =
RMSE(x)

max
(

1
n

n
∑

i=1
xi,measured,

√
1
n

n
∑

i=1
x2

i,measured

) (3.12)

3.4.1 Wave transformation

Wave transformation from offshore to the gravel barrier toe and the lower swash

is compared in the model to data collected during the BARDEX experiment and

to data collected at Loe Bar. In the BARDEX experiment, surface water pressure

was measured by a shallow water PT near the toe of the barrier (bottom panels in
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Figure 3.4). In this analysis, we convert the pressure measurements at the toe of

the barrier to surface elevation time series using the local approximation method

of Nielsen (1986). XBeach-G is used to simulate the wave transformation during

five measurement series of the BARDEX experiment, categorised into two different

characteristic wave periods (BABB1–BAC2 and BAE9–BAE10; Table 3.1). In these

simulations, the model is forced at the offshore boundary using time series of the

water surface elevation imposed at the wave-maker and an estimate of the incident

intra-wave depth-average cross-shore velocity at the boundary based on linear wave

theory.
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Figure 3.4: Top panels: Measured ( ) and modelled ( ) water surface elevation spectra at the location of the shallow water PT and at
the offshore boundary of the model ( ) for BABB1, BAC1, BAC2, BAE9 and BAE10. Bottom panels: Cross-shore bed
profile ( ), still water levels ( ) and position of the shallow water pressure transducer ( ). The offshore boundary of the
model is at cross-shore distance 0 m.
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To validate the transfer of the incident-band wave energy to higher and lower har-

monics across the barrier foreshore, the wave spectrum at the model boundary is

compared to the computed and measured wave spectrum at the location of the shal-

low water PT (Figure 3.4). The figure shows a transfer of wave energy from the peak

of the wave spectrum (0.23 Hz) to lower frequencies (0.05 Hz) in BABB1–BAC2

(three left-most panels) and from the peak of the spectrum (0.13 Hz) to lower fre-

quencies (0.02 Hz) as well as higher frequencies (0.25 Hz and 0.36 Hz) in BAE9 and

BAE10 (two right-most panels), representing the transfer of energy to higher and

lower harmonics of the peak frequency band. The results of the model simulations

show that XBeach-G is capable of reproducing this transfer across the frequency

band relatively well, although the energy in the upper and lower frequency bands ap-

pears to be under-predicted somewhat by the model in some cases. Since the meas-

ured water surface elevation at the toe of the gravel barrier contains both incident and

reflected waves, this under-prediction may be both due to lower energy transfer rates

in the incident wave components, as well as an incorrect representation of the amp-

litude or phase of the reflected wave components. Despite the under-prediction in the

high and low frequency components, the overall spectral significant wave height at

the shallow water PT is predicted well by the model with the maximum relative bias

of 5.7%.

To determine whether the model is also capable of predicting wave transformation

well on natural beaches, the XBeach-G model is used to simulate wave transforma-

tion at Loe Bar. During this field experiment, five PTs were mounted near bed level to

a cross-shore scaffold instrument frame spanning the upper inter-tidal (see Figure 3.3

for an overview of the location of the PTs and Poate et al. (2013) for further details).

As in the case of the BARDEX pressure data, water surface elevation time series

were derived from the measured pressure data using the local approximation method

of Nielsen (1986). An XBeach-G model was set up for two high-energy wave events

on 8 March 2012 (LB1) and 24 March 2012 (LB2) with offshore significant wave

heights 1.6–2.3 m, as discussed in Section 3.3. The XBeach-G model is forced using
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directional wave spectrum time series measured by the CCO nearshore wave buoy,

which the XBeach-G model uses to generate a random time series of incident waves.

Tidal and very low frequency water level modulations derived from the tide gauge

record are imposed on the XBeach-G model as an additional water level boundary

condition. The hydraulic conductivity of the Loe Bar barrier is set to 0.003 ms-1,

based on in-situ measurements.

A comparison of measured and modelled wave heights, split into high-, mid- and

low-frequency components at the five cross-shore PTs at Loe Bar is shown in Figure

3.5 for LB1, and in Figure 3.6 for LB2. Figure 3.5 shows that for LB1, little wave

height transformation takes place between the nearshore wave buoy and the most

seaward pressure transducer (PT9), except for an increase in the low-frequency band.

The wave height in the high-frequency band gradually decreases in the cross-shore

direction between PT9 and PT6, whereas the wave height in the mid-frequency band

shows relatively little decay compared to LB2, which is likely due to the slightly re-

flective state of the beach for the long-period waves of LB1 (Table 3.1). Note that wa-

ter depths at PT5 during LB1 are too small to compute wave statistics during any part

of the tide. Figure 3.6 shows a strong increase in the measured low-frequency wave

height from the offshore boundary of the model to the most seaward pressure trans-

ducer (PT9) in LB2. During this event, wave heights in the mid- and high-frequency

components of the wave spectrum are generally lower at PT9 than offshore. In the

cross-shore direction, all measured wave heights are modulated by the tide level.

Both figures show that wave heights in the low-, mid- and high-frequency bands are

generally predicted well in the model. In contrast to the results of the BARDEX sim-

ulations, the high- and low-frequency components of the wave spectrum are slightly

over-predicted during the LB1 and LB2 (positive bias), instead of under-predicted.

During LB2, the accuracy of the model predictions of the wave height decreases over

time at the most landward PTs (in particular PT5, PT6 and PT7), which may be due

to the lack of morphological updating in the model. Notwithstanding these errors,

the quantitative model skill in predicting wave height transformation across the fore-
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LB1 LB2

RMSE (m) SCI (-) Bias (m) RMSE (m) SCI (-) Bias (m)

PT9 0.08 0.05 -0.03 0.28 0.17 0.21

PT8 0.11 0.07 0.03 0.16 0.11 0.13

PT7 0.27 0.27 0.27 0.34 0.40 0.32

PT6 0.17 0.21 0.16 0.31 0.32 0.29

PT5 N/A N/A N/A 0.25 0.27 0.23

Combined 0.11 0.14 0.11 0.28 0.21 0.23

Table 3.2: RMSE, SCI and bias of the spectral significant wave height prediction in
the XBeach-G model of LB1 and LB2. A positive bias indicates an over
prediction of the wave height in the model. Note that PT5 did not re-
cord wave data during LB1. The locations of the five nearshore pressure
transducers in the cross-shore are shown in Figure 3.3.

shore and gravel beach is good, with RMSE in the high-, mid- and low-frequency

band < 0.24 m for LB1 and< 0.30 m for LB2, which is approximately 15% and 13%

of the total offshore wave height of the two wave events, respectively. The SCI of

the model wave height prediction is low (SCI < 0.26) for all frequency bands at the

two most offshore pressure transducers (PT8 and PT9), and reasonable (SCI < 0.57)

at the three landward pressure transducers (PT5, PT6 and PT7). The overall RMSE

for the integrated wave height is 0.11m during LB1 and 0.28m during LB2, corres-

ponding to a SCI of 0.14 and 0.21, respectively (Table 3.2).

The evolution of the wave spectrum from offshore to the five cross-shore PTs is

shown in Figure 3.7 at four stages of the tide during LB2. The figure shows a distinct

drop in wave energy at the peak of the spectrum across the PT array, caused by depth-

induced wave breaking, and transfer of wave energy to lower and higher harmonics

of the peak frequency band. Both phenomena are represented well by the XBeach-G

model, indicating that the model skill is not restricted to ensemble wave heights and

the total wave energy, but can also be used to study wave spectrum transformation

on gravel beaches.
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Figure 3.5: Offshore significant wave height time series (∗), significant wave height
time series measured by five nearshore pressure transducers (©) and
significant wave height time series modelled at the location of the
nearshore pressure transducers(�) during LB1, separated into three fre-
quency bands, where fp represents the offshore spectral peak frequency.
The locations of the five nearshore PTs in the cross-shore are shown in
Figure 3.3.
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Figure 3.6: Offshore significant wave height time series (∗), significant wave height
time series measured by five nearshore pressure transducers (©) and
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quency bands (cf. Figure 3.5).
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Figure 3.7: Offshore wave spectra ( ), wave spectra measured by five nearshore
PTs ( ) and wave spectra modelled at the location of the nearshore
PTs ( ) at 15:00 (first row), 16:00 (second row), 17:00 (third row) and
18:00 (fourth row) at Loe Bar during LB2. Note that PT9 did not record
any data at 18:00.
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Finally, the transformation of the wave shape is examined in terms of wave skewness

Sk and wave asymmetry As. In this analysis, both parameters are computed from a

low-pass ( f 5 5fp) filtered time series, where fp represents the offshore spectral peak

frequency, of the modelled water surface elevation and the water surface elevation

derived from the measured pressure time series ζlpf as follows:

Sk
(

ζlpf
)
=

1
n

n
∑

i=1

(
ζlpf −ζlpf

)3

(
1
n

n
∑

i=1

(
ζlpf −ζlpf

)2
)1.5 (3.13)

As
(

ζlpf
)
= Sk

(
δζlpf

δt

)
(3.14)

where overbars indicate time-averaged values.

Modelled and measured wave skewness and wave asymmetry at the five cross-shore

PTs are shown in Figure 3.8. The figure shows that wave skewness and asymmetry

are predicted relatively well by the model at the two most offshore pressure trans-

ducers (PT8 and PT9), but that in general wave asymmetry is slightly overpredicted

by the model, particularly at the three most shoreward pressure transducers (PT5,

PT6 and PT7). Error statistics for wave skewness (RMSE = 0.27) and asymmetry

(RMSE = 0.33) for the computed wave shape at the location of the shallow water PT

during BABB1, BAC1, BAC2, BAE9 and BAE10 (not shown), are similar to those

at PT8 and PT9 during LB1 and LB2. The overprediction of the wave asymmetry in

the model may be the result of the simplified method in which the model attempts to

simulate the complex hydrodynamics of breaking waves using the hydrostatic front

approximation (HFA), as also found to lesser extent in the SWASH-model under

narrow-banded wave conditions (Smit et al., 2014). However, since wave skewness

and asymmetry are sensitive to wave reflection and water depth, changes in the wave

asymmetry due to errors in the imposed bed level may also contribute to the differ-

ences found between the model and measurements.
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Figure 3.8: Measured (black) and modelled (grey) wave skewness(�) and wave
asymmetry (4) at the location of the nearshore pressure transducers
during LB1 (left column) and LB2 (right column). The locations of the
five nearshore PTs in the cross-shore are shown in Figure 3.3.
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3.4.2 Wave set-up

Steady wave set-up at the five cross-shore PTs at Loe Bar is extracted from the meas-

ured pressure records for LB1 and LB2 by subtraction of the tide and surge level

measured by the harbour tide gauge, from 15-minute averaged water levels meas-

ured at the PTs. Time series of the steady wave set-up for both wave events are

shown in Figure 3.9. The figure shows little measured wave set-up at the most off-

shore cross-shore pressure transducer (PT9), where set-down dominates during LB1,

and set-up is less than 0.5 m during LB2. For both events, wave set-up increases in

shoreward direction across the PT-array, and reaches a minimum at all PTs at high

tide (16:45 and 18:00 for LB1 and LB2, respectively). Wave set-up at all cross-shore

PTs is predicted reasonably well, with RMSE < 0.10 m (approximately 6% of the

tidal amplitude) for LB1 and < 0.25 m (approximately 13% of the tidal amplitude)

for LB2. The larger error in the steady wave set-up during LB2 than LB1 is primar-

ily due to an under-estimation (negative bias) of the measured wave set-up at the

most landward pressure transducers (PT5, 0.25 m; PT6, 0.20 m). This may partly be

explained by the lack of morphological updating in the model, also noted in the dis-

cussion of the wave height transformation in Figure 3.6, and is addressed in Section

3.5. It should be noted that although the SCI is included in Figure 3.9 for reference,

the value at the most seaward pressure transducers (PT8 and PT9) are poor in the

case of LB1 due to the very low value of the denominator in the SCI calculation,

rather than to particularly large errors in the predictions.

3.4.3 Wave run-up

Data on wave run-up levels were collected using a cross-shore array of bed-level

sensors during the BARDEX experiment (Table 3.1; BABB1, BAC1 and BAC2) and

at Loe Bar (LB1 and LB2), and using pixel time stacks derived from video data

at Loe Bar (LB3 and LB4), Chesil Beach (CB), Slapton Sands (SS) and Seascale

(SE). For the purpose of this study, the shoreline derived from the pixel time stacks

is assumed to correspond to a water depth of 0.01 m, and this value is used as a
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depth criterion to determine the shoreline time series in the bed-level sensor data and

XBeach-G model results. The 2%, 5%, 10% and 20% (R2%, R5%, R10%, R20%) run-

up exceedence levels are computed from 15–20-minute sections of the shoreline time

series above Still Water Level (SWL; cf. Stockdon et al., 2006).

To compare predicted and measured run-up levels, XBeach-G models are set up for

the three measurement series of the BARDEX experiment and the nine storm events

discussed above (cf., Table 3.1). Each BARDEX series simulation is run for one

measured wave sequence of approximately 20 minutes. In the case of the storm

events, one simulation is run for every 1–3 sequential daytime high-tides of the storm

event. Each high-tide simulation is run for the duration of maximum tide levels and

contiguous camera or bed-level sensor data, which was generally in the order of

0.5–1 hours. Run-up exceedence levels are computed from the modelled shoreline

time series using identical methods and computation periods as used in the derivation

of the measured run-up levels. To investigate the sensitivity of the modelled run-up

levels to the selection of random wave components at the model boundary, each

XBeach-G simulation is run ten times using a new random wave time series of the

imposed offshore wave spectrum.

Mean measured and modelled run-up levels computed for every 15–20-minute sec-

tion of shoreline time series data at all sites are shown in Figure 3.10. Vertical error

bars in the figure represent variations in the modelled run-up levels due to variations

in the random wave times series applied at the model boundary. Horizontal error

bars represent the minimum and maximum measured run-up data across the multiple

cross-shore camera pixel stacks, cf. Poate et al. (2014). Maximum variations in mod-

elled and measured run-up levels due to variations in the imposed wave time series

and cross-shore camera pixel stack locations exceed 1 m (20%) for run-up levels

over 5 m. Note that data presented at BARDEX, Loe Bar, Chesil Beach and Slapton

Sands represent multiple storm events, where differences are particularly visible for

two clusters of run-up values at Chesil Beach, representing CB1 (measured R2% ap-

proximately 3–4 m) and CB2 (measured R2% approximately 8–10 m). The figure
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shows very good correspondence, low relative bias, and little scatter between meas-

ured and modelled run-up levels for all exceedence probabilities and at all five gravel

beaches, given the number of data points and variety of forcing conditions and beach

geometries.

The relative bias of the model run-up level prediction is shown in Figure 3.11 as a

function of the measured run-up level. The figure shows the the model performs least

well at Seascale, where three out of four R2% run-up exceedence level predictions

have a relative bias greater than 20% (approximately 30% under estimation of the

run-up level). The R2% run-up exceedence level prediction errors at the three other

pure gravel beaches and in the BARDEX experiment are generally less than 20%,

which is of the same order as the measured and modelled variability in run-up levels.

The model accuracy is further examined in Figure 3.12, which presents histograms

of the absolute relative error in the mean run-up level prediction for all 15–20-minute

sections of shoreline time series at all five gravel beaches. The figure shows that the

majority of absolute relative run-up level prediction errors are in the order of 0–15%

of the measured run-up. The empirical relative error exceedence function in the same

figure shows that the median (50% exceedence) relative error for R2% is 7.1%, and

the maximum relative run-up error for R2% is 32.7%. These values indicate that even

without morphological updating, the model can potentially be applied to investigate

extreme run-up levels and the possibility of wave overtopping under energetic wave

conditions.

3.4.4 Wave overtopping

Time series of overtopping waves were measured by a cross-shore array of 45 bed-

level sensors during the BARDEX experiment. Data provided by these instruments

are the level of the bed directly below the ultrasonic sensor (when the bed is dry),

or the water level below the ultrasonic sensor (when the bed is covered with water).

To study the applicability of the XBeach-G model to predict overtopping waves on

gravel barriers, XBeach-G simulations are set up of BARDEX measurement series
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Figure 3.10: Comparison of measured (horizontal axis) and modelled (vertical
axis) wave run-up heights at Chesil Beach (red �), Loe Bar (orange
©), Slapton Sands (green 5), Seascale (blue 4) and the BARDEX-
experiment (purple ♦). The solid black line indicates a perfect 1:1
relationship, and the black and grey dashed lines indicate a 10% and
20% deviation from the perfect relationship, respectively.
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Figure 3.11: Comparison of measured wave run-up (horizontal axis) and relative
model run-up prediction error (vertical axis) at Chesil Beach (red �),
Loe Bar (orange©), Slapton Sands (green5), Seascale (blue4) and
the BARDEX-experiment (purple ♦). The solid black line indicates a
perfect 1:1 relationship, and the black and grey dashed lines indicate a
10% and 20% deviation from the perfect relationship, respectively.
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Figure 3.12: Histograms of the absolute relative error between measured and mod-
elled wave run-up heights. The black line shows the empirical absolute
relative error exceedence function.

BAE9 and BAE10, during which wave overtopping of the barrier crest took place.

Due to lowering of the crest during the experiment, the relative freeboard of the bar-

rier is higher in BAE9 than in BAE10, which in combination with a slight change

in the beach slope results in more overtopping waves in BAE10 than in BAE9.

Since considerable bed level change occurred during both measurement series, the

XBeach-G simulations are limited to the first 10 minutes of overtopping waves dur-

ing which the crest level was lowered less than 0.15 m from the level at the start of

each series.

Comparisons of modelled and measured time series of the bed level and water level

at three locations across the gravel barrier in BAE9, and four locations in BAE10

shown in Figure 3.13 and Figure 3.14 respectively. Data at the most landward sensor

(BLS45) are not shown in the comparison of BAE9 due to the lack of reliable meas-

urement data. The figures show a reduction in the number of waves, described by

spikes in the time series, and their amplitude, from the most seaward sensor (BLS30)

to the most landward sensors (BLS40 and BLS45). This reduction in the number

and the size of overtopping waves is due to infiltration of the swashes on the back

barrier. Periods in which the dry bed is measured by the sensor are indicated by the
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horizontal sections in the time series between waves. The measurements of the dry

bed show that the bed at BLS30 erodes approximately 0.15 m in the first 10 minutes

of BAE9 and BAE10, and that some accretion takes place at BLS40 in both series.

Figures 3.13 and 3.14 show that the XBeach-G model is able to reproduce the time

series of overtopping waves at most locations on the gravel barrier well. At the loc-

ations of BLS30 and BLS35, the model correctly predicts more than 78% of the

overtopping wave occurrences that exceed the initial bed level (Table 3.3). The wave

height of the majority of these overtopping events is also predicted well by the model,

although accuracy of the wave height predictions at BLS30 is strongly reduced by

the erosion of the bed. Wave overtopping at BLS40 is poorly predicted by the model

during BAE10, where only 28% of overtopping waves are correctly reproduced by

the model, however at BLS45 in the same series, the model skill improves by cor-

rectly predicting the four largest of six overtopping wave events. The reason for

the improvement in the model skill from BLS40 to BLS45 is not clear. However,

the approximation of the infiltration velocity in the groundwater component of the

XBeach-G model, the lack of morphological updating in the XBeach-G model, and

possible longshore non-uniformities in the barrier response of the BARDEX phys-

ical model, may all be considered sources for discrepancies between the the meas-

urements and modelled results.

The results of simulations BAE9 and BAE10 show that the XBeach-G model is well

capable of predicting initial wave overtopping at the crest of the gravel barrier. The

model also correctly predicts the evolution of most initial overtopping waves across

the back barrier. These results show that the model may be considered a useful tool

with which to estimate the potential for overtopping on gravel barriers. However,

since much bed level change is expected during overtopping and overwash events, the

addition of morphodynamic feedback in XBeach-G is considered necessary in order

to properly predict the development of overtopping and overwash discharge during

these events. The effect of groundwater infiltration on simulated wave overtopping

and overwash is discussed in Chapter 4.
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Figure 3.13: Measured ( ) and modelled ( ) time series of overtopping waves
(spikes) and bed levels (horizontal sections) at the locations of three
acoustic bed level sensors during BAE9. The locations of the bed level
sensors relative to the barrier profile ( ) and water levels ( ) are
shown in the bottom panel. Note that the gradual erosion at BLS30
and BLS35, and accretion at BLS40 found in the measurements is not
accounted for in the XBeach-G model. Sparse data were collected at
BLS45 due to the proximity of the water level to the instrument and
are therefore not shown in this figure.
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Figure 3.14: Measured ( ) and modelled ( ) time series of overtopping waves
(spikes) and bed levels (horizontal sections) at the locations of four
acoustic bed level sensors during BAE10. The locations of the bed
level sensors relative to the barrier profile ( ) and water levels ( )
are shown in the bottom panel. Note that the gradual erosion at BLS30
and BLS35, and accretion at BLS40 found in the measurements is not
accounted for in the XBeach-G model.
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BAE9 BAE10

BLS30 BLS35 BLS40 BLS30 BLS35 BLS40 BLS45

Correct overtopping prediction 56 (90%) 31 (78%) 17 (74%) 74 (97%) 46 (85%) 8 (28%) 4 (67%)

False negative prediction 6 (10%) 9 (23%) 6 (26%) 2 (3%) 8 (15%) 21 (72%) 2 (33%)

False positive prediction 1 (2%) 4 (10%) 1 (4%) 0 (0%) 5 (9%) 0 (0%) 0 (0%)

Table 3.3: Number of overtopping waves correctly predicted by the XBeach-G
model in the first 10-minutes of overtopping during the BAE9 and
BAE10 measurement series simulations, the number of waves incorrectly
not predicted by the model (false negative) and the number of waves in-
correctly predicted by the model (false positive) at four locations on the
gravel barrier. Percentages presented between parentheses are relative to
the total number of measured overtopping events. The sum of correct
overtopping events and false negative predictions is 100%.

3.5 Effect of updating bed boundary condition on computed wave setup,

wave transformation and wave run-up

As discussed in Section 3.4.2 and shown in Figure 3.9, application of the XBeach-G

model to LB2 underestimates the measured wave set-up at the most landward pres-

sure transducers (PT5 and PT6) by as much as 0.35 m. This underestimation of

the set-up is mainly attributed to the absence of morphodynamic updating in the

XBeach-G model, specifically ignoring the fact that the high tide beach morphology

is significantly different from that during low tide. Here, the effect of including meas-

ured changes in bed level on the predicted set-up is investigated. The mean bed level

position during LB2 is derived every 15 minutes from high-frequency (2 Hz) laser

data along the model cross-shore transect from the wave run-down level to the bar-

rier crest (cf. Almeida et al., 2013). The model is then re-run using the laser-derived

time series of the bed level elevation as a time-varying bed boundary condition. Note

that because no laser-derived bed elevation data exist below the wave run-down level,

the assumption is made for the purpose of this sensitivity analysis that the bed level

below the wave run-down level remained constant during the event.

The results of the wave set-up predicted by the XBeach-G model for LB2 with, and
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without, measured bed level updating are shown in the top panel of Figure 3.15 at the

moment of maximum wave set-up (18:00). The figure shows that the build-up of the

gravel step (derived from laser data and shown by the grey dashed line in the figure)

greatly increases the predicted wave set-up in the lower swash zone (-90 m < x < -70

m) with bed-level updating (black dashed line) compared to the model predictions

without bed-level updating (black solid line). The wave set-up predictions in the

model with bed level updating correspond more closely to the measured wave set-up

levels for all tide levels (RMSE < 0.11 m for PT5 and PT6) than the results of the

model without bed-level updating (RMSE < 0.24 m for PT5 and PT6).

The bottom panel of Figure 3.15 shows the measured wave height at PT5–PT8 at

18:00, as well as the wave height computed at the same PTs by the XBeach-G sim-

ulations with, and without, bed level updating. The figure shows that although bed

level updating does modify the computed wave height, the model prediction of the

nearshore wave height is less sensitive to bed level updating than the computed set-

up. Wave heights computed by the XBeach-G simulation with bed level updating are

5–10% lower than in the XBeach-G simulation without bed level updating, leading

to lower model bias and RMSE, and slightly lower SCI values in the simulation with

bed level updating. The over prediction of the wave asymmetry at PT5–7 discussed

in Section 3.4.1 is not reduced significantly by the application of bed level updating

in the model, indicating that a modification of the HFA-model may be necessary,

alongside more accurate bed level information below the waterline, in order to cor-

rectly predict the wave skewness and asymmetry in the lower swash and inner surf

zone.

The application of bed level updating in the XBeach-G model affects the computed

wave run-up levels to a similar magnitude as the wave height (not shown in Figure

3.15). In the case of run-up however, the computed value is 5–10% higher in the sim-

ulation with bed level updating compared to the simulation without bed level updat-

ing, leading to slightly better predictions of the maximum run-up extent during LB2.

The increase in the run-up height is explained to a great extent by the large increase
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Figure 3.15: Effect of bed level updates on computed mean water levels and wave
heights at Loe Bar. Top panel: measured 20-minute mean water at
18:00 during LB2(�), modelled mean water level without updated
bed levels ( ) and modelled mean water level with updated bed levels
( ). Bed levels corresponding to the period of the simulation without
and with updated bed levels are indicated by ( ) and ( ) respect-
ively. Bottom panel: measured wave height at 18:00 during LB2(�),
modelled wave height without updated bed levels (©) and modelled
wave height with updated bed levels (grey4).
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in the nearshore wave set-up, in combination with relatively little wave height reduc-

tion, in the model simulation with bed level updating relative to the model simulation

without bed level updating. This model observation appears contrary to measurement

data presented by Poate et al. (2013), who show a reduction in the run-up height due

to the development of a step during LB2. This difference between the observed and

modelled behaviour may indicate a limitation of the XBeach-G model, but may also

be the result of the lack of updated bed level information below the wave run-down

level. It should also be noted that the difference in run-up height between both model

simulations is of the same order as the model prediction error and the natural spread

in run-up heights described in Section 3.4.3.

3.6 Effect of non-hydrostatic wave component and implications for

modelling run-up and overwash on gravel barriers

The version of the XBeach-G model discussed in this chapter has been modified

from the standard version of XBeach for sandy coasts (e.g., Roelvink et al., 2009)

through two extensions to the XBeach model: (1) the application of a non-hydrostatic

pressure correction term (Smit et al., 2010) that allows wave-by-wave modelling of

the surface elevation and depth-averaged flow due to the incident-band short waves,

instead of the use of the standard wave-action balance (surf beat) approach to model

short waves; and (2) the application of a groundwater model (Chapter 4) that allows

infiltration and exfiltration through the permeable gravel bed to be simulated.

In this section the effect of the application of the non-hydrostatic pressure correction

term to resolve individual waves, rather than wave energy alone, is investigated for

the purpose of simulating storm impact on gravel barriers. The effect of the ground-

water model on storm hydrodynamics and morphodynamics is not discussed here, but

separately in Chapters 4 and 5. To this end, wave run-up during CB02, LB03, SS01

and SE01, representing a broad range of natural conditions, and wave overtopping

and overwash during BAE9 and BAE10 are re-examined using a modified version of

XBeach-G in which waves are resolved using the wave-action balance approach of
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the standard XBeach model, but in which groundwater interactions are present (re-

ferred to as XBHS). The XBHS models are all forced using the same wave boundary

condition information as the XBeach-G models discussed in Section 3.4. However,

since XBHS uses a wave-action balance approach to model the incident waves, the

total incident wave signal for these simulations is split into a high-frequency wave

energy part ( f ≥ 0.5fp) varying on the wave-group time scale, which is used as a

boundary condition for the wave-action balance, and a low-frequency flux compon-

ent ( f < 0.5fp) that is imposed as a boundary condition in the hydrostatic non-linear

shallow water equations (cf. Van Thiel de Vries, 2009; Roelvink et al., 2009). It

should be noted that the roller model that is used to compute the propagation and de-

cay of roller energy in the standard surf-beat version of XBeach (cf. Roelvink et al.,

2009) is not used in XBHS since the roller model is designed to be used in saturated

breaker zones on dissipative beaches. A discussion on the effect of the roller model

on gravel beaches is given at the end of this section. All other model settings for the

XBHS wave action balance model, including breaker parameters, are taken from the

default values used in the standard surf-beat version of XBeach and are not varied.

Figure 3.16 shows the difference between wave run-up measured during CB02, LB03,

SS01 and SE01, and wave run-up modelled by XBeach-G (orange symbols) and

XBHS (green symbols). The figure shows a substantial difference between the wave

run-up level prediction of XBHS and the prediction of XBeach-G during CB01,

LB03 and SS01, where XBHS consistently predicts lower wave run-up levels than

XBeach-G. Further analysis shows that the relative bias of XBHS for these events is

-35% (under prediction), compared to -1.5% (under prediction) for XBeach-G. The

figure also clearly shows that the difference between the wave run-up predictions of

XBHS and XBeach-G differ substantially less for SE01, which is unsurprising given

the highly dissipative nature of the sandy low-tide terrace. In the case of SE01, both

models under predict the observed wave run-up in three out of four observations

(relative bias XBHS -29%; XBeach-G -24%).

Measured wave overtopping time series, and wave overtopping time series modelled
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Figure 3.16: Comparison of R2% run-up levels predictions using XBeach-G (or-
ange) and XBHS (green) during CB02 (�), LB03 (©), SS01 (5) and
SE01 (4). The solid black line indicates zero relative error, and the
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by XBeach-G and XBHS are shown in Figure 3.17 and 3.18 for BAE9 and BAE10,

respectively. The results of the simulations using XBHS show that the simulation of

the incident waves using the non-hydrostatic wave-by-wave method greatly increases

the model skill in predicting overtopping waves compared to the wave-action balance

method. This effect is particularly clear in the case of BAE9 (Figure 3.17), in which

XBHS does not predict any of the 63 wave overtopping events at the crest of the

gravel barrier (BLS30), whereas the XBeach-G version correctly predicts 90% of the

overtopping wave events (Table 3.3). The improvement of the XBeach-G model over

XBHS is less pronounced in the case of BAE10 (Figure 3.18), which has a lower rel-

ative freeboard than BAE9, causing almost every wave to overtop. In this simulation,

XBHS predicts wave overtopping events that are generally lower in amplitude than

the measured overtopping events, and have a duration of several incident waves, cor-

responding to low-frequency wave-group motions. Interestingly, the model skill of

XBHS is comparable to that of XBeach-G at the back of the gravel barrier (BLS45)

for BAE10, indicating that the large swash events that reach the back of the barrier

are related to low-frequency motions on the wave group time scale.

From these results it can be concluded that the wave-action balance approach for

modelling wave propagation in the standard XBeach model under predicts observed

wave run-up and overtopping compared to XBeach-G. The non-hydrostatic wave-by-

wave modelling of the incident wave field is necessary to predict wave run-up levels

and the start of overtopping on gravel beaches, and can only partially be replaced

by a wave-action balance approach in case of very low relative freeboards and large

infragravity motions due to a dissipative foreshore.

Including roller energy propagation and decay in the wave-action balance of XBHS

can increase that model’s prediction of wave run-up levels substantially, although not

enough to lead to overtopping in BAE9, and subject to much sensitivity to numerical

depth cut-off parameters. The cause of the increased wave run-up is that if the roller

model is activated in XBHS, breaking wave energy is preserved in the wave-action

balance equations in the form of roller energy that subsequently exerts a consider-
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Figure 3.17: Wave overtopping time series during BAE9 at three points on the
barrier, showing measured (M; bottom line, ), modelled with the
XBeach-G model (XBG; central line, ) and modelled with XBHS
(XBHS; wave-action balance; top line, ). Sparse data were collec-
ted at BLS45 due to the proximity of the water level to the instrument
and are therefore not shown in this figure. Note that the modelled res-
ults are offset in the vertical to facilitate a comparison between the
simulations.
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Figure 3.18: Wave overtopping time series during BAE10 at four points on the
barrier, showing measured (M; bottom line, ), modelled with the
XBeach-G model (XBG; central line, ) and modelled with XBHS
(XBHS; wave-action balance; top line, ). Note that the modelled
results are offset in the vertical to facilitate a comparison between the
simulations.
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able force on the very shallow swash lens on the beach, leading to high shoreline set-

up. This transfer of breaking wave energy to roller energy and subsequent decay of

roller energy in XBHS is highly questionable on gravel beaches,since no validation

of roller model parameters has ever been attempted on gravel beaches. Given that

steep, reflective gravel beaches tend to have unsaturated and narrow surf zones with

limited roller generation, it is therefore highly likely that the standard roller model

parameters in XBHS will overestimate the potential for roller energy. However, al-

though not discussed as an important parameter in earlier studies (e.g., Williams

et al., 2012b; Jamal et al., 2014), the application of the standard XBeach roller model

almost certainly explains why previous modelling attempts with XBeach on gravel

beaches using the wave-action balance approach have proven reasonably successful.

While the concept of rollers may not be appropriate on gravel beaches, the roller

model in XBHS also implicitly mimics the effect of the increase in wave radiation

stress due to sawtooth-shape of broken waves. Through this process, an analogy

could be made towards the swash zone of gravel beaches. Such parametrisation of

the swash zone of gravel beaches for wave-action balance models could be attempted

once further knowledge is gained on the hydrodynamic forces in the swash zone,

the interaction between swashes, and their effect on gravel beach morphodynamics.

Note that while further development and calibration of a roller model (or swash-zone

radiation stress model) may be of relevance to the application of XBHS and other

wave-action balance models on gravel beaches, this point is separate from a more

general discussion on the need for surface roller equations in non-hydrostatic wave

models (cf. Section 3.2.2).

3.7 Conclusions

The results of the model validation discussed in Section 3.4 and sensitivity simula-

tions discussed in Section 3.6 have shown that:

1. XBeach-G is capable of reproducing observed hydrodynamics on gravel beaches

across a wide range of forcing conditions well, in particular with regard to wave
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transformation, wave run-up and initial wave overtopping;

2. the inclusion of the non-hydrostatic correction in XBeach-G to allow wave-by-

wave modelling of the surface elevation and depth-averaged flow is essential to

accurately predict wave run-up and overtopping on gravel beaches and barriers.

While the results of this chapter show that without a morphodynamic component,

XBeach-G can be applied to estimate the potential storm impact on gravel barriers

through a prediction of wave height transformation, wave run-up levels and initial

wave overtopping discharge on gravel beaches, relevant aspects of the storm re-

sponse of a gravel barrier, including the development of wave overtopping and wave

overwash during a storm, cannot be successfully simulated without morphodynamic

updating of the bed level. The inclusion of morphodynamic updating represents an

important step in the development of XBeach-G and is discussed in Chapter 5.
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Chapter 4

Groundwater dynamics of XBeach-G

This chapter presents and validates a quasi-three-dimensional process-based

and time dependent non-hydrostatic groundwater model, which is coupled to the

XBeach-G hydrodynamic model to simulate the effect of groundwater-surface

water interaction on gravel beaches and barriers. The coupled model is shown

to accurately reproduce groundwater variations measured in a gravel barrier dur-

ing a large-scale physical model experiment. Furthermore, the coupled model

is shown to significantly improve simulated overtopping and overwash rates.

The coupled model is applied to study the influence of hydraulic conductivity on

wave run-up and overwash volumes. It is shown that infiltration plays a modest

role in wave run-up on natural gravel beaches. Conversely, modelled overwash

volumes are shown to be strongly affected by infiltration on the gravel barrier for

hydraulic conductivity values greater than 0.01ms-1.

4.1 Introduction

As discussed in Chapter 2, the interaction between surface water and groundwa-

ter is considered to play an important role in the morphology of gravel beaches

(e.g., Bagnold, 1940; Mason and Coates, 2001; Jennings and Shulmeister, 2002;

Buscombe and Masselink, 2006) . It is reasonable to assume that infiltration will

have significant influence on wave run-up levels and overtopping volumes, and sub-

sequent beach or barrier morphodynamics. However, the effect of the interaction

between the groundwater and surface water has not been independently examined

for storm conditions.

Sections of this chapter are based on work presented in McCall et al. (2012) and McCall et al.
(2014).
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This chapter addresses the current gap in our understanding of gravel beach storm

dynamics by investigating the effect of groundwater-surface water interaction on the

hydrodynamics of gravel barriers during storm events. In order to study this interac-

tion, a new groundwater model is developed and discussed in this chapter, which is

coupled to the XBeach-G surface water model, discussed in Chapter 3. The ground-

water model allows the simulation of groundwater dynamics in shallow aquifers, as

well as the interaction between the surface water and groundwater. The coupled

groundwater-surface water model is calibrated and validated using data from the

BARDEX large-scale physical models experiment (Williams et al., 2012a). Since the

morphodynamic component of XBeach-G and its interaction with the groundwater

model will be discussed separately in Chapter 5, validation in this chapter is carried

out with a fixed bed using only hydrodynamic data over short periods in which the

observed bed level change is negligible.

4.2 Groundwater model development framework

The purpose of the groundwater model developed in this chapter is to improve the

accuracy of the hydrodynamic XBeach-G surface water model (Chapter 3) on gravel

beaches during storms. To this end, the groundwater model is developed to simulate

the following primary components of groundwater flow and groundwater-surface wa-

ter interaction on gravel beaches (Figure 4.1):

• Groundwater flow in the saturated permeable gravel beach (aquifer), including

the position of the groundwater table.

• Infiltration of surface water into the unsaturated beach or barrier, leading to

swash asymmetry and lowering of overwash discharge, as well as increasing

the groundwater table and causing wave and tidal pumping (cf. Turner et al.,

1997).

• Exfiltration of groundwater from the saturated beach in the lower swash, thereby

lowering the groundwater table in the saturated beach and destabilizing sedi-
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ment in the lower swash.

• Exfiltration of groundwater at the groundwater exit point on the back barrier,

leading to flooding of the hinterland.

Groundwater flow in the swash and surf zone has been shown in previous numerical

model (e.g., Li and Barry, 2000; Lee et al., 2007) and field (e.g., Raubenheimer

et al., 1998) studies to be non-hydrostatic. Furthermore, the hydrostatic pressure

assumption can lead to an incorrect prediction of the groundwater table, including

the groundwater exit point on the back barrier, in cases where the groundwater equi-

potential lines deviate from the vertical, for instance in the case of large hydraulic

gradients. Therefore, a requirement of the groundwater model is that it does not use

the Dupuit–Forchheimer assumption of hydrostatic groundwater pressure.

Although the requirement for non-hydrostatic pressure has the benefit of being a

more accurate representation of reality, and allowing non-hydrostatic pressures to

develop in the aquifer has been found in this research to increase numerical stabil-

ity of the coupled groundwater-surface water model, resolving the non-hydrostatic

pressure field can be very computationally expensive, particularly in three dimen-

sional (3D) simulations. Since the groundwater model and surface water model must

be coupled at sufficiently high spatial and temporal resolution to resolve individual

swash and overtopping events, computationally expensive resolution of the ground-

water pressure field would be prohibitive to the practical application of the coupled

model.

In order to allow for a computationally efficient approximation of the non-hydrostatic

groundwater pressure field, the model applies a Q3D method to predict depth-averaged

horizontal groundwater fluxes, as well as the vertical distribution of the groundwa-

ter pressure and the cross-bed flow driven by groundwater-surface water pressure

gradients (submarine exchange), see Figure 4.1. This implies that there is no vertical

discretisation of the groundwater model and that a parametrisation is applied instead

to describe variations in the vertical. Although the Q3D model is not able to resolve
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Figure 4.1: Principle components of groundwater flow model and interaction with
surface water.

the true vertical variations in groundwater flow and complex vertical groundwater

circulation, which play an important role in the transport of solutes, in the manner

that a fully 3D non-hydrostatic model would, these processes are assumed to be of

lesser importance to the response of gravel beaches and barriers to storms.

Although capillary effects may be of importance on sandy and mixed sand-gravel

beaches, the capillary rise on gravel beaches is expected to be small (< 2.5 cm; Kuo,

1998) and are therefore not included in the XBeach-G groundwater model.

4.3 Groundwater model equations

This section discusses the primary model equations and parametrisations applied in

the groundwater model, as well as discussing the assumptions and their implications

made in the design of the model. The groundwater model closely resembles the

surface water model in that the temporal and spatial evolution of the groundwater

volume is computed using equations for the conservation of mass (Section 4.3.1)

and equations of motion (Section 4.3.2), as well as applying a parametrisation of

the non-hydrostatic groundwater pressure (Section 4.3.3). The exchange between

surface water and groundwater takes place at the interface between the groundwater

model and the surface water model and is discussed in Section 4.3.4. Note that both

the groundwater model and the surface water model have no vertical discretisation
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and assume a single-valued surface. Therefore, the surface water is always assumed

to lie above the groundwater, and exchange between the two models only takes place

in the vertical. A full description of the numerical implementation of the groundwater

model in XBeach-G is given in Appendix A.

4.3.1 Continuity

In order to solve mass continuity in the groundwater model, the groundwater is as-

sumed to be incompressible. Continuity is achieved by imposing a non-divergent

flow field:

∇~U = 0 (4.1)

where ~U is the total specific discharge velocity vector, with components in the hori-

zontal (u,v) and vertical (w) direction:

~U =


u

v

w


(4.2)

4.3.2 Equations of motion

Laminar flow of an incompressible fluid through a homogeneous medium can be

described using the well-known Law of Darcy (1856):

∇H =− 1
K
~U (4.3)

where K is the hydraulic conductivity of the medium, and H is the hydraulic head:

H = z+
p

ρg
(4.4)
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In situations in which flow is not laminar, turbulent and inertial terms may become

important. In these cases groundwater flow should be described using the extended

Forchheimer equation (Polubarinova-Kochina, 1962):

∇H =−a~U−b~U
∣∣∣~U∣∣∣− c

∂~U
∂t

(4.5)

The contribution of laminar, turbulent and inertial resistance are described by coeffi-

cients a, b and c respectively (cf. Gu and Wang, 1991; Van Gent, 1995b):

a = 1
K

b = β
1−np

n3
p

1
gD

c =
1+γ

1−np
np

npg

(4.6)

where np is the porosity, D is a characteristic grain size and β and γ are coefficients.

In a series of laboratory experiments with gravel and rock ranging from 0.02–0.06

m diameter, Van Gent (1995b) found β v O
(
100) and γ v O

(
10−1−100) . Al-

though these values may not strictly be valid for all gravel beds, it is assumed that

applicable values for gravel beds will not differ significantly from these values. If we

assume for gravel beds that K ∼O
(
10−3−10−1) , D∼D50 ∼O

(
10−3−10−1) and

np ∼ 0.35, then estimates for the coefficients in Equation 4.6 are: a∼O
(
101−103),

b ∼ O
(
101−103) and c ∼ O

(
10−1−100). The contribution of the laminar, turbu-

lent and inertial terms in Equation 4.5 are shown in Table 4.1 for varying specific

discharge velocities. The table shows that in gravel beds the laminar term is domin-

ant under low velocity conditions, and the turbulent term is of equal importance to

the laminar term under high velocity conditions. The inertial term is several orders

of magnitude smaller than the other terms under all flow conditions and can therefore

be neglected from the calculation of groundwater dynamics in gravel beds.

If the inertial contribution to the head gradient is neglected, Equation 4.5 is simplified
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Order of magnitude of groundwater
specific discharge velocity (ms-1)

Order of magnitude of contribution to head gradient (-)

Laminar Turbulent Inertial (waves) Inertial (tides)

10−3 10−2−100 10−5−10−3 10−5−10−4 10−9−10−8

10−2 10−1−101 10−3−10−1 10−4−10−3 10−8−10−7

10−1 100−102 10−1−101 10−3−10−2 10−7−10−6

100 101−103 101−103 10−2−10−1 10−6−10−5

Table 4.1: Contribution of laminar, turbulent and inertial resistive forces in Equa-
tion 4.5 for varying groundwater velocities. Inertial contributions for
waves and tides are based on periods of O

(
101
)

and O
(
105
)

seconds
respectively.

to the Darcy-Forchheimer law (Forchheimer, 1901):

∇H =−a~U−b~U
∣∣∣~U∣∣∣ (4.7)

Many empirical and semi-empirical relations have been suggested for a and b (e.g.,

Ergun, 1952; Ward, 1964 and many others), but unfortunately no single relation

has been shown to be valid for varying grain sizes without substantial calibration of

coefficients. In addition, most relations give no practical guidance to users how to

estimate the correct coefficients, other than to carry out laboratory experiments.

Further simplification of Equation 4.7 results in an effective hydraulic conductivity

that is a function of laminar and turbulent coefficients a′ and b′, and the absolute

specific discharge velocity |U |:

∇H =− 1
K (a′,b′, |U |)

~U (4.8)

The approach taken in this thesis is based on Equation 4.8 and the method applied

in the USGS MODFLOW-2005 groundwater model (Harbaugh, 2005), in which the

turbulent hydraulic conductivity is estimated based on the laminar hydraulic conduct-

ivity Klam and the Reynolds number at the onset of turbulence Recrit (Halford, 2000;

Kuniansky et al., 2008; Shoemaker et al., 2008):
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K (Re) =

Klam

√
Recrit

Re Re > Recrit

Klam Re≤ Recrit

(4.9)

where the Reynolds number Re is calculated using the median grain size D50, the

kinematic viscosity of water ν and the groundwater velocity in the pores U
np

:

Re =
|U |D50

npν
(4.10)

and np is the porosity.

Since the hydraulic conductivity in the turbulent regime is dependent on the local

velocity, an iterative approach is taken to find the correct hydraulic conductivity and

velocity.

The advantage of the parametrisation given in Equation 4.9 is that the two physical

properties of the coefficients Klam and Recrit are easily understood, and can be estim-

ated relatively well in the field. An example of the relation between the Reynolds

number and the hydraulic conductivity K is shown in Figure 4.2.

4.3.3 Vertical groundwater head approximation

Since the groundwater model is depth-averaged, the model cannot compute true ver-

tical profiles of the groundwater head and velocity. In order to improve the estimate

of the groundwater head variation over the vertical, a quasi-3D modelling approach

is applied. In this approach the groundwater head is approximated by a curve in the

vertical (Figure 4.3), which is set by three conditions:

1. There is no exchange of groundwater between the aquifer and the impermeable

layer below the aquifer. Therefore the vertical velocity at the bottom of the

aquifer and the vertical head gradient at the bottom of the aquifer are zero:

wb = 0 ∴
∂H
∂σ
|σ=0= 0 (4.11)
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Figure 4.2: Example of the parametrisation of the hydraulic conductivity in turbu-
lent flow conditions. In this example the laminar hydraulic conductivity
is 0.18 ms-1 and the critical Reynolds number for the start of turbulent
flow is 60.

where σ is the vertical coordinate above the bottom of the aquifer ξgw, and the

subscript b refers to the location at the bottom of the aquifer. (Figure 4.3):

2. The groundwater head at the upper surface of the groundwater (σ= hgw, where

hgw is the groundwater height above ξgw) is continuous with the head applied

at the surface Hbc:

H (hgw) = Hbc (4.12)

3. The vertical velocity is assumed to increase or decrease linearly from the bot-

tom of the aquifer to the upper surface of the groundwater:

w(σ) = ασ ∴
∂2H
∂σ2 = α (4.13)

where α is an arbitrary constant.
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Conditions 1 and 2 above follow strictly from the conditions imposed on the entire

groundwater model and are therefore valid within the modelling approach. However,

point 3 is an assumption that may not be valid in all situations and is a limitation

of this Q3D approach. The error associated with the assumption made in point 3 is

considered preferable to the computational cost of a fully three-dimensional ground-

water modelling approach.

The vertical groundwater head approximation can be solved for the three imposed

conditions by a parabolic function:

H (σ) = βσ
2 +Hbc−βh2

gw (4.14)

where β is the groundwater head parabolic curvature coefficient.

The depth-average value of the groundwater head H is used to calculate the hori-

zontal groundwater flux and is found by integrating the groundwater head approxim-

ation (Equation 4.14) over the vertical:

H =
1

hgw

hgwˆ

0

H (σ)dσ = Hbc−
2
3

βh2
gw (4.15)

The depth-average groundwater head H is solved alongside the unknown ground-

water head parabolic curvature coefficient β by substitution of Equation 4.15 in the

coupled equations of continuity (Equation 4.1) and groundwater motion (Equation

4.3), as described in Appendix A. Note that Raubenheimer et al. (1998) found a hy-

perbolic decay, rather than a parabolic decay function for the vertical groundwater

head description in sandy beds. This approach is detailed in Appendix B, but was

not found to substantially alter model results (Appendix C).
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Figure 4.3: Schematic representation of quasi-3D groundwater head approxima-
tion.

4.3.4 Exchange with surface water

In the groundwater model there are three mechanisms for the exchange of groundwa-

ter and surface water: submarine exchange, infiltration and exfiltration (Figure 4.1).

The rate of exchange between the groundwater and surface water S is given in terms

of surface water volume, and is defined positive when water is exchanged from the

surface water to the groundwater.

The groundwater and surface water are said to be in a connected state where and

when the groundwater level reaches to the top of the bed and surface water exists

above the bed. This state is described by a spatially and temporally varying logical

κ, which is true where groundwater and surface water are connected and false in all

other situations:

κ =

true ζgw = ξ∧ζ≥ ξ

false ζgw < ξ∨h = 0
(4.16)

where ζgw is the groundwater surface level.

Submarine exchange represents the high and low frequency infiltration and exfiltra-

tion through the bed due to pressure gradients across the saturated bed. This process
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only takes place where the groundwater and surface water are connected. The rate of

submarine exchange Ss is determined by the vertical specific discharge velocity at the

interface between the groundwater and surface water. The value of this velocity can

be found using the vertical derivative of the Q3D groundwater head approximation

(Equation 4.14) at the groundwater-surface water interface:

Ss =−w(hgw) = K
δH
δσ
|σ=hgw= 2βhgwK (4.17)

Infiltration and exfiltration can only occur in locations where the groundwater and

surface water are not connected. Infiltration takes place when surface water covers

an area in which the groundwater level is lower than the bed level (i.e. an unsat-

urated bed, Figure 4.4a). The flux of surface water into the bed Si is related to the

pressure gradient across the wetting front in a manner similar to the approach taken

by Packwood (1983):

Si = K

(
1

ρg
p|z=ξ

δwf
+1

)
(4.18)

where p|z=ξ is the surface water pressure at the bed and δwf is the thickness of the

wetting front. Note that the infiltration velocity (momentarily) tends to infinity when

the thickness of the wetting front is zero. In order to ensure numerical stability under

such conditions, XBeach-G employs an implicit backward Euler method to compute

the infiltration velocity (discussed in Appendix A, Equation A.3).

The thickness of the wetting front increases over time during the infiltration event

according to the infiltration velocity:

δwf (t) =
ˆ

Si

np
dt (4.19)

Since the groundwater model is depth-averaged and cannot track multiple layers of

groundwater infiltrating into the bed, the wetting front thickness is reset to zero when
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Figure 4.4: Schematic example of infiltration during a swash event (panel a) and
exfiltration due to a high groundwater table (panel b).

there is no available surface water, the groundwater exceeds the surface of the bed, or

the groundwater and the surface water become connected. In addition, all infiltrating

surface water is instantaneously added to the groundwater volume, independent of

the distance from the bed to the groundwater table. Since the groundwater model

neglects the time lag between infiltration at the beach surface and connection with

the groundwater table a phase error may occur in the groundwater response to swash

dynamics. However, this phase error is expected to be small on permeable gravel

beaches where the distance between the waterline and the groundwater table is gen-

erally small and does not affect the modelled infiltration velocities at the beach face.

Exfiltration occurs where the groundwater and surface water are not connected and

the groundwater level exceeds the bed level (Figure 4.4b). The rate of exfiltration Se

is related to the rate of the groundwater level exceeding the bed level:

Se = np
∂(ξ−ζgw)

∂t
(4.20)

4.3.5 Calculation of groundwater and surface water levels

The curvature coefficient β in the vertical groundwater head approximation is solved

using the coupled equations for continuity and motion (Eqs. 4.1 and 4.3), thereby

producing the depth-average horizontal groundwater head gradients and vertical head
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gradients at the groundwater surface, and subsequent depth-average horizontal and

vertical specific discharge. In areas where the groundwater and surface water are not

connected, the groundwater level change is related to the vertical specific discharge

and the infiltration and exfiltration fluxes:

np
∂ζgw

∂t
= w+Si +Se (4.21)

In these same areas the surface water level is modified to account for infiltration and

exfiltration:

∂ζ

∂t
=−Si−Se (4.22)

In areas where the groundwater and surface water are connected, the groundwater

level remains at the level of the bed, since the computed vertical velocity at the sur-

face w is exactly equal and opposite to the submarine exchange Ss. The surface water

level is modified to account for the submarine exchange with the groundwater:

np
∂ζgw

∂t
= w+Ss = 0 (4.23)

∂ζ

∂t
=−Ss (4.24)

In cases where there is insufficient surface water to permeate into the bed to ensure

the groundwater level remains at the bed level, a fractional time step approach is

taken in which the area is considered to be connected while there is sufficient sur-

face water, and considered unconnected once the surface water has drained away. A

similar approach is taken when the groundwater level reaches the bed level during an

infiltration event.
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4.3.6 Boundary conditions

Since the groundwater dynamics are described by a parabolic equation, the system

of equations requires boundary conditions at all horizontal and vertical boundaries,

as well as an initial condition. At the horizontal boundaries, the groundwater head is

assumed to be constant (zero flux condition):

δH
δx |

x=xboundary= 0

δH
δy |

y=yboundary= 0

(4.25)

At the bottom of the aquifer, a zero flux condition is imposed:

∂H
∂σ
|σ=0= 0 (4.26)

At the surface of the groundwater, the head is set to the surface water head at the

bed where the groundwater and surface water are connected, or to the atmospheric

pressure head where they are not connected:

Hbc =


p|z=ξ

ρg +ξ κ

ζgw ¬κ

(4.27)

The initial condition for the solution is specified by the model user in terms of the

initial groundwater head.

4.4 Groundwater model validation dataset

The groundwater model coupled to the surface water model (Chapter 3) has been

calibrated and validated using hydrodynamic data measured during the BARDEX

physical model experiment ( Williams et al., 2012a).

The hydrodynamic data of one measurement series of the BARDEX experiment
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Series Offshore water level (m) Lagoon water level (m) Significant wave height (m) Peak wave period (s)

BAC6equi 2.6–2.9 3.6–3.0 - -

BABB1 2.5 2.5 0.8 4.5

BAC1 2.5 1.0 0.8 4.5

BAC2 2.5 3.5 0.8 4.5

BAE10 3.7 3.2 0.8 7.7

Table 4.2: Wave and tide forcing conditions for groundwater calibration and valid-
ation simulations.
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Figure 4.5: Location of buried PTs (◦), and the representative water levels and cross
shore profile of the BARDEX gravel barrier for series BABB1. Note
that water levels and cross-shore profile varied between the experiment
series discussed in this chapter.

without waves (series BAC6equi; Table 4.2) were used to calibrate the groundwa-

ter model. The model was subsequently validated using four 10-minute measure-

ment series of the BARDEX experiment which include waves, run-up and overwash

(BABB1, BAC1, BAC2 and BAE10). Modelled groundwater hydrodynamics are

compared to the groundwater head measured at 15 PTs buried in the bed beneath the

gravel barrier (circles in Figure 4.5).

Where modelled hydrodynamics are compared to measured hydrodynamics in this

chapter, the model accuracy is expressed in terms of the root-mean-square error

(RMSE) and bias as defined in Equation 3.9 and Equation 3.10. Further, the skill

of a model, often referred to as the Brier Skill Score (BSS), can be described by

the increase in the accuracy of the model relative to the accuracy of another existing

model or best-estimate:
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BSS = 1−

n
∑

i=1

(
xmodelled,i− xmeasured,i

)2

n
∑

i=1

(
xestimated,i− xmeasured,i

)2
(4.28)

Positive BSS scores imply that the model is an improvement over the estimate. A

BSS of 1 implies perfect model agreement, whereas a BSS of, for instance, 0.9 im-

plies that the variance of the model error is only 10% of the variance of the error of

the estimate. A BSS of zero indicates that the model and estimate are of equal accur-

acy and negative skill scores imply that the model is a worsening over the estimate.

4.5 Groundwater model calibration

To calibrate the groundwater model a part of the BARDEX dataset without waves

is selected in which groundwater levels vary spatially and temporally. The period

selected for this calibration is measurement series BAC6equi, in which an initially

large gradient in the water level across the barrier (sea level = 2.6 m; lagoon level =

3.5 m) equilibrates over a period of approximately an hour by means of groundwater

flow through the barrier (sea and lagoon level = 2.9 m).

Multiple simulations of series BAC6equi are run in which the uniform hydraulic con-

ductivity Klam and critical Reynolds number Recrit are varied independently within

ranges found experimentally during the BARDEX experiment by Turner and Mas-

selink (2012) and proposed by Shoemaker et al. (2008), see Table 4.3. In all calib-

ration simulations, the water level on the lagoon boundary (cross-shore position 137

m) is forced using the measured water level in the lagoon. . The envelope of the

groundwater head simulated during all calibration simulations is shown in Figure 4.6

(light orange) for four locations under the gravel barrier.

The accuracy of every calibration simulation is determined by the combined RMSE

of the simulated groundwater head time series at all buried PTs under the gravel

barrier (PT1–PT13). The calibrated values of the hydraulic conductivity and critical

Reynolds number are determined by the simulation with the lowest combined RMSE.
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Parameter Parameter calibration range Calibrated value

Klam 0.10 ms-1– 0.24 ms-1 0.155 ms-1

Recrit 0–300 225
Table 4.3: Parameter calibration range and best-fit calibration value for the ground-

water model.
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Figure 4.6: Time series of measured ( ) and simulated ( ) groundwater head at
the flume floor at four locations in the gravel barrier using the calibrated
model for series BAC6equi. Light orange shading represents the spread
in model results for the entire range of parameter settings, whereas grey
shading represents uncertainty in the instrument data. The locations of
the buried PTs relative to the barrier profile ( ) and still water levels at
the start ( ) and end ( ) are shown in the bottom panel.
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RMSE (m) Bias (m) BSS (-)

Maximum PT1–PT13 0.03 -0.02 1.00

Median PT1–PT13 0.01 -0.01 0.99

Minimum PT1–PT13 <0.01 <0.01 0.05
Table 4.4: Error statistics of calibrated groundwater model for the groundwater head

at all buried PT measurement points during series BAC6equi. The BSS
is determined relative to no groundwater head change.

These values are found to be 225 for the critical Reynolds number and 0.155 ms-1

for the hydraulic conductivity (Table 4.3), which corresponds well with the values

of hydraulic conductivity (range 0.1–0.3 ms-1, mean 0.16 ms-1) found by Turner and

Masselink (2012).

The results of the simulation of BAC6equi using the calibrated model parameters are

shown in Figure 4.6 (orange dashed). The RMSE and absolute bias at every buried

PT using the calibrated model is shown to be less than 0.03 m (Table 4.4). The skill of

the groundwater model relative to an estimate of zero groundwater head change (i.e.,

no groundwater dynamics) is very high, emphasizing the importance of including

groundwater dynamics.

4.6 Groundwater model set-up and validation

The groundwater model of XBeach-G is validated using three series of the BARDEX

dataset in which wave motions were limited to run-up on the beach face (series

BABB1, BAC1 and BAC2), and one series in which overtopping and overwash took

place (series BAE10). Since the models used in this study do not contain morpho-

dynamic updating for gravel beds, all simulations are limited to 10 minutes, during

which the bed profile is assumed to be quasi-stationary. All simulations use the calib-

rated coefficients for hydraulic conductivity and critical Reynolds number described

in the previous section. The model set-up and validation of the surface water model

of XBeach-G coupled to the groundwater model of XBeach-G for these simulations

is discussed in Chapter 3 (Section 3.4) where the coupled model is shown to represent
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the measured surface water hydrodynamics well.

4.6.1 Run-up simulations

Three measurement series of the BARDEX dataset with similar waves, but varying

groundwater gradients across the barrier, are simulated using the coupled groundwater-

surface water model. These simulations are characterized by equal offshore and la-

goon water levels (BABB1), a low lagoon water level (BAC1) and a high lagoon wa-

ter level (BAC2), see Table 4.2. Validation of the wave spectrum transformation and

wave run-up for these wave series is presented in Chapter 3 (Figures 3.4 and 3.10),

where it is shown that the model is capable of accurately reproducing the surface

water conditions during the measurement series. This is important for the valida-

tion of the groundwater model as the surface water dynamics contribute strongly to

the boundary conditions for the groundwater model, through forcing of infiltration

and potential for exfiltration (Equations 4.18 and 4.20) and through pressure at the

surface water-groundwater interface (Equation 4.27).

The measured and modelled groundwater head time series and variance density spec-

tra at four locations in the gravel barrier for all three run-up simulations are shown in

Figures 4.7–4.9. The figures show that the coupled groundwater-surface water model

can reproduce the measured groundwater dynamics on the offshore side of gravel bar-

rier (PT1 and PT6) relatively well in all three simulations. In particular, the model

is able to capture the shift from high-frequency variance at PT1 to low-frequency

variance at PT6 well. Figure 4.10 shows the time-averaged modelled groundwater

head and the groundwater head measured at the location of all the buried PTs. The

figure shows the importance of the non-hydrostatic groundwater model in reprodu-

cing the observed groundwater head at the bottom of the flume below swash zone

(x ≈ 83−−85 m) in BABB1 and BAC1, where a hydrostatic model would have

predicted the height of the groundwater level (green line) as the groundwater head.

On the back-barrier (PT10 and PT13), the model over predicts the groundwater level

in series BABB1 and BAC1, also visible in Figure 4.10. This over prediction may be
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Figure 4.7: Top panels: Measured ( ) and modelled ( ) time series of the ground-
water head relative to the flume floor at the locations of four buried PTs
during series BABB1. A detailed time series, indicated by the grey
shaded area, is shown in the top-right corner of each panel. Centre
panels: Measured ( ) and modelled ( ) variance density spectra of
the groundwater head at the locations of four buried PTs during series
BABB1. The locations of the buried PTs relative to the barrier profile
( ) and still water levels ( ) are shown in the bottom panel.

due to the limitations of the Q3D approximation of the groundwater head, by spatial

variations of the hydraulic conductivity of the barrier, which are not accounted for in

the model and which lead to larger variations in the groundwater head than predicted

by the model, or by instrument errors.

Overall, the groundwater model is capable of reproducing the measured groundwa-

ter head time series at all buried PTs in the gravel barrier with a median RMSE of

0.04–0.05 m (Table 4.4), which is approximately 2–5 times larger than the estim-

ated accuracy of the measurements. Most importantly, the groundwater model shows

clear skill over an estimate of zero groundwater head change.
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Figure 4.8: Measured ( ) and modelled ( ) time series of the groundwater head
relative to the flume floor (top panels), and measured ( ) and modelled
( ) variance density spectra of the groundwater head at the locations
of four buried PTs during series BAC1 (cf. Figure 4.7).

BABB1 BAC1 BAC2

RMSE (m) Bias (m) BSS (-) RMSE (m) Bias (m) BSS (-) RMSE (m) Bias (m) BSS (-)

Maximum 0.09 0.08 0.97 0.08 0.07 0.98 0.08 -0.08 0.88

Median 0.05 <0.01 0.78 0.04 <-0.01 0.89 0.05 -0.02 0.71

Minimum 0.02 <0.01 0.23 0.02 <-0.01 -0.63 <0.01 <-0.01 0.32

Table 4.5: Error statistics for the groundwater head at all buried PT measurement
points (PT1–PT13) during series BABB1, BAC1 and BAC2. The BSS is
determined relative to no groundwater head change.
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Figure 4.9: Measured ( ) and modelled ( ) time series of the groundwater head
relative to the flume floor (top panels), and measured ( ) and modelled
( ) variance density spectra of the groundwater head at the locations
of four buried PTs during series BAC2 (cf. Figure 4.7).
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Figure 4.10: Measured mean groundwater head measured at 11 buried PTs on the
flume floor (�), modelled mean groundwater head at the flume floor
( ), modelled mean groundwater level ( ), bed profile ( ) and mean
water surface levels ( ) for series BABB1 (top panel), BAC1 (centre
panel) and BAC2 (bottom panel). Note the difference between the
groundwater level and the groundwater head at the flume floor at ∼
83–85 m cross-shore position in series BABB1 and BAC1.
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RMSE (m) Bias (m) BSS (-)

Maximum PT1–PT13 0.09 0.09 0.93

Median PT1–PT13 0.08 0.04 0.78

Minimum PT1–PT13 0.06 0.02 0.50
Table 4.6: Error statistics for the groundwater head at all buried PT measurement

points (PT1–PT13) during series BAE10. Skill is determined relative to
no groundwater head change.

4.6.2 Overwash simulation

One 10-minute measurement series of the BARDEX dataset in which overtopping

and overwash took place (series BAE10) is selected for simulation with the XBeach-G

model. As in the run-up simulations, the modelled surface water elevation spectrum

at the location of the shallow water PT and overtopping time series are well resolved

by the model (Chapter 3; Figures 3.4 and 3.14).

The time series and variance density spectra of measured and modelled groundwater

head at four locations in the barrier are shown in Figure 4.11 and the time-averaged

modelled and measured groundwater head at the locations of the buried PTs is shown

in Figure 4.12. As was the case for the run-up simulations, the model shows consider-

able skill in reproducing the measured groundwater head variation in time and space,

and the frequency shift of variance from high to low frequencies across the barrier

(Figure 4.11), and the non-hydrostatic groundwater model provides a better estimate

of the groundwater head beneath the swash zone (x ≈ 95 m) than a hydrostatic ap-

proximation. Overall, the median RMSE for the groundwater head across all buried

PTs under the barrier is 0.08 m (Table 4.6), which is considered satisfactory for the

purpose of this model. The groundwater model shows considerable skill (≥0.50)

over an estimate of zero groundwater head change.
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Figure 4.11: Top panels: Measured ( ) and modelled ( ) time series of the
groundwater head relative to the flume floor at the locations of four
buried PTs during series BAE10. A detailed time series, indicated by
the grey shaded area, is shown in the top-right corner of each panel.
Centre panels: Measured ( ) and modelled ( ) variance density
spectra of the groundwater head at the locations of four buried PTs
during series BAE10. The locations of the buried PTs relative to the
barrier profile ( ) and still water levels ( ) are shown in the bottom
panel.
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Figure 4.12: Measured mean groundwater head measured at 10 buried PTs on
the flume floor (�), modelled mean groundwater head at the flume
floor ( ), modelled mean groundwater level ( ), bed level ( ), and
mean water surface levels ( ) for series BAE10. Note the difference
between the groundwater level and the groundwater head at the flume
floor at 95 m cross-shore position.

4.7 Effect of groundwater interactions and implications for modelling

run-up and overwash on gravel barriers

In analogy with the sensitivity study discussed in Section 3.6 to investigate the im-

portance of wave-resolved modelling on simulated wave run-up and overtopping,

this section investigates the influence of groundwater processes on hydrodynamics

on gravel beaches and barriers during storms. To this end, wave run-up during CB02,

LB03, SS01 and SE01, representing a broad range of natural conditions, and wave

overtopping and overwash during BAE9 and BAE10 are re-examined using a modi-

fied version of XBeach-G in which groundwater processes are excluded (referred to

as NGW).

Figure 4.13 shows the difference between wave run-up measured during CB02, LB03,

SS01 and SE01, and wave run-up modelled by XBeach-G (orange symbols) and

NGW (green symbols). Overall, the figure shows wave run-up predictions by the

NGW model to consistently higher than those of the XBeach-G model, which is in

line with earlier research (e.g., Bagnold, 1940 and many others). In relative terms
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Figure 4.13: Comparison of R2% run-up levels predictions using XBeach-G (or-
ange) and NGW (green) during CB02 (�), LB03 (©), SS01 (5) and
SE01 (4). The solid black line indicates zero relative error, and the
black and grey dashed lines indicate a 10% and 20% relative error,
respectively.

the differences between the model predictions are small (median difference 8% of

observed wave run-up level) compared to the differences discussed in Section 3.6,

and generally fall within the range of the observed natural variation in run-up levels

and modelled variation due to variations in the random wave times series applied at

the model boundary (cf. Packwood, 1983).

The effect of groundwater processes on modelling overtopping and overwash is ana-

lysed by re-simulating series BAE10 with the NGW model, in a manner similar to

that carried out for the run-up simulations. Figure 4.14 shows measured swash depths

(black lines), swash depths predicted by XBeach-G (orange lines) and swash depths

predicted by the NGW model (green lines). The figure shows that the NGW model

overestimates the number of overtopping swashes, and to a lesser degree, the depth

of the overtopping swashes. Table 4.7 lists the BSS of XBeach-G (including ground-

water processes), relative to the NGW model, in predicting swash depth time series.
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Instrument BLS35 BLS36 BLS37 BLS38 BLS39 BLS40 BLS41 BLS42 BLS43 BLS44 BLS45

BSS 0.14 0.21 0.26 0.36 0.50 0.51 0.67 0.77 0.74 0.83 0.86

Table 4.7: BSS of simulated swash water depth at bed level sensors 35–45 in
XBeach-G, relative to simulated water depth in the NGWmodel.

Model BLS35 BLS36 BLS37 BLS38 BLS39 BLS40 BLS41 BLS42 BLS43 BLS44 BLS45

XBeach-G 25.2 21.8 15.3 11.2 8.6 7.2 6.1 5.4 5.0 4.6 4.5

NGW 41.9 41.9 41.9 41.9 41.9 41.9 41.9 41.8 41.8 41.8 41.8

Table 4.8: Modelled average overwash volumes (ls-1m-1) at bed level sensors 35–45
using XBeach-G (including groundwater processes) and NGW without
groundwater interaction.

The table shows that the incorporation of groundwater interaction improves the ac-

curacy of XBeach-G at all locations (all skill values are positive), and the improve-

ment increases in landward direction to the back of the barrier. These data suggest

that for barriers with sufficient width and hydraulic conductivity, the inclusion of

groundwater interaction is essential to accurately simulate the hydrodynamics on the

back-barrier during overtopping and overwash events, and ultimately overwash flow

velocities, discharges and sediment transport fluxes.

The results of series BAE10 show that including groundwater interaction is import-

ant to accurately predict overtopping and overwash events. Since the groundwater

model in XBeach-G allows water to infiltrate into the gravel as it overtops the bar-

rier, XBeach-G predicts fewer and less deep overwash events on the back barrier

than the NGW model. This effect is reflected by the difference in overwash volumes

across the barrier predicted by the models for series BAE10 (Table 4.8). The results

show that the difference in predicted overwash volumes ranges from a factor of 1.7

at the crest to 9.3 at the back barrier. The variation in overwash discharge in the

XBeach-G model (with groundwater processes) implies that approximately 72% of

the water overtopping the crest infiltrates into the bed before it reaches the back of

the barrier.

Since infiltration has been shown to play an important role in the simulation of over-
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Figure 4.14: Wave overtopping time series during BAE10 at four points on the
barrier, showing measured (M; bottom line, ), modelled with the
XBeach-G model (XBG; central line, ) and modelled with NGW
(NGW; no groundwater processes; top line, ). Note that the mod-
elled results are offset in the vertical to facilitate a comparison between
the simulations.
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wash events and volumes in the BARDEX series, it is relevant to study whether this

is also true for barriers with less (or more) permeable sand and gravel matrices. In

order to do so, series BAE10 is re-simulated using the same initial and hydraulic

boundary conditions as described in the previous section, but with values for the

hydraulic conductivity Klam varying from 5 ·10−4 ms-1 – 5 ·10−1 ms-1.

The results for these sensitivity simulations are shown in Figure 4.15, in which over-

wash volumes at the barrier crest and on the back barrier are shown relative to a case

with no groundwater interaction. Clearly, the importance of infiltration increases

with hydraulic conductivity. However, the figure also shows that infiltration effects

start to become important in series BAE10 at a hydraulic conductivity of approxim-

ately 1 ·10−2 ms-1, which corresponds to typical values for fine gravel and well-sorted

sand-gravel mixtures (e.g., Coduto, 1999). Interestingly, similar values were found

by Masselink and Li (2001) when determining a minimum threshold hydraulic con-

ductivity for significant infiltration effects in the swash zone. Since the gravel bar-

rier in series BAE10 is relatively narrow, and infiltration is enhanced by increasing

cross-barrier width, it is expected that in real-world cases infiltration may become

important at even lower values of hydraulic conductivity.

From the considerations above, it would appear essential to include groundwater

interaction when studying overwash on gravel barriers. In practical applications

this requires relatively accurate estimates of the effective hydraulic conductivity of

the barrier, which can be determined in-situ by permeability tests, or from detailed

groundwater time series (e.g., Fetter, 1988; Austin et al., 2013). Since even half an

order of magnitude error can lead to large disparities in predicted overwash volumes,

sensitivity simulations, in combination with predicted and measured run-up data, will

remain indispensable for most real-world cases.

4.8 Conclusions

The results of simulations using XBeach-G including groundwater processes have

shown that the incorporation of groundwater processes is essential to accurately sim-
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Figure 4.15: Relationship between hydraulic conductivity and relative overwash
volumes at the barrier crest (BLS 35, ) and on the back barrier (BLS
45, ) for series BAE10. Shaded areas show less than 10% difference
in overwash volume at the barrier crest (light grey) and on the back
barrier (dark grey). Sediment types are estimates for given hydraulic
conductivity (e.g., Coduto, 1999).
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ulate storm impacts on gravel beaches. In particular, infiltration of overtopping waves

can lead to a significant reduction of the overwash discharge on the back barrier,

which can only be properly accounted for if groundwater processes are resolved.

The effect of infiltration on modelled wave run-up exceedence levels is modest, but

discernible (5–10% higher values relative to a model with groundwater processes),

and therefore relevant to the correct prediction of the overtopping threshold. The

reduction of overwash discharge across the barrier crest and back barrier was shown

to be strongly dependent on the hydraulic conductivity in one sensitivity study, and

to become significant (>10% difference) for a hydraulic conductivity Klam > 1 ·10−2

ms-1 for a relatively narrow gravel barrier. Other factors including barrier geometry

(barrier width, crest slope, etc.) and aquifer properties (aquifer depth, etc.) are likely

to affect this threshold hydraulic conductivity value.
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Chapter 5

Morphodynamics of XBeach-G

This chapter presents and validates a sediment transport and morphology mod-

ule for XBeach-G. The model is validated by simulating the morphodynamic re-

sponse of one laboratory and four natural gravel barriers to ten separate storm

events, where the observed morphodynamic response ranged from berm build-

ing to barrier rollover. Model results show that the model is capable of reprodu-

cing the type of morphodynamic response of the barrier well in qualitative and

quantitative sense (median BSS 0.75), with higher skill for more energetic storm

conditions. The inclusion of groundwater processes is shown to be essential for

predicting the morphodynamic response of most gravel barriers, although the

effect of varying hydraulic conductivity within estimated and published ranges

is shown to be of secondary importance. Inclusion of acceleration forces on

coarse gravel beaches is shown to significantly increase model skill and may be

essential in modelling these types of beaches. The range of validation cases

and lack of site-specific calibration show that XBeach-G can be applied to pre-

dict storm impacts on pure gravel beaches and barriers with reasonable to high

confidence for a range of hydrodynamic forcing conditions and barrier response

types.

5.1 Introduction

The XBeach-G model was developed, discussed and validated in terms of hydro-

dynamics, without morphological updating in Chapters 3 and 4. In those chapters,

model simulations were restricted to situations in which bed level changes are as-

sumed sufficiently small not to affect the overall hydrodynamic storm impact para-

meters (e.g., wave run-up and initial overtopping rates). While useful as an indicator

Sections of this chapter are based on work presented in McCall et al. (2015b).
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of the potential for coastal flooding, a morphostatic model (without bed level updat-

ing) can neither be used to predict the full morphodynamic response of gravel coasts

to a given storm, nor be used to investigate the relative influence of physical para-

meters on coastal morphodynamics. To address this shortfall, this chapter introduces

and validates a new morphodynamic module for XBeach-G that allows the model to

compute bed level changes on pure gravel beaches (cf. Jennings and Shulmeister,

2002) during storm events. The validated model is subsequently used to investigate

the effect of groundwater processes on the magnitude and type of morphodynamic

response of gravel coasts to storms.

This chapter first gives a description of the morphodynamic module development

framework (Section 5.2), as well as the central equations of the module (Section 5.3).

The model is validated using data collected during a large-scale physical model ex-

periment (BARDEX; Williams et al., 2012a), as well as storm impact data collected

at three gravel beach locations along the UK coast during the 2012–2013 and 2013–

2014 storm season, and at one location on the coast of Brittany (Stéphan et al., 2010)

in Sections 5.4–5.6. Section 5.7 discusses the importance of including groundwater

processes in modelling the morphodynamic response of gravel beaches and barriers

to storms. Finally, Section 5.8 discusses the sensitivity of a newly-developed sedi-

ment transport parameter used in the validation of XBeach-G.

5.2 Morphodynamic module development framework

The purpose of the morphodynamic module developed in this chapter is to allow

XBeach-G to accurately predict the morphodynamic response of gravel beaches and

barriers to storms, as well as to help investigate the influence of physical parameters

of the beach and hydrodynamic forcing on the observed morphodynamic response of

gravel coasts. To this end, the following framework was set out for the development

of the morphodynamic module:

• The development of the morphodynamic module should be such that the XBeach-G

model is capable of predicting the morphodynamic response of gravel coasts
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to any type of storm forcing condition, i.e., the morphodynamic module should

allow the simulation of all five stages of morphodynamic storm response (berm

formation – barrier rollover) discussed in Chapter 2 (Figure 2.2).

• Since XBeach-G is a process-based model, processes that are important for the

morphodynamic response of gravel coasts should be described as best as pos-

sible in terms of their physics, rather than through empirical relations. As such,

the module should contain processes that relate the effect of groundwater-

surface water interactions to sediment transport and morphology in order to

fully describe and understand the role of groundwater processes on gravel

beaches during storms (cf., Chapter 2). Similarly, differences in uprush and

downwash sediment transport should be explained as best as possible in terms

of physical processes, rather than separate calibration coefficients for uprush

and downwash transport (cf. Pedrozo-Acuña et al., 2007).

• For the model to be used practically in a predictive role, e.g., in forecasting

safety against coastal flooding, the model should require minimal to no calibra-

tion of event-specific model parameter settings and relatively little calibration

of site-specific model parameter settings.

• Since the XBeach-G model is developed to predict the morphodynamics of

pure gravel beaches, the morphodynamic module should include bed load and

sheet flow transport, but will not need to compute suspended sediment trans-

port. Future development of the XBeach-G model for MSG beaches would

require the development of a complementary suspended sediment transport

module to compute suspended sand transport.

In an earlier version of a morphodynamic module for XBeach-G (see Appendix D

and Masselink et al., 2014) a relatively simple approach was taken to describe bed

load transport using the swash-zone sediment transport relation of Nielsen (2002).

This approach highlighted the importance of including flow acceleration forces in

the determination of gravel sediment transport, also acknowledged as a potential
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transport mechanism by Pedrozo-Acuña et al. (2007). Although this approach yiel-

ded reasonable results for erosion of the the upper beach, shortcomings included

poor representation the lower beach face, overestimation of crest build-up and bar-

rier rollover, and considerable sensitivity to free model calibration parameters. The

results of this approach are detailed in Appendix D, but are not discussed further in

this chapter.

5.3 Model equations

The following section discusses the governing model equations of the XBeach-G

morphodynamic module, as well as a description of the bed shear stress that is both

used to compute the surface flow dynamics (cf., Section 3.2.2) as well as forming

the principal forcing component for gravel sediment transport. In line with Chapters

3 and 4, and as discussed in Chapter 1, this section will restrict the description and

implementation of the equations to their 1D form.

5.3.1 Sediment transport

Sediment mobility is defined in XBeach-G using the Shields parameter θ:

θ =
τb

ρg∆iD50
(5.1)

where ∆i is the relative effective weight of the sediment. To account for the effect

of through-bed flow on particle weight (cf., Chapter 2), the effective weight of the

grains is modified by the vertical groundwater pressure gradient according to Turner

and Masselink (1998):

∆i =
ρs−ρ

ρ
+α

S
K

= ∆+α
S
K

(5.2)

where ρs is the density of the sediment and α is an empirical constant relating the

surface seepage force to the seepage force in the bed, set to 0.5 in this study following

Martin and Aral (1971).
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To account for bed slope effects on sediment transport, the effective Shields para-

meter θ′ is modified according to Fredsøe and Deigaard (1992):

θ
′ = θcosβ

(
1± tanβ

tanφ

)
(5.3)

where β is the local angle of the bed, φ is the angle of repose of the sediment (ap-

proximately 30º–40º), and the right-hand term is less than 1 for up-slope transport,

and greater than 1 for down-slope transport.

Sediment transport is computed using the bed load transport equation of Van Rijn

(2007a), excluding coefficients for silt:

qb = γD50D−0.3
∗

√
τb

ρ

θ′−θcr

θcr

τb

|τb|
(5.4)

where qb is the volumetric bed load transport rate (excluding pore space), γ is a

calibration coefficient, set to 0.5 in Van Rijn (2007a), D∗ = D50

(
∆g
ν2

) 1
3 is the non-

dimensional grain size, and θcr is the critical Shields parameter for the initiation

of transport, in this thesis computed using the relation of Soulsby and Whitehouse

(1997):

θcr =
0.30

1+1.2D∗
+0.055

(
1− e−0.020D∗

)
(5.5)

Note that other bed load transport equations, including Meyer-Peter and Müller (1948),

Engelund and Fredsøe (1976), Nielsen (2002) and Wong and Parker (2006) were ex-

amined (cf., Appendix D), but were found to be less accurate than the formulation of

Van Rijn (2007a).

5.3.2 Bed shear stress

The bed shear stress τb is required to compute the Shields parameter (Equation 5.1) as

well as the surface water momentum balance (Equation 3.2). In order to account for
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the force of the water column on particles in the bed, the bed shear stress is described

in terms of a drag and an inertia component (cf. Morison et al., 1950; Puleo et al.,

2003). This approach allows the effect of acceleration on sediment transport to be

explicitly taken into account in the bed shear stress, rather than in a modification

of the effective Shields parameter (e.g., Van Gent, 1995a; Nielsen, 2002; Pedrozo-

Acuña et al., 2007):

τb = τbd + τbi (5.6)

where τbd and τbi are bed shear stress terms due to drag and inertia, respectively. Note

that the inertia component of the bed shear stress does not represent the actual inertia

of the particles, but refers to the force on particles in the bed due to pressure gradients,

as well as due to the disturbance of the accelerating flow, following potential flow

theory (cf. Morison et al., 1950; O’Brien and Morison, 1952). The bed shear stress

component due to drag τbd is computed using:

τbd = c f ρ
u |u|

h
(5.7)

where c f is the dimensionless friction factor.

The bed friction factor c f is computed following the description of Conley and Inman

(1994) to account for modified bed shear stress due to ventilated boundary layer

effects in areas of infiltration and exfiltration (cf. Chapter 2):

c f = c f ,0

(
Φ

eΦ−1

)
(5.8)

where c f ,0 is the dimensionless bed friction factor without ventilated boundary layer

effects, Φ = −1
2

bCI
c f ,0

S
|u| is a non-dimensional ventilation parameter and bCI = 0.9 is

a constant. Note that the value of the ventilation enhancement and reduction factor
Φ

eΦ−1 is limited to a minimum value of 0.1 and maximum value of 3.0, based on
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maximum and minimum recorded experimental values (Conley, pers. comm.).

The dimensionless bed friction factor without ventilated boundary layer effects is

computed as:

c f ,0 =
g(

18log
(12h

k

))2 (5.9)

where k is the characteristic roughness height, assumed to be equal to 3D90, as for flat

beds (Van Rijn, 1982). Since the morphodynamic change on gravel beaches is pre-

dominantly confined to the swash zone and gravel step, this assumption is considered

acceptable to compute storm-induced morphological change. However, it should be

noted that the drag component of the bed friction may be underestimated in deeper

water, where unresolved sub-grid bed forms may exist.

Bed shear due to inertia effects is computed through analogy with the force exerted by

water on a sphere in non-stationary flow (cf. O’Brien and Morison, 1952; Kobayashi

and Otta, 1987; Van Gent, 1995a). In this case, the force on an object due to inertia

Fi can be computed from the local flow acceleration:

Fi = ρcmcvD3 ∂u
∂t

(5.10)

where cm = 1+ ca is an inertia coefficient, ca is the added mass coefficient (ca = 0.5

for spheres with zero autonomous acceleration), cv is the volume shape factor (cv =
π

6

for spheres) and D is the characteristic grain size. Note that the inertial force is

therefore the sum of the Froude–Krylov force ρcvD3 ∂u
∂t and the hydrodynamic mass

force ρcacvD3 ∂u
∂t . For the purpose of XBeach-G, the shear stress on the bed due

to inertia is computed by assuming the characteristic grain size to be the median

sediment grain size D50 and the number of grains affected by flow acceleration per

unit area to scale with cnD−2
50 (cn ≈O (1)) such that:
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τbi = ρcmcvcnD50
∂u
∂t

(5.11)

Since in most practical cases the individual values of cm, cv and cn cannot be derived

from measurement data, these parameters are replaced by one calibration coefficient

for inertia ci = cmcvcn ≈ O (1), which is used to describe the added mass of the

grains, as well as the shape of the grains and number of grains on the surface of the

bed affected by flow acceleration.

Although Equation 5.11 follows the line of reasoning of earlier research, the equa-

tion should reasonably be considered a proxy for more complex physical processes

acting on grains on the bed, including near-bed pressure gradients and turbulence. In

particular, Equation 5.11 ignores the contribution of the advective acceleration term

to the total inertia force on particles in the bed, which may be relevant in the swash

(see Baldock et al., 2005 in their discussion of Puleo et al., 2003), although initial

sensitivity simulations with XBeach-G show the effect of this term to be small on

all but very coarse gravel beaches (not discussed further in this thesis). Furthermore,

the equation does not explicitly account for relative velocity differences between the

surface water flow and sediment motion, other than through a user-defined variation

of the coefficient of added mass ca. Despite these simplifications, the application of

shear stress on the bed due to inertia following Equation 5.11 is demonstrated later

in this chapter to substantially improve model simulation of sediment transport and

to be particularly important for the simulation of coarse-grained gravel beaches.

5.3.3 Bed level change

Bed level change due to sediment transport is computed from the spatial gradient in

the bed load transport (Exner equation):

∂ξ

∂t
+

1
(1−np)

∂qb

∂x
= 0 (5.12)

Bed level change due to geotechnical slope collapse is simulated by avalanching
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material down-slope when the bed slope exceeds the angle of repose (cf. Roelvink

et al., 2009):

|tanβ|> φ avalanching

|tanβ| ≤ φ no avalanching

(5.13)

5.4 Case study sites and storm data

The data used in this chapter to set-up XBeach-G models and to validate the model

results have been collected during the BARDEX physical model experiment (Willi-

ams et al., 2012a), as well as at three natural gravel beaches along the coast of the

UK (Chesil Beach, Loe Bar and Slapton Sands) during the 2012–2013 and 2013–

2014 winter storm seasons, and at one gravel barrier on the Brittany coast (Sillon de

Talbert; Stéphan et al., 2010). In contrast to Chapters 3 and 4, where model valida-

tion periods are selected during which little bed level change occurred, this chapter

focusses on model validation periods with a strong morphodynamic response. The

location of each site discussed in this chapter is given in Figure 5.1 (similar to Figure

3.1). Although longshore sediment transport may be present at all four natural gravel

beaches, the sites selected for this study have been chosen such that the longshore

sediment transport gradient during the storm events is expected to have the least ef-

fect. A summary of the key hydrodynamic and geometric parameters of the beaches

and storms investigated in this chapter is given in Table 5.1 (similar to Table 3.1).
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Figure 5.1: Location of field data collection sites: (A) Chesil Beach, (B) Loe Bar,
(C) Slapton Sands and (D) Sillon de Talbert. Note that the location of
the wave buoy at Chesil Beach is beyond the extent of map A and has
been depicted closer to the field location, but at the correct water depth
(cf., Figure 3.1).
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Figure 5.2: Overview of the morphological response of the gravel barriers during the 10 storm events discussed in this chapter. The
panels show the pre-storm cross-shore profile ( ), measured post-storm cross-shore profile ( ) and maximum still water
levels ( ) for each event. The abbreviation in the top left corner of each panel refers to the observed morphological response:
berm formation (BF), beach erosion (BE), crest build-up (CB), crest lowering (CL), or barrier rollover (BR). Note that the
horizontal and vertical scale varies per panel and that detailed plots of each storm event are given in Figures 5.3–5.12.
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Beach characteristics Storm simulation Hydrodynamic forcing conditions Relative forcing and response

Location Sediment type D50 (mm) K
(
mms−1) tanβb Simulation Storm date Simulated storm duration (h) Hm0 (m) Tp (s) [Hm0/λp]0 Rc/Hm0 ξp,0 Morphodynamic

response

BARDEXa,b Medium gravel 11 155 0.19

BAB3 3 Jul. 2008 1.7 0.8 4.3 0.029 2.0 1.1 Berm formation

BABR 2 Jul. 2008 0.1 1.0§ 10.0 0.005 1.0 2.6 Crest build-up

BAE9# 28 Jul. 2008 1.2 0.8 7.7 0.007 1.2‡ 2.2 Crest lowering

BAE10# 29 Jul. 2008 1.2 0.8 7.7 0.007 0.5‡ 2.2 Barrier rollover

Chesil Beachc,d,e Very coarse gravel 40 400 (200–600) 0.20
CB1* 15 Dec. 2012 25.0 2.9 8.6 0.027 2.9 1.2 Beach erosion

and berm
formation

CB2*,♁ 5–6 Feb. 2014 21.5 7.6 13.9 0.025 1.0† 1.3 Beach erosion

Loe Barf,g,h Very fine gravel 2 10 (3–30) 0.12 LB5 5 Feb. 2014 122.8 8.0 14.5 0.024 0.6 0.8 Crest lowering

Slapton Sandsh,i,j Fine gravel 6 75 (19–150) 0.15
SS2# 21 Oct. 2013 9.8 2.0 6.9 0.029 2.0 0.9 Beach erosion

SS3 5 Feb. 2014 36.0 4.6 9.5 0.035 0.7 0.8 Crest build-up
and beach

erosion

Sillon de Talbertk,l,m Cobbles 80 400 (200–600) 0.11 ST1 10 Mar. 2007 74.0 9.5 16.0 0.024 0.2‡ 0.7 Barrier rollover

Table 5.1: Overview of beach characteristics for each of the gravel beach sites, list of storm simulations, maximum hydrodynamic forcing
conditions during the storms, and morphological response of the barrier to each of the storm events. In the case of hydraulic
conductivity (K), the “high” and “low” estimates are indicated between parentheses. Sediment type is classified according to
the Wentworth scale. Literature referenced in this table are: a)Williams et al. (2012a), b) Turner and Masselink (2012), c) Heijne
and West (1991), d) Hook et al. (1994), e) Carr (1974), f) Poate et al. (2013), g) Poate et al. (2014), h) Austin et al. (2013), i) Austin
and Masselink (2006b), j) Austin (2005), k) Stéphan et al. (2010), l) Stéphan et al. (2012), m) Chanson (2006). In the case of
BAE9, BAE10 and SS2 # indicates that the simulation periods are longer than those described in Chapter 3, whereas in the
case of CB1 and CB2 * indicates that the simulations in Chapter 3 include periods that are not included in the morphodynamic
simulations. In the case of CB2 ♁ indicates that the location of the cross-shore profile is different to that discussed in Chapter
3 and † is relative to the top of the sea wall. In the case of BAE9, BAE10 and ST1 ‡ is relative to the pre-storm crest level. In
the case of BABR § represents monochromatic wave conditions.
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As discussed in Chapter 3, the hydrodynamics and morphodynamics of a medium

gravel (D50 = 11 mm) barrier were measured during the BARDEX experiment under

varying hydraulic boundary conditions, ranging from wave run-up to wave overtop-

ping and overwash (see Williams et al., 2012a for details). This chapter focuses on

four BARDEX experiment series with significant and distinct morphological change

(Table 3.1 and Figure 5.2 for an overview). In BARDEX series BAB3 a berm was

generated at the wave run-up extent on an initially plain slope under relatively mild

wave conditions. In series BABR, a 3-minute burst of large and long period mono-

chromatic waves was used to remove a berm on the barrier beach in order to generate

a smooth and slightly convex beach face. The removal of the berm was accompanied

by wave overtopping and accretion on the barrier crest. At the start of series BAE9,

overwash of the gravel barrier was triggered by an increase of the offshore water

level and wave period. Conditions for overwash increased over the duration of the

series through the crest-lowering response of the gravel barrier. Barrier rollover fi-

nally occurred during series BAE10, when high wave and water level conditions lead

to barrier crest lowering and retreat, and substantial washover deposition on the back

barrier (Matias et al., 2012).

Data on the morphodynamic response of three UK gravel beaches to energetic and

storm conditions were collected during the winter of 2012–2013 and 2013–2014

(Poate et al., 2015). The three beaches discussed in this chapter are Chesil Beach

(CB), a very coarse (D50 = 40 mm) gravel barrier with a crest height approximately

12 meters above ODN (Ordnance Datum Newlyn; approximately equal to 0.2 m be-

low mean sea level – MSL); Loe Bar (LB), a very fine gravel barrier (D50 = 2 mm)

with a crest height approximately 9 meters above ODN; and Slapton Sands (SS), a

fine gravel barrier (D50 = 6 mm) with a crest height approximately 7 meters above

ODN. CB and LB have a SW orientation (Figure 5.1), and face into the typically

SW winter swells, whereas SS has an E orientation and is partly sheltered from SW

swells.

During CB1 (Table 3.1 and Figure 5.2), the beach experienced landward migration
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of the berm under energetic wave conditions combined with spring tides. In CB2, ex-

tremely energetic wave conditions lead to beach erosion and approximately 2 meters

of scour at the base of a seawall. Eyewitness accounts and amateur videos1 confirm

that other sections of Chesil Beach that were not protected by the seawall experi-

enced wave overtopping during this event. Offshore wave data and surge level data

for both events were provided by a directional wave buoy, a shore-mounted PT and

the West Bay Harbour tide gauge, as discussed in Chapter 3 (Section 3.3). During

CB1, the morphology of the beach was measured every low tide by RTK-GPS survey,

whereas during CB2 the morphology of the beach was continuously measured by a

tower-mounted cross-shore laser scanner (see Almeida et al., 2015 for comparable

measurements and methodology).

The storm system that caused event CB2, led to overwash at Loe Bar in event LB5,

where overwashing waves caused crest lowering of 0.2 m and up to 0.4 m of accretion

on the back barrier. Offshore wave data for this event were provided by a directional

wave buoy maintained by CCO, located approximately 500 m from the study site in

15–20 m water depth (Figure 5.1). Tide and surge data for LB5 were derived from

tidal predictions for Loe Bar combined with time series of measured surge at Newlyn

tide gauge, approximately 20 km from the study site. Pre-storm topographic data for

LB5 were collected two days prior to the storm by means of an RTK-GPS survey.

Post-storm topographic data were collected by RTK-GPS survey 13 days after LB5,

during which time recovery of the beach took place in the form of a cusp and horn

system. Unfortunately, no wave data are available for the period between LB5 and

the post-storm survey. However, evaluation of the two nearest CCO wave buoys in

operation during this period (Looe Bay and Start Bay) indicate that LB5 was the

largest wave event in this period. Eye-witness reports confirm substantial overwash

at Loe Bar during LB5 (Earlie, pers. comm.).

The morphodynamic response to SS2 was characterised by moderate erosion of a

1For example those found on internet: https://youtu.be/rRYbDtqusX4; https://youtu.be/
84EQtsgA0_8
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berm on the supratidal beach. More substantial morphological change occurred dur-

ing SS3, which was caused by the same storm system that led to CB2 and LB5.

During SS3, the beach was heavily eroded and the barrier overtopped, leading to

temporary closure of the main road on the barrier crest. Offshore wave data for both

events were provided by a directional wave buoy maintained by CCO, located ap-

proximately 500 m from the study site in 10–15 m water depth (Figure 5.1). Tide

and surge data for SS2 were collected by a pressure transducer located approxim-

ately 1 km from the study site, as discussed in Chapter 3 (Section 3.3). Tide and

surge data for SS3 were derived from tidal predictions for Slapton Sands combined

with the magnitude of the measured surge at Devonport and West Bay Harbour tide

gauges, approximately 40 km and 80 km from the study site, respectively. Topo-

graphic data for SS2 were collected by means of low tide RTK-GPS surveys prior to

and following SS2. Pre-storm topographic data for SS3 were collected 27 days prior

to the storm by means of an RTK-GPS survey, during which period no wave events

above storm threshold were measured by the wave buoy. Post-storm topographic data

were collected by RTK-GPS survey 2 days after SS3, during which period washover

deposits on the road had been removed to the back barrier.

Sillon de Talbert is a NW-facing gravel-cobble spit on the macro-tidal (maximum

tidal range 10.85 m) coast of Brittany, France, fronted by an approximately 1 km-

wide intertidal rocky platform. The barrier was heavily overwashed during ST1,

when highly energetic wave conditions coincided with spring tide. The storm led

to barrier rollover of approximately 15 m along the central section of the barrier

(Stéphan et al., 2010, 2012). Topographic, bathymetric and hydrodynamic forcing

conditions for ST1 were provided by l’Université de Bretagne Occidentale (Stéphan

and Suanez, pers. comm.). Topographic data of the barrier consist of supratidal

and intertidal RTK-GPS measurements of the barrier measured in September 2007

(six months prior to ST1) and September 2008 (six months after ST1). Unpublished

cross-shore profile measurements carried out on 19 March 2008 (nine days after the

storm) indicate qualitatively that the overall lowering of the crest of the barrier dur-
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ing ST1 was approximately 1 m (Stéphan et al., 2012). These data are supplemented

with LiDAR data of the intertidal rocky platform measured in 2002 (Boersma and

Hoenderkamp, 2003) and bathymetry data provided by the Service Hydrographique

et Océanographique de la Marine. Time series of the storm surge level were derived

from surge measured at the Roscoff tide gauge, located approximately 65 km from

the study site, alongside tidal predictions at the location of the barrier. Wave condi-

tions offshore of the barrier were extracted from a nested WAVEWATCH III® model

(Tolman and Chalikov, 1996), forced by ECMWF wind fields. Model validation res-

ults on buoys off Brittany indicate an overall relative root-mean-square error of 12%

for wave height with a bias less than 2% (Ardhuin and Accensi, 2011).

A summary of the measured or estimated median grain diameter D50, hydraulic con-

ductivity K and beach slope tan(β) at all five gravel barriers is given in Table 3.1.

The table furthermore lists all storm simulations discussed in this chapter, along-

side the maximum hydrodynamic forcing conditions (significant wave height at the

wave buoy, Hm0; peak wave period at the wave buoy, Tp; and the peak deep water

wave steepness, [Hm0/λp]0) and a description of the relative forcing and storm mor-

phology (relative freeboard ,Rc/Hm0; deep water Iribarren number ξp,0 = tanβb√
Hm0
λp,0

; and

the morphodynamic response type) for each of the simulated storms.

5.5 Model setup

Wave and water level boundary conditions time series for the four BARDEX simu-

lations are derived from measured time series of waves imposed at the wave paddle

and still water levels measured by pressure transducers on the flume floor, in the

same manner as applied in Chapter 3. Wave boundary conditions for the Chesil

Beach, Loe Bar, Slapton Sands and Sillon de Talbert models are imposed by means

of wave spectra time series measured at the nearest wave buoy (CB, LB and SS), or

wave spectrum parameters provided by a large-scale wave model (ST; described in

the Section 5.4). Tide and surge boundary conditions for these models are derived

from measurements (CB1, SS2), or tidal predictions combined with measured surge
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at locations near the model site (CB2, LB5, SS3, ST1), as described in Section 5.4.

Where feasible, the model simulations are set up to simulate the entire period of the

storm between the pre-storm and post-storm survey (BARDEX, Chesil Beach and

SS2). In these cases, the initial cross-shore profile in the XBeach-G model is set to

the cross-shore profile measured at low-tide prior to the simulated storm, or at the

start of the simulated wave measurement series. In the case of LB5, the duration of

the simulation has been set to the period from the pre-storm measurement to the end

of the storm peak, after which no measured wave boundary conditions are available.

As discussed in Section 5.4, this simulation includes the largest storm event of the

period between the pre-storm and post-storm measurements, during which the crest

lowering and overwash most probably occurred. In the case of SS3, the initial cross-

shore profile in the model is set equal to the cross-shore profile measured 27 days

before the storm. To reduce computational requirements and to account for the fact

that the XBeach-G model is designed to simulate storm events, and does not include

processes to model medium to long-term shoreline change (e.g. longshore transport

gradients), the duration of the simulation is shortened to 36 hours surrounding the

peak of the storm. As discussed in Section 5.4, no other large wave energy events

occurred in the period between the cross-shore profile measurements. In the case of

ST1, the initial cross-shore profile is set equal to the cross-shore profile measured 6

months before ST1. Again, using the same reasoning as for SS3, the duration of the

simulation is set to 74 hours surrounding the peak of ST1, rather than the duration

between cross-shore profile measurements. Due to the large period between ST1

and the post-storm profile measurement, the modelled post-storm cross-shore profile

cannot be directly compared to the measured change. However, the observed barrier

rollover can be attributed to ST1, which was the largest storm event in this period

(Stéphan et al., 2010), and the model results can be compared to the measurements

in a qualitative sense.

The cross-shore resolution of the models is set to vary gradually in the cross-shore

direction, from λm
25 ≈ 2− 3 m at the offshore boundary of the model, where λm is
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the wave length related to the mean wave period, to 0.3 m near the waterline in

order to correctly capture swash processes in the model. In the case of the BARDEX

simulations, the resolution has been increased to 0.5 m at the wave generator and

0.1 m at the beach. In the case of CB2 and ST1, the seawall and rocky foreshore,

respectively, are included in the cross-shore profile as non-erodible objects.

The hydraulic conductivity and median grain size at BARDEX, Chesil Beach, Loe

Bar and Slapton Sands are based on ranges found in literature for these sites (Table

3.1). Since the reported values of hydraulic conductivity for the natural gravel beaches

are relatively uncertain and show considerable spread, all simulations at the natural

gravel beaches are computed with three estimates (high, medium and low; Table 3.1)

for the hydraulic conductivity. Due to lack of detailed data for Sillon de Talbert, the

median grain size for this barrier is assumed equal to 0.08 m (Chanson, 2006) and the

hydraulic conductivity is set equal to that of Chesil Beach, which is the most similar

barrier in this study in terms of sediment composition.

The three free model parameters relating to sediment transport are the inertia coef-

ficient ci, which acts on sediment transport through the bed shear stress; the angle

of repose φ, which controls avalanching and affects sediment transport on sloping

beds; and the bed load transport calibration coefficient γ, which linearly scales trans-

port rates and gradients. Where sufficient data are available, these model parameters

can be calibrated at every gravel barrier to provide the most accurate reproduction of

measured cross-shore profile change. However, in order to assess the predictive skill

of the numerical model one value is used in this chapter for the sediment transport

parameters (ci = 1.0;φ = 35o; γ = 0.5) at all four natural gravel sites. In the case

of BARDEX, the bed load transport calibration coefficient is increased (γ = 1.0) in

order to capture the apparently highly mobile gravel in the laboratory. Although the

reason for the high sediment mobility in the laboratory is uncertain, at this stage it

is assumed to be related to the use of angular gravel of fluvial, rather than marine,

origin, as well as the 2D nature of the processes, with no longshore smoothing due to

variability in swash direction. The remaining two parameters are kept equal to those
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of the natural gravel sites.

5.6 Model validation

In the following section the results of the XBeach-G simulations of the storm events

presented in Section 5.4 are discussed. The results have been grouped according to

the morphodynamic response of the gravel barrier: berm formation, beach erosion,

crest build-up, crest lowering and barrier rollover (Figure 2.2). All model simulations

are run using the model parameters described in Section 5.5. Although higher model

accuracy may be achieved by calibration of the free model parameters at each case

study site, this is not considered the main objective of this investigation.

To assess the skill of the model in simulating morphological change, the cross-shore

profile change predicted by the model at the end of the storm event is compared to

the measured post-storm cross-shore profile change. As discussed in Section 5.4,

the post-storm profiles for LB5 and ST1 were measured 13 days and 6 months after

the respective storm events, during which changes to the beach face (LB5, ST1) and

barrier crest (ST1) may have occurred. In these cases the analysis of the model skill

is limited to a quantitative (LB5) and qualitative (ST1) analysis of the profile change

of the barrier crest and back barrier, and the front of the barrier is not considered.

All comparisons at the natural gravel beaches reported in this chapter are based on

the model simulation corresponding to the “mid range” estimate for the hydraulic

conductivity (cf. Table 5.1), unless stated otherwise.

For all simulations, the absolute profile change prediction error at each point in the

profile
∣∣ε∆ξ

∣∣
i is computed from the measured and modelled bed level change, as well

as an estimate of the measurement error and natural profile variability ε0, similar to

Van Rijn et al. (2003):

∣∣ε∆ξ

∣∣
i = max

(∣∣∆ξmodelled,i−∆ξmeasured,i
∣∣− ε0,0

)
(5.14)

where ∆ξmodelled and ∆ξmeasured are the modelled and measured bed level change,
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respectively, ε0 = max(εinst,3D50) and εinst is the estimated instrument error (0.030

m for RTK-GPS surveys, 0.015 m for laser scanner data, and 0.005 m for the mech-

anical roller profiler; cf. Poate et al., 2013; Almeida et al., 2015).

The measured and modelled bed level change and absolute profile change predic-

tion error are subsequently used to compute (1) the root-mean-square error (RMSE;

defined in Equation 5.15); (2) the relative bias, normalised by the absolute mean of

the observations (Rel. bias; Equation 5.16); (3) the correlation coefficient (ρ; Equa-

tion 5.17) and (4) the Brier Skill Score (BSS; Equation 5.18) of the model simulations

in a method similar to Roelvink et al. (2009).

RMSE =

√
1
n

n

∑
i=1

(∣∣ε∆ξ

∣∣
i

)2
(5.15)

Rel.bias =

1
n

n
∑

i=1

(∣∣ε∆ξ

∣∣
i sgn

(
∆ξi,modelled−∆ξi,measured

))
1
n

n
∑

i=1

(∣∣∆ξi,measured
∣∣) (5.16)

ρ =
cov(∆ξmodelled,∆ξmeasured)

σ∆ξmodelled
σ∆ξmeasured

(5.17)

BSS = 1−

1
n

n
∑

i=1

∣∣ε∆ξ

∣∣2
i

1
n

n
∑

i=1

(
∆ξi,measured

)2
(5.18)

where all statistics are computed using data interpolated to a regularly-spaced grid,

and only include points where the measured or modelled bed level changes are

greater than ε0.

5.6.1 Berm formation

Two storm events discussed in Section 5.4 are characterised by berm formation:

BAB3, where an initially mild beach slope was reworked into steep beach slope with

a berm, and CB1, where an existing berm was eroded and a new berm created higher

on the beach profile.
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RMSE Rel. bias ρ BSS (qualifier†)

BAB3 0.16 m -0.00 0.65 0.38 (fair)

CB1 0.36 m -0.62 0.98 0.69 (good)

SS2 0.11 m -0.66 0.96 0.63 (good)

CB2a 0.45 m -0.71 0.89 0.46 (fair)

CB2b 1.11 m 0.45 0.95 0.77 (good)

CB2c 0.33 m 0.14 1.00 0.98 (excellent)

CB2d 0.17 m -0.06 0.99 0.99 (excellent)

BABR 0.05 m -0.00 0.89 0.91 (excellent)

SS3 0.35 m -0.06 0.92 0.88 (excellent)

BAE9 0.17 m -0.03 0.83 0.77 (good)

LB5 0.08 m -0.22 0.99 0.93 (excellent)

BAE10 0.34 m -0.00 0.82 0.66 (good)

Table 5.2: Root-mean-square error (RMSE), relative bias (Rel. bias), correlation
coefficient (ρ) and Brier Skill Score (BSS) of the model cross-shore pro-
file change predictions relative to the measured profile change. Note that
ST1 is not included in the statistical analysis. † Refers to the qualification
of Van Rijn et al. (2003).

The results of BAB3 are shown in Figure 5.3. The figure shows that the model can

qualitatively reproduce the observed change from a mild beach slope to a steep beach

slope with a berm. However, in a quantitative sense, XBeach-G underestimates the

volume of the berm, where the volume of the berm accretion is predicted to be 0.4

m3m-1 and the measured berm accretion is 1.4 m3m-1. The underestimation of the

berm volume by XBeach-G is mirrored by an overestimation of sediment deposition

below the still water level, the probable cause of which is discussed in Section 7.2.3.

Despite these discrepancies, the overall skill of the model prediction is reasonable

(Table 5.2), with a BSS of 0.38. Note that BAB3 has low relative bias because the

measurements and model results encompass the full mass balance.

The model prediction of cross-shore profile change during CB1 is shown in Figure

5.4. The figure shows that the model correctly predicts the erosion of the pre-storm

berm, as well as a general steepening of the beach towards a berm-like feature at an
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Figure 5.3: Initial cross-shore profile ( ), cross-shore profiles measured ( ) and
modelled ( ) at the end of wave series BAB3, and the maximum still
water levels imposed on the front and the back barrier ( ).
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Figure 5.4: Pre-storm ( ), measured post-storm ( ) and modelled post-storm ( )
cross-shore profiles for CB1, and maximum still water level ( ). The
range in post-storm model profiles due to varying the hydraulic con-
ductivity (Table 3.1) is shown in shading ( ). The estimated pre-storm
profile below the elevation of measurements ( ) is shown for compar-
ative purposes.

elevation of 5 m + ODN. However, in similarity with BAB3, the model greatly under

predicts the volume of the post-storm berm above the pre-storm profile (modelled,

0.2 m3m-1; measured, 2.0 m3m-1), and the model predicts a more landward position

of the post-storm beach. These model discrepancies are reflected in a relatively large

model RMSE and relative bias (Table 5.2), but not by low ρ or BSS values. The

latter two represent the fact that despite that the berm is not being well represented,

the majority of the shape of the cross-shore profile change is captured relatively well

by the model.

The results of BAB3 and CB1 show that although XBeach-G is able to reproduce

berm formation relatively well in a qualitative sense without site-specific calibra-

tion of the model sediment transport parameters, the quantitative skill of the model
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is not particularly high (mean BSS 0.54). Although it is expected that site-specific

calibration of the inertia coefficient ci and angle of repose φ may lead to a better

representation of the berm formation at both sites, processes related to wave break-

ing and gravel step dynamics may be required to further improve model predictions

(discussed in Section 5.8).

5.6.2 Beach erosion

Two storm events are characterised primarily by beach erosion: SS2, where an exist-

ing berm was partially eroded by energetic waves, and CB2, where substantial beach

erosion took place at the base of a sea wall during highly energetic wave conditions.

Figure 5.5 shows the modelled and measured cross-shore profiles for SS2. The figure

shows approximately 2 m horizontal retreat of the upper beach face above maximum

storm still water level due to the partial erosion of the pre-storm berm, which is well

reproduced by the XBeach-G model. Between MSL (0.38 m + ODN) and maximum

storm still water level, the model slightly overpredicts the magnitude of erosion by

approximately 0.2 m. To a large extent, the error in the model prediction falls within

the variation of model predictions due to imposed variations in hydraulic conductiv-

ity of the beach. The overall BSS for SS2 is good (0.63; Table 5.2) and is primarily

reduced by the relatively large relative bias (-66%) caused by the overestimation of

beach erosion below maximum still water level.

The morphodynamic impact of CB2 on a beach backed by a sea wall is shown in

Figure 5.6. The figure shows substantial lowering (v 2 m) of the post-storm cross-

shore profile at the base of the sea wall relative to the pre-storm profile (d; top panel).

The figure also shows that the maximum erosion depth at the base of the sea wall

was largest at low tide during CB2 (v 3 m; Figure 5.6b, bottom centre panel) when

wave conditions were at their most energetic. Figure 5.6 and Table 5.2 show that al-

though the maximum erosion at the base of the seawall is somewhat under predicted,

XBeach-G generally reproduces the measured cross-shore profile very well (BSS:

fair–excellent) with high ρ values and low bias.
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Figure 5.5: Pre-storm ( ), measured post-storm ( ) and modelled post-storm ( )
cross-shore profiles for SS2, and maximum still water levels ( ). The
range in post-storm model profiles due to varying the hydraulic conduct-
ivity (Table 3.1) is shown in shading ( ) and the estimated pre-storm
profile below the elevation of measurements ( ) is given for compar-
ative purposes.
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Figure 5.6: Pre-storm ( ), measured post-storm ( ) and modelled post-storm ( )
cross-shore profiles for CB2. The top panel shows modelled and meas-
ured profiles at low tide after CB2 (d). The bottom three panels show
from left to right: modelled and measured profiles at the first high tide
of CB2 (a), low tide of CB2 (b) and the second high tide of CB2 (c).
The range in post-storm model profiles due to varying the hydraulic
conductivity (Table 3.1) is shown in light orange shading ( ) and the
non-erodible sea wall is shown in grey shading ( ). The tide level for
each panel is represented by the dashed grey line.
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Figure 5.7: Initial cross-shore profile ( ), cross-shore profiles measured ( ) and
modelled ( ) at the end of wave series BABR, and maximum still water
levels ( ) .

5.6.3 Crest build-up

Two storm events discussed in Section 5.4 are principally characterised by crest

build-up: BABR (Figure 5.7), where an existing berm was reworked by high wa-

ter levels and energetic waves to the crest, and SS3 (Figure 5.5), where energetic

waves eroded much of the beach and overtopped the gravel barrier.

Figure 5.7 shows up to 0.5 m measured erosion of the berm during BABR between

0 and 5 m cross-shore distance and 0.1–0.2 m deposition on the initially flat barrier

crest. The figure shows good agreement between the modelled and measured profile

development: the model correctly removes the berm, achieves the correct beach face

slope, and deposits sediment on the top of the barrier. This agreement is reflected

in the computed and measured erosion (1.0 m3m-1 and 1.1 m3m-1, respectively) and

deposition (0.5 m3m-1 and 0.9 m3m-1, respectively ) above SWL and high BSS (0.91;

Table 5.2).
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Figure 5.8 shows the modelled and measured cross-shore profiles for SS3. The figure

shows substantial beach erosion in the post-storm measurements, leading to a retreat

of the crest of 11 m and a thin layer of deposition on top of the barrier. The figure

also shows that the results of the XBeach-G model are very similar to the measured

cross-shore profile development, expressed in the total eroded volume above max-

imum still water level (modelled, 31.1 m3m-1; measured, 31.8 m3m-1), crest retreat

(modelled, 13.9 m ; measured, 10.7 m) and deposition layer thickness on the barrier

crest (modelled and measured 0.3 m). Although the post-storm beach slope below

MSL (0.38 m + ODN) is predicted correctly by the XBeach model, the beach slope

above MSL is less well represented by the model, which is comparable with the res-

ults of SS2. As with the simulation of SS2, the majority of the prediction error on the

beach slope above MSL lies within the variation of model predictions due to imposed

variations in hydraulic conductivity of the beach. The overall skill of the XBeach-G

model for SS3 is high, with a high BSS (0.88; Table 5.2) and low relative bias (-6%).

5.6.4 Crest lowering

During BAE9 and LB5 crest lowering and washover occurred under energetic wave

conditions in combination with high water levels. During these events the upper part

of the barrier beach and crest was eroded, but the crest of the barriers did not move

landward significantly.

Figure 5.9 shows the modelled and measured cross-shore profiles for BAE9. The

measurements show that during BAE9, the crest was lowered by 0.5 m and 4.5

m3m-1 of gravel washed over the crest of the barrier, where washover volume is

defined as the volume of sediment accretion landward of the initial barrier crest. The

figure shows that in qualitative and quantitative sense, the XBeach-G simulates the

observed cross-shore profile change well. The model correctly predicts washover

sediment deposition (3.2 m3m-1) on the back barrier, and lowering of the barrier

crest (0.4 m). The model does not quite manage to correctly predict the crest of the

barrier, as the model predicts 2.7 m rollback of the crest. Overall, the model skill for
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Figure 5.8: Pre-storm ( ), measured post-storm ( ) and modelled post-storm ( )
cross-shore profiles for SS3, and maximum still water level ( ). The
range in post-storm model profiles due to varying the hydraulic con-
ductivity (Table 3.1) is shown in shading ( ).
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Figure 5.9: Initial cross-shore profile ( ), cross-shore profiles measured ( ) and
modelled ( ) at the end of wave series BAE9, and maximum still water
levels ( ).

BAE9 is high (Table 5.2), with relatively small RMSE (0.17 m) and high BSS (0.77).

The morphological response of Loe Bar to LB5 is shown in Figure 5.10. The figure

shows substantial erosion of the the upper beach face and barrier crest, as well as

crest lowering and washover deposits on the back barrier (black solid line). Note that

the post-storm lower beach face is not shown in the figure due to the recovery of the

beach and generation of beach cusps in the period between LB5 and the post-storm

survey, as discussed in Section 5.4, which is not modelled in XBeach-G. Figure 5.10

shows great similarity between modelled and measured post-storm erosion of the

barrier crest and deposition on the back barrier. The model correctly predicts a crest

lowering of 0.2 m, and predicts crest retreat (modelled, 2.0 m; measured, 1.9 m) and

washover volume (modelled, 9.6 m3m-1; measured, 10.8 m3m-1) well. The overall

model skill for LB5 is high (Table 5.2), with little relative bias (-5%), low RMSE

(0.05 m) and high BSS score (0.96).
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Figure 5.10: Pre-storm ( ), measured post-storm ( ) and modelled post-storm
( ) cross-shore profiles for LB5, maximum still water level ( ), and
the section of the beach face that may have been reworked in the period
between LB5 and the post-storm survey ( ), which is not included in
the analysis of the model skill. The range in post-storm model pro-
files due to varying the hydraulic conductivity (Table 3.1) is shown in
shading ( ).
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5.6.5 Barrier rollover

Barrier rollover occurred during two events discussed in Section 5.4: BAE10 and

ST1, where high water levels and energetic waves lead to crest lowering and sub-

stantial crest retreat.

The results of the simulation of BAE10 are shown in Figure 5.11. The figure shows

a situation with a very low relative freeboard (0.5 m; Table 3.1), leading to crest

lowering (0.5 m), crest retreat (3.4 m) and substantial washover deposits on the back

barrier (8.2 m3m-1). The results of the simulation show that the XBeach-G model

reproduces the observed profile change well in qualitative sense, and reasonably well

in quantitative sense. The model predicts lowering and retreat of the barrier crest,

as well as washover deposition on the back barrier, although these are all slightly

less than found in the measurements (0.5 m, 3.3 m and 4.1 m3m-1, respectively).

The greatest difference between the measurements and the model predictions is the

response of the foreshore between -10 m and 0 m cross-shore distance (Figure 5.11),

where the model under predicts the observed erosion. The lack of erosion in the

foreshore leads to an under estimation of washover deposition on the back barrier.

Both errors contribute to one of the lowest values of the correlation coefficient (ρ;

Table 5.2) of the simulations discussed in this chapter. However, overall model skill

remains high for BAE10, with a BSS of 0.66.

As discussed at the beginning of this section, the period between the pre-storm and

post-storm measurement at Sillon de Talbert, as well as the large duration between

ST1 and the post-storm measurement, mean that this case cannot be used to val-

idate the XBeach-G model in a quantitative sense. However, ST1 was the largest

storm event during the period between the pre- and post-storm measurements, and

is responsible for the observed barrier rollover (Stéphan et al., 2010). The measured

and modelled pre- and post-storm cross-shore profiles of ST1 are shown in Figure

5.12. The figure shows a measured crest retreat of 10.7 m, and a washover volume

of 130 m3m-1. The measured crest lowering is just 0.2 m, less than the approxim-
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Figure 5.11: Initial cross-shore profile ( ), cross-shore profiles measured ( ) and
modelled ( ) at the end of wave series BAE10, and maximum still
water levels ( ).
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Figure 5.12: Pre-storm ( ), measured post-storm ( ) and modelled post-storm
( ) cross-shore profiles for ST1, and maximum still water levels ( ).
The range in post-storm model profiles due to varying the hydraulic
conductivity (Table 3.1) is shown in shading ( ).

ate 1 m lowering measured nine days after ST1 reported by Stéphan et al. (2012),

which may be a result of recovery in the six months between ST1 and the post-storm

measurements. The results of the model presented in Figure 5.12 show good qualit-

ative agreement with the measurements; the model shows crest retreat (3.7 m), crest

lowering (0.5 m) and washover deposition (80 m3m-1) on the back barrier. Since the

measurements do not allow for an objective quantitative assessment of the overall

model skill, values for the four model skill parameters are not presented in Table 5.2

for ST1.

5.7 Effect of groundwater interactions and implications for modelling

gravel beach storm response

The results of the model simulations discussed in the previous section (5.6) show

that XBeach-G is able to predict the morphodynamic response of gravel beaches and

144



CHAPTER 5. MORPHODYNAMICS OF XBEACH-G

barriers to storms with high quantitative skill, if the model is given a reasonable es-

timate of the hydraulic conductivity of the beach or barrier (light orange shading in

Figures 5.3–5.12 and hydraulic conductivity ranges indicated in Table 5.1). In this

section, the full effect of groundwater processes on modelled morphodynamics is in-

vestigated through sensitivity simulations of the 10 storm events discussed earlier, in

which all groundwater processes are removed from the model (cf., NGW model in

Section 4.7). Further sensitivity studies regarding particular groundwater processes,

viz. the turbulent groundwater flow parametrisation, ventilated boundary layer ef-

fects and the effect of the surface seepage forces on the relative weight of grains, are

presented in Appendix E.

Figure 5.13 shows the cross-shore profile development predicted by the XBeach-G

model with groundwater processes (orange) and by the NGW model without ground-

water processes (green) for all 10 storm events. The figure shows that including

groundwater processes significantly improves the skill of the model in predicting the

observed cross-shore profile change. In particular, berm formation is underestimated

(CB1) and beach erosion and crest lowering are overestimated (SS2, SS3, BAE10) in

the NGW model without groundwater processes compared to the regular XBeach-G

model. Furthermore, through exclusion of groundwater processes, the NGW model

predicts the wrong morphodynamic response type, e.g., beach erosion in the case of

BAB3, crest lowering in the case of BABR and barrier rollover in the case of BAE9.

The effect of including groundwater processes appears to be particularly large in

the case of BAE9 and BAE10. This observation may be explained by the high hy-

draulic conductivity of the BARDEX gravel beach and the design of the imposed

wave and tide conditions during BAE9 and BAE10 around the threshold of barrier

crest lowering. Since the threshold between crest build-up and crest lowering is

highly sensitive to groundwater (infiltration) processes, disruption of these processes

in the NGW simulations leads toward a shift in regimes, where crest lowering at the

start of the NGW simulation is amplified to even greater crest lowering and barrier

rollover through positive feedback mechanisms (i.e., more and greater overtopping
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flows).

The computed morphodynamic responses during CB2, LB5 and ST1 are shown not

to be sensitive to the presence of groundwater processes in the model. In the case of

LB5, this may be explained by the low hydraulic conductivity of the barrier (Klam =

0.003 ms-1) and is in line with earlier model observations (cf., Section 4.7). However,

the difference in the profile response predicted by XBeach-G and the NGW model is

not solely determined by the value of the hydraulic conductivity of the gravel beach

or barrier. This is illustrated by events CB2 and ST1 where the barriers have high hy-

draulic conductivity (Klam = 0.40 ms-1), but the effect of including groundwater pro-

cesses is substantially smaller than on less permeable beaches with similar morpho-

dynamic response types (SS2 and BAE10; Klam = 0.075 ms-1and Klam = 0.155 ms-1,

respectively). Although this may in first instance be unexpected, the relative insensit-

ivity of the model to groundwater processes in these cases may be hypothesised to be

caused by a relatively high groundwater table due to the presence of a seawall (CB2)

and the high back barrier SWL (ST1). Under such conditions the upper beach may

become fully saturated, which in turn leads to low infiltration rates into the beach

face. Since the processes through which the model accounts for groundwater effects

on hydrodynamics and sediment mobility are primarily controlled by infiltration, the

predicted morphodynamic response of the XBeach-G model with groundwater pro-

cesses will approach that of the NGW model in cases with limited infiltration rates.

Therefore, the potential for infiltration could be considered a better predictor for the

relative effect of groundwater processes than the hydraulic conductivity per se.
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Figure 5.13: Sensitivity of modelled cross-shore profile response to the inclusion of groundwater processes: measured pre-storm profiles
( ), measured post-storm profiles ( ), modelled profiles with groundwater processes (XBeach-G; ), modelled without
groundwater processes (NGW; ), and maximum still water level ( ).
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The results of the sensitivity studies further show that although groundwater pro-

cesses may not necessarily affect wave run-up levels strongly (Section 4.7), their

effect on the computed morphodynamic response of the beach face upon which wave

run-up occurs is substantial (e.g., BAB3, CB1, SS2). This difference is further ex-

amined in Figure 5.14, which presents time series of water depth, horizontal velocity,

bed shear stress and bed load transport rates computed by the XBeach-G model with

groundwater processes (orange) and by the NGW model without groundwater pro-

cesses (green) at three locations on the barrier (upper surf zone – upper swash) during

BAB3. Note that the data presented in Figure 5.14 are based on simulations without

bed level updating, in order to ensure comparability between the modelled hydro-

dynamics and sediment transport rates. The figure shows that during periods of the

highest computed water depth in the upper swash (top right panel), the maximum wa-

ter depth is not strongly dependent on the presence of groundwater processes in the

model, highlighting the earlier conclusion that maximum wave run-up levels are not

strongly affected by infiltration processes (cf. Packwood, 1983). However, exam-

ination of the horizontal velocity, bed shear stress and bed load transport rate shows

more substantial differences between the XBeach-G model with groundwater pro-

cesses and the NGW model. In particular, the presence of groundwater processes in

the model leads to lower maximum negative (offshore-directed) velocities, as well as

higher positive (onshore-directed) and lower negative bed shear stress and bed load

transport rates in the swash zone (locations B and C), and lower maximum negative

bed shear stress and bed load transport rates in the upper surf zone (location A). This

reduction in offshore sediment transport and increase in onshore transport in the up-

per surf zone and swash enhances the potential for net onshore sediment transport,

and thus for the berm formation-type morphodynamic response of the gravel barrier.

Sensitivity simulations presented in Appendix E show that the principle mechan-

ism through which groundwater processes affect the simulated morphodynamics of

gravel beaches and barriers is by modification of the surface water dynamics (i.e.,

reduction of backwash volume) through the exchange of mass between the surface
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Figure 5.14: Time series of water depth, horizontal velocity, bed shear stress
and volumetric bed load transport rate computed by the model with
groundwater processes (XBeach-G; ) and without groundwater pro-
cesses (NGW; ) at three locations on the barrier (A – upper surf
zone; B – lower swash; C – upper swash) during BAB3. The loca-
tions of points A, B and C relative to the barrier profile ( ) and water
levels (SWL, ; maximum and minimum, ) are shown in the bot-
tom panel. Note that the simulations presented in this figure are car-
ried out without morphological updating in order to ensure a consistent
comparison between the models.
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water and groundwater (e.g., Si, Se and Ss). Ventilated boundary layer effects (Equa-

tion 5.8) and the effect of through-bed flow on the submerged particle weight (Equa-

tion 5.2) are generally shown to be of secondary importance in determining the pre-

dicted cross-shore profile response, which is contrary to the findings of Masselink

and Turner (2012). In the case of BAE9 and BAE10, the ventilated boundary layer

and submerged particle weight effects lead to less crest lowering, which is potentially

both due to increased onshore transport towards the crest in the swash due to vent-

ilated boundary layer effects, as to decreased back barrier transport due to increased

particle weight through infiltration. It should be noted however that in all cases the

magnitude of the change in bed shear stress due to ventilated boundary layer effects

has been limited to those discussed in Section 5.3.2 and the model may therefore

be underestimating the net effect of this process. Further detailed investigation of

ventilated boundary layers on permeable gravel slopes (e.g., Sparrow et al., 2012,

2013) may lead to more appropriate bed shear stress relations under highly ventilated

conditions.

5.8 Model sensitivity

To study the effect of varying the inertia parameter ci on cross-shore profile devel-

opment in XBeach-G, sensitivity simulations are carried out for a storm event on

a fine-grained barrier (LB5) and a storm event on a coarse-grained barrier (ST1).

Since the bed shear due to inertia effects scales linearly with the median grain size

(Equation 5.11), it can be expected that the sensitivity of the model to the inertia

parameter is greater for ST1 than for LB5. In the sensitivity simulations presented in

this section, the inertia parameter was varied between 0.5–2.0, while all other model

parameters were kept constant. The results of these simulations are shown in Fig-

ure 5.15. The results of further sensitivity simulations in which the sensitivity of all

10 storm events to variations in the inertia parameter are investigated are shown in

Appendix F (Figures F.4–F.10).

The results of the sensitivity studies show that on fine-grained barriers (e.g., left panel
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Figure 5.15: Sensitivity of modelled cross-shore profile response to the value of
the inertia parameter. The figure shows the pre-storm ( ), measured
post-storm ( ) and modelled post-storm (default inertia parameter;

) cross-shore profiles, as well as the maximum still water level ( ).
The range in post-storm model profiles due to varying the inertia para-
meter is shown for ci = 2.0 ( ) and ci = 0.5 ( ).

in Figure 5.15), the effect of modifying the inertia parameter is relatively small and

does not lead to significantly different cross-shore profile development. However,

the response of coarse-grained barriers (e.g., right panel in Figure 5.15) is strongly

affected by the inertia parameter, where a low value of ci leads to substantially more

crest lowering and retreat than measured. This difference in the case of ST1 is the

result of an imbalance between onshore transport (driven by acceleration) and off-

shore transport (caused by wave backwash) at the start of the storm, leading to more

beach erosion and crest lowering in the case of a low value of ci, which in turn leads

to greater overwash during the peak of the storm.

The increased potential for onshore transport with the inertia parameter in ST1 is

highlighted in Figure 5.16, which presents time series of water depth, horizontal

velocity, bed shear stress and bed load transport rates computed by the XBeach-G

model with the use of inertia parameter (ci = 1; orange) and without use of the iner-

tia parameter (ci = 0; green) at three locations on the barrier, ranging from the upper

surf zone to the upper swash, during the peak of the first storm tide. Note that the

data presented in Figure 5.16 are based on simulations without bed level updating,
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in order to ensure comparability between the modelled hydrodynamics and sediment

transport rates. The figure shows that the inclusion of the inertia parameter greatly

increases the onshore directed bed shear stress (Equations 5.11 and 5.6) and hence

bed load transport (Equation 5.4) in the upper surf zone and lower swash. The max-

imum onshore as well as offshore-directed velocities are decreased by the inertia

parameter across the beach profile, which is caused by increased bed friction (τbi) in

the momentum balance equation (Equation 3.2). Furthermore, the inclusion of the

inertia parameter reduces maximum velocities and wave run-up levels in the upper

swash, thereby reducing the potential for wave overtopping and overwash.

The result of this sensitivity study highlights the importance of including acceleration

forces on coarse-grained gravel beaches in order to correctly model sediment trans-

port magnitudes and directions during storms (cf. Van Gent, 1995a; Pedrozo-Acuña

et al., 2007). This importance has previously been found for the threshold of motion

of boulders in storms (e.g., Etienne and Paris, 2010) in the equations of Nott (2003)

(note however that the equations of Nott do not account for the Froude–Krylov force,

resulting in an underestimation of the acceleration forces on boulders under storm

waves). Although the current choice of value for the inertia parameter (ci = 1) ap-

pears to represent the morphodynamic response of the broad range of gravel barriers

discussed in this chapter reasonably well, further calibration and validation of the

inertia parameter using data collected at coarse-grained beaches would increase con-

fidence in applying the model on coarse gravel and cobble beaches. Such analysis

would also highlight the potential for more accurate predictions of morphological

change given site-specific calibration of the inertia coefficient.

5.9 Conclusions

The model results presented in this chapter show that the morphodynamic component

of the XBeach-G model has considerable skill (median BSS 0.75) in predicting the

morphodynamic response of gravel barriers across a wide range of forcing conditions

and barrier response types. Interestingly, the results show that the model is more
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Figure 5.16: Time series of water depth, horizontal velocity, bed shear stress and
volumetric bed load transport rate computed by XBeach-G with ( )
and without ( ) use of the inertia parameter three locations on the
barrier (A – upper surf zone; B – lower swash; C – upper swash) during
ST1. The locations of points A, B and C relative to the barrier profile
(black) and water levels (SWL – dashed grey; maximum and minimum
– solid grey) are shown in the bottom panel. Note that the simulations
presented in this figure are carried out without morphological updating
in order to ensure a consistent comparison between the models.
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accurate in predicting the response to very energetic storms (beach erosion – barrier

rollover; median BSS 0.83) than to less energetic storm conditions (berm formation;

median BSS 0.54), although it should be acknowledged that this may in part be due to

the larger observed cross-shore profile changes in the former relative to the reference

zero-change prediction (cf. Bosboom et al., 2014). The range of validation cases and

lack of site-specific calibration show that XBeach-G can be applied to predict storm

impacts on pure gravel beaches and barriers with reasonable to high confidence for a

range of hydrodynamic forcing conditions and barrier response types.

Model sensitivity simulations have highlighted the importance of groundwater pro-

cesses in the process-based modelling of gravel beaches. In particular, they have

shown that:

1. The inclusion of groundwater processes in XBeach-G significantly improves

the predictive skill of the model through enhancing berm formation and crest

build-up, and reducing beach erosion, crest lowering and barrier rollover.

2. The error associated with omitting groundwater processes in the model is not

solely dependent on the hydraulic conductivity of the gravel barrier, but can

be better described by the potential for infiltration, which is dependent on

the combination of hydraulic conductivity, hydrodynamic forcing, and aquifer

geometry.

3. The morphodynamic effect of the inclusion of groundwater processes is primar-

ily caused by the by modification of the surface water dynamics through the ex-

change of mass between the surface water and groundwater, leading to higher

onshore-directed and lower offshore-directed bed shear stress and bed load

transport rates in the swash.

4. Ventilated boundary layer effects and the effect of through-bed flow on the

submerged particle weight that enhance maximum onshore bed load transport

rate in the upper swash are of secondary importance in determining the overall
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cross-shore profile response during storms.

5. Order-of-magnitude estimates of the hydraulic conductivity of the modelled

gravel barrier, e.g., within a range of values found in literature, are sufficient

to predict the overall morphodynamic response of the barrier, although the

magnitude of the cross-shore profile response may vary.

Model sensitivity results furthermore showed the importance of including a term to

account for acceleration forces on the bed on coarse-grained beaches, where omis-

sion of these lead to significant underestimation of onshore transport in the swash.

Further calibration and validation of this term using data collected at coarse-grained

beaches is highly recommended and would increase confidence in applying the model

on coarse gravel and cobble beaches.
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Chapter 6

Gravel barrier overwash thresholds

An analysis is performed in this chapter of overwash thresholds for gravel bar-

riers using XBeach-G. Model results show that the difference between the po-

tential wave run-up level and the height of the crest (Overwash Potential) is

essential, but not sufficient, to predict the occurrence of barrier crest build-up

(overtopping) and crest lowering (overwash). The results suggest that barrier

width, barrier composition and the incident wave energy flux are essential para-

meters needed in addition to Overwash Potential to identify overtopping and

overwash events. Through numerical model analysis, this chapter suggests im-

provements to the parametrisation of wave run-up in order to better quantify the

Overwash Potential. The chapter furthermore presents schematic examples and

relations to determine upper and lower overwash thresholds based on Overwash

Potential, barrier width and grain size. Finally, model sensitivity simulations with

and without groundwater effects show that groundwater processes contribute

strongly to overwash thresholds on gravel barriers, and effectively increase the

capacity of gravel barriers to withstand storms with 1–3 m higher surge levels

than if groundwater processes did not occur.

6.1 Introduction

While gravel beaches and barriers are considered by many to be sustainable forms

of coastal defence (Johnson, 1987; Powell, 1990; Aminti et al., 2003; Pranzini and

Farrell, 2006), coastal managers currently have very limited guidance when predict-

ing the response of gravel barriers and beaches to storms, in particular for predicting

under what conditions a gravel barrier will withstand a certain storm event, be over-

Sections of this chapter are based on work presented in McCall et al., 2013, McCall et al., 2015a
and Poate et al. (in prep.).
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washed, or even breached (Masselink et al., 2014). Currently, one empirical model

called the Barrier Inertia Model (BIM, cf. Section 2.3; Bradbury, 2000) is commonly

used by coastal managers and engineers in the UK to compute the potential for bar-

rier overwash during storms (DEFRA, 2008). Although the BIM has been used in

many locations in the UK with some success (e.g., Cope, 2005), the data used to

derive the threshold overwash relation are specific to the site and conditions where

they were measured (Hurst Spit on the south coast of England). The model is there-

fore not necessarily valid for other sections of the coast of the UK, or the rest of the

world.

The suitability of the BIM to predict overwash thresholds at other sites along the

UK coastline was examined by McCall et al. (2013). In that study, a comparison

was made between the overwash threshold of the BIM and critical overtopping dis-

charges using the XBeach-G model without morphodynamic feedback (cf., Chapter

4). Following engineering design guidelines for the stability of rip-rap structures

under overwash conditions (Simm, 1991; Frizell et al., 1998), critical average dis-

charge levels were estimated for the start of damage on the back barrier (20 ls-1m-1)

and severe damage on the back barrier slope (100 ls-1m-1), which were tentatively

used as criteria to predict barrier overwash in the morphostatic XBeach-G model.

The results of the model simulations showed that for barrier geometries and forcing

conditions resembling those of Hurst Spit and the data from which the BIM was

derived, the BIM and morphostatic XBeach-G model produced similar predictions

for overwash. Subsequent comparison between the prediction of overwash by the

morphodynamic XBeach-G model of Chapter 5 (defined as simulations in which the

maximum absolute bed level change on the back barrier is greater than 3D50, after

20 minutes simulation time) and the BIM, not discussed by McCall et al. (2013), but

shown in Figure 6.1, confirm the similarity between the two models for the range of

barrier geometries and forcing conditions that was used to derive the BIM.

Despite the similarity between XBeach-G and the BIM in conditions similar to Hurst

Spit, McCall et al. (2013) showed through the schematic (morphostatic) simulation
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Figure 6.1: Simulated cases of overwash (black squares) and non-overwash (grey
circles) computed by the morphodynamic XBeach-G model of Chapter
5 in comparison to the BIM overwash threshold. According to the BIM,
overwash is unlikely to occur in the parameter space above the black
curve (Equation 2.7 on page 23). The results show similarity in that only
3.6% of overwash predictions (0.6% of the total number of simulations)
made by XBeach-G exceed the BIM overwash threshold.

of 25 documented storm events on the UK coast, ranging from beach scour to severe

overwash (Table 6.1), that overwash predictions of the two models differed substan-

tially for forcing conditions and barrier geometries that were significantly different

from the data used to derive the BIM. In these storm simulations, the study showed

that while the morphostatic XBeach-G model was not perfect, it presented a signi-

ficant improvement over the BIM in predicting six of ten observed overwash events

(black and red coloured symbols in Figure 6.2, namely HS, BE10, C79, S01, and two

out of five events at MMo), whereas the BIM predicted only two of the ten observed

overwash events, of which one was at Hurst Spit (symbols lying below the solid black

line in Figure 6.2). The principal reason suggested by McCall et al. for the under

estimation of the potential for overwash by the BIM was the lack of parameters re-

lating to wave run-up (e.g., beach slope and the water depth at the toe of the gravel

barrier1) and the evolution of overtopping flows (e.g., the hydraulic conductivity).

The results of McCall et al. (2013) clearly show that the application of the BIM on

1Note that the sensitivity simulations of McCall et al. (2013) that were used to identify missing
physical parameters in the BIM used wave conditions derived at a constant water depth as input for
the BIM, rather than at the toe of the beach, which may affect their conclusions with respect to the
effect of shallow foreshores on predicted overwash, but not necessarily improve the applicability of
the BIM in such environments.
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Location Year Abbreviation Recorded storm impact category

Hurst Spit 1989 HS Breach + severe overwash damage

BARDEX 2008 BE10 Breach + severe overwash damage

Chesil Beach 1979 C79 Breach + severe overwash damage

Chesil Beach 1978 C78 Overwash damage + crest lowering

Slapton Sands 2001 S01 Overwash damage + crest lowering

Medmerry 1994–2001 (five separate events) MMo Overwash damage + crest lowering

Hayling Island 2005 HI Overtopping + crest build-up

Slapton Sands 2004 S04 Overtopping + crest build-up

BARDEX 2008 BE1 Overtopping + crest build-up

BARDEX 2008 BC1 Scour + no change to crest

Chesil Beach 2007–2010 (four separate events) CB07 Scour + no change to crest

Loe Bar 2011–2012 (four separate events) LB Scour + no change to crest

Medmerry 1993–2002 (three separate events) MMs Scour + no change to crest

Table 6.1: Summary of storm hindcasts simulations by McCall et al. (2013).
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Figure 6.2: Simulated overtopping discharges across the barrier crest for 25 doc-
umented storm events and comparison of the performance of the BIM
and XBeach-G with observations. The black curve represents the BIM
threshold. Marker colours relate to the simulated overtopping volumes
qcrest across the barrier crest in the morphostatic version of XBeach-G. .
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coastal sections that differ from Hurst Spit may lead to incorrect estimates for the po-

tential for barrier overwash. This chapter attempts to improve current understanding

of conditions leading to overwash with the aim of providing the potential for more

accurate parametric overwash models in the future. The morphodynamic XBeach-G

model of Chapter 5 is used in lieu of extensive field and physical model data on over-

wash conditions to investigate the role of hydrodynamic forcing and barrier geometry

and composition on overwash.

6.2 Objective and model analysis set-up

Following the reasoning of McCall et al. (2013), current estimates of gravel barrier

overwash thresholds (e.g., BIM) may be improved through better description of the

wave run-up relative to the barrier crest, and the evolution of overtopping flows and

the morphodynamic response of the barrier crest. To this end, a numerical model ana-

lysis is carried out composed of two parts. In Part I of the model analysis (Section

6.3.1), XBeach-G simulations are carried out in which the hydraulic forcing condi-

tions (significant wave height and wave steepness) and beach geometry and com-

position (beach slope, grain size and hydraulic conductivity) of a schematic gravel

beach (Figure 6.3) are varied to compute wave run-up levels for varying combina-

tions of beach type and forcing (Table 6.2). These simulations are carried out to give

insight into the relation between the forcing and barrier parameters on the potential

wave run-up, and are therefore simulated on a sufficiently high gravel beach (i.e.,

an “infinite” beach slope) so that no overtopping can take place. Furthermore, the

simulations carried out in Part I of the analysis are computed without morphological

updating (morphostatic simulation, cf., Chapters 3 and 4).

The morphodynamic evolution of the gravel barrier crest is investigated in Part II

of the model analysis (Section 6.3.2), where simulations are carried out using the

morphodynamic XBeach-G model of Chapter 5 in which the hydrodynamic forcing

conditions and beach geometry and composition are varied as in Part I. However,

in Part II the cross-shore profile of the gravel beach is modified to that of a barrier,
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Figure 6.3: Schematic of a gravel barrier geometry for Part I and II of the numerical
model analysis showing the angle of the barrier beach βb, crest height
and width. The dashed grey line represents the infinite beach slope used
to compute potential run-up for this barrier type in Part I.

Parameter Range

Significant wave height Hm0 2–6 m

Deep water peak wave steepness sp,0 1–5%

Median grain size D50 2–40 mm

Crest width Wcrest
* 2.5–25 m

Crest height hcrest
* 2% – 50% wave run-up exceedence height (m above SWL)

Table 6.2: Hydraulic forcing and barrier properties parameter range. *Indicates
parameters varied during Part II only.

where the crest height is varied between the 2% and 50% potential wave run-up

exceedence heights computed in Part I, and the width of the barrier crest is varied

between 2.5 m and 25 m (Table 6.2 and Figure 6.3). An important assumption made

in the analysis of the results of Part II is that barrier overwash can be evaluated

through analysis of the change of the maximum crest level only, where a distinction

is made between crest build-up related to wave overtopping, and crest lowering that

is related to overwash (Figure 6.4). While this simplification is in line with previous

research (e.g., Matias et al., 2012), incorporation of other indicators of overwash

(e.g., back barrier deposition, or maximum discharge levels) may be useful in future

studies.
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Figure 6.4: Example of a simulation with crest build-up (overtopping; left panel)
and crest lowering (overwash; right panel); pre-storm profile ( ), post-
storm profile ( ) and still water level ( ). Note the difference in hori-
zontal and vertical scale between the panels.

In order to minimize the parameter space to be investigated and to remove un-

likely and unnatural combinations of geotechnical parameters in Parts I and II, the

beach slope is assumed to correlate linearly (e.g., Shepard, 1963; McLean and

Kirk, 1969; Jennings and Shulmeister, 2002) with the logarithmic phi scale of the

median grain size (Krumbein and Sloss, 1963), where the phi scale is defined as

φ = − log2 (D50/0.001), and the hydraulic conductivity is assumed to correlate quad-

ratically (e.g., Hazen, 1892) with the median grain size. These variables are there-

fore not varied independently of the grain size in the model analysis. The relation

between grain size, beach slope and hydraulic conductivity used in this analysis are

approximately based on values found at Loe Bar, Slapton Sands and Chesil Beach

(cf., Chapter 3) and is shown in Table 6.3.

6.3 Model simulations

6.3.1 Part I: Potential wave run-up

Part I of the numerical model analysis is applied to determine the wave run-up in

the event of an infinite beach slope (e.g., no overtopping of the barrier crest; Figure

6.3), which is henceforth referred to as the POTENTIAL WAVE RUN-UP. To this end,

250 simulations are carried out in XBeach-G in which the offshore significant wave
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Median grain size (D50; mm) Beach slope (tanβb; -) Hydraulic conductivity (Klam; cms-1)

2.00 0.100 1.00

6.22 0.138 4.71

10.4 0.155 8.83

14.7 0.167 13.1

18.9 0.175 17.5

21.1 0.182 21.9

27.3 0.187 26.4

31.6 0.192 30.9

35.8 0.196 34.4

40.0 0.200 40.0

Table 6.3: Beach slope and hydraulic conductivity dependency on grain size. For
comparative purposes, the median grain diameter, beach slope and hy-
draulic conductivity at Loe Bar, Slapton Sands and Chesil Beach are:
2 mm, 0.12, and 1.0 cms-1; 6 mm, 0.15, and 7.5 cms-1; 40 mm, 0.20, and
40.0 cms-1; respectively.

height at 15 m water depth of a standard JONSWAP wave spectrum Hm0 is varied

in the range 2–6 m, the wave steepness related to the deep water wave length of the

peak period wave sp,0 =
2πHm0

gT 2
p

is varied in the range 0.01–0.05, and the median grain

size D50 is varied in the range 2–40 mm (Table 6.2). Note that the beach slope and

hydraulic conductivity of the simulated barriers are directly correlated to the grain

size, following Table 6.3. The SWL is kept constant in all simulations, as are the

offshore water depth (15 m below SWL), depth at the toe of the gravel barrier (10 m

below SWL) and the seabed slope (1/50). The resulting relative wave run-up R2%
Hm0,0

,

where Hm0,0 is the deep water spectral significant wave height found by deshoaling

the wave height at 15 m water depth to deep water using the peak wave frequency,

is computed from one-hour time series of the shoreline elevation after 20 minutes of

model spin-up time.

The results of the 250 simulations is shown in Figure 6.5 as scatter plots of the re-

lative wave run-up R2%
Hm0,0

versus a range of parameters: (1) the deep water Iribarren

parameter ξp,0 =
tanβb√

Hm0,0/λp,0
; (2) the steepness of the mean period wave sm,0; (3) the
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deep water wave height Hm0,0; (4) the peak wave period Tp; (5) the deep water wave

energy flux based on the group velocity at the peak frequency Pp,0 =
1
8ρgH2

m0,0cg,p,0;

and (6) the median grain size D50. The figure shows strong correlation (high abso-

lute value of the correlation coefficient ρ) between the relative wave run-up and the

Iribarren parameter (cf. Battjes, 1974; Holman, 1986; Stockdon et al., 2006), and

between the relative wave run-up and the wave steepness (cf. Powell, 1990; Nielsen

and Hanslow, 1991). Interestingly, a significantly higher correlation is found between

the (dimensional) peak wave period and the relative wave run-up than those found

for the non-dimensional Iribarren parameter or wave steepness. The minor positive

correlation between the relative wave run-up and grain size indicates that the effect of

the parametrised increase of beach slope with grain size outweighs the effect of the

parametrised increase in hydraulic conductivity with grain size on wave run-up, but

that these effects are minor compared to effect of variations in wave forcing. Import-

antly, the figure shows a positive correlation between the relative wave run-up, which

is normalised by the incident wave height, and the incident wave height, indicating

that according to the model simulations, wave run-up depends on wave height in a

non-linear fashion.

The effect of variations in the offshore wave height on the simulated relative wave

run-up is further examined in Figure 6.6, where the computed relative wave run-up

is plotted as a function of the deep water wave height (colours) and the deep water

Iribarren parameter as used in the empirical model of Stockdon et al. (STO; 2006) for

steep beaches2 (Equation 2.1b; left panel), the wave steepness as used in the model

of Powell (POW; 1990) to compute the berm elevation (Equation 2.5b; centre panel),

and the Iribarren-type wave set-up component and incident swash component used in

the model of Polidoro et al. (POL; 2013), where cPOL represents coefficients relating

to the shape of the wave spectrum (Equation 2.4; right panel). The relative wave run-

up prediction of each empirical model is shown in the figures by the dashed black

2Application of the empirical model for mild slope beaches (Equation 2.1a), or the combined
empirical equation for all types of beaches (Equation 2.2) leads to lower predictions of wave run-up
than those of the equation for steep beaches and is not discussed further in this chapter.
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Figure 6.5: Correlation between relative wave run-up predicted by the XBeach-G
model and hydrodynamic forcing conditions and barrier properties. The
correlation coefficient ρ between the relative wave run-up and hydro-
dynamic variables and barrier properties is given in the title of each
panel.

line. The figure points to two important findings: first, all three empirical run-up re-

lations tend to estimate lower wave run-up (dashed line) compared to the XBeach-G

simulations (coloured dots), with the exception of POW for low-steepness and low

energy (Hm0,0 < 3 m) waves. Secondly, the XBeach-G simulations show increased

relative wave run-up for increasing deep water wave height, which is partially inde-

pendent of the Iribarren number and wave steepness. The three empirical relations

do not, and cannot due to the nature of their equations, show this behaviour.

The dependency of the relative wave run-up on the deep water wave height in the

predictions of the XBeach-G model is shown in Figure 6.7 (left panel), where the

correlation coefficient ρ is shown to increase from 0.83 between the relative wave

run-up and the Iribarren parameter (refer to Figure 6.6, left panel) to 0.92 between

the relative wave run-up and the the Iribarren parameter scaled by the square root

of the deep water wave height. It should be noted that the relation depicted in the

left panel of Figure 6.7 is equivalent to relating the relative wave run-up to the incid-
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ent wave period and beach slope as
√

Hm0,0
tanβb√

Hm0,0/λm−1,0
=
√

g
2π

Tm−1,0 tanβb through

substitution of λm−1,0 =
gT 2

m−1,0
2π

. In the centre panel of Figure 6.7, wave run-up pre-

dictions by XBeach-G are shown to be better described (ρ = 0.89) by the square

root of the beach slope and wave steepness ( ξm−1,0√
tanβb

=
√

tanβb
Hm0,0/λm−1,0

), than by the

standard Iribarren parameter, although considerable scatter due to variations in deep

water wave height is still visible. Finally, the right-hand panel in Figure 6.7 shows a

very strong correlation (ρ = 0.97) between the relative wave run-up predicted by the

XBeach-G model and a modification of the Iribarren parameter through inclusion of

both scaling to the square root of the deep water wave height and a reduction of the

influence of the beach slope term.

While some scatter is still present, relative wave run-up predictions of the XBeach-G

model are relatively well described (brel = 0.08; SCI = 0.12) by a linear function

of the Iribarren parameter and square root of the deep water wave height and beach

slope:

R2%

Hm0,0
= 0.33

√
Hm0,0

tanβb
ξm−1,0 (6.1)

Note that the constant in Equation 6.1 has dimensions m-0.5 to convert to non-dimensional

relative wave run-up. Equation 6.1 can also be described in terms of beach slope and

incident wave period:

R2%

Hm0,0
= 0.33

√
g

2π

√
tanβbTm−1,0 (6.2)

While Equation 6.1 appears to describe the relative wave run-up predictions of XBeach-G

well, the parametrisation of the XBeach-G model results in this manner suffers from

two limitations in practical applications. First, the XBeach-G model prediction data-

set from which the parametrisation is derived is limited in the number and range

of variables varied in the model simulations, and is based on highly schematic rep-
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Figure 6.7: Relation between relative wave run-up predicted by the XBeach-G
model and three modified Iribarren parameters. The dashed black lines
in each panel represent a linear fit through the model data and the origin.
The correlation coefficient ρ for each comparison is given in the title of
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resentations of the beach geometry. Secondly, the constant in the equation is not

non-dimensional, which suggests that the equation would not necessarily be valid

at non-prototype scales (e.g., Froude-scaled laboratory experiments). Currently, no

physically suitable length scale (Equation 6.1), or time scale (Equation 6.2) has been

found to non-dimensionalise the constant in the parametrisation of the XBeach-G

relative wave run-up predictions.

Despite the fact that Equation 6.1 is based only on model-generated data, the im-

provement of Equation 6.1 over run-up predictions based on the Iribarren parameter

is substantial and is shown in Figure 6.8, where predicted R2% wave run-up levels

are shown relative to wave run-up levels extracted from 743 17-minute camera pixel

stack time series collected at Chesil Beach, Loe Bar and Slapton Sands between

2012 and 2014 (Poate et al., in prep.). Note that the data presented in Chapter 3 (Fig-

ure 3.10 on page 60) for Chesil Beach, Loe Bar and Slapton Sands represent a subset

of the data presented in Figure 6.8. The figure shows that the STO model (left panel)

tends to under estimate the measured wave run-up (brel = -23%) and has high scatter

(SCI = 0.49), which is consistent with the results shown in Figure 6.6.
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To rule out the effects of scalable model bias and the bimodality of the wave spectrum

at the measurement locations, the STO model is modified through the application of

the Iribarren parameter ξm−1,0, which is based on the spectral wave period Tm−1,0

(cf. Polidoro et al., 2013), and an increase of the empirical constant in Equation

2.1b such that the bias of the model predictions with respect to the measurements is

zero, leading to the relation:

R2%

Hm0,0
= 1.15ξm−1,0 (6.3)

The results of this modified STO model (Figure 6.8; centre panel) show that the

model predictions still have considerable scatter (SCI = 0.40). Furthermore, although

the modified parametrisation is by definition not biased over the entire dataset, the

modified model tends to under estimate the run-up levels during high energy events

(Hm0,0 >3 m, n = 153; brel = -33%) and over estimate run-up levels during low-energy

events (Hm0,0 ≤3 m, n = 590; brel = 9%). Again, this is consistent with the results

presented in Figure 6.6, which shows that relative wave run-up levels appear to be

dependent on the deep water wave height and thus that an Iribarren-type wave run-

up equation calibrated to a set of measurement data is likely to under predict wave

run-up for high-energy wave conditions.

Finally, Figure 6.8 (right panel) shows the predicted wave run-up using Equation

6.1. The figure shows reasonable correspondence between measured and modelled

wave run-up levels (SCI = 0.29) and low model bias (brel = 0.06) across the whole

dataset, although the model tends towards greater over prediction of wave run-up

during high-energy wave events (brel = 14%) than during low-energy wave events

(brel = 4%). The results in Figure 6.8 thus show that despite the fact that Equation

6.1 is derived from XBeach-G model simulations that are only schematically based

on conditions observed at the three gravel beaches and not on measurement data, the

general modification to Iribarren-type run-up formulations proposed in Equation 6.1

(viz. scaling of the Iribarren parameter with the square root of the deep water wave
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height and the beach slope) substantially increases the predictive skill of wave run-up

levels compared to Iribarren-type equations calibrated to the measurement data.

The reason for increasing values of relative wave run-up with increasing deep water

wave height observed in the XBeach-G simulation results may be speculated to be

a result of for instance increasing infragravity wave dominance, or increasing wave

groupiness and swash interactions with increasing wave height. Further investigation

of these processes is highly recommended in both numerical model simulations and

field data analysis, but is not discussed further in this chapter. However, the high

model skill of XBeach-G in simulating observed wave run-up on gravel beaches dur-

ing storms (Chapter 3), as well as the improved predictive skill of the wave run-up

parametrisation (Equation 6.1) provides some measure of confidence that the relative

wave run-up on gravel beaches during storms can be better described by a new ap-

proach that includes these effects alongside the standard Iribarren and wave steepness

parameters.
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6.3.2 Part II: Morphology of the barrier crest

Part II of the numerical model analysis examines the simulated response of gravel

barriers, defined in terms of crest level change, to variations in forcing conditions

and barrier geometry and composition. To this end 12,250 simulations were carried

out with the same variations in offshore significant wave height Hm0, deep water

wave steepness sp,0 and median grain size D50 as applied in Part I, as well as varying

the width of the crest of a schematic barrier Wcrest (Figure 6.3) in the range 2.5–25 m.

Furthermore, the height of the crest of the schematic barrier above SWL hcrest in each

simulation is related to the wave run-up computed in Part I for the combination of

Hm0, sp,0 and D50 of the barrier and forcing conditions, and varied in the range of

the R50%,pot–R2%,pot wave run-up exceedence level, where the subscript pot refers to

potential run-up levels in case of an infinite beach. Note that the run-up level used

is the level computed by XBeach-G, rather than that of the run-up parametrisation of

Equation 6.1. In an identical manner to Part I, the beach slope and hydraulic con-

ductivity of the simulated barriers are directly correlated to the grain size, following

Table 6.3, and the SWL, offshore water depth, depth at the toe of the gravel barrier

and the seabed slope are kept constant and at the same value as in Part I. Addition-

ally, the barrier crest is given a constant landward-dipping slope of 1:1000 to ensure

overtopping water drains from the crest, and the slope of the back barrier is set at

1:12 in all simulations. All simulations are run for one hour of morphological up-

dating after 20 minutes of model spin-up. The simulated crest level change ∆hcrest

is found by comparing the maximum elevation in the post-storm profile to the max-

imum elevation in the pre-storm cross-shore profile, where positive values indicate

an increase in maximum elevation. Since the barrier crest has a landward-dipping

slope, even small amounts of erosion of the barrier crest lead to a lowering of the

maximum crest level, which would not be the case had the initial barrier crest been

horizontal. To distinguish between this lowering due to erosion of the beach face

and choice of barrier slope, and crest lowering due to overtopping and overwash,

∆hcrest is only considered negative (i.e., crest lowering) if the maximum post-storm
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elevation is below the initial elevation of the landward edge of the barrier crest. All

simulations with a maximum post-storm elevation that lies between the initial elev-

ation of the landward edge and seaward edge of the barrier crest are considered to

have ∆hcrest equal to zero.

Previous research on a gravel barrier (Matias et al., 2012) has shown the difference

between the potential wave run-up height and the crest height, the so-called Over-

wash Potential (OP), to be a good indicator of overtopping and overwash. Figure 6.9

shows the computed crest level change of a narrow (5 m) and a wide (20 m) gravel

barrier, as a function of the OP and the median grain size D50, where the Overwash

Potential in this analysis is defined as:

OP = R2%,pot−hcrest,i (6.4)

where hcrest,i is the initial crest height above SWL. The figure shows that higher crest

build-up is achieved by gravel barriers composed of coarse sediment than those com-

posed of fine sediment, and that coarse and wide gravel barriers can continue crest

build-up under higher OP conditions than fine and narrow gravel barriers. However,

the figure also shows considerable spread in predicted crest level change for a given

combination of OP and grain size.

The computed crest level change is shown in Figure 6.10 as a function of the grain

size and the relative potential run-up freeboard (RPRF), defined as:

RPRF = R2%,pot/hcrest,i (6.5)

. The figure shows that both in the case of the narrow barrier and the wide bar-

rier, maximum crest build-up occurs when the RPRF is approximately 0.5, i.e. the

crest elevation lies half way between the still water level and the 2% wave run-up

exceedence height. However, the figure also shows that the spread in predicted crest

level change is greatest at a RPRF of 0.5, where in the case of the narrow barrier the
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Figure 6.9: Computed crest level change as a function of the OP and grain size
for a narrow (left panel) and wide (right panel) barrier. Positive values
indicate crest build-up.

predicted crest level change varies between 70 cm lowering to 20 cm crest build-up.

Predicted crest level change is generally negative (crest lowering) for all grain sizes

and barrier crest widths when the RPRF is less than approximately 0.4–0.5.

The variation in model results presented in Figures 6.9 and 6.10 are further examined

in Figures 6.11 and 6.12, where the computed crest level change is shown as a func-

tion of the incident deep water wave energy flux Pp,0 and the OP and RPRF, respect-

ively. The figures show that for constant wave energy flux, very fine gravel barriers

experience increasing crest lowering with increasing OP (e.g., increase of the still

water level relative to the crest) and decreasing RPRF (e.g., increasing number of

overtopping waves). Crest build-up on very fine gravel barriers is only shown to oc-

cur in very small amounts on wide barriers under conditions with low incident wave

flux. In the case of very coarse gravel barriers however, increasing values of OP and

decreasing values of RPRF can lead to more crest build-up, rather than crest lower-

ing, on all simulated barrier widths. The range of incident wave energy flux condi-

tions in which crest build-up can occur on very coarse gravel barriers is determined

by the barrier width, e.g. only in conditions of low values of incident wave energy
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Figure 6.10: Computed crest level change as a function of the RPRF and grain size
for a narrow (left panel) and wide (right panel) barrier. Positive values
indicate crest build-up.

flux for narrow barriers (Wcrest ≤ 5 m) and for all simulated wave energy fluxes for

wider gravel barriers. This process of crest build-up on coarse barriers may be hypo-

thesized to play a role in the recovery of gravel barriers after large overwash events,

where in the days following the storm the wave conditions will abate (lower incident

wave energy flux), whereas the OP will remain high due to overwash-induced crest

lowering during the storm and the increased width of the barrier caused by washover

deposition enhances the ability of the barrier to captured sediment and increase the

height of the crest.

Interestingly, Figure 6.11 shows that increasing incident wave energy flux while

maintaining a constant OP does not lead to increased crest level change (less crest

build-up or lowering). While counter-intuitive, this can be explained by the fact that

the OP is not independent of the incident wave energy flux and that under high en-

ergy flux conditions, and therefore high values of R2%,pot , relatively fewer waves

overtop a crest at a given distance below the 2% run-up level (constant OP), than in

the case of lower wave energy flux, since the spread in wave run-up levels increases

with increasing wave energy flux.
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Figure 6.11: Simulated crest level change for a very fine gravel barrier (top row), medium gravel barrier (middle row) and very coarse
gravel barrier (bottom row) for varying OP, incident wave energy flux and crest widths (columns). Hot colours indicate crest
lowering, cool colours indicate crest build-up and grey represents areas without data.
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Figure 6.12: Simulated crest level change for a very fine gravel barrier (top row), medium gravel barrier (middle row) and very coarse
gravel barrier (bottom row) for varying RPRF, incident wave energy flux and crest widths (columns). Hot colours indicate
crest lowering, cool colours indicate crest build-up and grey represents areas without data.
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While the results presented in Figures 6.11 and 6.12 give insight into the relat-

ive effects of the barrier geometry and composition (Wcrest and D50) and hydro-

dynamic forcing conditions (OP, RPRF and Pp,0) on gravel barrier storm response,

the morphodynamic response of gravel barriers can also be further simplified to

identify maximum and minimum threshold OP values for crest level lowering. An

estimate of these thresholds, based on the XBeach-G model results of Part II is de-

picted in Figure 6.13, where the left panels depict the minimum OP (top row) and

maximum RPRF (bottom row) leading to crest level lowering in the model simula-

tion results, and the right panels depict the maximum OP (top row) and minimum

RPRF (bottom row) not leading to crest lowering. The results of the left and right

columns can be used to identify upper and lower bounds for the start of overwash

(crest lowering) on a gravel barrier, where for instance a barrier with crest width of

10 m and grain size of 20 mm may experience crest lowering at a lower OP threshold

of 2.0 m (top left panel) and crest lowering will almost certainly have taken place

once an upper OP threshold of 2.9 m is reached (top right panel). Similarly, the same

gravel gravel barrier may experience crest lowering at an upper RPRF threshold of

0.80 (bottom left panel) and crest lowering will almost certainly have taken place

once a lower RPRF threshold of 0.58 m is reached (bottom right panel).

It should be noted that while the threshold conditions described in Figure 6.13 do

illustrate the potential to use of the XBeach-G model to investigate conditions for

barrier overwash, the absolute values of the OP thresholds are likely only applicable

for the schematic storm simulations carried out in Part II of this numerical model

analysis. The temporal variation of the storm and storm duration in particular are

important parameters for the determination of the morphological response of gravel

barriers that are not well described in the current model analysis framework (one-

hour simulations of constant maximum storm conditions). However, the develop-

ment of overwash threshold diagrams based on less schematic model simulations,

in combination with the development of more accurate wave run-up equations for

gravel beaches, could have very practical applications for the assessment of flood
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risk on gravel coasts.

6.4 Effect of groundwater interactions and implications for overwash

thresholds

In analogy with Sections 4.7 and 5.7, this section examines the effect of groundwater-

surface water interaction, primarily infiltration in the upper swash and on the bar-

rier crest, on overwash thresholds of gravel barriers during storms. To this end

the hydraulic forcing conditions and barrier properties of Part II of the numerical

model analysis are re-simulated using the XBeach-G model without groundwater

processes (cf., NGW model of Section 5.7). It should be noted that in this ana-

lysis, the crest height of the simulated gravel barriers, as well as the assumed OP

and RPRF are identical to those used in Part II of the model analysis and do not

account for increased potential wave run-up levels in the NGW model with respect

to the XBeach-G model with groundwater processes. This analysis method facilit-

ates simple comparison of identical gravel barriers that differ only in respect to their

hydraulic conductivity. A short analysis in which the crest level of simulated gravel

barriers is modified (increased) to account for higher wave run-up levels in the NGW

model is given in Appendix G, but does not alter the overall conclusion of this sec-

tion.

A comparison of the simulated bed level change with and without the groundwater

model is shown in Figure 6.14, for the case of a barrier with a crest width of 10 m.

The results show that the inclusion of groundwater processes consistently leads to

less crest lowering, or greater crest build-up of the gravel barrier. Furthermore, the

figure shows that the absolute difference in crest level change (panels in the third

column) increases with increasing grain size (and hydraulic conductivity) and in-

creasing OP. The relative difference due to groundwater processes, defined as the

absolute crest level change difference normalised by the maximum of the absolute

crest level change in the XBeach-G model and NGW model, on very fine gravel

barriers with low hydraulic conductivity is substantially less (10–20% difference for
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Figure 6.13: Minimum OP resulting in crest lowering (top left panel), maximum
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conditions of maximum simulated crest level change) than the effect on very coarse

gravel barriers (40–50% difference for conditions of maximum simulated crest level

change). The difference in the magnitude of the effect of groundwater processes on

the crest level change aside, both types of barrier are characterised by a maximum

relative difference due to groundwater processes near the zero-crest level change con-

tour (i.e., the threshold between overtopping and overwash) and a maximum absolute

difference due to groundwater processes under conditions of greatest crest lowering.
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Figure 6.14: Effect of including groundwater effects in the computed crest level change as a function of the OP, incident wave energy flux
and grain size, shown for barriers with 10 m crest width. In the leftmost two columns, hot colours indicate crest lowering
and cool colours indicate crest build-up. In the absolute and relative difference plots, negative values indicate that the crest
of the model without groundwater is lower than the model with groundwater. Grey represents areas without data.
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The effect of groundwater processes on the upper and lower OP and RPRF thresholds

discussed in Section 6.3.2 is shown in Figure 6.15, where solid orange lines represent

contour lines of the XBeach-G model simulations, and the dashed black lines those

of the NGW model simulations. The figure shows that although the threshold contour

lines of both models have similar trends, the absolute values of the thresholds differ

substantially. The figure shows for instance that for a barrier with crest width of 10 m

and grain size of 20 mm, the lower OP threshold for the start of overwash (top left

panel) drops from 1.5 m to 0.5 m, whereas the upper OP threshold for overwash (top

right panel) drops from 2.3 m to 1.0 m. In cases of wide barriers (Wcrest > 15 m) the

difference in OP threshold levels can exceed 2 m for fine gravel barriers and 3 m for

coarse gravel barriers.

6.5 Conclusions

The numerical model analysis carried out in this chapter was designed to develop

further understanding of gravel barrier overwash thresholds for use in future empir-

ical models. Although the range of the parameter space analysed in this investigation

is not all-encompassing, in particular with respect to storm duration, wave spectrum

type and coastal geometry, the analysis is based only on one indicator for overwash,

namely crest level change, and the analysis is based on results of the XBeach-G

model, rather than field observations, the results of this analysis point towards sev-

eral interesting observations that merit further investigation in the future:

1. (a) The XBeach-G simulations carried out in Part I of this analysis on gravel

beaches with beach slope ranging from 0.1–0.2 and beach toe located at

SWL - 10 m, show markedly different predictions of wave run-up than

empirical formulations based on the Iribarren parameter (e.g., Stockdon

et al., 2006; Polidoro et al., 2013) and wave steepness (Powell, 1990). In

general, wave run-up predictions of the XBeach-G model exceed those of

the empirical models, in particular for high-energy (Hm0,0 > 3 m) offshore

wave conditions.
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(b) Relative wave run-up predictions of the XBeach-G model simulations

show greater correspondence (ρ = 0.97) with an empirical relation based

on a non-linear relation with the offshore wave height (Equation 6.1), or

based on the wave period (Equation 6.2), than with the Iribarren para-

meter (ρ = 0.80) and the mean wave steepness (ρ =−0.79).

(c) Comparison between wave run-up derived from 743 17-minute camera

pixel stack time series collected at Chesil Beach, Loe Bar and Slapton

Sands and a wave run-up parametrisation based on the Iribarren para-

meter (STO; Equation 2.1b) and a parametrisation based on the XBeach-

G simulation results of Part I (Equation 6.1) shows that measured wave

run-up is predicted with greater accuracy (less bias and scatter) by the

parametrisation derived in Part I of this analysis than by the STO model.

Calibration of the STO model to ensure zero bias with the measured wave

run-up data does not reduce the model prediction scatter to lower val-

ues than those of the parametrisation derived in Part I of this analysis

and under estimates observed wave run-up during high energy wave con-

ditions (Figure 6.8). These facts, combined with the reliability of the

XBeach-G model in simulating observed wave run-up on gravel beaches

during storms (Chapter 3), suggest that alternative empirical equations,

such as that presented in Equation 6.1, may be necessary to describe wave

run-up on gravel beaches during storms.

2. XBeach-G simulations carried out in Part II of this analysis show that while the

difference between the potential wave run-up and barrier crest height, either

defined as Overwash Potential (OP), or relative potential run-up freeboard

(RPRF), is essential to help predict barrier overwash, it is not sufficient to pre-

dict barrier overwash. Model results show that barrier width, barrier grain

size and the incident wave energy flux all affect gravel barrier crest response

and lead to different thresholds for overwash for constant values of OP and

RPRF. This is especially well demonstrated by narrow and coarse gravel barri-
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ers, where variations in the incident wave energy flux can distinguish between

crest build-up and crest lowering for constant OP values (Figure 6.11). Future

overwash threshold prediction models (e.g., Figure 6.13) should account for

variations in these parameters.

3. Sensitivity simulations using the XBeach-G and NGW models show that the

role of groundwater processes on gravel barriers during overwash is substan-

tial with respect to the morphology of the barrier crest. The model results sug-

gest that these processes are essential mechanisms for the resilience of gravel

barriers to overwash events. In the case of coarse gravel barriers, groundwa-

ter processes lead to 40–50% less crest lowering under conditions of max-

imum change than would be the case if groundwater processes did not occur.

Groundwater processes on gravel barriers have an equivalent effect on barrier

overwash processes as a reduction of the OP by 1–3 m (Figure 6.15), which

effectively increases the capacity of gravel barriers to withstand storms with 1–

3 m higher surge levels than if groundwater processes did not occur. Reducing

the width of a barrier leads to a lowering of this capacity, thereby reducing the

resilience of the barrier to extreme storm events.

It should again be noted that the results and conclusions of this chapter are based on

schematic barrier geometries with a constant foreshore, uni-modal wave forcing and

limited storm duration. Variations in natural barrier geometries and forcing beyond

the range investigated in this study mean that some conclusions of this analysis may,

in cases, not be applicable. In particular, variation of the foreshore slope and depth,

for instance in the case of composite sand-gravel beaches, and variation in storm

duration can significantly alter the threshold of barrier resilience in respect to off-

shore wave conditions. Further validation of the model results is envisaged through

comparison with field and laboratory data.
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Chapter 7

Discussion

This chapter discusses the potential use of XBeach-G in research and engin-

eering projects and the value of the model over existing empirical models for

gravel beaches. While no new data are presented, it is argued that the use

of XBeach-G over empirical models is appropriate in the case of high-impact

storm events. The chapter furthermore addresses three main limitations of the

model with respect to the absence of longshore processes, morpho-sedimentary

dynamics, and processes at the beach step, as well as presenting model devel-

opment strategies to overcome these limitations.

This thesis has primarily focussed on the development and validation of XBeach-G

as a process-based storm-impact model for gravel beaches (Chapters 3–5) and with

the exception of Chapter 6, has not addressed the use of the model as a means of

testing hypotheses in research projects, or as a practical design and analysis tool in

engineering projects. In this chapter, the value of XBeach-G is discussed as an en-

gineering tool with respect to commonly-used storm impact models in the UK (e.g.,

BIM, Bradbury, 2000; and SHINGLE, Powell, 1990), as well as its application to

investigate physical relations on gravel beaches. The chapter subsequently addresses

the principal limitations of the model and their constraints on its application. The

chapter concludes with the potential for future research and model development to

mitigate or overcome the current model limitations.

7.1 Application of XBeach-G in research and engineering projects

The results of Chapters 3, 4 and 5 show that XBeach-G is capable of qualitatively and

quantitatively reproducing observed hydrodynamics and cross-shore profile change
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on gravel beaches under varying hydrodynamic forcing conditions and with varying

morphodynamic responses. However, as should be the norm for all newly-developed

models, further testing of XBeach-G is recommended on other gravel beaches to

ensure its physical validity, and testing by other modellers is recommended to ensure

its universal applicability. The development of a freeware graphical user interface for

XBeach-G1 (Masselink et al., 2014) forms a first step in this direction by allowing

for relatively fast uptake of the model by engineers and scientists and promoting

discussion of the capabilities of the model.

To a certain extent, the value of XBeach-G as an engineering tool over existing mod-

els has been shown by McCall et al. (2013 ; cf. Section 6.1). In this study, XBeach-G

was shown to significantly outperform the empirical Barrier Inertia Model (BIM;

Bradbury, 2000) in predicting historic flooding events, despite the lack of accurate

boundary and initial conditions with which to run the model. More importantly, the

results of the analysis showed that application of the BIM generally resulted in an un-

der prediction of the potential for flooding on many gravel beaches, which is highly

undesirable from the point of view of flood-safety, and that XBeach-G could be used

to identify the dominant parameters causing underestimation by the BIM. While fur-

ther research on this topic is invaluable, the results of McCall et al. (2013) appear to

be a strong argument for choosing XBeach-G over the BIM to study potential coastal

flooding and overwash.

The value of XBeach-G as an engineering tool compared to the SHINGLE model

(Powell, 1990) is less well defined as there has been no direct comparison between

the two models. It is well-known that in some conditions, the SHINGLE model is in-

accurate and an inappropriate model choice for overwash conditions (Bradbury and

Powell, 1992; Van Rijn and Sutherland, 2011), and for such conditions XBeach-G

will likely provide more accurate predictions (cf. Chapter 5). However, in cases

where the SHINGLE model is known to work well (e.g., periods with little swell on

medium gravel beaches, leading to berm-building and beach erosion), the empirical

1Free to download from the XBeach website: www.xbeach.org.
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SHINGLE model may outperform XBeach-G in predicting the morphodynamic re-

sponse of the beach (cf. Section 7.2.3). Until a comprehensive comparison between

the models has been carried out, it is recommended to apply both models in parallel

to ensure a conservative approach.

Chapter 6 showed the potential use of XBeach-G as a numerical laboratory for invest-

igating physical dependencies. It goes without saying that in this aspect XBeach-G

cannot replace physical models and field data collection, since the model is bound

by predefined physical assumptions and is only able to provide answers that are de-

scribed by those relations. However, the model can be used in other manners to

advance our scientific understanding of gravel beaches. Firstly, the model can be

used to generate synthetic data (cf. Chapter 6 and Masselink et al., 2014) for areas

of parameter spaces where observational data are lacking and difficult to obtain, and

calculation of the desired data from physical principles is too complex. By defin-

ition, the model is sparsely validated for such conditions, and hence the reliability

of the model results must be inferred from our projected understanding of the phys-

ical system. However, if correctly applied, the generation of such data can lead to

constructive new insights into the behaviour of gravel beach processes (cf. wave

run-up in Section 6.3.1). Secondly, the model can be used to give weight to hy-

potheses regarding the relation between physical processes and their importance on

larger-scale behaviour. In this thesis, the influence of groundwater processes on the

hydrodynamics and morphodynamics of gravel beaches was examined in this man-

ner by switching on and off groundwater flow (Sections 4.7, 5.7 and 6.4). Again,

the reliability of the model cannot be considered in isolation as the model sensitiv-

ity to process-interactions may not be the same as those in reality. Thirdly, and no

less importantly, the model and its inaccuracies can be used to highlight gaps in our

knowledge of gravel beach processes and thereby help to steer coordinated research

and measurement campaigns.
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7.2 Model limitations

Although the results of Chapters 3–5 appear to show that the model represents the

physics of gravel beaches relatively well, XBeach-G is inherently a simplification

of reality. This section discusses the most important simplifications applied by the

model and the limitations they impose on the use and reliability of the model.

7.2.1 The longshore dimension: sediment transport gradients, wave angle and

longshore flows

Chapter 5 discusses the development and validation of a morphodynamic module for

XBeach-G. The development of this module focussed on the simulation of cross-

shore sediment transport rates and gradients, and validation of the model was carried

out using data collected on beaches with near-normally incident waves (BARDEX,

Loe Bar, Chesil Beach) and on beach profiles where the net longshore transport

gradient was close to zero (Slapton Sands). Since XBeach-G has been developed to

simulate storm-impacts, where cross-shore sediment transport rate gradients typic-

ally dominate the short-term morphodynamic response of the cross-shore profile (cf.

Dean, 1977; Vellinga, 1986), the omission of longshore sediment transport gradients

is a reasonable approximation for the initial development of the model as an engin-

eering tool. However, on curved coastlines, coasts with large longshore gradients

in wave forcing, or coasts with interrupted longshore sediment transport pathways,

the longshore sediment transport gradient may be sufficiently large to significantly

affect the overall morphodynamic response of the beach (cf. de Alegria-Arzaburu

and Masselink, 2010; Den Heijer, 2013). In such situations the current assumption

of alongshore uniformity in sediment transport rates, which is inherent to all 1D

and 2DV cross-shore profile models, may lead to substantial errors in the predicted

cross-shore profile response.

Due to the manner in which the equations of motion for flow (Equations 3.1 and

3.2) are solved in only one dimension, XBeach-G does not currently account for

variations in forcing terms in the longshore direction. In a very practical sense, this
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means that in its present form, the model does not account for refraction of obliquely-

incident waves, since the wave crests are assumed to be longshore-uniform. The

result is that the model will overestimate the incident wave energy during conditions

with large angles of wave incidence, and will not compute wave-driven longshore

currents. Furthermore, since XBeach-G only computes the cross-shore components

of the flow and sediment transport, the contribution of a longshore uniform, but non-

zero, longshore component of the flow to the bed shear stress and sediment mobility

is ignored. While this is in line with the 1D and 2DV cross-shore profile models

discussed in Section 2.3, field measurements (Austin et al., 2011) and numerical

model studies (Den Heijer, 2013) on sandy beaches have confirmed that under certain

conditions the longshore component of the flow can enhance cross-shore sediment

transport rates and hence affect the predicted cross-shore profile response.

The result of the simplifications listed above mean that the model cannot readily be

applied in situations with significant longshore gradients in sediment transport, nor

in situations with large angles of wave incidence. A general guideline based loosely

on the simulations run in this thesis is that conditions with waves incident at angles

up to 30º may still to be resolved reasonably well by the model, but that larger angles

should be avoided.

7.2.2 MSG beaches and morpho-sedimentary dynamics

As stated in the research approach in Chapter 1, the development of XBeach-G has

focussed on pure gravel beaches (cf. Jennings and Shulmeister, 2002), rather than

MSG and composite beaches. Therefore, even though the model may be able to

represent hydrodynamic indicators of storm impact (e.g., wave run-up, overtopping)

on MSG and composite beaches (cf. Seascale in Chapter 3), it is unlikely that the

model will correctly predict the morphodynamic response of such beaches and their

complex sedimentological interactions. In particular, the model discussed in this

thesis contains no physics related to suspended sediment transport, which is com-

monly regarded as essential to model the dynamics of sand fractions, particularly
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under storm conditions (Vellinga, 1986; Van Thiel de Vries, 2009). Furthermore, the

model currently accounts for only one sediment type, with one representative grain

size distribution, porosity and hydraulic conductivity, and has no physics relating to

how different-sized or shaped grains may interact to affect sediment mobility (e.g.,

hiding, exposure and armouring, or implementation of more general concepts such

as grain acceptance and rejection) and beach permeability (e.g., modifying hydraulic

conductivity and porosity). At this stage therefore, the basic drivers necessary for

the concept of morpho-sedimentary dynamics, instead of pure morphodynamics, are

missing from the model.

7.2.3 Berm formation and step development

The results of BAB3 and CB1 in Chapter 5 show that although XBeach-G is cap-

able of reproducing berm formation in general, the model tends to under predict the

volume of the berm. In the case of BAB3, where measured data are available of the

submerged profile before and after the wave series, the lack of volume in the post-

storm berm is mirrored by an overestimation of the deposition at, and below, the

beach step. This observation appears to indicate that the step and berm are morpho-

dynamically related and that accurate modelling of step dynamics may be required

to accurately model berm-building. This hypothesis is in line with previous research

(refer to Buscombe and Masselink, 2006 and Chapter 2 for an overview) that has

highlighted the importance of the step in maintaining steep, reflective beach slopes

through preferential onshore sediment transport mechanisms. Interestingly, the un-

derestimation of the berm development is mirrored to greater or lesser degree by

other process-based models (e.g., Van Gent, 1995a; Pedrozo-Acuña et al., 2007;

Van Rijn and Sutherland, 2011; Jamal et al., 2014), which may point to a common

discrepancy between modelled and naturally-occurring processes at the step.

At present, it appears that XBeach-G is unable to accurately simulate the develop-

ment of the gravel step, including the onshore movement of the step during LB2 (cf.

Section 3.5, Poate et al., 2013 and Almeida et al., 2015, but not discussed in Chapter
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5). A likely source for this error is the limitation of XBeach-G with respect to the rep-

resentation of the highly complex hydrodynamics under breaking waves (e.g., wave

overturning, turbulence generation, air entrainment, strong vertical velocity gradi-

ents) in a depth-averaged model, as noted in Section 3.2.2. As a result, the fine

balance between onshore and offshore sediment transport in the swash may be in-

correctly represented by the model. While this appears to have little influence on the

predicted morphodynamic response of gravel barriers under relatively energetic wave

conditions (e.g., crest build-up – barrier rollover) when transport in the swash may

be more dominantly controlled by offshore wave forcing and the SWL, the accuracy

of the modelled morphodynamic response under less energetic wave conditions will

likely be improved through better representation of gravel step dynamics. However,

until a more accurate representation of step dynamics in the model is achieved, cau-

tion is advised in the application of the model to study beach morphodynamics that

are more strongly controlled by step dynamics. Similarly, the use of the model to

study post-storm beach recovery, as well as to investigate thresholds between berm-

building and beach erosion and the morphodynamic effect of swash-swash interac-

tions, is discouraged until further investigation of modelled step dynamics has been

carried out.

7.3 Directions for future model development

The current model limitations discussed in the previous section show that further

development of XBeach-G will increase the potential application of the model in

many engineering applications, as well as help the scientific community to study the

complex physical processes at the heart of the morphodynamic response of gravel

beaches and barriers. This section addresses model development strategies to tackle

the three main limitations of the model discussed in the previous section.

7.3.1 The longshore dimension

The most accurate and complete method of including the effect of wave obliquity,

longshore flow and sediment transport in XBeach-G is through modification of the
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model equations from the 1D-form to their 2DH equivalent, thereby converting the

model from a cross-shore profile model to an area model. There is high potential

for such development since 2DH equations for flow in the surface water (Smit et al.,

2010) and groundwater (Appendix A) have already been implemented in the model.

The remaining development required for a full 2DH version of XBeach-G is there-

fore the development and implementation of 2DH equations for sediment transport

(cf. Section 5.3). Such development will allow the model to resolve the effect of in-

teractions between mean longshore and intra-wave cross-shore flows on the sediment

transport magnitude and direction (cf. Soulsby and Damgaard, 2005). It should be

noted however that the 2DH development of the sediment transport module is not

trivial and that due consideration should be taken of cross-shore – longshore interac-

tions in the computation of the bed shear stress, bed slope effects, sediment mobility

and sediment transport direction (cf. De Vet, 2014).

While a fully-2DH version of XBeach-G would improve the representation of the

naturally-occurring physical processes in the model, this would also increase the

computational costs of running simulations. Therefore, a second model develop-

ment approach could be initiated to include the dominant longshore gradients in a

“quasi-2DH” model, where cross-shore processes are explicitly resolved as in the

current 1D-version of XBeach-G, and longshore processes are included in a para-

metric form. An example of this modelling approach would be to use an empirical

(e.g., Kamphuis, 1991; Damgaard and Soulsby, 1996; Van Wellen et al., 2000b), or

process-based (e.g., Van Wellen et al., 2000a), longshore sediment transport relation

alongside user-defined longshore gradients in coastline angle and wave direction to

derive longshore sediment transport rate gradients. These transport gradients could

be used to update bed-level changes in the XBeach-G model, allowing for net erosion

or accretion in the cross-shore profile. It goes without saying that further model val-

idation would be required to support the use of such quasi-2DH methods, as well as

of a fully-2DH approach.
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7.3.2 MSG beaches and morpho-sedimentary dynamics

While there is still much uncertainty relating to the physical processes of MSG

beaches (cf. Mason and Coates, 2001), there are several relatively simple develop-

ments that can be carried out in the XBeach-G in order to increase the applicability

of the model on such beaches. In first instance, the model can be developed to use

the multiple sediment fraction approach of the standard XBeach model (Roelvink

et al., 2009; Deltares, 2015) to track the location and concentrations of sand and

gravel fractions2. Without considering complex grain interactions, the XBeach-G

sediment transport module could be extended with the suspended transport equa-

tions of Van Rijn (2007b), or the Van Thiel de Vries–Van Rijn transport relations

(Deltares, 2015), alongside the suspended sediment advection scheme of Galapatti

and Vreugdenhil (1985) used in the standard XBeach model, to simulated suspen-

ded transport of the sand fraction. In further stages of model development, empirical

relations for armouring and grain sheltering and exposure (e.g., Parker et al., 1982;

Garcia and Parker, 1991) can be included to better approximate sediment pick-up

functions on MSG beaches, whereas the spatially and temporally-varying hydraulic

conductivity of MSG beaches could be computed by an integrated empirical model

that allows for variations in the grain size distribution (e.g., Carrier, 2003). Most

importantly however, the addition of new sediment transport modules to account for

morpho-sedimentary dynamics on gravel and MSG beaches requires extensive valid-

ation datasets collected in the field (e.g., Roberts et al., 2013) and in the laboratory

(e.g., López de San Román-Blanco et al., 2006) to prevent the model becoming

overdetermined by the increase in model parameters.

7.3.3 Step dynamics

Since the hydrodynamics thought to develop and maintain gravel steps is essentially

two-dimensional (2DV; e.g., step vortex generation, plunging breakers), represent-

2Note that proof of concept simulations were carried out successfully with this multiple sediment
fraction approach for a pure gravel outside the context of this thesis. While no data were available
for comparison, the model produced qualitatively correct behaviour in sorting the gravel fractions by
their size.
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ation of these processes in a depth-averaged model presents some difficulties. Im-

portant factors not accounted for in the XBeach-G model that all enhance onshore

sediment transport across the step region are: (1) bore turbulence; (2) net onshore

flow across the seaward face of the step due to the vortex (Larson and Sunamura,

1993); (3) vertical velocity under breaking waves; and potentially (4) breaker pres-

sure pulses (Pedrozo-Acuña et al., 2008). In order to better represent gravel step dy-

namics in the model, these processes can be approximated through parametrisation of

breaker-induced turbulence (cf. Reniers et al., 2013), suspending sediment at wave

breaking using the local vertical velocity, and a parametrisation of plunging breaker

pressure pulses on the mobilisation of sediment (cf. Pedrozo-Acuña et al., 2010).

Adaptation of the model to explicitly compute, rather than parametrise, plunging

wave breaking and hydrodynamics at the step, however, would require extensive

modification of the surface water flow module from a 2DH-type model to a 3D

Volume of Fluid–type (VOF) model. While such modelling approaches have been

shown to be technically feasible and accurate (e.g., Lara et al., 2010), this modi-

fication would incur a significant increase in the associated computational expense

(Van den Bos et al., 2014) and would effectively represent an entirely different model

to the one discussed in this thesis. It is therefore not foreseen that these processes

will be explicitly resolved in future versions of XBeach-G.
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Conclusions

The research discussed in this thesis concerns the development of a process-based

morphodynamic model for storm impacts on gravel beaches and barriers, called

XBeach-G. The model represents an improvement over existing process-based mod-

els for gravel coasts in that it has been extensively validated for surface water dynam-

ics (Chapter 3), groundwater dynamics (Chapter 4) and morphodynamics (Chapter

5), using data collected in physical model experiments, as well as data collected in

the field during storms. XBeach-G is shown to have high model skill in simulating

storm impacts on gravel beaches, and to the author’s knowledge, is the only model

to date to have been shown to correctly simulate varying stages of morphodynamic

storm-response, ranging from berm-building to barrier rollover (cf. Figure 2.2).

The model was used to investigate swash hydrodynamics on gravel beaches during

storms. In Chapter 3 it was shown that the incident-band motions need to be expli-

citly resolved in the model to correctly predict wave run-up levels, and that a simple

parametrisation of the incident-band variance in a phase-averaged approach leads to

substantial underestimation of the wave run-up. This observation corresponds well

with current hypotheses that the swash zone on gravel beaches may be unsaturated

during storm conditions, leading to substantial variance of the wave run-up elevation

at the incident-band frequency (Chapter 2). Further analysis of wave run-up levels

in Chapter 6 has highlighted a disparity between the prediction of current models

of wave run-up on gravel beaches based on the Iribarren parameter or wave steep-

ness, and those simulated by XBeach-G and observed in the field, particularly during
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storms. Both findings are highly relevant to the development and potential applica-

tion of phase-averaged morphodynamic models on gravel beaches (e.g., Hicks et al.,

2010; Van Rijn and Sutherland, 2011; Williams et al., 2012b; Jamal et al., 2014).

Model sensitivity analysis has underlined the importance of groundwater processes

on the hydrodynamics of barrier overtopping (Section 4.7) and the morphodynamic

response of gravel coasts (Section 5.7). Although model sensitivity relations may

not be exactly the same as those in reality (cf. Section 7.1), research in this thesis

appears to support the hypothesis that infiltration in the swash is a key driver for the

berm-building response of gravel beaches and helps to reduce erosion of the upper

beach during storms (e.g., Bagnold, 1940; Grant, 1948; Carter and Orford, 1993).

Further sensitivity simulations in Chapter 6 show that groundwater processes can

lead to a reduction in crest-lowering of 40–50% during overwash events and effect-

ively increases the capacity of gravel barriers to withstand storms with 1–3 m higher

surge levels than if groundwater processes did not occur. The model shows that on

most gravel beaches the morphodynamic impact of groundwater processes is primar-

ily due to first-order effects of infiltration (i.e., loss of backwash volume), rather than

second-order effects (i.e., modified boundary layer and effective particle weight),

which is contradictory to that found by Masselink and Turner (2012), indicating a

need for further research in this field (cf. Sparrow et al., 2012, 2013). Despite its

strong influence on gravel beach morphodynamics, research in Chapter 4 found that

infiltration plays a relatively small role on wave run-up levels on most natural gravel

beaches (median R2% run-up level reduction of 8%; Section 4.7), suggesting that

other parameters, such as beach slope and nearshore water depth are more important

in controlling wave run-up and the potential for wave overtopping.

Due to the lack of sediment transport measurements on gravel beaches during storms,

the sediment transport module in XBeach-G was indirectly validated by comparison

of predicted and observed morphological change. The results of the morphodynamic

validation presented in Chapter 5 show that in general, the observed morphological

change during storms is well represented by the model using gradients in simulated
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bed load transport to update bed levels. Simulated morphological change is found

to mimic reality more accurately if the local acceleration, as a potential proxy for

near-bed pressure gradients and bore-induced turbulence, is used in addition to the

drag force on the bed to mobilise and transport sediment (cf. Van Gent, 1995a;

Nielsen, 2002; Puleo et al., 2003; Pedrozo-Acuña et al., 2007), than if it is neglected.

Furthermore, results of the model show that the importance of including the local

acceleration component in the computation of the bed shear stress increases with

the size of the sediment, where the effect of the acceleration term is significant for

medium gravel and coarser beaches (Appendix F).

Application of the model to simulate historical flooding events (McCall et al., 2013)

has emphasised the value of using the process-based XBeach-G model in coastal

flooding analysis over the use of empirical tools. Much of the coastal reach of the

UK and of other countries around the world is not well described by the parameter-

space used to derive the only existing empirical overwash model for gravel barriers

(e.g., BIM; Bradbury, 2000). In these areas, application of the empirical model can

lead to substantial mis-estimation of the potential for coastal flooding. While no

model can be considered entirely accurate, application of XBeach-G in all hindcast

overwash simulations reported so far, has lead to reasonable estimates of overtopping

discharge (Chapter 3 and McCall et al., 2013) and of morphological change (Chapter

5). Moreover, the results of simulations with XBeach-G are useful in themselves

to help derive improved parametric formulations for the analysis of flood safety, for

instance in relation to wave run-up (Section 6.3.1) and barrier overwash thresholds

(Section 6.3.2).

To enable further development and validation of the model, as well as to facilitate

the use of the model in practical applications, the XBeach-G model, the open-source

XBeach-G code (Fortran95) and a graphical user interface for the XBeach-G model

have been made available for free and for public download on the XBeach project

website1.

1www.xbeach.org
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Appendix A

Groundwater model numerical imple-

mentation

A.1 Numerical grid

In order to solve the equations in Section 4.3, the spatial and temporal domain of the

groundwater system is split into the same spatial grid and time steps as the XBeach-G

surface water model it is coupled to. At each time step in the numerical model, the

depth average groundwater head is calculated in the centre of the groundwater cells,

and the fluxes (specific discharge, submarine exchange, infiltration and exfiltration)

are calculated on the cell interfaces (Figure A.1).

A.2 Infiltration and exfiltration

At the start of the time step, every cell is evaluated whether the groundwater and

surface water are connected:

Hi Hi+1Hi-1

Hbc,i

Δz

ΔxH,i

qx,i

Δxu,i

qx,i+1

qz,i

Hbc,i-1
Hbc,i+1

Cross shore

direction

Vertical

direction

Figure A.1: Example of the numerical grid representation of the groundwater
model.
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κi, j = ζgw,i, j ≥ ξi, j− ε∧hi, j ≥ ε (A.1)

where ε = O
(
10−3) is a numerical smoothing constant used to deal with numer-

ical round off errors near the bed, and i and j represent cross-shore and longshore

coordinates in the numerical solution grid, respectively.

Infiltration is calculated in cells where the groundwater and surface water are not

connected and there exists surface water. As shown in Equation 4.18, the infiltration

rate is a function of the thickness of the wetting front δwf , which is zero at the start

of infiltration, and increases as a function of the infiltration rate. The equations for

the infiltration rate and the thickness of the wetting front are approximated by first-

order schemes, in which the wetting front is updated using a backward-Euler scheme,

which ensures numerical stability:

Sn
i,i, j = Ki, j

(
1

ρg
pi, j|z=ξ

δn
w f ,i, j

+1
)

δn
w f ,i, j = δ

n−1
w f ,i, j +Sn

i,i, j
∆t
np

(A.2)

where the superscript n corresponds to the time step number and ∆t is the size of the

time step. The infiltration rate in the coupled relationship in Equation A.2 can be

solved through substitution:

Sn
i,i, j =

−δ
n−1
w f ,i, j +

∆t
npKi, j

+

√(
δ

n−1
w f ,i, j

)2
+ 2

np
∆t

δ
n−1
w f ,i, jKi, j

+ 4ρg
np

∆t
pi, j|z=ξ

Ki, j
+ ∆t2

K2
i, j

2∆t
np

(A.3)

At the end of infiltration, i.e. when the groundwater and surface water become con-

nected or there is no surface water left, the wetting front thickness δwf is reset to

zero.
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If the infiltration rate exceeds the Reynolds number for the start of turbulence, the

local hydraulic conductivity is updated using the local Reynolds number:

Ki, j = Klam

√
Recrit

max
(
Rei, j,Recrit

) (A.4)

Equations A.3 and A.4 are iterated until a minimum threshold difference between

iterations is found. Infiltration in one time step is limited to the amount of surface

water available in the cell and to the amount of water required to raise the groundwa-

ter level to the level of the bed:

Sn
i,i, j = min

(
Sn

i,i, j,
ζi, j−ξi, j

∆t
,
ξi, j−ζgw,i, j

np∆t

)
(A.5)

If during infiltration the groundwater level reaches the bed level, the fraction of the

time step required to do so is estimated (Λti, j) and the remaining fraction is used in

the submarine exchange (Equation A.15):

Λti, j =
np
(
ξi, j−ζgw,i, j

)
Ki, j

(
1

ρg
pi, j|z=ξ

ξi, j−ζgw,i, j
+1
) 1

∆t 0≤ Λti, j ≤ 1 (A.6)

Exfiltration is calculated in cells where the groundwater and surface water are not

connected and the groundwater level exceeds the bed level:

Se,i, j = np
ξi, j−ζgw,i, j

∆t
(A.7)

After infiltration and exfiltration have been calculated, the groundwater level and

surface water level are updated:
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ζ
n+ 1

2
gw,i, j = ζn

gw,i, j +
∆t
np
(Si +Se)

ζ
n+ 1

2
i, j = ζn

i, j−∆t (Si +Se)

(A.8)

All updated cells are subsequently re-evaluated on whether the surface water and

groundwater are connected or unconnected.

A.3 Horizontal flow and submarine exchange

The horizontal specific discharge on each cell interface can be found using the ap-

proximation of the groundwater head gradient, where in this example a parabolic

approximation of the vertical head variation is used (cf., Section 4.3.3):

qx
gw,i, j =−Ku,i, j∆zu,i

Hi+1, j−Hi, j
∆xu,i, j

=−Ku,i, j∆zu,i, j
Hbc,i+1, j− 2

3 βi+1, j∆z2
H,i+1, j−Hbc,i, j+

2
3 βi, j∆z2

H,i, j
∆xu,i, j

qy
gw,i, j =−Kv,i, j∆zv,i, j

Hi, j+1−Hi, j
∆yv,i, j

=−Kv,i, j∆zv,i, j
Hbc,i, j+1− 2

3 βi, j+1∆z2
H,i,, j+1−Hbc,i,, j+

2
3 βi, j∆z2

Hi,, j
∆yv,i, j

(A.9)

where the superscripts x and y refer to the components of the variable in the cross-

shore and longshore direction, respectively, the subscripts u and v refer to variables

approximated at the horizontal cell interfaces in the cross-shore and longshore dir-

ection, respectively, and the subscript H refers to variables approximated at the cell

centres (Figure A.1). The hydraulic conductivity may be different at each cell in-

terface and is therefore computed at every interface (Ku,i, j; Kv,i, j), where every K is

calculated separately using Equation A.4. The cell height at the centre of the ground-

water cells ∆zH,i, j is calculated from the groundwater level and the bottom of the

aquifer ξgw in the centre of the cell, whereas the cell heights at the horizontal cell

interfaces are calculated using an upwind procedure:

∆zH,i, j = ζgw,i, j−ξgw,i, j = hgw,i, j (A.10)
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∆zu,i, j =

∆zH,i+1, j qx
gw,i, j < 0

∆zH,i, j qx
gw,i, j ≥ 0

∆zv,i, j =

∆zH,i, j+1 qy
gw,i, j < 0

∆zH,i, j qy
gw,i, j ≥ 0

(A.11)

As described in Section 4.3.6, the head applied on the top boundary of the groundwa-

ter domain Hbc depends on whether the groundwater and surface water are connected

or unconnected:

Hbc,i, j =

ξi, j +
pi, j|z=ξ

ρg κi, j

ζgw,i, j ¬κi, j

(A.12)

The vertical submarine exchange at the top of the numerical groundwater cell, is

found using Equation 4.17:

qz
gw,i, j =−2βi, jKw,i, j∆zH,i, j∆xH,i, j

(
1−Λti, j

)
(A.13)

where the superscript z refers to the vertical component of the variable, the subscript

w refers to a numerical approximation at the vertical cell interfaces, and Λti, j is zero,

unless infiltration has caused the groundwater surface to connect to the surface water

(Equation A.6).

Continuity in the groundwater cell is found following Equation 4.1:

qx
gw,i−1, j−qx

gw,i, j +qy
gw,i, j−1−qy

gw,i, j−qz
gw,i, j = 0 (A.14)

All variables in Equation A.14 contain an unknown value for the groundwater pres-

sure head, described in terms of a known head at the surface of the groundwater Hbc

and the unknown curvature of the vertical groundwater head function β. Since water
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is incompressible, the groundwater pressure driving Equation A.14 must be solved

for all cells simultaneously using matrix algebra:

Ax+b = 0 (A.15)

where A is a matrix containing coefficients for the horizontal and vertical specific

discharge, x is a vector containing the unknown groundwater head curvature, and b

contains the known forcing terms.

For a one dimensional cross-shore case, A is reduced to a tridiagonal matrix:

A =



. . .

ai−1 ai ai+1 0

0 a j−1 a j a j+1 0

0 ak−1 ak ak+1

. . .


(A.16)

where

ai−1 =−Ku,i
24z2

H,i−1
3∆xu,i

∆zu,i

ai = Ku,i
24z2

H,i
3∆xu,i

∆zu,i +Ku,i+1
24z2

H,i
3∆xu,i+1

∆zu,i+1 +2Kw,i∆zH,i∆xH,i
(
1−Λti, j

)
ai+1 =−Ku,i+1

24z2
H,i+1

3∆xu,i+1
∆zu,i+1

etc.

(A.17)

The vector of unknown groundwater head curvature is given by:
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x =



· · ·

βi−1

βi

βi+1

···


(A.18)

The vector of known forcing consists of the numerical gradients in the contribution

of the head applied on the top boundary of the groundwater domain to the horizontal

specific discharge:

b =



· · ·

Ku,i−1∆zu,i−1
−Hbc,i−1+Hbc,i−2

∆xu,i−1
+Ku,i∆zu,i

−Hbc,i−1+Hbc,i
∆xu,i

Ku,i∆zu,i
−Hbc,i+Hbc,i−1

∆xu,i
+Ku,i+1∆zu,i+1

−Hbc,i+Hbc,i+1
∆xu,i+1

Ku,i+1∆zu,i+1
−Hbc,i+1+Hbc,i

∆xu,i+1
+Ku,i+2∆zu,i+2

−Hbc,i+1+Hbc,i+2
∆xu,i+2

···


(A.19)

In the one dimensional case, the solution to the tridiagonal matrix A in Equation

A.15 can be computed using the efficient Thomas algorithm (Thomas, 1949). In the

two dimensional case, matrix A contains two additional diagonals that are not placed

along the main diagonal, and vector b contains additional forcing terms from the

alongshore contribution. The solution to the two dimensional case requires a more

complex and less computationally efficient matrix solver. In this case the Strongly

Implicit Procedure (Stone, 1968) is used in a manner similar to Zijlema et al. (2011b).

The derivation of the solution matrix for two dimensional cases, as well as for one

and two dimensional cases using a hyperbolic, rather than parabolic, approximation
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for the description of the vertical groundwater head decay (Section 4.3.3), are given

in Appendix B.

The horizontal and vertical groundwater fluxes are calculated using the solution of

x and Equations A.9 and A.13. Since some local velocities may exceed the critical

Reynolds number for the start of turbulence Recrit, the turbulent hydraulic conduct-

ivity K is updated using the local Reynolds number. The solution to Equation A.15

and the update of the turbulent hydraulic conductivity are iterated until a minimum

threshold difference between iterations is found.

The iterated solution for the specific vertical discharge is used to update the ground-

water level and surface water level:

ζ
n+1
gw,i, j =

ζ
n+ 1

2
gw,i, j Ci, j

ζ
n+ 1

2
gw,i, j +

∆t
np

qz
i, j

∆xH,i, j
qCi, j

ζ
n+1
i, j =

ζ
n+ 1

2
i, j +∆t

qz
i, j

∆xH,i, j
Ci, j

ζ
n+ 1

2
i, j qCi, j

(A.20)

If the groundwater and surface water are connected, and the submarine exchange

from the surface water to the groundwater estimated in Equation A.15 is greater than

the amount of surface water available in the cell, continuity is enforced by lowering

the groundwater level to compensate for the lack of permeating water:

ζ
n+1
gw,i, j = ζ

n+1
gw,i, j +

1
np

(
ζ

n+ 1
2

i, j −ξi, j−∆t
qz

i, j
∆xH,i, j

)
i f κi, j ∧ ζ

n+ 1
2

i, j −ξi, j < ∆t
qz

i, j
∆xH,i, j

(A.21)
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Appendix B

Vertical groundwater head approxima-

tion: equations expanded

In Chapter 4, Section 4.3.3, an approximation method for the vertical groundwater

head variation is introduced and discussed in 1D cross-shore form. In this appendix,

the approximation is expanded for 2DH application, as well as for a hyperbolic,

rather than parabolic approximation of the groundwater head.

B.1 Equations for the description of the vertical groundwater head

As stated in Section 4.3.3, the vertical groundwater head function is bound by three

assumptions:

1. The vertical groundwater velocity at bottom of the aquifer is zero:

∂H
∂σ

∣∣∣∣σ=0

= 0 (B.1)

2. The groundwater head at top of groundwater is defined by boundary condition:

Hs = Hbc (B.2)

3. The assumed shape of the vertical groundwater head profile. In Chapter 4 the

profile is assumed parabolic, but in this appendix new equations are derived
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for an exponential-type profile (cf., Raubenheimer et al., 1998):

H (σ) = α2σ2 +α1σ+α0 parabolic

H (σ) = α1cosh(σ)+α0 exponential

(B.3)

where α0, α1 and α2 are unknown shape coefficients.

From these three constraints it is possible to find two relations for the groundwater

head function:

H (σ) =

βσ2 +Hbc−βh2
gw parabolic

βcosh(σ)+Hbc−βcosh(hgw) exponential
(B.4)

where in the parabolic-type equation β = α2, and in the exponential type equation

β = α1.

Similarly, two expressions of the depth-average groundwater head can be derived

through integration across the vertical:

H =
1

hgw

hgwˆ

0

H (σ)dz =

Hbc− 2
3βh2

gw parabolic

β

hgw
sinh(hgw)+Hbc−βcosh(hgw) exponential

(B.5)

Finally, the vertical head gradient at the surface of the groundwater is computed from

Equation B.4:

∂H
∂σ
|σ=hgw=

2βhgw parabolic

βsinh(hgw) exponential
(B.6)
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As discussed in Section 4.3, the groundwater model must solve the system of equa-

tions for conservation of mass and of motion:

∇~U = 0

∇H =− 1
K
~U

(B.7)

B.2 Numerical equations in 2DH

In one cell in a 2DH model the equation for the conservation of mass can rewritten

as:

hi−1, j
u,gw ∆yi−1, j

u ui−1, j
gw −hi, j

u,gw∆yi, j
u ui, j

gw

+hi, j−1
v,gw ∆xi, j−1

v vi, j−1
gw −hi, j

v,gw∆xi, j
v vi, j

gw−∆xyi, j
c wi, j

gw = 0 (B.8)

where the variables u and v refer to the cross-shore and long-shore groundwater spe-

cific discharge velocity, respectively, ∆xy is the area of the cell, the subscripts u and v

refer to variables approximated at the horizontal cell interfaces in the cross-shore and

longshore direction, respectively, and the subscript c refers to variables approximated

at the cell centres.

If Equation B.8 is combined with the equation of motion following a parabolic ap-

proximation of the groundwater head, the system of equations becomes:
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−hi−1, j
u,gw ∆yi−1, j

u Ki−1, j
x,u

H i, j
bc−

2
3 βi, j

(
hi, j

gw

)2
−H i−1, j

bc + 2
3 βi−1, j

(
hi−1, j

gw

)2

∆si−1, j
u

+hi, j
u,gw∆yi, j

u Ki, j
x,u

H i+1, j
bc − 2

3 βi+1, j
(

hi+1, j
gw

)2
−H i, j

bc +
2
3 βi, j

(
hi, j

gw

)2

∆si, j
u

−hi, j−1
v,gw ∆xi, j−1

v Ki, j−1
y,v

H i, j
bc−

2
3 βi, j

(
hi, j

gw

)2
−H i, j−1

bc + 2
3 βi, j−1

(
hi, j−1

gw

)2

∆ni, j−1
v

+hi, j
v,gw∆xi, j

v Ki, j
y,v

H i, j+1
bc − 2

3 βi, j+1
(

hi, j+1
gw

)2
−H i, j

bc +
2
3 βi, j

(
hi, j

gw

)2

∆ni, j
v

+2∆xyi, j
c Ki, j

z,cβi, jhi, j
gw = 0

(B.9)

Whereas if Equation B.8 is combined with the equation of motion following a expo-

nential approximation of the groundwater head, the system of equations becomes:

−hi−1, j
u,gw ∆yi−1, j

u Ki−1, j
x,u

βi, j

hi, j
gw

sinh
(

hi, j
gw

)
+H i, j

bc−βi, jcosh
(

hi, j
gw

)
− βi−1, j

hi−1, j
gw

sinh
(

hi−1, j
gw

)
−H i−1, j

bc +βi−1, jcosh
(

hi−1, j
gw

)
∆xi−1, j

u

+hi, j
u,gw∆yi, j

u Ki, j
x,u

βi+1, j

hi+1, j
gw

sinh
(

hi+1, j
gw

)
+H i+1, j

bc −βi+1, jcosh
(

hi+1, j
gw

)
− βi, j

hi, j
gw

sinh
(

hi, j
gw

)
−H i, j

bc +βi, jcosh
(

hi, j
gw

)
∆xi, j

u

−hi, j−1
v,gw ∆xi, j−1

v Ki, j−1
y,v

βi, j

hi, j
gw

sinh
(

hi, j
gw

)
+H i, j

bc−βi, jcosh
(

hi, j
gw

)
− βi, j−1

hi, j−1
gw

sinh
(

hi, j−1
gw

)
−H i, j−1

bc +βi, j−1cosh
(

hi, j−1
gw

)
∆yi, j−1

v

+hi, j
v,gw∆xi, j

v Ki, j
y,v

βi, j+1

hi, j+1
gw

sinh
(

hi, j+1
gw

)
+H i, j+1

bc −βi, j+1cosh
(

hi, j+1
gw

)
− βi, j

hi, j
gw

sinh
(

hi, j
gw

)
−H i, j

bc +βi, jcosh
(

hi, j
gw

)
∆yi, j

v

+∆xyi, j
c Ki, j

z,cβi, jsinh
(

hi, j
gw

)
= 0

(B.10)

As discussed in Appendix A, the system of equations is solved by matrix algebra for

the unknown parameter β .

Ax+b = 0 (B.11)
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where A is a matrix containing coefficients for the horizontal and vertical specific

discharge, x is a vector containing the unknown parameter β, and b contains the

known forcing terms.

B.2.1 Solution matrix for 1D exponential-type

The 1D solution for the parabolic groundwater head approximation has been given in

Appendix A. This section list the 1D solution for the exponential groundwater head

approximation:

A =



. . .

ai−1 ai ai+1

. . .


(B.12)

where

ai−1 =−hi−1
u,gwKi−1

x,u

cosh(hi−1
gw )− 1

hi−1
gw

sinh(hi−1
gw )

∆xi−1
u

ai = hi−1
u,gwKi−1

x,u

cosh(hi
gw)− 1

hi
gw

sinh(hi
gw)

∆xi−1
u

+hi
u,gwKi

x,u

cosh(hi
gw)− 1

hi
gw

sinh(hi
gw)

∆xi
u

+∆xi
cKi

z,csinh
(
hi

gw
)(

1−Λti, j
)

ai+1 =−hi
u,gwKi

x,u

cosh(hi+1
gw )− 1

hi+1
gw

sinh(hi+1
gw )

∆xi
u

The vector of unknown groundwater head curvature is given by:
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x =



· · ·

βi−1

βi

βi+1

···


(B.13)

And the vector of known forcing components is:

b =



· · ·

−hi−2
u,gwKi−2

x,u
H i−1

bc −H i−2
bc

∆xi−2
u

+hi−1
u,gwKi−1

x,u
H i

bc−H i−1
bc

∆xi−1
u

−hi−1
u,gwKi−1

x,u
H i

bc−H i−1
bc

∆xi−1
u

+hi
u,gwKi

x,u
H i+1

bc −H i
bc

∆xi
u

−hi
u,gwKi

x,u
H i+1

bc −H i
bc

∆xi
u

+hi+1
u,gwKi+1

x,u
H i+2

bc −H i+1
bc

∆xi+1
u

···


(B.14)

B.2.2 Solution matrix for 2DH parabolic-type

This section list the 2DH solution for the parabolic groundwater head approximation:

A =



. . .

ai−1, j ai, j ai+1, j · · · ai, j−1 ai, j+1

. . .


(B.15)

where
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ai−1, j =−hi−1, j
u,gw ∆yi−1, j

u Ki−1, j
x,u

2
3

(
hi−1, j

gw

)2

∆xi−1, j
u

ai+1, j =−hi, j
u,gw∆yi, j

u Ki, j
x,u

2
3

(
hi+1, j

gw

)2

∆xi, j
u

ai, j = hi−1, j
u,gw ∆yi−1, j

u Ki−1, j
x,u

2
3

(
hi, j

gw

)2

∆xi−1, j
u

+hi, j
u,gw∆yi, j

u Ki, j
x,u

2
3

(
hi, j

gw

)2

∆xi, j
u

+hi, j−1
v,gw ∆xi, j−1

v Ki, j−1
y,v

2
3

(
hi, j

gw

)2

∆yi, j−1
v

+hi, j
v,gw∆xi, j

v Ki, j
y,v

2
3

(
hi, j

gw

)2

∆yi, j
v

+2∆xyi, j
c Ki, j

z,chi, j
gw
(
1−Λti, j

)
ai, j−1 =−hi, j−1

v,gw ∆xi, j−1
v Ki, j−1

y,v

2
3

(
hi, j

gw

)2

∆yi, j−1
v

ai, j+1 =−hi, j
v,gw∆xi, j

v Ki, j
y,v

2
3

(
hi, j

gw

)2

∆yi, j
v

The vector of unknown groundwater head curvature is given by:

x =



· · ·

βi−1, j

βi, j

βi+1, j

···

βi, j−1

βi, j+1

···



(B.16)

And the vector of known forcing components is:
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b =



· · ·

−hi−2, j
u,gw ∆yi−2, j

u Ki−2, j
x,u

H i−1, j
bc −H i−2, j

bc

∆xi−2, j
u

+hi−1, j
u,gw ∆yi−1, j

u Ki−1, j
x,u

H i, j
bc−H i−1, j

bc

∆xi−1, j
u

−hi−1, j−1
v,gw ∆xi−1, j−1

v Ki−1, j−1
y,v

H i−1, j
bc −H i−1, j−1

bc

∆yi−1, j−1
v

+hi−1, j
v,gw ∆xi−1, j

v Ki−1, j
y,v

H i−1, j+1
bc −H i−1, j

bc

∆yi−1, j
v

−hi−1, j
u,gw ∆yi−1, j

u Ki−1, j
x,u

H i, j
bc−H i−1, j

bc

∆xi−1, j
u

+hi, j
u,gw∆yi, j

u Ki, j
x,u

H i+1, j
bc −H i, j

bc

∆xi, j
u

−hi, j−1
v,gw ∆xi, j−1

v Ki, j−1
y,v

H i, j
bc−H i, j−1

bc

∆yi, j−1
v

+hi, j
v,gw∆xi, j

v Ki, j
y,v

H i, j+1
bc −H i, j

bc

∆yi, j
v

−hi, j
u,gw∆yi, j

u Ki, j
x,u

H i+1, j
bc −H i, j

bc

∆xi, j
u

+hi+1, j
u,gw ∆yi+1, j

u Ki+1, j
x,u

H i+2, j
bc −H i+1, j

bc

∆xi+1, j
u

−hi+1, j−1
v,gw ∆xi+1, j−1

v Ki+1, j−1
y,v

H i+1, j
bc −H i+1, j−1

bc

∆yi+1, j−1
v

+hi+1, j
v,gw ∆xi+1, j

v Ki+1, j
y,v

H i+1, j+1
bc −H i+1, j

bc

∆yi+1, j
v

· · ·

−hi−1, j−1
u,gw ∆yi−1, j−1

u Ki−1, j−1
x,u

H i, j−1
bc −H i−1, j−1

bc

∆xi−1, j−1
u

+hi, j−1
u,gw ∆yi, j−1

u Ki, j−1
x,u

H i+1, j−1
bc −H i, j−1

bc

∆xi, j−1
u

−hi, j−2
v,gw ∆xi, j−2

v Ki, j−2
y,v

H i, j−1
bc −H i, j−2

bc

∆yi, j−2
v

+hi, j−1
v,gw ∆xi, j−1

v Ki, j−1
y,v

H i, j
bc−H i, j−1

bc

∆yi, j−1
v

−hi−1, j+1
u,gw ∆yi−1, j+1

u Ki−1, j+1
x,u

H i, j+1
bc −H i−1, j+1

bc

∆xi−1, j+1
u

+hi, j+1
u,gw ∆yi, j+1

u Ki, j+1
x,u

H i+1, j+1
bc −H i, j+1

bc

∆xi, j+1
u

−hi, j
v,gw∆xi, j

v Ki, j
y,v

H i, j+1
bc −H i, j

bc

∆yi, j
v

+hi, j+1
v,gw ∆xi, j+1

v Ki, j+1
y,v

H i, j+2
bc −H i, j+1

bc

∆yi, j+1
v

· · ·



(B.17)
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B.2.3 Solution matrix for 2DH exponential-type

This section list the 2DH solution for the exponential groundwater head approxima-

tion:

A =



. . .

ai−1, j ai, j ai+1, j · · · ai, j−1 ai, j+1

. . .


(B.18)

where:
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ai−1, j =−hi−1, j
u,gw ∆yi−1, j

u Ki−1, j
x,u

cosh
(

hi−1, j
gw

)
− 1

hi+1, j
gw

sinh
(

hi−1, j
gw

)
∆xi−1, j

u

ai+1, j =−hi, j
u,gw∆yi, j

u Ki, j
x,u

cosh
(

hi+1, j
gw

)
− 1

hi+1, j
gw

sinh
(

hi+1, j
gw

)
∆xi, j

u

ai, j = hi−1, j
u,gw ∆yi−1, j

u Ki−1, j
x,u

cosh
(

hi, j
gw

)
− 1

hi, j
gw

sinh
(

hi, j
gw

)
∆xi−1, j

u
+hi, j

u,gw∆yi, j
u Ki, j

x,u

cosh
(

hi, j
gw

)
− 1

hi, j
gw

sinh
(

hi, j
gw

)
∆xi, j

u
+hi, j−1

v,gw ∆xi, j−1
v Ki, j−1

y,v

cosh
(

hi, j
gw

)
− 1

hi, j
gw

sinh
(

hi, j
gw

)
∆yi, j−1

v

+hi, j
v,gw∆xi, j

v Ki, j
y,v

cosh
(

hi, j
gw

)
− 1

hi, j
gw

sinh
(

hi, j
gw

)
∆yi, j

v
+∆xyi, j

c Ki, j
z,csinh

(
hi, j

gw

)(
1−Λti, j

)
ai, j−1 =−hi, j−1

v,gw ∆xi, j−1
v Ki, j−1

y,v

cosh
(

hi, j−1
gw

)
− 1

hi, j−1
gw

sinh
(

hi, j−1
gw

)
∆yi, j−1

v

ai, j+1 =−hi, j
v,gw∆xi, j

v Ki, j
y,v

cosh
(

hi, j+1
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The vector of unknown groundwater head curvature is given by:

x =



· · ·

βi−1, j

βi, j

βi+1, j

···

βi, j−1

βi, j+1

···



(B.19)

And the vector of known forcing components is:
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Appendix C

Vertical groundwater head approxima-

tion: comparison

In Chapter 4, Section 4.3.3, a parabolic-type approximation method for the ver-

tical groundwater head variation is introduced. An exponential-type approximation

is described in Appendix B. In this appendix, a comparison is made between the

parabolic-type approximation and exponential-type approximation, using the data

and models of the BARDEX experiment presented in Chapter 4.

Figure C.1 shows time series and variance density spectra of measured and modelled

groundwater head at four locations in the BARDEX gravel barrier during meas-

urement series BAE10, using the parabolic-type approximation (orange) and the

exponential-type approximation (green). Figure C.2 shows the time-averaged mod-

elled groundwater head, using both vertical approximations, and the groundwater

head measured at the location of all the buried PTs. The figures show that while

there are some minor differences between the results of the two vertical groundwa-

ter head approximation methods, they generally produce similar results. The results

of the exponential-type approximation are not found to be more accurate than the

results of the parabolic-type approximation, and are instead found to be slightly less

accurate than those of the parabolic-type approximation in certain locations (e.g.,

PT10).
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Figure C.1: Top panels: Measured ( ), modelled with parabolic-type approxima-
tion ( ) and modelled with exponential-type approximation ( ) time
series of the groundwater head relative to the flume floor at the loca-
tions of four buried PTs during series BAE10. A detailed time series,
indicated by the grey shaded area, is shown in the top-right corner of
each panel. Centre panels: Measured ( ) and modelled ( , ) vari-
ance density spectra of the groundwater head at the locations of four
buried PTs during series BAE10. The locations of the buried PTs rel-
ative to the barrier profile ( ) and still water levels ( ) are shown in
the bottom panel.
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( ), bed profile ( ), and mean water surface levels ( ) for series
BAE10.
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Appendix D

Morphodynamic sensitivity to sediment

transport relations

D.1 Introduction

It is widely accepted that the selection of an appropriate sediment transport formula-

tion is essential for the application of process-based morphodynamic models, since

morphodynamic variations due to different sediment transport formulae can be sub-

stantially larger than those due to different hydrodynamic models. The sensitivity

of the XBeach-G model to changes in the sediment transport formula, as well as a

substantiation of the choice for the Van Rijn (2007a) transport equation in Chapter 5

are addressed in this appendix. In this appendix, morphodynamic sensitivity simula-

tions are carried out using four alternative sediment transport relations (Meyer-Peter

and Müller, 1948; Engelund and Fredsøe, 1976; Nielsen, 2002; Wong and Parker,

2006) to the Van Rijn equation, as well as a variation of the morphodynamic mod-

ule based on the Nielsen (2002) bed load transport model, as presented in Masselink

et al. (2014).

Since the principle driver of morphological change in the XBeach-G model is the

spatial gradient in bed load transport (Equation 5.12), the sensitivity of the model

to sediment transport formulae is strongly dependent on the variation of predicted

transport rates to changes in the hydrodynamic forcing. Figures D.1 and D.2 show

the predicted bed load transport rate and the predicted bed load transport rate gradi-

Sections of this chapter are based on work presented in Masselink et al. (2014).
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Figure D.1: Bed load transport rates as a function of the Shields parameter for three
grain sizes: Nielsen (2002 ; purple), Meyer-Peter and Müller (1948 ;
red), Engelund and Fredsøe (1976 ; green), Wong and Parker (2006 ;
blue) and Van Rijn (2007a ; orange).
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Figure D.2: Gradient in bed load transport rates as a function of the Shields para-
meter for three grain sizes: Nielsen (2002 ; purple), Meyer-Peter and
Müller (1948 ; red), Engelund and Fredsøe (1976 ; green), Wong and
Parker (2006 ; blue) and Van Rijn (2007a ; orange).

ent, respectively, for three grain sizes as a function of the Shields parameter θ for

the Nielsen (N; purple), Meyer-Peter and Müller (MPM; red), Engelund and Fred-

søe (EF; green), Wong and Parker (WP; blue) and Van Rijn (VR; orange) bed load

transport equations. The figures show that the transport equations show considerable

spread in predicted transport rates and transport rate gradients with respect to θ (both

up to a factor of 10 for θ5 2 and D50 = 50 mm).

The morphodynamic sensitivity of the XBeach-G model to the transport equations

discussed above is discussed per transport equation in the following sections.
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D.2 Nielsen

D.2.1 Model equations for sediment transport

In the case of the Nielsen equation, the sediment transport model is modified slightly

from that presented in Chapter 5. In this model the total gravel sediment transport

is computed using a modification of the Meyer-Peter and Müller (1948) equation for

bed load transport derived by Nielsen (2002):

qb = 12
(
θ
′−0.05

)√
θ′
√

∆gD3
50

u∗
|u∗|

(D.1)

In contrast to the sediment transport model described in Chapter 5, in this model the

Shields parameter θ is computed from the friction velocity u∗, rather than bed shear

stress as:

θ =
u2
∗

∆gD50
(D.2)

where u∗ is computed following Nielsen (2002) to account for boundary layer ex-

pansion and contraction in the swash, pressure gradient effects, and the presence of

turbulent fronts:

u∗ =

√
fs

2

(
cos(ϕ)u+

Tm−1,0

2π
sin(ϕ)

∂u
∂t

)
(D.3)

where fs is a user-defined sediment friction factor, Tm−1,0 is the offshore spectral

period based on the first negative moment of the energy spectrum and ϕ is a user-

defined phase lag angle. Note that the friction velocity u∗ and the bed shear stress τb

used in the NLSWE (Eq. 3.2) are not coupled in this model.

The Shields parameter is subsequently adjusted for bed slope effects following Fred-

søe and Deigaard (1992) (cf., Equation 5.3):
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θ
′ = θcos(β)

(
1± tan(β)

tan(φ)

)
(D.4)

D.2.2 Morphodynamic sensitivity

Figure D.3 shows the cross-shore profile development predicted by the XBeach-G

model with the Van Rijn transport equation (solid orange lines) and by the XBeach-G

model with the Nielsen transport model (dashed orange lines) for all 10 storm events

discussed in Chapter 5. After calibration, the free model parameters in the Nielsen

model are set as fs = 0.0125 and ϕ = 25° for all 10 storm events. The figure shows

that while the Nielsen model reproduces much of the observed morphodynamic re-

sponse of the gravel barriers, the Nielsen model over predicts the erosion of the

beach during BAB3, CB2, SS3, BAE9 and LB5, over predicts crest build-up during

SS3 and over predicts barrier rollover during ST1. Furthermore, in a quantitative

sense the computed BSS of the Nielsen model (Table D.1) is lower than that of the

Van Rijn transport equation (Table 5.2).
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Figure D.3: Sensitivity of modelled cross-shore profile response to sediment transport relations: measured pre-storm ( ) and measured
post-storm ( ) cross-shore profiles, modelled profiles with the Van Rijn formulation ( ) and Nielsen transport relation
( ), and maximum still water level ( ).
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factor during BAB3.

Sensitivity to free model parameters

The Nielsen transport model applied in this thesis has two different free model para-

meters from the sediment transport and morphology module discussed in Chapter

5: the user-defined sediment friction factor fs and the user-defined phase lag angle

ϕ. The sensitivity of the XBeach-G model using the Nielsen transport model to

these parameters is shown in Figures D.4 and D.5 for the case of BAB3. Figure

D.5 in particular, shows a strong dependence of the predicted morphodynamics on

ϕ, where larger values of ϕ lead to substantially greater berm volumes. Note that

the lower beach face is incorrectly modelled in all sensitivity simulations with the

Nielsen transport model.

D.3 Meyer-Peter and Müller

D.3.1 Model equations for sediment transport

In the case of the Meyer-Peter and Müller equation, the morphodynamic module

discussed in Chapter 5 is used, with the exception that the total gravel sediment

transport is computed using the equation for bed load transport derived by Meyer-
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RMSE Rel. bias ρ BSS (qualifier†)

BAB3 0.18 m -0.02 0.64 0.13 (poor)

CB1 0.18 m -0.28 1.00 0.93 (excellent)

SS2 0.18 m -1.29 0.94 -0.04 (bad)

CB2a 1.02 m -1.42 0.05 -1.80 (bad)

CB2b 1.29 m 0.34 0.16 0.69 (good)

CB2c 0.68 m -0.10 0.77 0.90 (excellent)

CB2d 0.46 m -0.31 0.98 0.92 (excellent)

BABR 0.04 m 0.03 0.93 0.95 (excellent)

SS3 0.85 m -0.85 0.83 0.27 (poor)

BAE9 0.17 m -0.05 0.85 0.73 (good)

LB5 0.34 m 0.31 0.99 -0.52 (bad)

BAE10 0.35 m 0.01 0.79 0.64 (good)

Table D.1: Root-mean-square error (RMSE), relative bias (Rel. bias), correlation
coefficient (ρ) and Brier Skill Score (BSS) of the model cross-shore
profile change predictions using the Nielsen transport equation relative
to the measured profile change. Note that ST1 is not included in the
statistical analysis. † refers to the qualification of Van Rijn et al. (2003).
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Figure D.5: Sensitivity of Nielsen sediment transport model to the boundary layer
phase lag parameter during BAB3.
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Peter and Müller (1948):

qb = 8
(
θ
′−θcr

)1.5
√

∆gD3
50

τb

|τb|
(D.5)

D.3.2 Morphodynamic sensitivity

Figure D.6 shows the cross-shore profile development predicted by the XBeach-G

model with the Van Rijn transport equation (solid orange lines) and by the XBeach-G

model with the Meyer-Peter and Müller transport equation (dashed orange lines) for

all 10 storm events discussed in Chapter 5. The figure shows that the Meyer-Peter

and Müller transport equation generally over predicts the observed morphodynamic

response. In a quantitative sense the computed BSS of the Meyer-Peter and Müller

transport equation (Table D.2) is substantially lower than that of the Van Rijn trans-

port equation (Table 5.2).
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Figure D.6: Sensitivity of modelled cross-shore profile response to sediment transport relations: measured pre-storm ( ) and measured
post-storm ( ) cross-shore profiles, modelled profiles with the Van Rijn formulation ( ) and Meyer-Peter and Müller
transport relation ( ), and maximum still water level ( ).
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D.4 Engelund and Fredsøe

D.4.1 Model equations for sediment transport

In the case of the Engelund and Fredsøe equation, the morphodynamic module dis-

cussed in Chapter 5 is used, with the exception that the total gravel sediment transport

is computed using the equation for bed load transport derived by Engelund and Fred-

søe (1976):

qb = 5nEF

(√
θ′−0.7

√
θcr

)√
∆gD3

50
τb

|τb|
(D.6)

where

nEF =

(
1+
(

0.5236
0.5

θ′−θcr

)4
)− 1

4

(D.7)

D.4.2 Morphodynamic sensitivity

Figure D.7 shows the cross-shore profile development predicted by the XBeach-G

model with the Van Rijn transport equation (solid orange lines) and by the XBeach-G

model with the Engelund and Fredsøe transport equation (dashed orange lines) for

all 10 storm events discussed in Chapter 5. The figure shows that similarly to the

Meyer-Peter and Müller equation, the Engelund and Fredsøe transport equation gen-

erally over predicts the observed morphodynamic response. In a quantitative sense

the computed BSS of the Engelund and Fredsøe transport equation (Table D.3) is

substantially lower than that of the Van Rijn transport equation (Table 5.2).
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RMSE Rel. bias ρ BSS (qualifier†)

BAB3 0.20 m -0.01 0.57 -0.06 (bad)

CB1 1.07 m -1.90 0.85 -1.70 (bad)

SS2 0.39 m -2.75 0.90 -4.15 (bad)

CB2a 1.06 m -1.87 0.81 -2.04 (bad)

CB2b 0.29 m -0.12 1.00 0.98 (excellent)

CB2c 0.31 m -0.12 1.00 0.98 (excellent)

CB2d 0.64 m -0.44 0.99 0.84 (excellent)

BABR 0.14 m 0.07 0.75 0.31 (fair)

SS3 1.05 m -0.89 0.93 -0.12 (bad)

BAE9 1.16 m -0.18 0.35 -11.41 (bad)

LB5 0.41 m -1.08 0.99 -1.04 (bad)

BAE10 0.77 m -0.09 0.76 -0.75 (bad)

Table D.2: Root-mean-square error (RMSE), relative bias (Rel. bias), correlation
coefficient (ρ) and Brier Skill Score (BSS) of the model cross-shore
profile change predictions using the Meyer-Peter and Müller transport
equation relative to the measured profile change. Note that ST1 is not in-
cluded in the statistical analysis. † refers to the qualification of Van Rijn
et al. (2003).
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Figure D.7: Sensitivity of modelled cross-shore profile response to sediment transport relations: measured pre-storm ( ) and meas-
ured post-storm ( ) cross-shore profiles, modelled profiles with the Van Rijn formulation ( ) and Engelund and Fredsøe
transport relation ( ), and maximum still water level ( ).
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D.5 Wong and Parker

D.5.1 Model equations for sediment transport

In the case of the Wong and Parker equation, the morphodynamic module discussed

in Chapter 5 is used, with the exception that the total gravel sediment transport is

computed using the equation for bed load transport based on a modification of the

Meyer-Peter and Müller (1948) equation for bed load transport and derived by Wong

and Parker (2006):

qb = 3.97
(
θ
′−θcr

)1.5
√

∆gD3
50

τb

|τb|
(D.8)

D.5.2 Morphodynamic sensitivity

Figure D.8 shows the cross-shore profile development predicted by the XBeach-G

model with the Van Rijn transport equation (solid orange lines) and by the XBeach-G

model with the Wong and Parker transport equation (dashed orange lines) for all 10

storm events discussed in Chapter 5. The figure shows that the Wong and Parker

transport equation gives quite reasonable model predictions compared to the obser-

vations, the Van Rijn model, and the Meyer-Peter and Müller model upon which it is

based. Given the similarity between the Wong and Parker equation and the Van Rijn

equation in terms of the bed load transport gradient relative to θ, this results is not

entirely surprising. However, in a quantitative sense the computed BSS of the Wong

and Parker transport equation (Table D.2) is lower than that of the Van Rijn transport

equation (Table 5.2).
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RMSE Rel. bias ρ BSS (qualifier†)

BAB3 0.26 m -0.03 0.40 -0.86 (bad)

CB1 1.63 m -3.30 0.56 -6.27 (bad)

SS2 0.54 m -3.72 0.88 -8.63 (bad)

CB2a 1.86 m -2.99 0.78 -8.13 (bad)

CB2b 1.01 m -0.51 1.00 0.81 (excellent)

CB2c 1.03 m -0.54 0.99 0.78 (good)

CB2d 1.39 m -0.98 0.98 0.23 (poor)

BABR 0.17 m 0.10 0.66 -0.10 (bad)

SS3 1.22 m -1.00 0.94 -0.51 (bad)

BAE9 1.20 m -0.32 0.34 -12.31 (bad)

LB5 0.06 m -0.24 0.99 0.96 (excellent)

BAE10 0.83 m -0.19 0.74 -1.04 (bad)

Table D.3: Root-mean-square error (RMSE), relative bias (Rel. bias), correlation
coefficient (ρ) and Brier Skill Score (BSS) of the model cross-shore pro-
file change predictions using the Engelund and Fredsøe transport equa-
tion relative to the measured profile change. Note that ST1 is not in-
cluded in the statistical analysis. † refers to the qualification of Van Rijn
et al. (2003).
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Figure D.8: Sensitivity of modelled cross-shore profile response to sediment transport relations: measured pre-storm ( ) and measured
post-storm ( ) cross-shore profiles, modelled profiles with the Van Rijn formulation ( ) and Wong and Parker transport
relation ( ), and maximum still water level ( ).
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D.6 Conclusions

The results of the sensitivity simulations discussed in this appendix show that the

XBeach-G model is sensitive to the choice of the sediment transport relation in the

morphodynamic module. The predictive skill of the XBeach-G model is greater

when using the Van Rijn transport formulation than when using the Nielsen, Meyer-

Peter and Müller, Engelund and Fredsøe, or Wong and Parker transport equations.

242



APPENDIX D. MORPHODYNAMIC SENSITIVITY TO SEDIMENT TRANSPORT
RELATIONS

RMSE Rel. bias ρ BSS (qualifier†)

BAB3 0.18 m -0.02 0.58 0.14 (poor)

CB1 0.92 m -1.60 0.85 -1.02 (bad)

SS2 0.23 m -1.64 0.95 -0.99 (bad)

CB2a 0.92 m -1.52 0.92 -1.09 (bad)

CB2b 0.29 m 0.06 0.99 0.98 (excellent)

CB2c 0.21 m -0.08 0.99 0.99 (excellent)

CB2d 0.53 m -0.34 0.99 0.89 (excellent)

BABR 0.06 m 0.05 0.87 0.87 (excellent)

SS3 0.61 m -0.49 0.97 0.63 (good)

BAE9 0.41 m -0.01 0.80 -0.51 (bad)

LB5 0.08 m -0.23 0.99 0.93 (excellent)

BAE10 0.20 m 0.03 0.93 0.88 (excellent)

Table D.4: Root-mean-square error (RMSE), relative bias (Rel. bias), correlation
coefficient (ρ) and Brier Skill Score (BSS) of the model cross-shore
profile change predictions using the Wong and Parker transport equation
relative to the measured profile change. Note that ST1 is not included
in the statistical analysis. † refers to the qualification of Van Rijn et al.
(2003).
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Appendix E

Sensitivity to groundwater parameters

Chapter 5 (Section 5.7) discusses the effect of including groundwater processes on

the simulated morphodynamic response of five gravel barriers to ten storm events.

The appendix elaborates upon the findings of Chapter 5 by examining the effect of

the first-order groundwater processes (e.g., the exchange of mass between the surface

water and groundwater; infiltration and exfiltration) and second-order groundwater

processes that act upon sediment mobility (e.g., modification of the bed shear stress

through ventilated boundary layer effects and modification of the relative particle

weight by through-bed flow). Furthermore, this appendix presents results of the

XBeach-G model in the case that the a laminar groundwater flow model is used, in-

stead of the turbulent groundwater model discussed in Section 4.3.2 (Equation 4.9),

which leads to larger simulated infiltration and exfiltration velocities.

E.1 Groundwater parameters and bed shear stress

Figure E.1 presents time series of water depth, horizontal velocity, bed shear stress

and bed load transport rates computed by the standard XBeach-G model, includ-

ing all groundwater processes discussed in Chapters 4 and 5 (XBG; orange), by the

model using a laminar groundwater model instead of a turbulent groundwater model

(LAM; blue), by the model using a turbulent groundwater model, but no second-

order groundwater processes related to sediment mobility (NSO; green) and by the

model without any groundwater processes (NGW; red). In analogy with Figure 5.14,

Figure E.1 presents time at three locations on the barrier (upper surf zone – up-

per swash) during BAB3. The figure shows that including first-order groundwater
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Figure E.1: Time series of water depth, horizontal velocity, bed shear stress and
volumetric bed load transport rate computed with XBG ( ), LAM ( ),
NSO ( ) and NGW ( ) at three locations on the barrier (A – upper
surf zone; B – lower swash; C – upper swash) during BAB3. The loca-
tions of points A, B and C relative to the barrier profile ( ) and water
levels ( ) are shown in the bottom panel. Note that the simulations
presented in this figure are carried out without morphological updating
in order to ensure a consistent comparison.

processes (XBG, LAM, NSO) groundwater processes in the model leads to lower

maximum negative (offshore-directed) bed load transport rates at all three locations

(A–C), as well as higher positive (onshore-directed) bed load transport rates in the

upper swash zone (locations C). While not apparent for the reduction of offshore bed

load transport, the magnitude of the onshore bed load transport in the upper swash

zone is increased by the presence of second-order groundwater processes (compare

XBG and NSO), as well as by the infiltration rate (compare XBG and LAM), where

the laminar groundwater model leads to higher onshore bed load transport rates.
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Figure E.2: Pre-storm ( ), measured post-storm ( ) and modelled with XBG
( ), LAM ( ), NSO ( ) and NGW ( ) cross-shore profiles for LB5,
and maximum still water level ( ).

E.2 Groundwater processes and storm morphology

In this section, the effect of groundwater processes on modelled morphodynamics

is investigated through sensitivity simulations of the ten storm events discussed in

Chapter 5. In contrast with Section 5.6, the results of this sensitivity analysis are

grouped per barrier, thus highlighting the effect of differences in grain size and hy-

draulic conductivity.

E.2.1 Loe Bar (very fine gravel barrier)

Figure E.2 shows the results of the XBG, LAM, NSO and NGW models for LB5. In

this case, the difference between the models is relatively minor due to the low hy-

draulic conductivity of the barrier, as discussed in Chapter 5. Second-order ground-

water processes and the turbulent groundwater model do not substantially increase

or lower the predictive skill of the model.
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Figure E.3: Pre-storm ( ), measured post-storm ( ) and modelled with XBG
( ), LAM ( ), NSO ( ) and NGW ( ) cross-shore profiles for SS2,
and maximum still water level ( ). The estimated pre-storm profile
below the elevation of measurements ( ) is given for comparative pur-
poses.

E.2.2 Slapton Sands (fine gravel barrier)

Figures E.3 and E.4 show the results of the XBG, LAM, NSO and NGW models

for SS2 and SS3, respectively. The figures show that in these cases, the effects of

the second-order groundwater processes (compare XBG and NSO) and turbulent

groundwater model (compare XBG and LAM) are relatively minor. However, the

inclusion of the first-order groundwater processes is essential to accurately model

the observed morphodynamic response of the barrier.

E.2.3 BARDEX (medium gravel barrier)

Figures E.5, E.6, E.7 and E.8 show the results of the XBG, LAM, NSO and NGW

models for BAB3, BABR, BAE9 and BAE10, respectively. The figures show that in

the case of BAB3 and BABR, the inclusion of the first-order groundwater processes
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Figure E.4: Pre-storm ( ), measured post-storm ( ) and modelled with XBG
( ), LAM ( ), NSO ( ) and NGW ( ) cross-shore profiles for SS3,
and maximum still water level ( ).
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Figure E.5: Initial cross-shore profile ( ) and cross-shore profiles measured ( )
and modelled with XBG ( ), LAM ( ), NSO ( ) and NGW ( ) at
the end of wave series BAB3, and maximum still water level ( ).

(e.g., XBG, LAM and NSO) allows the model to develop a berm and to increase

the level of the crest. The inclusion of second-order processes and the turbulent

groundwater model affect the size of the berm in BAB3 and the height of the crest

in BABR slightly. However, in the case of BAE9 and BAE10 (Figures E.7 and E.8),

there is a distinct difference in the amount of crest lowering between the models

with first-order groundwater processes (XBG, LAM and NSO). The figures show

that the inclusion of second-order groundwater processes leads to less crest lowering

(compare XBG and NSO), and that the increased infiltration (and exfiltration) rate of

the LAM model leads to almost no crest lowering at all in the case of BAE9, and less

crest lowering in the case of BAE10.

E.2.4 Chesil Beach (very coarse gravel barrier)

Figures E.9 and E.10 show the results of the XBG, LAM, NSO and NGW models for

CB13 and CB2, respectively. The figures show that in the case of CB1, the inclusion
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Figure E.6: Initial cross-shore profile ( ) and cross-shore profiles measured ( )
and modelled with XBG ( ), LAM ( ), NSO ( ) and NGW ( ) at
the end of wave series BABR, and maximum still water level ( ).
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Figure E.7: Initial cross-shore profile ( ) and cross-shore profiles measured ( )
and modelled with XBG ( ), LAM ( ), NSO ( ) and NGW ( ) at
the end of wave series BAE9, and maximum still water level ( ).
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Figure E.8: Initial cross-shore profile ( ) and cross-shore profiles measured ( )
and modelled with XBG ( ), LAM ( ), NSO ( ) and NGW ( ) at
the end of wave series BAE10, and maximum still water level ( ).
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Figure E.9: Pre-storm ( ), measured post-storm ( ) and modelled with XBG
( ), LAM ( ), NSO ( ) and NGW ( ) cross-shore profiles for CB1,
and maximum still water level ( ). The estimated pre-storm profile
below the elevation of measurements ( ) is given for comparative pur-
poses.

of groundwater processes allows the model to develop a berm. The effect of the

inclusion of second-order processes is very minimal and is less pronounced than the

increased berm-building capacity of the laminar groundwater model (compare XBG

and LAM). In the case of CB2, the effect of the groundwater model parameters is

very limited for reasons discussed in Chapter 5.

E.2.5 Sillon de Talbert (Cobble barrier)

Figures E.11 shows the results of the XBG, LAM, NSO and NGW models for ST1.

In this case, the differences between the XBG, NSO and NGW models are small,

for reasons discussed in Chapter 5. However, the greatly increased infiltration and

groundwater specific discharge rate of the LAM model allows the barrier to infilt-

rate more water during swash events (first-order process) and therefore also greater

second-order effects on sediment mobility, which result in predicted crest build-up,
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Figure E.10: Pre-storm ( ), measured post-storm ( ) and modelled with XBG
( ), LAM ( ), NSO ( ) and NGW ( ) cross-shore profiles for
CB2 . The top panel shows modelled and measured profiles at low
tide after CB2 (d). The bottom three panels show from left to right:
modelled and measured profiles at the first high tide of CB2 (a), low
tide of CB2 (b) and the second high tide of CB2 (c). The non-erodible
sea wall is shown in grey shading ( ). The tide level for each panel
is represented by the dashed grey line.
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Figure E.11: Pre-storm ( ), measured post-storm ( ) and modelled with XBG
( ), LAM ( ), NSO ( ) and NGW ( ) cross-shore profiles for
ST1, and maximum still water level ( ).

rather than barrier rollover.

E.3 Conclusions

The results of the sensitivity simulations discussed in this appendix show that the

morphodynamic effect of the inclusion of groundwater processes is primarily caused

by the by modification of the surface water dynamics through the exchange of mass

between the surface water and groundwater, leading to higher onshore-directed and

lower offshore-directed bed shear stress and bed load transport rates in the swash

(first-order groundwater processes). Ventilated boundary layer effects and the effect

of through-bed flow on the submerged particle weight that affect sediment mobil-

ity (second-order groundwater processes) are generally of lesser importance in de-

termining the overall cross-shore profile response. The use of a laminar groundwa-

ter model to compute infiltration on barriers with high hydraulic conductivity (e.g.,

BARDEX, Chesil Beach and Sillon de Talbert in this study) can lead to an overes-
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timation of the resilience of the barrier to storm events.
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Appendix F

Sensitivity to the inertia parameter

Chapter 5 (Section 5.8) discusses the effect of variations of the inertia parameter ci

on cross-shore profile development in XBeach-G. The appendix elaborates upon the

findings of Chapter 5 by presenting the effect of ci on all five gravel barriers to the ten

storm events discussed in Chapter 5 in sensitivity simulations in which ci is varied

between 0–2.

F.1 Inertia parameter and storm morphology

In this section, the effect of groundwater processes on modelled morphodynamics

is investigated through sensitivity simulations of the ten storm events discussed in

Chapter 5. In analogy with Appendix E, the results of this sensitivity analysis are

grouped per barrier, thus highlighting the effect of differences in grain size.

F.1.1 Loe Bar (very fine gravel barrier)

Figure F.1 shows the results of the inertia parameter sensitivity models for LB5. In

this case, the difference between the models is relatively minor due to the small grain

size of the barrier, as discussed in Chapter 5.

F.1.2 Slapton Sands (fine gravel barrier)

Figures F.2 and F.3 show the results of the inertia parameter sensitivity models for

SS2 and SS3, respectively. The figures show that in these cases, the effects of the

inertia parameter is relatively minor, with a slight increase in the computed post-

storm beach slope with increasing ci.
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Figure F.1: Pre-storm ( ), measured post-storm ( ) and modelled with ci = 0.0
( ), ci = 0.5 ( ), ci = 1.0 ( ) and ci = 2.0 ( ) cross-shore profiles
for LB5, and maximum still water level ( ).
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Figure F.2: Pre-storm ( ), measured post-storm ( ) and modelled with ci = 0.0
( ), ci = 0.5 ( ), ci = 1.0 ( ) and ci = 2.0 ( ) cross-shore profiles
for SS2, and maximum still water level ( ). The estimated pre-storm
profile below the elevation of measurements ( ) is given for compar-
ative purposes.
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Figure F.3: Pre-storm ( ), measured post-storm ( ) and modelled with ci = 0.0
( ), ci = 0.5 ( ), ci = 1.0 ( ) and ci = 2.0 ( ) cross-shore profiles
for SS3, and maximum still water level ( ).
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F.1.3 BARDEX (medium gravel barrier)

Figures F.4, F.5, F.6 and F.7 show the results of the inertia parameter sensitivity mod-

els for BAB3, BABR, BAE9 and BAE10, respectively. The figures show that in the

case of BAB3 and BABR, the model results are relatively insensitive to variations in

the inertia parameter. In the case of BAE9 and BAE10 however, the value of the in-

ertia parameter affects quite strongly the computed crest lowering and barrier retreat.

As discussed in Section 5.7, the imposed wave and water level conditions during

BAE9 and BAE10 were specifically designed to approach the threshold between crest

build-up and crest lowering. Since minor changes in the inertia parameter change the

amount of onshore and offshore sediment transport in the swash, these changes can

lead to differences in the crest level at the start of the simulation. Further changes at

the crest are then amplified by negative (through less wave overtopping) or positive

(through more wave overtopping) processes, leading to substantial differences in the

final modelled profile.

F.1.4 Chesil Beach (very coarse gravel barrier)

Figures F.8 and F.9 show the results of the inertia parameter sensitivity models for

CB13 and CB2, respectively. The figures show that in both cases, the inertia para-

meter affects the computed post-storm beach slope substantially, where higher values

of ci lead to more uniform beach slopes that are steeper on the lower beach profile

and milder on the upper beach profile.

F.1.5 Sillon de Talbert (Cobble barrier)

Figures F.10 shows the results of the inertia parameter sensitivity models for ST1. In

this case, the effect of the inertial parameter on the computed post-storm profile is

very significant, as discussed in Chapter 5.

F.2 Conclusions

The results of the sensitivity simulations discussed in this appendix show that the

sensitivity of the XBeach-G model to the inertia parameter ci is in the first place

263



ROBERT TIMOTHY MCCALL

−15 −10 −5 0 5 10 15 20 25 30 35
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

MSWL lagoon

Measured and computed cross−shore profiles

Cross−shore distance (m)

E
le

va
tio

n 
(m

 a
bo

ve
 fl

um
e 

flo
or

)

Figure F.4: Initial cross-shore profile ( ) and cross-shore profiles measured ( )
and modelled with ci = 0.0 ( ), ci = 0.5 ( ), ci = 1.0 ( ) and ci = 2.0
( ) at the end of wave series BAB3, and maximum still water level
( ).
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Figure F.5: Initial cross-shore profile ( ) and cross-shore profiles measured ( )
and modelled with ci = 0.0 ( ), ci = 0.5 ( ), ci = 1.0 ( ) and ci = 2.0
( ) at the end of wave series BABR, and maximum still water level
( ).
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Figure F.6: Initial cross-shore profile ( ) and cross-shore profiles measured ( )
and modelled with ci = 0.0 ( ), ci = 0.5 ( ), ci = 1.0 ( ) and ci = 2.0
( ) at the end of wave series BAE9, and maximum still water level
( ).
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Figure F.7: Initial cross-shore profile ( ) and cross-shore profiles measured ( )
and modelled with ci = 0.0 ( ), ci = 0.5 ( ), ci = 1.0 ( ) and ci = 2.0
( ) at the end of wave series BAE10, and maximum still water level
( ).
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Figure F.8: Pre-storm ( ), measured post-storm ( ) and modelled with ci = 0.0
( ), ci = 0.5 ( ), ci = 1.0 ( ) and ci = 2.0 ( ) cross-shore profiles
for CB1, and maximum still water level ( ).
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Figure F.9: Pre-storm ( ), measured post-storm ( ) and modelled with ci = 0.0
( ), ci = 0.5 ( ), ci = 1.0 ( ) and ci = 2.0 ( ) cross-shore profiles
for CB2 . The top panel shows modelled and measured profiles at low
tide after CB2 (d). The bottom three panels show from left to right:
modelled and measured profiles at the first high tide of CB2 (a), low
tide of CB2 (b) and the second high tide of CB2 (c). The non-erodible
sea wall is shown in grey shading ( ). The tide level for each panel is
represented by the dashed grey line.
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Figure F.10: Pre-storm ( ), measured post-storm ( ) and modelled with ci = 0.0
( ), ci = 0.5 ( ), ci = 1.0 ( ) and ci = 2.0 ( ) cross-shore profiles
for ST1, and maximum still water level ( ).
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strongly dependent on the barrier grain size, and secondly on the hydrodynamic for-

cing conditions and type of morphodynamic response. The model is relatively in-

sensitive to the value of the inertia parameter ci for very fine – fine gravel barriers

(Loe Bar and Slapton Sands in this study). In the case of medium gravel barriers

(BARDEX), the inertia parameter weakly affects the predicted morphodynamic re-

sponse during less energetic (e.g., berm formation and crest build-up) events, but

does affect the morphodynamic response of the barrier during more energetic (e.g.,

crest lowering and barrier rollover) events more strongly . The inertia parameter

strongly affects the morphodynamic prediction on coarse gravel and cobble beaches

(Chesil Beach and Sillon de Talbert).
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Appendix G

Further sensitivity groundwater processes

and overwash thresholds

As discussed in Section 6.4, groundwater processes play an important role in the

determination of overwash thresholds on gravel barriers. The analysis in Section 6.4

was carried out using identical barrier crest heights and potential wave run-up values,

and hence OP and RPRF values, in the XBeach-G and NGW model simulations in

order to facilitate direct comparisons. However, since infiltration processes affect

(lower) wave run-up levels, the OP in the NGW model simulations in Section 6.4

was in reality higher than the OP used in the analysis, which were based on the

model results of the XBeach-G model, which includes groundwater processes. In

this appendix, the analysis of Section 6.4 is repeated for the NGW model simulations

for the academic case in which the crest level is modified (increased) to account for

higher wave run-up levels in the NGW model. Crest levels applied in the current

analysis for the NGW model were computed by re-simulating the potential wave

run-up models of Section 6.3.1 using the NGW model.

The results of the analysis of the effect of groundwater processes on barrier crest mor-

phology including the increased crest levels in the NGW model are shown in Figure

G.1. The figure shows that due to the increased crest level in the NGW model simu-

lations, the absolute differences between the XBeach-G and NGW model results are

slightly smaller than those found in Section 6.4 (Figure 6.14 on page 182), although

the general trend is very similar. Again, it is noted that if the results of this appendix
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are used in future analysis, users of the data should account for different methods in

which the OP is computed in the XBeach-G and NGW model simulations, and that

no one-to-one comparison can be made in terms of barrier crest elevation.
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Figure G.1: Effect of including groundwater effects in the computed crest level change as a function of the OP (including groundwater
effects on wave run-up levels), incident wave energy flux and grain size, shown for barriers with 10 m crest width. In
the leftmost two columns, hot colours indicate crest lowering and cool colours indicate crest build-up. In the absolute and
relative difference plots, negative values indicate that the crest of the model without groundwater is lower than the model
with groundwater. Grey represents areas without data.
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1 

MODELLING OVERWASH AND INFILTRATION ON GRAVEL BARRIERS 

Robert McCall1,2, Gerd Masselink1, Dano Roelvink2,3, Paul Russel1, Mark Davidson1, Timothy 

Poate1 

A quasi-3D process-based and time dependent groundwater model is developed and coupled to a hydrodynamic 

storm impact model to simulate the effect of infiltration on overwash on gravel barriers. The coupled model is shown 

to accurately reproduce groundwater variations, runup properties and overwash time series measured in a gravel 

barrier during a large-scale physical model experiment. The coupled model is applied to study the influence of 

hydraulic conductivity on overwash volumes. It is shown that modeled overwash volumes are significantly affected 

by infiltration for hydraulic conductivity values greater than 0.01ms-1. 

Keywords: gravel, barrier, overwash, infiltration, groundwater, modeling 

INTRODUCTION 

Gravel beaches and barriers occur on many high-latitude, wave-dominated coasts across the world. In 

the UK, gravel coasts are seen as a sustainable form of coastal defense, and gravel is routinely used to 

nourish the coast (Moses and Williams, 2009). 

 

Despite much scientific work to describe gravel barrier response to extreme storm events in a 

qualitative sense (e.g., Orford, 1977), coastal managers are currently forced to rely on simple empirical 

models to make quantitative predictions of gravel beach storm response (e.g., Powell, 1990; Bradbury, 

2000). Such empirical models have been applied with some success in the UK, but are inherently 

limited by the range of conditions and data from which they are derived. Process-based models offer an 

improvement over empirical models in that if the important underlying physics are understood, these 

models can be universally applied. Unfortunately for coastal managers few process-based models for 

gravel coasts exist, and where they do their focus is on mild wave conditions (e.g., Pedrozo-Acuña et 

al., 2006; Jamal et al., 2010). 

 

In recent years progress has been made in the development of process-based models for storm impact 

on sandy coasts. The extension of these process-based models to application on gravel beaches requires 

understanding and incorporation of physics that are different to those on sandy beaches during storms. 

Such processes may include a dominance of swash zone and bedload sediment transport, rather than 

surf zone and suspended load transport; incident and sub-harmonic wave action, rather than infragravity 

wave action; wave run-up, rather than set-up; and morpho-sedimentary dynamics (Buscombe and 

Masselink, 2006). More importantly, most processed-based models for sandy coasts do not take into 

account the infiltration and exfiltration of surface water and groundwater. The interaction between 

surface water and groundwater is considered to play an important role in the morphology of gravel 

beaches (e.g., Mason, 2001; Jennings, 2002; Buscombe and Masselink, 2006). Infiltration during the 

uprush and start of backwash is generally considered to promote shoreward sediment transport in the 

swash by creating onshore swash asymmetry (e.g., Bagnold, 1940). 

 

Although effect of the interaction between the groundwater and surface water during storm conditions 

has not been independently examined, it is reasonable to assume that infiltration will have significant 

influence on wave runup levels and overtopping volumes. In order to accurately model the 

hydrodynamics and morphodynamics on gravel barriers during storm events using a process-based 

model, we propose that it is necessary to include groundwater effects.  

 

In this paper we attempt to improve our modeling capability for predicting gravel barrier response to 

extreme events through the coupling of an existing process-based model for sandy coasts, to a new non-

hydrostatic groundwater model. This coupling allows the hydrodynamics above the bed (the surface 

water dynamics) to be computed by the existing nearshore model. Groundwater dynamics and 
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interaction between the surface water and the groundwater are computed by the new groundwater 

model. The coupled groundwater-surface water model is calibrated and validated using data from the 

BARDEX large-scale physical models experiment (Williams et al., 2012a). Since the morphodynamic 

processes in the surface water model have not yet been fully validated for gravel beaches, validation is 

carried out using only hydrodynamic data over short periods in which bed level change is negligible. 

We will first briefly describe the surface water model used in this study. We subsequently discuss the 

new groundwater model and the processes therein. In the second half of this paper, we discuss the 

calibration and validation of the coupled groundwater-surface water model, using the BARDEX dataset 

and end with a discussion of the implications of this study for gravel barrier modeling. 

SURFACE WATER MODEL DESCRIPTION 

In this paper we use an existing open-source, process-based morphodynamic model for the nearshore 

and coast called XBeach (Roelvink et al., 2009) to simulate surface water hydrodynamics on a gravel 

barrier. The XBeach model has been shown to have quantitative skill in hindcasting storm impact, 

overwash and breaching processes on sandy beaches (Roelvink et al., 2009; McCall et al., 2010). The 

model has shown promising results in early attempts to simulate morphology on gravel beaches 

(Williams et al., 2012b; Jamal et al., 2010).  

 

The XBeach model has recently been extended to simulate non-hydrostatic flow (Smit et al, 2010), in a 

manner similar to the one-layer version of the SWASH model (Zijlema et al., 2011). This modification 

enables XBeach to solve waves up to ~ 2kh <  (~2.5s or greater wave period in this paper) to be solved 

accurately using the non-linear shallow water wave equations, combined with a pressure correction 

term. The momentum equations solved by XBeach assume incompressible, homogeneous and 

Newtonian flow and can be written in Cartesian coordinates as (Smit et al., 2010): 
 

 ( ) ( )δ
ρ η τ

δ ρ
+ ∇ ⊗ = − ∇ + + ∇ ⋅

1U
U U p g

t
  (1) 

 

Where U = [u(x,t),v(x,t),w(x,t)] is the velocity vector, p is the dynamic pressure normalized with the 

reference density ρ, g the gravitational body force, η the free surface elevation and τ represents the 

turbulent shear stress tensor. Conservation of mass is enforced by a non-divergent flow field: 
 

 ∇ = 0U   (2) 
 

In this paper, we allow for mass interaction between the surface water and groundwater. This 

interaction is taken into account by means of an additional term in the mass balance of the surface 

water, and is discussed in the following section. 

GROUNDWATER MODEL DESCRIPTION 

The principal components of the new groundwater model are shown in Figure 1. The model computes 

depth-averaged groundwater flows, as well as groundwater level and head fluctuations. Interaction with 

the surface water is handled through infiltration and exfiltration over unsaturated beds. In saturated 

beds, submarine exchange takes place due vertical head gradients, for which a non-hydrostatic 

groundwater modeling approach must be taken.  

 

Although vertical variations in groundwater flow and complex groundwater circulation may play an 

important role in the transport of solutes, it is not expected to affect storm morphology on gravel 

barriers. Therefore a 2DH (or quasi-3D), rather than 3D, modeling approach is considered sufficient to 

model the primary groundwater processes during storms.  

 



 COASTAL ENGINEERING 2012 

 

3

 
Figure 1. Principle components of groundwater flow model and interaction with surface water. 

 

In order to solve mass continuity in the groundwater model, the groundwater is assumed to be 

incompressible. Continuity is achieved by imposing a non-divergent flow field: 
 

 0U∇ =
��

  (3)  
 

where U
��

 is the total specific discharge velocity vector, with components in the horizontal (u,v) and 

vertical (w) direction: 
 

 
u

U v

w

 
 =  
  

��   (4) 

 

Laminar flow of an incompressible fluid through a homogeneous medium can be described using the 

well-known Law of Darcy (1856):  
 

 1
H U

K
∇ = −

��

  (5) 

 

where K is the hydraulic conductivity of the medium, and H is the hydraulic head: 
 

 p
H z

gρ
= +   (6) 

 

In situations in which flow is not laminar, turbulent terms may become important, which can be 

incorporated by modification of the hydraulic conductivity: 
 

 

( )
1

, ,
H U

K a b U
∇ =

��

��

  (7) 

 

where the laminar and turbulent hydraulic conductivity is a function of laminar and turbulent 

coefficients a and b, and the absolute specific discharge velocity ( U
��

). Many empirical and semi-

empirical relations have been suggested for a and b (e.g. Ergun, 1952; Ward, 1964; and many others), 

but unfortunately no single relation has been shown to be valid for varying grain sizes without 

substantial calibration of coefficients. In addition, most relations give no practical guidance to users 

how to estimate the correct coefficients, other than to carry out laboratory experiments.  

 

The groundwater model described in this paper uses the approach taken by the USGS MODFLOW-

2005 groundwater model (Harbaugh, 2005), in which the turbulent hydraulic conductivity is estimated 

based on the laminar hydraulic conductivity (Klam) and the Reynolds number at the start of turbulence 

(Recrit) (Halford, 2000; Kuniansky et al., 2008; Shoemaker et al., 2008): 
 

 crit
lam crit

lam crit

Re
K Re Re

K Re

K Re Re


>

= 
 ≤

  (8) 
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where the Reynolds number is calculated using the median grain size (D50), the kinematic viscosity of 

water (ν) and the groundwater velocity in the pores (U
n

), where n is the porosity: 

 

 50U D
Re

nν
=   (9) 

 

Since the hydraulic conductivity in the turbulent regime is dependent on the local velocity, an iterative 

approach is taken to find the correct hydraulic conductivity and velocity. 
 

Vertical groundwater head approximation 

Since the groundwater model is depth-averaged, the model cannot compute true vertical profiles of the 

groundwater head and velocity. In order to improve the estimate of the groundwater head variation over 

the vertical, a quasi-3D modeling approach is applied. In this approach the groundwater head is 

estimated by a curve in the vertical (see Figure 2), which is set by three conditions:  

 

1.  There is no exchange of groundwater between the aquifer and the impermeable layer below the 

aquifer. Therefore the vertical velocity at the bottom of the aquifer (z=0) and the vertical head 

gradient at the bottom of the aquifer are zero:  
 

 ( )
0

0 0 0

z
H

w
z

=
∂

= → =
∂

  (10) 

 

2. The groundwater head at the upper surface of the groundwater (z=η) is continuous with the head 

applied at the surface:  
 

 ( )H Hηη =   (11) 

 

3. The vertical velocity is assumed to increase or decrease linearly from the bottom of the aquifer to 

the upper surface of the groundwater:  
 

 ( )
2

2

H
w z z

z
α α

∂
= → =

∂
  (12) 

 

where α is an arbitrary constant.  

 

Points 1 and 2 in the previous follow strictly from the conditions imposed on the entire groundwater 

model and are therefore valid within the modeling approach. However, point 3 is an assumption that 

may not be valid in all situations and is a limitation of this approach. The error associated with the 

assumption made in point 3 is considered preferable to the computational cost of a fully three-

dimensional groundwater modeling approach. 

 

The vertical groundwater head approximation can be solved for the three conditions imposed by a 

parabolic function: 
 

 ( ) 2 2H z z Hηβ βη= + −   (13) 

 

in which z is the vertical coordinate above the bottom of the aquifer, η is the level of the groundwater 

surface above the bottom of the aquifer, β is the curvature coefficient and Hη is the head imposed at the 

groundwater surface. In the case of hydrostatic pressure, β reduces to zero. 

 

The depth-average value of the groundwater head is used to calculate the horizontal groundwater flux 

and is found by integrating the groundwater head approximation (Eq. 13) over the vertical: 
 

 ( ) 2

0

1 2

3
H H z dz H

η

η βη
η

= = −∫   (14) 
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Figure 2. Schematic representation of quasi-3D groundwater head approximation. 

Exchange with surface water 

In the groundwater model there are three mechanisms for the exchange of groundwater and surface 

water: submarine exchange, infiltration and exfiltration (see Figure 1). The rate of exchange between 

the groundwater and surface water (S) is given in terms surface water volume, and is defined positive 

when water is exchanged from the surface water to the groundwater. 

 

The groundwater and surface water are said to be in a connected state where and when the groundwater 

level reaches to the top of the bed and surface water exists above the bed. This state is described by a 

spatially and temporally varying logical C, which is true where groundwater and surface water are 

connected and false in all other situations: 
 

 gw bed sw bed

gw bed sw bed

true z z
C

false z z

η η
η η

≥ ∧ ≥
=  < ∨ <

  (15) 

 

where ηgw is the groundwater surface level, ηsw is the surface water level and zbed is the bed level. 

 

Submarine exchange represents the high and low frequency infiltration and exfiltration through the bed 

due pressure gradients across the bed. This process only takes place where the groundwater and surface 

water are connected. The rate of submarine exchange is determined by the vertical specific discharge 

velocity at the interface between the groundwater and surface water. The value of this velocity can be 

found using the vertical derivative of the approximated groundwater head (Eq. 13) at the groundwater - 

surface water interface: 
 

 ( ) 2
gwz

gw gw

H
S w K K

z

η

η βη
=

∂
= − = =

∂
  (16) 

 

Infiltration and exfiltration can occur in locations where the groundwater and surface water are not 

connected (see Figure 1). Infiltration takes place when surface water covers an area in which the 

groundwater level is lower than the bed level, i.e. an unsaturated bed. The flux of surface water into the 

bed is related to the pressure gradient across the wetting front in a manner similar to the approach taken 

by Packwood (1983): 
 

 ( )1
1

sw bed

infil

p z
S K

g dρ

 
= +  

 

  (17) 

 

where psw(zbed) is the surface water pressure at the bed and dinfil is the thickness of the wetting front.  

 

The thickness of the wetting front increases over time during the infiltration event according to the 

infiltration velocity: 
 

 ( )infil

S
d t dt

n
= ∫   (18) 

 

Since the groundwater model is depth-averaged and cannot track multiple layers of groundwater 

infiltrating into the bed, the wetting front thickness is reset to zero when there is no available surface 
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water, the groundwater exceeds the surface of the bed, or the groundwater and the surface water 

become connected. In addition, all infiltrating surface water is instantaneously added to the groundwater 

volume, independent of the distance from the bed to the groundwater table.  

 

Exfiltration occurs where the groundwater and surface water are not connected and the groundwater 

level exceeds the bed level. The rate of exfiltration is related to the rate of the groundwater level 

exceeding the bed level: 
 

 ( )bed gwz
S n

t

η∂ −
=

∂
  (19) 

 

 
Figure 3. Schematic example of infiltration during a swash event (left panel) and exfiltration due to a high 

groundwater table (right panel). 

Calculation of groundwater and surface water levels 

The curvature coefficient (β) in the vertical groundwater head approximation is solved using the 

coupled equations for continuity and motion (Eqs. 3 and 7), thereby producing the depth-average 

horizontal groundwater head gradients and vertical head gradients at the groundwater surface, and 

subsequent depth-average horizontal and vertical specific discharge. In areas where the groundwater 

and surface water are not connected, the groundwater level change is related to the vertical specific 

discharge and the infiltration and exfiltration fluxes: 
 

 gw

infil exfiln w S S
t

η∂
= + +

∂
  (20) 

 

In these same areas the surface water level is modified to account for infiltration and exfiltration: 
 

 ( )sw
infil exfilS S

t

η∂
= − +

∂
  (21) 

 

In areas where the groundwater and surface water are connected, the groundwater level is set to remain 

at the level of the bed. The surface water level is modified to account for the submarine exchange with 

the groundwater: 
 

 0
gw

t

η∂
=

∂
  (22) 

 sw
submarineS

t

η∂
= −

∂
  (23) 

 

In cases where there is not sufficient surface water to permeate into the bed to ensure the groundwater 

level remains at the bed level, a fractional time step approach is taken in which the area is considered to 

be connected while there is sufficient surface water, and considered unconnected once the surface water 

has drained away. A similar approach is taken when the groundwater level reaches the bed level during 

an infiltration event. 
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VALIDATION DATASET  

The coupled surface water and groundwater model is calibrated and validated using hydrodynamic data 

measured during the Barrier Dynamics Experiment (BARDEX; Williams et al., 2012a) in the Delta 

Flume, The Netherlands. During the BARDEX physical model experiment, the hydrodynamics and 

morphodynamics of a 4 meter high and 50 meter wide gravel barrier under varying tidal and wave 

forcing conditions were measured by an array of instruments.   

 

In this paper we use the hydrodynamic data of one subseries of the BARDEX experiment without 

waves (series C6equi, see Table 1) to calibrate the groundwater model. The coupled surface water and 

groundwater model is subsequently validated using four 10-minute subseries of the BARDEX 

experiment which include waves, runup and overwash (BB1, C1, C2 and E10).  

 

Modeled groundwater hydrodynamics are compared to the groundwater head measured at 15 pressure 

transducers buried in the bed beneath the gravel barrier (triangles in Figure 4). Modeled surface water 

hydrodynamics are calibrated using water surface elevation time series measured by three offshore 

wave gauges (circles in Figure 4). Validation of the surface water hydrodynamics is carried out using 

data provided by a shallow water pressure transducer and 45 ultrasonic bed level sensors (square and 

dots respectively in Figure 4).  

 

Table 1. Wave and tide forcing conditions for BARDEX subseries  

Series 
Offshore water 

level (m) 
Lagoon water 

level (m) 
Significant wave 

height (m) 
Peak wave 
period (s) 

C6equi 2.6 - 2.9 3.6 - 3.0 - - 
BB1 2.5 2.5 0.8 4.5 
C1 2.5 1.0 0.8 4.5 
C2 2.5 3.5 0.8 4.5 
E10 3.7 3.2 0.8 7.7 

 

 
Figure 4. Representative water level and cross shore profile of the BARDEX gravel barrier. Instrument 

locations are shown for series BB1: offshore wave gauges (circles), shallow water pressure transducer 

(square), ultrasonic bed level sensors (dots) and buried pressure transducers (triangles). 

Where modeled hydrodynamics are compared to measured hydrodynamics in this paper, the model 

accuracy is expressed in terms of the root-mean-square error (RMSE) and bias as defined below: 
 

 ( )21 N

modeled measuredRMSE x x
N

= −∑   (24) 

 ( )1 N

modeled measuredbias x x
N

= −∑   (25) 

 

where x is the variable for which the accuracy is being computed, and N is the length of the data series. 

The skill of a model (often referred to as the Brier Skill Score) can be described by the increase in the 

accuracy of the model relative to the accuracy of another existing model or best-estimate: 
 

 ( )

( )

2

2

1

N

modelled measured

N

estimated measured

x x

skill

x x

−
= −

−

∑

∑

  (26) 
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Positive skill values imply that the model is an improvement over existing models or estimates. A skill 

value of 1 implies perfect model agreement. 

GROUNDWATER MODEL CALIBRATION  

To calibrate the groundwater model a subseries of the BARDEX dataset without waves is selected in 

which groundwater levels vary spatially and temporally. The period selected for this calibration is 

subseries C6equi, in which an initially large gradient in the water level across the barrier (sea level = 

2.6m; lagoon level = 3.5m) equilibrates over the period of approximately an hour by means of 

groundwater flow through the barrier (sea and lagoon level = 2.9m).  

 

Multiple simulations of series C6equi are run in which the uniform hydraulic conductivity (Klam) and 

critical Reynolds number (Recrit) are varied independently within ranges found experimentally during 

the BARDEX experiment by Turner and Masselink (2012) and proposed by Shoemaker et al. (2008), 

see Table 2. In all calibration simulations, the water level on the lagoon boundary (cross-shore location 

137m) is forced using the measured water level in the lagoon. A wall boundary condition is imposed on 

the offshore boundary (cross-shore location 0m). The envelope of the groundwater head simulated 

during all calibration simulations is shown in Figure 5 (light grey) for four locations under the gravel 

barrier.  

 

The accuracy of every calibration simulation is determined by the combined RMSE of the simulated 

groundwater head time series at all buried pressure transducers under the gravel barrier (PT1–PT13). 

The calibrated values of the hydraulic conductivity and critical Reynolds number are determined by the 

simulation with the lowest combined RMSE. These values are found to be 0.19ms
-1

 for the hydraulic 

conductivity and 75 for the critical Reynolds number (Table 2) and correspond well with mean value 

found by Turner and Masselink (2012) (0.16 ms
-1

).  

 

The results of the simulation of C6equi using the calibrated model parameters are shown in Figure 5 

(red). The RMSE and absolute bias at every buried pressure transducer using the calibrated model is 

shown to be less than 0.02m (Table 3). The skill of the groundwater model relative to an estimate of 

zero groundwater head change (i.e., no groundwater dynamics) is very high, emphasizing the 

importance of including groundwater dynamics. 

 

 
Figure 5. Time series of measured (black) and simulated (red dashed) groundwater head at four locations in 

the gravel barrier using the calibrated model. The spread in model results for the entire range of parameter 

settings is shown in light grey. 

 
Table 2. Parameter calibration range and best-fit calibration value for the groundwater model  

Parameter Parameter calibration range Calibrated value 

Klam 0.10ms
-1

–0.24ms
-1

 0.19ms
-1

 
Recrit 1–100 75 
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Table 3. Error statistics of calibrated groundwater model for the groundwater head at all buried 

pressure transducer measurement points during series C6equi. Skill is determined relative to 

no groundwater head change. 

 RMSE (m) Bias (m) Skill (-) 

Maximum PT1–PT13 0.02 -0.02 0.99 
Median PT1–PT13 0.01 <0.01 0.99 

Minimum PT1–PT13 <0.01 <0.01 0.68 

COUPLED MODEL VALIDATION  

The coupled groundwater-surface water model is validated using three subseries of the BARDEX 

dataset in which wave motions were limited to runup on the beachface (series BB1, C1 and C2), and 

one subseries in which overtopping and overwash took place (series E10). Since the models used in this 

study do not contain morphodynamic updating for gravel beds, all simulations are limited to 10 

minutes, during which the bed profile is assumed to be quasi-stationary. 

 

In all validation cases, the offshore boundary is forced using the incident wave elevation time series that 

was measured by the Delta Flume wave generator (cross-shore location 0m). Linear wave theory and 

bound higher and lower harmonics are used to generate the associated time series of incident depth-

averaged velocity. The total incident signal is scaled by up to 15% to ensure the modeled wave energy 

at the center wave gauge (cross-shore location 41m) matches the measured wave energy at that location. 

The lagoon boundary is forced using measured water levels only. Wave-absorbing boundary conditions 

are imposed on the offshore and bay-side boundary to minimize reflection of waves at the model 

boundaries.  

 

All simulations use the calibrated coefficients for hydraulic conductivity and start of turbulence 

described in the previous section. The Chézy bed friction factor in all simulations is set to 37m
½
s

-1
, 

based on typical values for gravel bed rivers (e.g. CIRIA et al., 2007). The cross-shore numerical grid 

resolution in all models varies from 0.25m in deep water to 0.05m at the barrier. 
 

Runup simulations 

Three subseries of the BARDEX dataset with similar waves, but varying groundwater gradients across 

the barrier, are simulated using the coupled groundwater-surface water model. These simulations are 

characterized by equal offshore and lagoon water levels (BB1), a low lagoon water level (C1) and a 

high lagoon water level (C2), see Table 1.  

 

Figure 6 shows the measured and modeled surface water elevation spectra at the location of the shallow 

water pressure transducer (cross-shore location 75m). The figure shows that the coupled model is 

capable of accurately reproducing the hydraulic conditions at the start of the gravel profile and can 

confidently be used to predict runup on the beach face. 

 

The measured and modeled groundwater head time series at four locations in the gravel barrier for all 

three runup simulations are shown in Figure 7. The figure shows that the coupled groundwater-surface 

water model can reproduce the measured groundwater dynamics on the offshore side of gravel barrier 

(PT1 and PT6) relatively well in all three simulations. In particular, the model is able to capture the 

shift from high-frequency variance at PT1 to low-frequency variance at PT6 well. On the back-barrier 

(PT10 and PT13), Series BB1 and C2 are reproduced well, but the model suffers from an over -

prediction of the groundwater head in Series C1 (low lagoon water level). This over-prediction may be 

due to the limitations of the quasi-3D approximation of the groundwater head, in combination with the 

highly non-hydrostatic pressures in the barrier caused by a very steep water level gradient across the 

barrier. Alternatively, spatial variations of the hydraulic conductivity of the barrier, which are not 

accounted for in the model, may lead to larger variations in the groundwater head than predicted in the 

model.  

 

Overall, the groundwater model is capable of reproducing the measured groundwater head time series at 

all buried pressure transducers in the gravel barrier with a median RMS error of 0.03m to 0.09m (Table 

4), which is approximately 1–5 times larger than the estimated accuracy of the measurements. Most 
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importantly, the groundwater model shows clear skill over an estimate of zero groundwater head 

change.  

Figure 8 and Table 5 show measured (black) and modeled (yellow) runup height data for all three 

simulations. In this analysis, measured runup height data are determined from individual swash depth 

time series measured by the array of 45 ultrasonic bed level sensors (cf., Turner et al., 2008). Modeled 

runup data are extracted in a similar manner from the modeled swash depth dataset. The results show 

that the coupled groundwater-surface water model is capable of predicting the 2%-exceedence runup 

height (R2%) with an error of less than 4%, which is considered satisfactory.  

 

The effect of coupling the groundwater model to the surface water model on the predicted runup levels 

is analyzed by re-simulating the same periods with only the surface water model, and no interaction 

with groundwater model. The data of these simulations (red in Figure 8) show that the inclusion of the 

groundwater model is essential in correctly predicting the maximum runup height. 

 

 
 

Figure 6. Measured (black) and modeled (red dashed) surface water elevation spectra at the location of the 

shallow water pressure transducer (cross-shore location 75m) for Series BB1 (left), C1 (center) and C2 

(right). 

 

 
Figure 7. Measured (black) and modeled (red dashed) time series of groundwater head at four locations in 

the gravel barrier, during series BB1 (top row), C1 (center row) and C2 (bottom row). Note that all locations 

correspond to those shown in Figure 5. 

 

Table 4. Error statistics for the groundwater head at all buried pressure transducer measurement points (PT1 - PT13) 

during series BB1, C1 and C2. Skill is determined relative to no groundwater head change. 

 BB1 C1 C2 

 RMSE (m) Bias (m) Skill (-) RMSE (m) Bias (m) Skill (-) RMSE (m) Bias (m) Skill (-) 

Maximum 0.08 0.08 0.97 0.17 0.15 0.79 0.07 0.06 0.94 

Median 0.04 <0.01 0.83 0.09 0.07 0.40 0.03 <0.01 0.73 

Minimum 0.02 <0.01 -4.17 0.05 <0.01 -3.81 0.01 <0.01 -0.54 
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Figure 8. Histograms of runup levels extracted from ultrasonic bed level measurements (white), modeled 

using the coupled groundwater-surface water model (black) and modeled using only the surface water 

model (grey), for Series BB1 (left), C1 (center) and C2 (right). 

 

Table 5. Measured and modeled R2% runup level, and skill using the coupled model, compared to the model 

without groundwater interaction 

Series 
Measured 

R2% 

Coupled 
model R2% 

Modeled R2% without 
groundwater Skill coupled model 

BB1 1.12m 1.11m 1.34m 0.99 

C1 1.26m 1.28m 1.42m 0.98 

C2 1.12m 1.15m 1.30m 0.97 
 

Overwash simulation 

One 10-minute subseries of the BARDEX dataset in which overtopping and overwash took place 

(Series E10) is selected for simulation with the coupled groundwater-surface water model. As in the 

runup simulations, the modeled surface water elevation spectrum at the location of the shallow water 

pressure transducer is well resolved by the model (Figure 9).  

 

The time series of measured and modeled groundwater head at four locations in the barrier are shown in 

Figure 10. As was the case for the runup simulations, the model shows considerable skill in reproducing 

the measured groundwater head variation in time and space, and the frequency shift of variance from 

high to low frequencies across the barrier. The median RMSE for the groundwater head across all 

buried pressure transducers under the barrier is 0.08m (Table 6), which is considered satisfactory for 

the purpose of this model. The groundwater model shows considerable skill (>0.44) over an estimate of 

zero groundwater head change. 

 

Since no data are available in the BARDEX dataset on individual wave overtopping discharges, swash 

depths measured by the array of 45 ultrasonic bed level sensors are used to analyze overtopping and 

overwash in the measurements and model. Figure 11 (left-hand panels) shows measured and modeled 

swash depths at three locations on the barrier. The model is shown to reproduce the decrease in swash 

depth and frequency with increasing distance across the barrier shown in the measurements. The model 

has considerable accuracy in predicting swash depths (Table 7), although it should be noted that inter-

wave periods with zero swash depth significantly add to the statistical accuracy of the model. The 

majority of the error associated with the prediction of the overtopping swash depth occurs at the crest of 

the barrier, where the model appears to under-predict swash depths. 
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The effect of coupling the groundwater model to the surface water model on the modeled overwash is 

analyzed by re-simulating series E10 with only the surface water model, in a manner similar to that 

carried out for the runup simulations. Figure 11 (right-hand panels) shows measured swash depths and 

modeled swash depths if groundwater interaction is not included. The figure shows that the surface 

water model without groundwater interaction overestimates the number of overtopping swashes, and to 

a lesser degree, the depth of the overtopping swashes. Table 8 lists the skill of the coupled groundwater-

surface water model, relative to the surface water model without groundwater interaction, in predicting 

swash depth time series. The table shows that the incorporation of groundwater interaction improves the 

accuracy of the model at all locations (all skill values are positive), and the improvement increases in 

landward direction to the back of the barrier. These data suggest that the inclusion of groundwater 

interaction is essential to accurately simulate the hydrodynamics on the back-barrier during overtopping 

and overwash events, and ultimately overwash flow velocities, discharges and sediment transport 

fluxes. 

 

 

 

 
Figure 9. Measured (black) and modeled (red 

dashed) surface water elevation spectra at the 

location of the shallow water pressure 

transducer (cross-shore location 75m) for 

Series E10. 

 Figure 10. Measured (black) and modeled (red dashed) 

time series of groundwater head at four locations in 

the gravel barrier during series E10. Note that all 

locations correspond to those shown in Figure 5. 

 
Table 6. Error statistics of calibrated groundwater model for the groundwater head at all buried 

pressure transducer measurement points during series E10. Skill is determined relative to no 

groundwater head change. 

 RMSE (m) Bias (m) Skill (-) 

Maximum PT1–PT13 0.14 -0.13 0.85 

Median PT1–PT13 0.08 <0.01 0.74 

Minimum PT1–PT13 0.06 <0.01 0.44 

 
Table 7. Error statistics for the swash depth at ultrasonic bed level sensors 35 - 45 during series 

E10. Skill is determined relative to no swash depth. 

 RMSE (m) Bias (m) Skill (-) 

Maximum BLS35–45 0.03 -0.01 0.75 

Median BLS35–45 0.02 <0.01 0.58 

Minimum BLS35–45 0.01 <0.01 0.27 

 
Table 8. Skill of simulated swash water depth at bed level sensors 35–45 in the coupled 

groundwater-surface water model, relative to simulated water depth in a model without 

groundwater interaction 

BLS35 BLS36 BLS37 BLS38 BLS39 BLS40 BLS41 BLS42 BLS43 BLS44 BLS45 

0.14 0.21 0.26 0.36 0.50 0.51 0.67 0.77 0.74 0.83 0.86 
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Figure 11. Time series of measured (black) and modeled (red dashed) swash depth caused by overtopping 

waves at three locations on the barrier. Left-hand panels correspond to the coupled groundwater-surface 

water model, right-hand panels to the surface water model without groundwater interaction. Locations of 

instruments, cross shore profile and still water levels shown in bottom panel. 

IMPLICATIONS FOR MODELING OVERWASH ON GRAVEL BARRIERS 

The results of Series E10 show that including groundwater interaction is important to accurately predict 

overtopping and overwash events. Since the coupled groundwater-surface water model allows water to 

infiltrate into the gravel as it overtops the barrier, the coupled model predicts fewer and less deep 

overwash events on the back barrier than the model with no groundwater interaction. This effect is 

reflected by the difference in overwash volumes across the barrier predicted by the models for Series 

E10 (Table 9). The results show that the difference in predicted overwash volumes ranges from a factor 

of 1.7 at the crest to 9.3 at the back barrier. The variation in overwash discharge in the coupled model 

imply that approximately 72% of the water overtopping the crest infiltrates into the bed before the back 

of the barrier.  

 

Since infiltration has been shown to play an important role in the simulation of overwash events and 

volumes in the BARDEX series, it is relevant to study whether this is also true for barriers with less (or 

more) permeable sand and gravel matrices. In order to do so, Series E10 is re-simulated using the same 

initial and hydraulic boundary conditions as described in the previous section, but with values for the 

hydraulic conductivity (Klam) varying from 5·10
-4

ms
-1

–5·10
-1

ms
-1

.  

 

The results for these simulations are shown in Figure 12, in which overwash volumes at the barrier crest 

and on the back barrier are shown relative to a case with no groundwater interaction. Clearly, the 

importance of infiltration increases with hydraulic conductivity. However, the figure also shows that 

infiltration effects start to become important at a hydraulic conductivity of approximately 1·10
-2

ms
-1

, 

which corresponds to typical values for fine gravel and well-sorted sand-gravel mixtures. Since the 

gravel barrier in Series E10 is relatively narrow, and infiltration is enhanced by increasing cross-barrier 

width, it is expected that in real-world cases infiltration may become important at even lower values of 

hydraulic conductivity. 

 

From the considerations above, it would appear essential to include groundwater interaction when 

studying overwash on gravel barriers. In practical applications this requires relatively accurate estimates 
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of the effective hydraulic conductivity of the barrier, which can be determined in-situ by permeability 

tests, or from detailed groundwater time series (e.g., Fetter, 1988; Austin et al., submitted). Since even 

half an order of magnitude error can lead to large disparities in predicted overwash volumes, sensitivity 

simulations, in combination with predicted and measured runup data, will remain indispensable for 

most real-world cases. 

 

  
Figure 12. Relationship between hydraulic conductivity and relative overwash volumes at the barrier crest 

(BLS 35, solid line) and on the back barrier (BLS 45, dashed line) for Series E10. Shaded areas show less 

than 10% difference in overwash volume at the barrier crest (light grey) and on the back barrier (dark grey). 

Sediment types are estimates for given hydraulic conductivity ( e.g., Coduto, 1999). 
 

 

 

Table 9. Modeled average overwash volumes (lm
-1

s
-1

) at bed level sensors 35–45 using the coupled groundwater-

surface water model and the surface water model with groundwater interaction. 

 BLS35 BLS36 BLS37 BLS38 BLS39 BLS40 BLS41 BLS42 BLS43 BLS44 BLS45 

Coupled model 25.2 21.8 15.3 11.2 8.6 7.2 6.1 5.4 5.0 4.6 4.5 

No groundwater 41.9 41.9 41.9 41.9 41.9 41.9 41.9 41.8 41.8 41.8 41.8 
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INTRODUCTION 
Gravel beaches and barriers occur on many high-latitude, wave-

dominated coasts across the world. They are widely regarded as an 

effective and sustainable form of coastal defence due to their 

ability to dissipate large amounts of wave energy. However, 

during extreme events waves may succeed in lowering and 

overtopping the barrier crest, causing overwash damage on the 

back barrier, barrier rollback, or even barrier destruction. 

Although rare, such events can lead to loss of lives and significant 

damages to land and infrastructure in the hinterland. Currently, 

coastal managers rely on empirical models to determine the risk of 

storm impacts on gravel coasts. Although these models are 

relatively easy to use, they inherently suffer from limitations in the 

data from which they are derived and the assumptions made to 

parameterise the data.  

One empirical model that is commonly used in the UK is the 

Barrier Inertia Model (BIM; Bradbury, 2000). This model relates 

the probability of overwash on gravel beaches to the wave 

steepness of the incident waves Sw, and the dimensionless barrier 

inertia parameter BI, defined as: 
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in which    is the significant wave height measured at 6–8 m 

water depth (m),    is the deep water wave length of the mean 

period wave (m),    is the freeboard, or height of the barrier crest 

above still water level (m), and   is the cross sectional area of the 

barrier above the still water level (m2). From analysis of 

laboratory and field data, Bradbury (2000) found barrier overwash 

is unlikely to occur when: 

 
54.20006.0  wSBI       (2) 

 

Although the BIM is used in many locations in the UK, the data 

used to derive the threshold overwash relation are specific to the 

site and conditions where they were measured (Hurst Spit in the 

south of England). The model may therefore not be valid for other 

sections of the coast of the UK.  

In this paper we attempt to improve the applicability of the BIM 

by studying the importance of its limitations. Various factors 

affecting gravel barrier storm response, such as wave 

transformation across a shallow foreshore, the effect of the beach 

slope on the runup height and the effect of the permeability of the 

barrier are not included in the model. By correctly understanding 

the effect of these factors, the range of application of the BIM may 

be extended.  

Since field data of gravel barrier breaching are limited and do 

not cover the full range of parameter space that occurs in nature, 

we use a newly developed process-based hydrodynamic model for 

gravel beaches to augment field data.  

MODEL APPROACH 
In this paper we use an existing open-source, process-based 

model for the nearshore and coast called XBeach (Roelvink et al., 

2009) to simulate storm hydrodynamics on gravel barriers. The 

XBeach model has been shown to have quantitative skill in 

hindcasting storm impact, overwash and breaching processes on 
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sandy beaches (Roelvink et al., 2009; McCall et al., 2010) and 

simulating overwash hydrodynamics on a gravel barrier (McCall 

et al., 2012). The XBeach model is able to simulate non-

hydrostatic flow in a manner similar to the one-layer version of 

the SWASH model (Smit et al, 2010; Zijlema et al., 2011), 

thereby enabling XBeach to solve flow and surface elevation 

variations due to short waves in intermediate and shallow water 

depths (      ) with relative dispersion and celerity errors less 

than 5%. XBeach has been extended to include the effect of 

infiltration and exfiltration on gravel beaches through the use of a 

non-hydrostatic groundwater model (McCall et al. 2012).  

Since the XBeach model has not yet been developed to simulate 

gravel sediment transport, the model cannot predict the 

morphological response of the barrier during storm conditions. 

However, estimates of the type of response of the gravel barrier to 

storm forcing (erosion of the beach, overtopping of the crest, 

overwash of the barrier, barrier rollback, or barrier destruction) 

may be inferred from the simulated hydrodynamics on the initial 

barrier profile as discussed below.  

Following engineering design guidelines for the stability of rip-

rap structures under overwash conditions (Simm, 1991; Frizell et 

al., 1998), threshold average discharge levels can be estimated for 

the start of damage to the barrier crest (2 l/s/m), the start of 

damage on the back barrier (20 l/s/m) and severe damage on the 

back barrier slope (100 l/s/m). If a tentative relation is made 

between damage to the barrier crest and overtopping morphology, 

and between damage on the back slope and overwash morphology, 

these guidelines may be used to estimate barrier storm response to 

simulated overtopping discharges.  

The model approach used in this paper is tested by comparison 

of the estimated barrier response, using the simulated overtopping 

discharge and overtopping thresholds, to the response predicted by 

the BIM for the range of conditions for which the model is valid. 

In addition, the XBeach model approach is applied to known 

storm events for which the BIM is not strictly valid to show the 

skill of the process-based model relative to the empirical model. 

To be able to vary the barrier geometry in the model 

simulations, the shape of a typical gravel barrier is reduced to a set 

of parameters (Figure 1) describing the crest height above still 

water level     , the depth of the toe of the gravel barrier       , 
the width of the barrier (  ), and the angle of the seaward and 

landward slopes of the barrier and the seabed slope (      , 

      and        ). 

MODEL CALIBRATION 
To confirm that the process-based hydrodynamic model, 

combined with the discharge threshold estimates for overwash, is 

able to predict the same morphological response as the BIM, over 

900 XBeach simulations were run. In these calibration 

simulations, the hydrodynamic forcing parameters and the 

geometry of the barrier are varied randomly within the range of 

conditions from which the empirical BIM was derived (see Table 

1 for a summary). A random JONSWAP wave time series was 

imposed on the model boundary in every simulation and the 

average overtopping discharge (qc in Figure 1) was calculated over 

a 20-minute period.  

The results of the calibration simulations are shown in BIM 

parameter space in Figure 2. In the upper panel, the threshold for 

overtopping discharge in the XBeach model to classify as 

overwash is set at 20 l/s/m. The figure shows reasonable 

agreement between the threshold for overwash in the BIM (black 

curve) and XBeach predictions of overwash (black squares). The 

XBeach model generally predicts overwash in most simulations 

with low BI values and a reduction in overwash probability for 

higher wave steepness. However, approximately 9% of the 

XBeach simulations that lie above the empirical BIM threshold 

curve are predicted to produce overwash (false positives), 

indicating that the hydrodynamic model may be overestimating 

the overtopping discharge due to the lack of morphological 

feedback in XBeach, or the threshold of 20 l/s/m is too low to 

classify as overwash on gravel barriers.  

In the lower panel in Figure 2, the threshold for overtopping 

discharge in the XBeach model to classify as overwash is set at 

100 l/s/m. The results show good quantitative agreement between 

the threshold for overwash in the BIM (black curve) and the upper 

limit of XBeach simulations with overwash (black squares). In 

this case fewer than 2% of the XBeach simulations that lie above 

the empirical BIM threshold curve are predicted to produce 

overwash (false positives). However, at this discharge 

classification level for overwash, many simulations (60%) below 

the BIM threshold curve are predicted not to cause overwash by 

the XBeach model. These predictions are not necessarily false 

negatives, since the BIM only states that overwash is unlikely to 

occur above the empirical threshold. However, the use of 

100 l/s/m as a classification for overwash is probably not a 

conservative measure for engineering purposes. 

The results of the calibration simulations show that even 

without a morphodynamic component, the hydrodynamic XBeach 

model can predict the likely morphological behaviour (as inferred 

from overwash volumes) of gravel barriers described by the BIM 

in the majority of the calibration simulations. Due to the lack of 

any morphodynamic feedback in the model, the prediction of 

cases that lie close to the BIM threshold is less accurate. In these 

cases, the storm response of the barrier should be estimated using 

a conservative lower bound of 20 l/s/m and an upper bound of 

100 l/s/m for overtopping discharge to classify overwash. 

 
Figure 1. Cross-section of a schematic gravel barrier and the 

geometric parameters describing its shape. 

Table 1.  Overview of the hydrodynamic forcing and barrier geometry parameter ranges used in the model calibration simulations. 

Hs (m) Sw (%) Rc /Hs (-) Wc (m) Dtoe (m) βbeach (-) βback (-) βseabed (-) K (m/s) 

1.0–4.0 1.7–4.0 0.0–3.0 5.0–20.0 5.4 0.14 0.03 0.005 0.05 
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MODEL VALIDATION 
A series of 22 documented storm impacts on gravel barriers and 

three BARDEX physical model experiments (see Table 2) are 

hindcast in order to validate the XBeach model approach. In these 

hindcast simulations, the barrier geometry is parameterised in a 

similar manner to the calibration simulations, using documented 

topographic and bathymetric data to estimate the toe depth, beach 

slope, seabed slope, crest height and barrier width. The hindcast 

models are forced using documented maximum wave conditions 

and surge levels where available, and estimates combined with 

sensitivity bands where accurate data are not available. Due to 

uncertainties in the hydraulic forcing conditions and pre-storm 

crest elevation, cases C78, C78, S01, S04 and HI are simulated 

using the range of hydraulic forcing and barrier geometries 

presented in Table 2. Recorded data of the barrier hydraulic 

conductivity are used for the simulation of the BARDEX, Chesil 

Beach and Loe Bar cases; for other locations the conductivity is 

approximated from the conductivity of beaches with similar grain 

sizes.  

The documented barrier storm response of the 25 hindcast 

events are categorised into four levels of storm response (rollback 

and severe overwash; overwash damage on back barrier; 

overtopping and crest build-up; and beach erosion with no change 

to crest) according the extent of the observed profile change 

during the storm and the amount of flooding of the area behind the 

barrier. The simulated overtopping discharges in the hindcast 

simulations are plotted in Figure 3 according to the location of the 

storm event in BIM parameter space and according to the 

classification of the barrier storm response. Note that the vertical 

scale in Figure 3 is logarithmic. 

HS, BE10 and C79 are classified as barrier rollback or severe 

overwash events. HS and BE10 showed significant lowering and 

retreat of the crest and flooding of the hinterland. C79 also showed 

severe flooding of the hinterland and lowering of the crest, but no 

barrier retreat. Figure 3 (upper panel) shows that XBeach predicts 

overtopping discharge rates greater than 100 l/s/m at HS and 

BE10, and over 20–100 l/s/m at C79. All three events would be 

classed as overwash events in the XBeach model according to the 

threshold values found in the model calibration. Although HS and 

BE10 are both below the BIM overwash threshold, C79 is located 

above the threshold curve and would therefore not be predicted to 

be an overwash event by the BIM.  

Overwash events are indentified by damage on the back barrier 

and limited flooding of the hinterland. These events include C78, 

which caused some flooding behind the barrier, S01, which caused 

significant damage to the main road located on the barrier, and 

five separate storms between 1994 and 2000 at Medmerry (MMo). 

Figure 3 (upper centre panel) shows that the XBeach model 

correctly predicts the possibility of overwash (qc > 20 l/s/m) at 

SL01, and overwash for one storm event at Medmerry. However, 

C78 and the four other Medmerry storms are predicted to have an 

overtopping discharge less than 20 l/s/m and would therefore 

incorrectly be classed as non-overwash events. None of the storms 

in this category would, however, be predicted as possible 

overwash events by the BIM. 

Overtopping events are classified as events during which the 

crest builds up (increase in crest elevation), the extent of the 

morphological change just reaches the crest, or the documentation 

describes occasional waves overtopping the crest. These include 

S04, HI and BE1. The XBeach model predicts overtopping 

discharges less than 20 l/s/m at all these sites and are therefore 

correctly classified as non-overwash events. The model does 

predict limited overtopping of the barrier crest (2–20 l/s/m) at 

SL04 and HI, which corresponds with the notion of occasional 

waves overtopping the crest. 

The final classification is for storm events which affected the 

beach, but did not reach the crest. These events are called erosion 

events, and include three storms at Medmerry (MMs), four storms 

at Loe Bar (LB), the four largest storms each year between 2007 

and 2010 at Chesil Beach (C07) and BC1. In a similar fashion to 

the overtopping events, the overwash discharge hindcast by the 

XBeach model is less than 20 l/s/m, and would therefore correctly 

be classified as non-overwash events. All events except the storms 

at Medmerry are predicted to have less than 2 l/s/m overtopping 

discharge, which corresponds with the notion of no waves 

reaching the crest.  

 

 
Figure 2. Estimated cases of overwash (black squares) and non-overwash (grey circles) in the calibration simulations, for two different 

overwash discharge thresholds. According to the BIM, overwash is unlikely to occur in the parameter space above the black curve.  
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The validation hindcast simulations show that the XBeach 

model correctly predicts the possibility of overwash in five out of 

ten overwash storms events. Although the absolute accuracy of the 

XBeach model overwash prediction is only 50% in this validation 

dataset, the XBeach model still appears to improve upon the BIM, 

which only identifies two overwash events. The majority of 

incorrect predictions in the XBeach model are for storm events at 

Medmerry (four incorrect predictions of erosion or overtopping 

instead of overwash and three incorrect predictions of overtopping 

instead of erosion), suggesting that the natural system at 

Medmerry is not well described by the XBeach model, or by the 

documented storm data.  

MODEL SENSITIVITY 
Although the XBeach model does not have perfect skill in 

predicting overwash events, it does comprise an improvement 

over the BIM in locations for which the BIM is not strictly valid. 

In addition, the XBeach model can be used to improve our 

understanding of the limits of the BIM by studying how 

overtopping discharge rates in the XBeach model are affected by 

hydraulic forcing conditions and the geometry of the gravel 

barrier. These model sensitivities may provide insight in the 

applicability of the BIM at other locations along the coast of the 

UK. This sensitivity analysis is carried out using over 13,000 

simulations with varying hydraulic boundary conditions and 

barrier geometries, as summarised in Table 3. All simulations are 

carried out using random JONSWAP wave time series that are 

imposed at a depth of 20 m.  

The importance of variations in the input parameters on the 

simulated overwash discharge is examined by comparing the 

relative difference between the overtopping/overwashing 

discharges in simulations with the largest and smallest values for 

one input parameter, and equal values for all other input 

parameters. In this way the sensitivity to for instance hydraulic 

conductivity K can be determined by comparing the overtopping 

discharge in simulations with K = 0.1 m/s and K = 0.001 m/s, with 

all other parameters constant. The difference between the 

overtopping discharges is normalised using the larger of the two 

discharge rates. The results for individual parameter combinations 

are summarised by computing the median value of all relative 

differences for one input parameter across all combinations of the 

other input parameters.  

The median relative overtopping differences for six input 

parameters are shown in Figure 4. Positive values in the figure 

correspond to a positive correlation between the input parameter 

and relative overtopping discharges. The figure shows a strong 

sensitivity of overtopping discharge to the wave height, wave 

steepness and relative freeboard (Rc/H). These parameters are well 

known to influence overwash and are included in the 

 
Figure 3. Simulated overtopping discharges (qc) for all model 

hindcast sites. Marker colours relate to the simulated 

overtopping volumes. Note that C79, C78, S04, HI and S01 have 

multiple markers to show the range of uncertainty in the 

boundary conditions. Where sensitivity simulations have been 

carried out with equal wave steepness, error bars indicate the 
range of simulated overtopping discharge and BI values. 

Table 2. Overview of the model sites, the documented barrier response to the storm event, the number of events modelled, and the 

hydrodynamic forcing and barrier geometry parameter ranges used in the XBeach validation hindcast simulations. 

Case (abbreviation) Response No. events Hs (m) Tp (s) Rc (m) Wc (m) Dtoe (m) βbeach (-) βseabed (-) K (m/s) 

Hurst Spit 19891,2 (HS) Rollback 1 2.6 9.0 1.0 10.0 5.4 0.14 0.005 0.05 

BARDEX E103 (BE10) Rollback 1 0.8 8.0 0.2 5.0 3.3 0.14 0.010 0.15 

Chesil Beach 19794,5,6 (C79) Severe 

overwash 
1 5.3–6.3 16.3 8.2–11.2 10 17.3 0.20 0.010 0.05 

Chesil Beach 19784,5,6 (C78) Overwash 1 4.0–5.0 12.0 8.3–11.3 10 17.2 0.20 0.010 0.05 

Slapton Sands 20017,8 (S01) Overwash 1 3.0–4.0 9.4 1.8–3.3 30.0 10.8–11.3 0.10 0.010 0.02 

Medmerry 1994–20004,9 (MMo) Overwash 5 1.7–3.0 8.0–10.3 2.3–3.4 25 2.1–3.2 0.11 0.020 0.05 

BARDEX E13 (BE1) Overtop 1 0.9 4.6 0.9 6.0 3.2 0.20 0.010 0.15 

Hayling Island 200510 (HI) Overtop 1 2.4–3.3 16.4–18.2 3.3–4.3 10 7.3–8.3 0.13 0.002 0.05 

Slapton Sands 20047,8,11 (S04) 
Erosion / 

overtop 
1 3.0–4.0 7.6–8.4 2.5–4.3 30.0 9.8–10.5 0.10 0.010 0.02 

BARDEX C13 (BC1) Erosion 1 0.8 4.5 1.5 6.0 2.0 0.14 0.010 0.15 

Chesil Beach 2007–'106,10 (C07) Erosion 4 4.4–5.9 9.1–12.5 10.4 10 17.1 0.20 0.010 0.05 

Loe Bar 2011–'1210 (LB) Erosion 4 3.2–5.5 12–18 6.4–7.6 45.0 11.2–12.4 0.077 0.010 0.01 

Medmerry 1993–20024,9 (MMs) Erosion 3 2.1–2.4 9.1–9.6 2.5–2.8 25 2.7–3.1 0.11 0.020 0.05 
Data sources: 1Bradbury (2000), 2Bradbury and Powell (1992), 3Williams et al. (2012), 4DEFRA (2008), 5May and Hansom (2003), 6Heijne and West (1991), 7Chadwick et al. 

(2005), 8Austin et al. (sub.), 9Cope (2005), 10Poate et al. (2012), 11Austin (2005). Additional profile and wave data courtesy of the Channel Coastal Observatory. 
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parameterisation used in the BIM. However, the figure also shows 

significant sensitivity of the overtopping discharge to the depth of 

the toe of the gravel beach and the slope of the beach, and some 

sensitivity to the hydraulic conductivity; these factors are not 

accounted for in the BIM.  

The median relative overtopping difference due to variations in 

the depth of the beach toe is 93%. Much of this difference is 

attributed to the shallowest beach toe depth of 0.5 m, which 

ensures that the majority of wave energy is dissipated before it 

reaches the gravel barrier. A comparison between a toe depth of 

5 m and 10 m leads to a lower median relative overtopping 

difference of 36%. The effect of the overtopping difference due to 

the toe depth is shown in Figure 5 (left panels), in which simulated 

cases of overwash are shown in BIM parameter space. The figure 

shows a considerable reduction in the upper limit of simulated 

overwash on beaches with shallow toe depths relative to those 

with large toe depths. This significant difference could imply that 

a modification of the BIM for beaches with shallow toes would 

greatly increase the applicability of the empirical model. Note that 

in all sensitivity simulations, the water depth for the determination 

of Hs and Tm in BIM parameter space is chosen as 20 m (instead of 

6–8 m in Bradbury, 2000)  in order to exclude the effect of prior 

wave-breaking. 

The effect of beach slope variations between 1/5 and 1/20 leads 

to a median relative overtopping difference of 92%. The 

difference remains large (80%) for beach slope variations between 

1/10 and 1/20. Figure 5 (centre panels) shows that this difference 

leads to a lowering of the upper limit of overwash on shallow 

beach slopes relative to steep beach slopes. This lowering is 

particularly significant for low steepness wave conditions 

(Sw < 0.025), in which the runup may be more greatly affected by 

the imposed beach slope variations than for steep wave conditions. 

The incorporation of an empirical runup formulation for gravel 

beaches in the BIM may greatly improve the empirical model’s 

applicability on beaches that are not similar in steepness to the 

original dataset.  

The median relative overtopping difference due to variations in 

the hydraulic conductivity (23%) is smaller than the difference 

due to the beach toe depth and beach slope variations. Although 

this variation is not insignificant in terms of its coastal flooding, 

the difference is not sufficient to significantly alter the threshold 

for overwash across the entire parameter space. This is reflected in 

Figure 5 (right panels) in which no clear difference can be found 

between the upper bound for overwash where K = 0.1 m/s and 

K = 0.001 m/s. In certain ranges of parameter space, the effect of 

the hydraulic conductivity on the overwash threshold does become 

important, in particular for steep waves (Sw > 0.025) and relative 

freeboard values of ~1 (cf. McCall et al., 2012). However, since 

the XBeach model does not include morphodynamics, which are 

expected to influence overwash under such conditions, no strong 

conclusions can be drawn from those data.  

CONCLUSIONS 
A process-based non-hydrostatic flow model has been applied 

to simulate overwash events on gravel barriers. Since the model 

currently does not compute the morphodynamic feedback of the 

gravel barriers to the storm forcing, an estimate of the barrier 

storm response is inferred from computed overtopping discharges. 

In this manner, the model was shown to produce similar 

predictions for overwash as the empirical Barrier Inertia Model for 

the majority of parameter combinations within the validity range 

of the empirical model. However, the lack of morphodynamics in 

the process-based model leads to greater uncertainty in overwash 

predictions near the empirical threshold for overwash. When 

applied to 25 historical storm impacts, the process-based model 

showed improvement over the empirical model in predicting the 

possibility of overwash, indicating that the process-based model 

has value as coastal management tool alongside the empirical 

model. The process-based model was applied to study the 

sensitivity of overwash to input parameters outside the validity 

range of the empirical Barrier Inertia model. This analysis showed 

that two parameters currently missing in the BIM, the depth of the 

gravel beach toe and the gravel beach slope, greatly affect the 

threshold criteria for overwash. Hydraulic conductivity was shown 

to have a less dominant effect on the threshold for overwash than 

the barrier geometry. 

Modifications to the parameterisation of the BIM, based on the 

sensitivity analysis of the process-based model, may help to 

increase the applicability of the empirical model. The dependency 

of the overtopping discharge on the beach slope and wave 

steepness suggests that the empirical model may be improved 

through the inclusion of an Iribarren-type formulation for runup in 

the Barrier Inertia term BI. Similarly, the inclusion of the wave 

height and water depth at the gravel beach toe may improve the 

accuracy of the BIM on gravel beaches with wide sandy terraces. 

However, due to the highly non-linear interaction between 

incident primary waves and secondary low frequency waves on 

such beaches, a simple parameterisation may not be possible. 

Table 3.  Overview of the hydrodynamic forcing and barrier geometry parameter ranges used in the model sensitivity simulations. 

Hs (m) Sw (%) Rc /Hs (-) Wc (m) Dtoe (m) βbeach (-) βback (-) βseabed (-) K (m/s) 

2.0–6.0 0.9–5.9 0.1–1.3 10.0–100.0 0.5–10 0.05–0.20 0.03 0.010 0.001–0.10 

 
Figure 4. Median relative difference in overtopping volume for input parameters. Positive values indicate increasing overtopping 

discharge with increasing values of the input parameter. 
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Although the process-based model used in this analysis has 

been shown to predict overwash on gravel barriers with equal or 

better skill than the BIM, there is still much room for 

improvement before it can be used for engineering purposes. In 

order to achieve this goal, research is currently being carried out 

as part of the EPSRC-funded NUPSIG-project to develop and 

validate the model for storm impacts on gravel beaches.  
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In this paper we present a process-based numerical model for the prediction of storm hydrodynamics and hy-
drology on gravel beaches. The model comprises an extension of an existing open-source storm-impact model
for sandy coasts (XBeach), through the application of (1) a non-hydrostatic pressure correction term that allows
wave-by-wave modelling of the surface elevation and depth-averaged flow, and (2) a groundwater model that
allows infiltration and exfiltration through the permeable gravel bed to be simulated, and is referred to as
XBeach-G. Although the model contains validated sediment transport relations for sandy environments, trans-
port relations for gravel in the model are currently under development and unvalidated. Consequently, all simu-
lations in this paper are carried out without morphodynamic feedback. Modelled hydrodynamics are validated
using data collected during a large-scale physical model experiment and detailed in-situ field data collected at
Loe Bar, Cornwall, UK, as well as remote-sensed data collected at four gravel beach locations along the UK
coast during the 2012–2013 storm season. Validation results show that the model has good skill in predicting
wave transformation (overall SCI 0.14–0.21), run-up levels (SCI b0.12; median error b10%) and initial wave
overtopping (85–90% prediction rate at barrier crest), indicating that themodel can be applied to estimate poten-
tial storm impact on gravel beaches. The inclusion of the non-hydrostatic pressure correction term and ground-
water model is shown to significantly improve the prediction and evolution of overtopping events.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Gravel beaches and barriers occur on many high-latitude, wave-
dominated coasts across theworld. Due to their natural ability to dissipate
large amounts ofwave energy, gravel coasts arewidely regarded as an ef-
fective and sustainable form of coastal defence. However, during extreme
events waves may overtop, overwash, and even lower, the crest of the
gravel beach, flooding the hinterland. Although rare, such events can
lead to loss of lives and significant damages to land and infrastructure.

In the UK, gravel is routinely used to nourish the coast (Moses and
Williams, 2008). Despite this practice and previous research done to de-
scribe gravel barrier response to extreme storm events in a qualitative
sense (e.g., Orford, 1977), coastal managers are currently forced to rely
on simple empirical models to make quantitative predictions of gravel
beach storm response and associated flooding risk (e.g., Bradbury, 2000;
Powell, 1990). Although these empirical models have been applied with
some success in the UK (e.g., Cope, 2005), they are inherently limited in
their application by the range of conditions and data from which they
are derived (cf. Bradbury et al., 2005; Obhrai et al., 2008). Since these
models have been developed for relatively uncomplicated natural

coastlines, managed coastlines (approximately 44% of the England and
Wales coastline; DEFRA, 2010) containing man-made flood defence and
beach regulation structures (seawalls, dikes, groynes) cannot be easily
simulated using such models. More importantly, the application of these
models outside their range of validity has been shown to underestimate
the possibility of barrier overwash and breaching during stormconditions
(cf. McCall et al., 2013; Van Rijn, 2010), leading to unsafe estimates of
flooding. It is clear that these limitations will inhibit the use of such
models to make accurate predictions of future storm impacts under
changing environmental conditions.

Process-basedmodels offer an improvement over empiricalmodels in
that if the important underlying physics are understood and included in
these models, they can be universally applied. In recent years advance-
ments have been made in the development of process-based models for
storm impact on sandy coasts (e.g., Roelvink et al., 2009; Tuan et al.,
2006; van Thiel de Vries, 2009). In contrast, relatively few process-
based models have been developed for gravel beaches. Due to the lack
of measurement data collected under energetic to storm conditions on
gravel beaches, existing process-basedmorphodynamicmodels for gravel
beaches (e.g., Jamal et al., 2014; Pedrozo-Acuña et al., 2006; Van Rijn and
Sutherland, 2011;Williams et al., 2012b) have been developed using data
collected on natural or laboratory gravel beaches during low tomoderate
wave energy conditions, and may therefore not be representative of the
physics and morphodynamics occurring during energetic storm events.
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Additionally, while the initial results of existing process-based numerical
models are promising, the validation of these models has thus far been
limited to comparisons of morphological changes, rather than the hydro-
dynamic processes at the heart of themorphodynamic cycle. In particular,
the implicit parametrisation (transfer of energy fromwave-action balance
to long waves; Jamal et al., 2014) and explicit parametrisation (effective
onshore-directed swash velocity; Van Rijn and Sutherland, 2011) of the
incident-band swash dynamics, which dominate wave run-up and
overtopping motions on gravel beaches, require further validation before
these models can be safely applied to simulate storm impacts on gravel
beaches. Note that this point is also briefly referred to by Williams et al.
(2012b), who applied both an incident-band phase-resolving shallow
water wave approach, as well as an implicit wave-action balance type
parametrisation, to simulate swash dynamics on a gravel barrier.

An accurate process-based model for storm impacts on gravel
beaches would greatly increase the capacity of coastal managers to
manage and plan for large storm events, such as those experienced in
the UK in the winter of 2013–2014. Such a model could not only be
used to provide early-warning of flooding events and assist emergency
response coordination, but can also greatly improve the design of coast-
al defence structures and mitigation plans. The latter is particularly im-
portant when considering the large investments required in order to
combat the potential effects of climate change and sea level rise on
flooding (e.g., Environment Agency, 2009).

In this paper we attempt to address the need for a storm-impact
model for gravel beaches by presenting a process-based model capable
of simulating the hydrodynamics andhydrology on gravel beaches during
storms. The model is validated using data collected during a large-scale
physicalmodel experiment (BARDEX;Williams et al., 2012a) anddetailed
in-situ field data collected at Loe Bar, Cornwall, UK (Poate et al., 2013,
2014), as well as remote-sensed data collected at three other gravel
beach locations along the UK coast during the 2012–2013 storm season,
collected as part of the EPSRC-funded NUPSIG1 project. The model is pre-
sented as a first step towards the development of a process-based
morphodynamic model for storm impacts on gravel coasts.

2. Model description

In this paper we apply an existing open-source, process-based
morphodynamic model for the nearshore and coast called XBeach2

(Roelvink et al., 2009) to simulate the hydrodynamics on gravel beaches
and barriers. The XBeach model has been shown to have good quantita-
tive skill in hindcasting storm impact, overwash and breaching processes
on sandy beaches (McCall et al., 2010; Roelvink et al., 2009). Two modi-
fied versions of thismodel havebeenpreviously appliedwith relative suc-
cess to model low wave-energy berm-building on a gravel beach
(Milford-On-Sea; Jamal et al., 2014) and overwash on a gravel barrier
(Slapton Sands; Williams et al., 2012b), although the physics included
in the model were different in the two cases and both models effectively
parametrised the incident-bandwave run-up. In this paper,we use a one-
layer, depth-averaged, non-hydrostatic extension to the XBeach model
(Smit et al., 2010), similar to the SWASH model (Smit et al., 2013;
Zijlema et al., 2011), that allows XBeach-G to solve wave-by-wave flow
and surface elevation variations due to short waves in intermediate and
shallow water depths. This is particularly important for application on
gravel beaches, where due to steep slopes swashmotion ismainly at inci-
dent wave frequencies, and infragravity wave motion, which dominates
the inner surf and swash zone on sandy beaches during storms, is of sec-
ondary importance (e.g., Buscombe andMasselink, 2006). To correctly ac-
count for upper swash infiltration losses and exfiltration effects on lower
swash hydrodynamics on gravel beaches, we compute groundwater dy-
namics and the exchange between groundwater and surface water

using a newly developed groundwater model coupled to XBeach
(McCall et al., 2012). Again, interaction between swash flows and the
beach groundwater table are considered particularly important on gravel
beaches due to the relatively large hydraulic conductivity of the sediment,
while on sandy beaches this process is of significantly less importance
(e.g., Masselink and Li, 2001).

In the following section we describe the central equations of the
coupled surface water–groundwater model, which is termed XBeach-
G in this paper (as in XBeach-Gravel). Although both surface water
model and groundwater model are fully 2DH, in this paper we will re-
strict the description of the equations and application of the models to
their 1D equivalent. We refer to Roelvink et al. (2009) and Smit et al.
(2010) for a full description of the XBeach surface water model and its
non-hydrostatic extension, andMcCall et al. (2012) for a full description
of the XBeach groundwater model.

2.1. Model coordinate system and grid

XBeach-G uses a coordinate systemwhere the computational x-axis is
orientated in the cross-shore direction, positive towards the coast, and a
staggered grid system in which bed levels, surface water levels, ground-
water levels, dynamic pressure, groundwater head and vertical fluxes
are defined in cell centres, and horizontal fluxes are defined at cell inter-
faces. In 2DH applications, the computational grid may be curvilinear
(Roelvink et al., 2012); however, in this paper we apply only 1D rectilin-
ear, non-equidistant grids. Since incident-band wave motions are re-
solved explicitly in the XBeach-G model, the grid resolution for an
XBeach-G model is higher than for a regular XBeach model in which
wavemotions are computed on the wave group scale. In a 1D application
of XBeach-G, this increase inmodel resolution leads to approximately 2–3
times greater computation times than a coarser resolution 1D XBeach
model. The simulations presented in this paper have a simulation to com-
putation time ratio of approximately 1:1–2:1 on a standard desktop PC,
although higher ratios of approximately 5:1 can be achieved at the ex-
pense of detailed model resolution on the foreshore and backshore.

Surface water and groundwater dynamics are both computed using
one layer in the vertical each, with the computational surface water
layer located above the groundwater layer. Although themodel equations
are depth-averaged, two quasi-3D models are used to compute vertical
velocities and pressures at the surface and bottom of the surface water
and groundwater layers, in order to approximate the non-hydrostatic
pressure distribution. The principal equations of the XBeach-G model
are described in the following sections in their 1D-form.

Surface water flow is solved using a limited MacCormack (1969)
predictor–corrector scheme that is second-order accurate in areas
where the solution is smooth, and first-order accurate near discontinu-
ities (Smit et al., 2010). The scheme is mass andmomentum conserving
following Stelling and Duinmeijer (2003), allowing for the correct rep-
resentation of drying andflooding, aswell as the capture of sub- and su-
percritical flows and shock-like features. Groundwater flow is solved
using first-order central differences, which is considered sufficient to
describe the inherently dissipative groundwater dynamics.

2.2. Surface water flow

Depth-averaged flow due to waves and currents are computed using
thenon-linear shallowwater equations, including anon-hydrostatic pres-
sure term and a source term for exchange with the groundwater:

δζ
δt

þ δhu
δx

þ S ¼ 0 ð1Þ

δu
δt

þ u
δu
δx

−νh
δ2u
δx2

¼ − 1
ρ
δ qþ ρgζð Þ

δx
−cf

u uj j
h

ð2Þ
1 NewUnderstanding and Prediction of Storm Impacts onGravel beaches (http://www.

research.plymouth.ac.uk/coastal-processes/projects/nupsigsite/home.html).
2 eXtreme Beach behaviour (www.xbeach.org).
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where x and t are the horizontal spatial and temporal coordinates respec-
tively, ζ is the free surface elevation above an arbitrary horizontal plane, u
is the depth-average cross-shore velocity, h is the total water depth, S is
the surfacewater–groundwater exchange flux, vh is the horizontal viscos-
ity, ρ is the density of water, q is the depth-averaged dynamic pressure
normalised by the density, g is the gravitational constant and cf is the
bed friction factor. Note that the exchange of horizontal momentum be-
tween the surface water and groundwater layer is assumed negligible.

The horizontal viscosity (vh) is computed using the Smagorinsky
(1963) model to account for the exchange of horizontal momentum at
spatial scales smaller than the computational grid size, which under as-
sumption of longshore uniformity in flow and absence of longshore cur-
rent is given as:

νh ¼ 2 cSΔxð Þ2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

δu
δx

� �2
s

ð3Þ

where cs is the Smagorinsky constant, set at 0.1 in all model simulations
and Δx is the computational grid size.

The bed friction factor (cf) is computed using the Chézy equation for
turbulent flow:

cf ¼
g
C2 ¼ 1

32 log2 12h
k

� � ð4Þ

whereC ¼
ffiffiffiffiffiffiffiffiffi
32g

p
log 12h

k

� �
is the Chézy bed friction coefficient and k is the

characteristic roughness height. In this paper we assume k = 3D90 in
order to estimate bed friction in the swash zone on gravel beaches,
which is the focus of this paper. Since this estimate of the roughness
height is only valid for flat beds, the bed frictionmay be underestimated
in the shoaling and surf zone.

The depth-averaged normalised dynamic pressure (q) is derived in a
method similar to a one-layer version of the SWASH model (Zijlema
et al., 2011), in which the depth-averaged dynamic pressure is comput-
ed from themean of the dynamic pressure at the surface and at the bed,
assuming the dynamic pressure at the surface to be zero and a linear
change in the dynamic pressure over depth. In order to compute the
normalised dynamic pressure at the bed, the contributions of advective
and diffusive terms to the vertical momentum balance are assumed to
be negligible:

δw
δt

þ δq
δz

¼ 0 ð5Þ

where w is the vertical velocity and z is the vertical coordinate.
The vertical velocity at the bed is set by the kinematic boundary

condition:

wb ¼ u
δξ
δx

ð6Þ

where ξ= ζ− h is the elevation of the bed and the subscript b refers
to the location at the bed.

Combining the Keller-box method (Lam and Simpson, 1976) as ap-
plied by Stelling and Zijlema (2003) for the description of the pressure
gradient in the vertical and Eq. (5), the vertical momentum balance at
the surface can be described by:

δws

δt
¼ 2

qb
h
− δwb

δt
ð7Þ

where the subscript s refers to the location at the surface. The dynamic
pressure at the bed is subsequently solved by combining Eq. (7) and the
local continuity equation:

δu
δx

þws−wb

h
¼ 0: ð8Þ

Smit et al. (2010) have shown that the inclusion of the dynamic pres-
sure described above reduces the relative dispersion and celerity errors in
the non-linear shallow water equations of XBeach to less than 5% for
values of kh≤ 2.5 and allows for accurate modelling over wave transfor-
mation on dissipative beaches. In order to improve the computed location
andmagnitude of wave breaking, we apply the hydrostatic front approx-
imation (HFA) of Smit et al. (2013), in which the pressure distribution
under breaking bores is assumed to be hydrostatic. Following the recom-
mendations of Smit et al. (2013), we consider waves to be hydrostatic
bores where δζ

δt N0:6 and to reform if δζ
δt b0:3 . Although this method

greatly oversimplifies the complex hydrodynamics of plunging waves
on gravel beaches, we show in this paper that the application of this
model provides sufficient skill to describe dominant characteristics of
the flow, without requiring computationally-expensive high-resolution
discretisation of the vertical and surface tracking of overturning waves.

2.3. Groundwater flow

Horizontal groundwater flow in the aquifer is computed assuming in-
compressible flow and the Law of Darcy (1856):

δhgwugw

δx
−wgw;s ¼ 0 ð9Þ

ugw ¼ −K
δH
δx

ð10Þ

where ugw is the depth-averaged horizontal groundwater velocity, hgw is
the height of the groundwater surface above the bottom of the aquifer,
wgw,s is the vertical groundwater velocity at the groundwater surface, K
is the hydraulic conductivity of the aquifer and H is the depth-averaged
hydraulic head. Note that the bottom of the aquifer is assumed imperme-
able and the vertical groundwater velocity at the bottom of the aquifer is
zero. Since Darcy's Law is only strictly valid for laminar flow, we approx-
imate turbulent groundwater flow conditions using a modification of the
laminar hydraulic conductivity similar to Halford (2000):

K ¼ Klam

ffiffiffiffiffiffiffiffiffiffiffi
Recrit
Re

r
ReNRecrit

Klam Re≤Recrit

8<
: ð11Þ

where Klam is the laminar hydraulic conductivity, Recrit is the critical Reyn-

olds number for the start of turbulent flow, Re ¼ ugwj jD50

nν is the Reynolds
number of the groundwaterflow in the pores of the aquifer,D50 is theme-
dian grain size, v is the kinematic viscosity of water and n is the porosity.

In order to compute the non-hydrostatic groundwater pressure, the
groundwater head is approximated by a parabolic curve in the vertical,
which is bound by a zero vertical velocity condition at the impermeable
bottom of the aquifer, the imposed head at the groundwater surface,
and an assumption of a constant gradient in the vertical groundwater
velocity over the vertical (McCall et al., 2012):

H σð Þ ¼ β σ2−h2gw
� �

þ Hbc ð12Þ

in which H is the groundwater head, varying over the vertical, σ is the
vertical coordinate above the bottom of the aquifer, β is the parabolic
curvature coefficient and Hbc is the head imposed at the groundwater
surface. In the case of hydrostatic pressure, β reduces to zero. The
depth-average value of the groundwater head is found by integrating
Eq. (12) over the groundwater column:

H ¼ 1
hgw

Zhgw
0

H σð Þdσ ¼ Hbc−
2
3
βh2gw: ð13Þ

233R.T. McCall et al. / Coastal Engineering 91 (2014) 231–250



234 R.T. McCall et al. / Coastal Engineering 91 (2014) 231–250



The vertical velocity at the groundwater surface is computed from
the gradient of Eq. (12) at the surface and the hydraulic conductivity:

wgw;s ¼ −2βhgwK: ð14Þ

Eqs. (9) and (10) form a coupled system that is solved by substitu-
tion of Eqs. (13) and (14). The groundwater level is subsequently com-
puted as:

δζgw

δt
þ δhgwugw

δx
−S ¼ 0: ð15Þ

2.4. Groundwater–surface water exchange

The groundwater and surface water are said to be in a connected
state where and when the groundwater level reaches to the top of the
bed and surface water exists above the bed. In this case the rate of ex-
change between the surface water and groundwater, defined positive
from surface water to groundwater, is determined by the vertical
groundwater velocity at the interface between the groundwater and
surface water:

S ¼ −wgw;s ¼ 2βhgwK: ð16Þ

Infiltration and exfiltration occur in locations where the groundwa-
ter and surface water are not connected. Infiltration takes place where
surface water covers an area in which the groundwater level is lower
than the bed level. The flux of surface water into the bed is related to
the pressure gradient across the wetting front in a manner similar to
Packwood (1983):

S ¼ K
1
ρg

pb
di

þ 1
� �

ð17Þ

where pb= ρ(qb+ gh) is the total surfacewater pressure at the bed and
di is the thickness of thewetting front, which increases over time during
the infiltration event according to the infiltration velocity:

di tð Þ ¼
Z

S
n
dt: ð18Þ

Since the groundwatermodel has one vertical layer and cannot track
multiple layers of groundwater infiltrating into the bed, the wetting
front thickness is reset to zero when the surface water cell becomes
dry, or the groundwater and the surface water become connected. All
infiltrating surface water is instantaneously added to the groundwater
volume, independent of the distance from the bed to the groundwater
table. Since the groundwater model neglects the time lag between infil-
tration at the beach surface and connection with the groundwater table
a phase error may occur in the groundwater response to swash dynam-
ics. However, this phase error is expected to be small on permeable
gravel beaches where the distance between the waterline and the
groundwater table is generally small, as also shown by McCall et al.
(2012), and does not affect the modelled infiltration velocities at the
beach face.

Exfiltration occurs where the groundwater and surface water are not
connected and the groundwater level exceeds the bed level. The rate of
exfiltration is related to the rate of the groundwater level exceeding the
bed level:

S ¼ n
δ ξ−ζ gw

� �
δt

: ð19Þ

3. Measurement data and model setup

The data used in this paper to set-up and validate theXBeach-Gmodel
have been collectedduring the BARDEX large-scale physicalmodel exper-
iment in the Deltaflume, The Netherlands, and at four gravel beach loca-
tions along the coast of the UK as part of the NUPSIG project (Fig. 1 and
Fig. 2).

During the BARDEX physical-model experiment, the hydrodynamics
andmorphodynamics of a 4-metre high and50-metrewide gravel barrier
were measured under varying hydraulic boundary conditions, ranging
from wave run-up to wave overtopping and overwash (see Williams
et al., 2012a for details). The morphodynamic response of the gravel bar-
rier was measured by a mechanical roller and actuator following the bed
profile from an overhead carriage before and after each 5–20-minute
wave sequence. Measurements of the groundwater head in the gravel
barrier were made using 15 pressure transducers buried in the bed be-
neath the gravel barrier. Wave transformation across the foreshore was
measured using three wave gauges located c. 40 m offshore of the
beach and one nearshore pressure transducer near the toe of the gravel
beach. Wave run-up and overtopping levels were measured using a
cross-shore array of 45 acoustic bed level sensors (BLS; cf. Turner et al.,
2008) that spanned the entire subaerial portion of the gravel barrier.

Poate et al. (2013) collected in-situ and remote-sensed hydrodynamic
andmorphodynamic data on a fine gravel barrier (Loe Bar, Cornwall, UK)
over a period of four weeks. Two energetic events occurred during this
period on 8 March 2012 (LB1) and 24 March 2012 (LB2) with offshore
significant wave heights of 1.6–2.3 m. Offshore wave conditions were
measured by a directional wave buoy in 15–20 m water depth main-
tained by the Channel Coastal Observatory (CCO). Tide and surge levels
were measured by a pressure transducer located in Porthleven harbour,
approximately 2 km from the field site (Fig. 1, Site B). Wave transforma-
tion across the beach face was measured by a cross-shore array of five
pressure transducers (PTs), as shown in Fig. 3. Wave run-up time series
were extracted from water level and bed level data collected by a cross-
shore array of 45 BLS that spanned the beach face from MHWS-level to
the barrier crest. Bed levels along the main instrument cross-shore tran-
sect were measured every low tide using Real Time Kinematic GPS
(RTK-GPS). Duringwave event LB2, high-frequency (2Hz) and horizontal
resolution (0.05–0.20 m) bed level and water level data were collected
continuously by a tower-mounted cross-shore laser scanner (cf.,
Almeida et al., 2013).

Wave run-up data were collected during storm conditions in the
winter of 2012–2013 at three gravel beaches along the coast of the UK
(Loe Bar, Slapton Sands and Chesil Beach) and one composite beach
with a gravel upper beach fronted by a sandy low-tide terrace
(Seascale) (Fig. 1 and Fig. 2). At Loe Bar and Slapton Sands, offshore
wave data were provided by directional wave buoys maintained by
CCO, located approximately 500 m from the study site in 15–20 m and
10–15 m water depth respectively. At Chesil Beach offshore wave data
were provided by a directional wave buoy maintained by CCO, located
approximately 7 km from the study site in 12–15 m water depth.
Wave data at Seascalewere obtained from an offshorewave buoymain-
tained by the Centre for Environment, Fisheries & Aquaculture Science
(CEFAS), located 50 km from the study site in 20mwater depth, supple-
mented by a nearshore PT in 0–4 m water depth (depending on tide),
which is used to scale the offshore wave height to account for offshore
wave refraction and sheltering. Tide and surge data at Loe Bar, Slapton
Sands and Seascale were provided by PTs located approximately 2 km,
1 km and 500 m from the main instrument transect lines, respectively,
whereas tide data at Chesil Beach were derived from tidal predictions.
At all four gravel beach field sites, shoreline position time series were
extracted along 4–6 cross-shore transects from digital video camera

Fig. 1. Location and overview photos of field data collection sites: (A) Seascale, (B) Loe Bar, (C) Slapton Sands and (D) Chesil Beach, and overview photo of the BARDEX-experiment in the
Delta Flume, The Netherlands (E). Note that the location of the wave buoys at Chesil Beach and Seascale are beyond the extent ofmaps A and D. In the case of Chesil Beach, thewave buoy
has been depicted at the correct water depth, closer to the field location.
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pixel time stacks collected at 3.75 Hz, following the method described
by Poate et al. (2013). Pre- and post-event bed levels were measured
using RTK-GPS at all four locations.

A summary of the measured, or estimated, median grain diameter
(D50), hydraulic conductivity (K) and beach slope (tan(β)) at all
four gravel beach field sites and the BARDEX experiment, as well as a
summary of the instruments used to collect hydrodynamic and
morphodynamic data presented in this paper, is given in Table 1. The
table furthermore lists the maximum hydrodynamic forcing conditions
(offshore significant wave height (Hm0), peak wave period (Tp), relative
freeboard (Rc/Hm0) and wave angle relative to shore normal (θrel)) dur-
ing each of the storm events discussed in this paper, and an overview of
the use of the measurement data in the validation of the XBeach-G
model.

4. Model validation

This section describes the comparison of the model simulation data
and data collected during the BARDEX experiment and the field mea-
surements at the four UK gravel beaches. The model results are split
into five categories: (1) groundwater dynamics, (2) wave transforma-
tion, (3) wave set-up, (4) wave run-up, and (5) wave overtopping. For
comparison with the measurements, cross-shore transect models are
set up in XBeach-G for all five gravel beaches (BARDEX, Loe Bar, Chesil
Beach, Slapton Sands and Seascale). In each model, the bed level is set
to the bed level measured along the main instrument array (for Loe
Bar simulations LB1 and LB2, and BARDEX), or along the main cross-
shore video image pixel time stack transect (for Loe Bar simulation
LB3, Slapton Sands, Chesil Beach and Seascale) for the low tide prior to
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the storm event. The models for Loe Bar, Chesil Beach, Slapton Sands
and Seascale are forced using wave spectra measured at the nearest
wave buoy, described in the previous section, and measured (Loe Bar,
Slapton Sands, Seascale) or predicted (Chesil Beach) tide and surge
levels. The XBeach-G model uses the input wave spectrum to generate
a random time series of incident waves and bound low-frequency sec-
ond order waves at the model boundary. In the BARDEX simulations,
measured time series of the water elevation at the flume wave genera-
tor are used to force the XBeach-Gmodel. The hydraulic conductivity of
the beach used by the groundwater component of the XBeach-G model
and grain size properties are derived from in-situ measurements, litera-
ture or estimates (Table 1).

The cross-shore resolution of the models is set to vary gradually in
the cross-shore direction, from Lm

25≈2–3 m at the offshore boundary of
the model, where Lm is the wave length related to the mean wave peri-
od, to 0.1mnear thewaterline in order to correctly capturewave break-
ing and wave run-up in the model. In the case of the BARDEX
simulations, the resolution has been increased to 0.25 m at the wave
generator and 0.05 m at the beach.

Since not all types of measurement data are available at all five
beaches, the validation of the model results will be restricted to certain
datasets, as outlined in Table 1. Multiple simulations are carried out at
all five gravel beaches, representing periods of different wave or tidal
forcing.

In the comparisonofmeasurement data tomodel results,weuse three
statistical measures for the accuracy of the model results: (1) the root-
mean-square error (RMSE; defined in Eq. (20)); (2) the bias (Eq (21));
and (3) the Scatter Index (SCI, following Roelvink et al., 2009; Eq. (22)).

RMSE xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

xi;modelled−xi;measured

� �2vuut ð20Þ

bias xð Þ ¼ 1
N

XN
i¼1

xi;modelled−xi;measured

� �
ð21Þ

SCI xð Þ ¼ RMSE xð Þ

max
1
N

XN
i¼1

xi;measured;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i¼1

x2i;measured

r ! ð22Þ

4.1. Groundwater dynamics

Groundwater pressure data collected at 13 of the buried PTs during
one measurement series of the BARDEX experiment (B-E10; Table 1),
which was characterised by significant overwash activity, are used
to validate the groundwater component of the model. For this compar-
ison, groundwater pressure at the PTs is converted to groundwater head
asH ¼ p

ρg. The groundwater component of the model is initialised using
the measured groundwater head at the start of the series. The surface
water component (see following sections) provides all the boundary
conditions for the groundwater component of the XBeach-Gmodel dur-
ing the simulation. For modelling purposes, the gravel barrier is as-
sumed to be homogeneous, with a constant hydraulic conductivity of
0.16 m s−1 and porosity of 0.32, based on analysis by Turner and
Masselink (2012).

Time series ofmeasured andmodelled groundwater head at four PTs
under the gravel barrier, as well as the groundwater head variance den-
sity at the four PTs, are shown in Fig. 4. The figure shows a gradual de-
crease in the measured amplitude of the groundwater variation and a
transition of the peak of the groundwater head variance from the inci-
dent wave frequency (0.13 Hz) to lower frequencies, with increasing
distance from the front to the back of the gravel barrier. Both phenom-
ena are well described by the groundwater model. The groundwater
head at all 13 buried PTs is simulated with a combined RMSE of 0.064
m and bias of−0.012m (Table 2), which is appropriate for the applica-
tion purpose of this model, especially considering the inherent uncer-
tainties in the hydrological and geotechnical properties of gravel
barriers. An earlier study using the groundwater model in XBeach pro-
vided similar accuracy in the prediction of the groundwater head for
three other measurement series of the BARDEX experiment (McCall
et al., 2012).

4.2. Wave transformation

Wave transformation from offshore to the gravel barrier toe and the
lower swash is compared in the model to data collected during the
BARDEX experiment and to data collected at Loe Bar. In the BARDEX ex-
periment, surface water pressure was measured by a shallow water PT
near the toe of the barrier (bottom panels in Fig. 5). In this analysis,
we convert the pressure measurements at the toe of the barrier to sur-
face elevation time series using the local approximation method of
Nielsen (1986). XBeach-G is used to simulate the wave transformation
during two measurement series of the BARDEX experiment with

Table 1
Overview of beach characteristics and data collection instrumentation at each of the gravel beach sites and maximum hydrodynamic forcing conditions and model-data comparisons for
each of the storm events. Inmodel-data comparison, measurement data are used to validate groundwater dynamics (G), wave transformation (T), set-up (S), run-up (R) and overtopping
(O). Literature referenced in this table are: a)Williams et al. (2012a), b) Turner andMasselink (2012), c) Poate et al. (2013), d) Austin et al. (2013), e) Poate et al. (2014), f)Heijne andWest
(1991). In the case of Loe Bar § was determined for the beach face by in-situ falling head tests, and at Seascale, † is estimated for the gravel section of the beach and ‡ is relative to top of
gravel beach.

Beach characteristics Data collection Hydrodynamic forcing conditions Model-data
comparison

Location Beach type D50 (mm) K (mm s−1) tan(β) Hydrodynamics Morphology Simulations Hm0 (m) Tp (s) Rc/Hm0 θrel (°) G T S R O

BARDEXa,b Coarse gravel
barrier

11 160 0.19 Buried PTs,
Surface PTs, BLS

Profiler B-E10 0.8 7.7 0.7 0 x x x
B-E9 0.8 7.7 0.8 0 x
B-C2 0.7 4.3 2.0 0 x x
B-C1 0.7 4.5 2.0 0 x
B-BB1 0.7 4.3 2.0 0 x

Loe Barc,e Fine gravel
barrier

2 3§ 0.12 Surface PTs,
BLS, Video

RTK-GPS, laser LB1 1.6 20.0 4.3 15 x x x
LB2 2.3 12.5 2.8 6 x x x
LB3 5.3 11.1 1.0 13 x

Chesil
Beachf

Coarse gravel
beach

20 50 0.20 Video RTK-GPS CB 2.6 10.0 2.7 5 x

Slapton
Sands d

Medium gravel
barrier

6 19 0.15 Video RTK-GPS SS 2.9 7.7 2.0 27 x

Seascale Composite sand–gravel
beach

10† 50† 0.09† Video RTK-GPS SE 2.3 8.3 1.5‡ 10 x
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different characteristic wave periods (B-C2 and B-E10; Table 1). In these
simulations, themodel is forced at the offshore boundary using time se-
ries of the water surface elevation measured at the wave-maker and an
estimate of the intra-wave depth-average cross-shore velocity at the
boundary based on linear wave theory.

To validate the transfer of the incident-band wave energy to higher
and lower harmonics across the barrier foreshore, the wave spectrum
at the model boundary is compared to the computed and measured
wave spectrum at the location of the shallow water PT (Fig. 5). The fig-
ure shows a transfer of wave energy from the peak of the wave spec-
trum (0.23 Hz) to lower frequencies (0.05 Hz) in B-C2 (left panels)
and from the peak of the spectrum (0.13 Hz) to lower frequencies
(0.02 Hz) as well as higher frequencies (0.25 Hz and 0.36 Hz) in B-E10
(right panels), representing the transfer of energy to higher and lower
harmonics of the peak frequency band. The results of themodel simula-
tions show that XBeach-G is capable of reproducing this transfer across
the frequency band relatively well, although the energy in the upper
and lower frequency bands appears to be under-predicted somewhat
by the model. Since the measured surface water elevation at the toe of
the gravel barrier contains both incident and reflected waves, this
under-prediction may be both due to lower energy transfer rates in

the incident wave components, as well as an incorrect representation
of the amplitude or phase of the reflected wave components. Despite
the under-prediction in the high and low frequency components, the
overall spectral significant wave height at the shallow water PT is pre-
dicted well by the model with an RMSE of 0.034 m (4.6%) and 0.028
m (3.1%) in the B-C2 and B-E10measurement series, respectively. Com-
parable model results and accuracy were found for the simulation of B-
BB1 and B-C1 (not shown).

To determine whether the model is also capable of predicting wave
transformation well on natural beaches, the XBeach-G model is used to
simulate wave transformation at Loe Bar. During this field experiment,
five PTs were mounted near bed level to a cross-shore scaffold instru-
ment frame spanning the upper inter-tidal (see Fig. 3 for an overview
of the location of the PTs and Poate et al. (2013) for further details).
As in the case of the BARDEX pressure data, water surface elevation
time series were derived from the measured pressure data using the
local approximation method of Nielsen (1986). An XBeach-G model
was set up for two high-energy wave events on 8 March 2012 (LB1)
and 24 March 2012 (LB2) with offshore significant wave heights
1.6–2.3 m, as discussed in Section 3. The XBeach-G model is forced
using directional wave spectrum time series measured by the CCO

Fig. 4. Top panels: Measured (dashed black) and modelled (orange) time series of the groundwater head relative to the flume floor at the locations of four buried pressure transducers
during B-E10. A detailed time series, indicated by the grey shaded area, is shown in the top-right corner of each panel. Centre panels: Measured (dashed black) and modelled (orange)
variance density spectra of the groundwater head at the locations of four buried pressure transducers during B-E10. The locations of the buried pressure transducers relative to the barrier
profile (black) and still water levels (grey) are shown in the bottom panel.

Table 2
RMSE and bias of the groundwater head prediction in the XBeach-Gmodel of B-E10. A positive bias indicates an over prediction of the groundwater head in the model. Note that PT 8 did
not record data during this series and PTs 14 and 15 were used as boundary conditions for the surface water component of the model and are therefore not included in this comparison.

PT 1 2 3 4 5 6 7 9 10 11 12 13 Combined

RMSE (m) 0.065 0.068 0.074 0.070 0.057 0.050 0.056 0.074 0.052 0.068 0.061 0.065 0.064
Bias (m) 0.024 0.006 0.005 0.017 0.003 −0.005 0.009 −0.042 −0.021 −0.044 −0.040 −0.055 −0.012
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nearshore wave buoy, which the XBeach-G model uses to gener-
ate a random time series of incident waves. Tidal and very low
frequency water level modulations derived from the tide gauge
record are imposed on the XBeach-G model as an additional
water level boundary condition. The hydraulic conductivity of
the Loe Bar barrier is set to 0.003 m s−1, based on in-situ
measurements.

A comparison of measured and modelled wave heights, split into
high-, mid- and low-frequency components at the five cross-shore PTs
at Loe Bar is shown in Fig. 6 for LB1, and in Fig. 7 for LB2. Fig. 6 shows
that for LB1, little wave height transformation takes place between the
nearshore wave buoy and the most seaward pressure transducer (PT9),
except for an increase in the low-frequency band. The wave height in
the high-frequency band gradually decreases in the cross-shore direction
between PT9 and PT6, whereas the wave height in the mid-frequency
band shows relatively little decay compared to LB2, which is likely due
to the slightly reflective state of the beach for the long-period waves of
LB1 (Table 1). Note that water depths at PT5 during LB1 are too small to
compute wave statistics during any part of the tide. Fig. 7 shows a strong
increase in the measured low-frequency wave height from the offshore
boundary of the model to the most seaward pressure transducer (PT9)
in LB2. During this event, wave heights in the mid- and high-frequency
components of the wave spectrum are generally lower at PT9 than off-
shore. In the cross-shore direction, all measured wave heights are modu-
lated by the tide level. Both figures show that wave heights in the low-,
mid- and high-frequency bands are generally predicted well in the
model. In contrast to the results of the BARDEX simulations, the high-
and low-frequency components of the wave spectrum are slightly over-
predicted during the LB1 and LB2 (positive bias), instead of under-
predicted. During LB2, the accuracy of the model predictions of the
waveheight decreases over timeat themost landwardpressure transduc-
ers (in particular PT5, PT6 and PT7), whichmay be due to the lack ofmor-
phological updating in the model. Notwithstanding these errors, the
quantitative model skill in predicting wave height transformation across
the foreshore and gravel beach is good, with RMSE in the high-, mid-
and low-frequency band b0.24 m for LB1 and b0.30 m for LB2, which is
approximately 15% and 13% of the total offshore wave height of the two
wave events, respectively. The SCI of the model wave height prediction
is low (SCI b 0.26) for all frequency bands at the twomost offshore pres-
sure transducers (PT8 and PT9), and reasonable (SCI b 0.57) at the three
landward pressure transducers (PT5, PT6 and PT7). The overall RMSE for

the integrated wave height is 0.11 m during LB1 and 0.28 m during LB2,
corresponding to a SCI of 0.14 and 0.21, respectively (Table 3).

The evolution of the wave spectrum from offshore to the five cross-
shore PTs is shown in Fig. 8 at four stages of the tide during LB2. The fig-
ure shows a distinct drop in wave energy at the peak of the spectrum
across the PT array, caused by depth-inducedwave breaking, and trans-
fer ofwave energy to lower and higher harmonics of the peak frequency
band. Both phenomena are represented well by the XBeach-G model,
indicating that the model skill is not restricted to ensemble wave
heights and the total wave energy, but can also be used to study wave
spectrum transformation on gravel beaches.

Finally, the transformation of the wave shape is examined in terms
of wave skewness (Sk) and wave asymmetry (As). In this analysis,
both parameters are computed from a low-pass (f ≦ 5fp) filtered time
series, where fp represents the offshore spectral peak frequency, of the
modelled water surface elevation and the water surface elevation de-
rived from the measured pressure time series (ζlpf) as follows:

Sk ζ lpf

� �
¼

1
n

Xn
i¼1

ζ lpf−ζ−
lpf

� �3
1
n

Xn
i¼1

ζ lpf−ζ−
lpf

� �2� �1:5 ð23Þ

As ζ lf

� �
¼ Sk

δζ lpf

δt

� �
: ð24Þ

Modelled andmeasuredwave skewness andwave asymmetry at the
five cross-shore PTs are shown in Fig. 9. The figure shows that wave
skewness and asymmetry are predicted relatively well by the model
at the two most offshore pressure transducers (PT8 and PT9), but that
in general wave asymmetry is slightly overpredicted by the model, par-
ticularly at the three most shoreward pressure transducers (PT5, PT6
and PT7). The overprediction of the wave asymmetry in the model
may be the result of the simplifiedmethod inwhich themodel attempts
to simulate the complex hydrodynamics of breaking waves using the
hydrostatic front approximation (HFA), as also found to lesser extent
in the SWASH-model under narrow-banded wave conditions (Smit
et al., 2014). However, since wave skewness and asymmetry are sensi-
tive to water depth, changes in the wave asymmetry due to errors in
the imposed bed level may also contribute to the differences found
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Fig. 5. Top panels: Measured (black) and modelled (orange) surface water elevation spectra at the location of the shallow water pressure transducer and at the offshore boundary of the
model (black dashed) for B-C2 (left panel) and B-E10 (right panel). Bottom panels: Cross-shore bed profile (black), still water levels (grey) and position of the shallow water pressure
transducer (black squares). The offshore boundary of the model is at cross-shore distance 0 m.
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between the model and measurements. It should be noted that al-
though the error in the predicted wave shape is sufficiently small for
the purpose of the current hydrodynamic model, differences in the
wave skewness and asymmetry may have more adverse consequences
if the model is used to compute sediment transport and morphology.

4.3. Wave set-up

Steady wave set-up at the five cross-shore PTs at Loe Bar is extracted
from the measured pressure records for LB1 and LB2 by subtraction of
the tide and surge level measured by the harbour tide gauge, from 15-
minute averaged water levels measured at the PTs. Time series of the
steady wave set-up for both wave events are shown in Fig. 10. The figure
shows littlemeasuredwave set-up at themost offshore cross-shore pres-
sure transducer (PT9),where set-downdominates during LB1, and set-up
is less than 0.5 m during LB2. For both events, wave set-up increases in
shoreward direction across the PT-array, and reaches a minimum at all
PTs at high tide (16:45 and 18:00 for LB1 and LB2, respectively). Wave
set-up at all cross-shore PTs is predicted reasonably well, with RMSE

b0.10 m (approximately 6% of the tidal amplitude) for LB1 and b0.25 m
(approximately 13% of the tidal amplitude) for LB2. The larger error in
the steady wave set-up during LB2 than LB1 is primarily due to an
under-estimation (negative bias) of the measured wave set-up at the
most landward pressure transducers (PT5, 0.25 m; PT6, 0.20 m). This
may partly be explained by the lack of morphological updating in the
model, also noted in the discussion of the wave height transformation
in Fig. 7, and is addressed in Section 5.1. It should be noted that although
the SCI is included in Fig. 10 for reference, the value at the most seaward
pressure transducers (PT8 and PT9) are poor in the case of LB1 due to the
very low value of the denominator in the SCI calculation, rather than to
particularly large errors in the predictions.

4.4. Wave run-up

Data on wave run-up levels were collected using a cross-shore array
of bed-level sensors during the BARDEX experiment (Table 1; B-BB1, B-
C1 and B-C2) and at Loe Bar (LB1 and LB2), and using pixel time stacks
derived from video data at Loe Bar (LB3), Chesil Beach (CB), Slapton
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Fig. 6. Significant offshore wave height time series (*), significant wave height time series measured by five nearshore pressure transducers (○) and significant wave height time series
modelled at the location of the nearshore pressure transducers (□) during LB1, separated into three frequency bands, where fp represents the offshore spectral peak frequency. The loca-
tions of the five nearshore pressure transducers in the cross-shore are shown in Fig. 3.
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Sands (SS) and Seascale (SE). For the purpose of this study, the shoreline
derived from the pixel time stacks is assumed to correspond to a water
depth of 0.01m, and this value is used as a depth criterion to determine
the shoreline time series in the bed-level sensor data and XBeach-G
model results. The 2%, 5%, 10% and 20% (R2%, R5%, R10%, R20%) run-up

exceedence levels are computed from 15 to 20-minute sections of the
shoreline time series above Still Water Level (cf., Stockdon et al., 2006).

To compare predicted and measured run-up levels, XBeach-Gmodels
are set up for the three measurement series of the BARDEX experiment
and the six storm events discussed above (cf. Table 1). Each BARDEX se-
ries simulation is run for one measured wave sequence of approximately
20min. In the case of the stormevents, one simulation is run for every 1–3
sequential daytime high-tides of the storm event. Each high-tide simula-
tion is run for the duration of maximum tide levels and contiguous cam-
era or bed-level sensor data, which was generally in the order of 0.5–1 h.
Run-up exceedence levels are computed from the modelled shoreline
time series using identical methods and computation periods as used in
the derivation of the measured run-up levels. To investigate the sensitiv-
ity of themodelled run-up levels to the selection of randomwave compo-
nents at the model boundary, each XBeach-G simulation is run ten times
using a new random wave time series of the imposed offshore wave
spectrum.

Mean measured and modelled run-up levels computed for every
15–20-minute section of shoreline time series data at all sites are

0

0.5
P

T9
H

m
0 (m

)

f ≤ 0.5f
p

SCI = 0.24
RMSE = 0.09m bias = 0.08m

0

0.5

P
T8

H
m

0 (m
)

SCI = 0.21
RMSE = 0.07m bias = 0.04m

0

0.5

P
T7

H
m

0 (m
)

SCI = 0.36
RMSE = 0.09m bias = 0.07m

0

0.5

P
T6

H
m

0 (m
)

SCI = 0.25
RMSE = 0.09m bias = 0.06m

15 16 17 18
0

0.5

P
T5

H
m

0 (m
)

Hour on 24 March 2012

SCI = 0.27
RMSE = 0.11m bias = 0.08m

0

1

2

0.5f
p
 < f < 2f

p

SCI = 0.17
RMSE = 0.27m bias = 0.18m

0

1

2
SCI = 0.11
RMSE = 0.14m bias = 0.11m

0

1

2
SCI = 0.40
RMSE = 0.32m bias = 0.30m

0

1

2
SCI = 0.33
RMSE = 0.28m bias = 0.27m

15 16 17 18
0

1

2

Hour on 24 March 2012

SCI = 0.26
RMSE = 0.21m bias = 0.20m

0

0.5

1

2f
p

≤ f < 3f
p

SCI = 0.18
RMSE = 0.10m bias = 0.09m

0

0.5

1
SCI = 0.13
RMSE = 0.06m bias = 0.06m

0

0.5

1
SCI = 0.57
RMSE = 0.13m bias = 0.10m

0

0.5

1
SCI = 0.55
RMSE = 0.12m bias = 0.12m

15 16 17 18
0

0.5

1

Hour on 24 March 2012

SCI = 0.46
RMSE = 0.10m bias = 0.09m
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Table 3
RMSE, SCI and bias of the spectral significant wave height prediction in the XBeach-G
model of LB1 and LB2. A positive bias indicates an over prediction of the wave height in
the model. Note that PT5 did not record wave data during LB1. The locations of the five
nearshore pressure transducers in the cross-shore are shown in Fig. 3.

LB1 LB2

RMSE (m) SCI (–) Bias (m) RMSE (m) SCI (–) Bias (m)

PT9 0.08 0.05 −0.03 0.28 0.17 0.21
PT8 0.11 0.07 0.03 0.16 0.11 0.13
PT7 0.27 0.27 0.27 0.34 0.40 0.32
PT6 0.17 0.21 0.16 0.31 0.32 0.29
PT5 N/A N/A N/A 0.25 0.27 0.23
Combined 0.11 0.14 0.11 0.28 0.21 0.23
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shown in Fig. 11. Vertical error bars in the figure represent variations in
the modelled run-up levels due to variations in the random wave times
series applied at the model boundary. Horizontal error bars represent
the variation in measured run-up data across the multiple cross-shore
camera pixel stacks, cf. Poate et al. (2014). The figure shows very good
correspondence and little scatter between measured and modelled run-
up levels for all exceedence probabilities and at allfive gravel beaches. Im-
portantly, the model shows practically no systematic relative bias (de-
fined as the absolute bias, normalised by the measured run-up) in the
computation of the extreme run-up levels, and only a very small negative
bias (under-prediction) of the 10% and 20% run-up exceedence levels.
Variations in modelled and measured run-up levels due to variations in
the imposed wave time series and cross-shore camera pixel stack loca-
tions are up to 1 m (20%) for run-up levels over 5 m.

The model skill is further examined in Fig. 12, which presents histo-
grams of the absolute relative error in the mean run-up level prediction
for all 15–20-minute sections of shoreline time series at all five gravel
beaches. The figure shows that the majority of absolute relative run-up
level prediction errors are in the order of 0–15% of the measured run-
up. The empirical relative error exceedence function in the same figure
shows that the median (50% exceedence) relative error for R2% is less
than 10%, and the maximum relative run-up error for R2% is 29.4%.
These values indicate that even without morphological updating, the
model can potentially be applied to investigate extreme run-up levels
and the possibility of wave overtopping under energetic wave conditions.

4.5. Wave overtopping

Time series of overtopping waves were measured by a cross-shore
array of 45 bed-level sensors during the BARDEX experiment. Data pro-
vided by these instruments are the level of the bed directly below the

ultrasonic sensor (when the bed is dry), or thewater level below the ul-
trasonic sensor (when the bed is covered with water). To study the ap-
plicability of the XBeach-G model to predict overtopping waves on
gravel barriers, XBeach-G simulations are set up of BARDEX measure-
ment series B-E9 and B-E10, duringwhichwave overtopping of the bar-
rier crest took place. Due to lowering of the crest during the experiment,
the relative freeboard of the barrier is higher in B-E9 than in B-E10,
which in combination with a slight change in the beach slope results
in more overtopping waves in B-E10 than in B-E9. Since considerable
bed level change occurred during both measurement series, the
XBeach-G simulations are limited to the first 10 min of overtopping
waves during which the crest level was lowered less than 0.15 m from
the level at the start of each series.

Comparisons of modelled and measured time series of the bed
level and water level at three locations across the gravel barrier in B-
E9, and four locations in B-E10 shown in Figs. 13 and 14 respectively.
Data at themost landward sensor (BLS45) are not shown in the compar-
ison of B-E9 due to the lack of reliable measurement data. The figures
show a reduction in the number of waves, described by spikes in the
time series, and their amplitude, from the most seaward sensor
(BLS30) to the most landward sensors (BLS40 and BLS45). This reduc-
tion in the number and the size of overtopping waves is due to infiltra-
tion of the swashes on the back barrier. Periods in which the dry bed is
measured by the sensor are indicated by the horizontal sections in the
time series between waves. The measurements of the dry bed show
that the bed at BLS30 erodes approximately 0.15 m in the first 10 min
of B-E9 and B-E10, and that some accretion takes place at BLS40 in
both series.

Figs. 13 and 14 show that the XBeach-G model is able to reproduce
the time series of overtopping waves at most locations on the gravel
barrier well. At the locations of BLS30 and BLS35, the model correctly
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Fig. 8.Offshore wave spectra (black dashed), wave spectra measured by five nearshore pressure transducers (black) and wave spectramodelled at the location of the nearshore pressure
transducers (orange) at 15:00 (first row), 16:00 (second row), 17:00 (third row) and 18:00 (fourth row) at Loe Bar during LB2. Note that PT9did not record any data at 18:00. The locations
of the five nearshore pressure transducers in the cross-shore are shown in Fig. 3.
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predicts more than 78% of the overtopping wave occurrences that
exceed the initial bed level (Table 4). The wave height of the majority
of these overtopping events is also predicted well by the model, al-
though accuracy of the wave height predictions at BLS30 is strongly re-
duced by the erosion of the bed. Wave overtopping at BLS40 is poorly
predicted by the model during B-E10, where only 28% of overtopping
waves are correctly reproduced by the model, however at BLS45 in
the same series, the model skill improves by correctly predicting the
four largest of six overtoppingwave events. The reason for the improve-
ment in the model skill from BLS40 to BLS45 is not clear. However, the
approximation of the infiltration velocity in the groundwater compo-
nent of the XBeach-G model, the lack of morphological updating in
the XBeach-G model, and possible longshore non-uniformities in the
barrier response of the BARDEX physical model, may all be considered
sources for discrepancies between the measurements and modelled
results.

The results of simulations B-E9 and B-E10 show that the XBeach-G
model is well capable of predicting initial wave overtopping at the
crest of the gravel barrier. The model also correctly predicts the evolu-
tion of most initial overtoppingwaves across the back barrier. These re-
sults show that themodelmay be considered a useful toolwithwhich to
estimate the potential for overtopping on gravel barriers. However,
since much bed level change is expected during overtopping and
overwash events, the addition of morphodynamic feedback in
XBeach-G is considered necessary in order to properly predict the de-
velopment of overtopping and overwash discharge during these events.

5. Discussion

5.1. Effect of morphological updating on computed wave setup, wave
transformation and wave run-up

As discussed in Section 4.3 and shown in Fig. 10, application of the
XBeach-G model to LB2 underestimates the measured wave set-up at
the most landward pressure transducers (PT5 and PT6) by as much as
0.35 m. This underestimation of the set-up is mainly attributed to the
absence ofmorphodynamic updating in theXBeach-Gmodel, specifical-
ly ignoring the fact that the high tide beach morphology is significantly
different from that during low tide. Here, the effect of including
morphodynamic updating on the predicted set-up is investigated. The
mean bed level position during LB2 is derived every 15 min from
high-frequency (2 Hz) laser data along the model cross-shore transect
from the wave run-down level to the barrier crest (cf. Almeida et al.,
2013). The model is then re-run using the laser-derived time series of
the bed level elevation as a time-varying bed boundary condition.
Note that because no laser-derived bed elevation data exist below the
wave run-down level, we assume for the purpose of this sensitivity
analysis that the bed level below the wave run-down level remained
constant during the event.

The results of the wave set-up predicted by the XBeach-G model for
LB2 with, and without, measured bed level updating are shown in the
top panel of Fig. 15 at the moment of maximum wave set-up (18:00).
The figure shows that the build-up of the gravel step (derived from
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laser data and shown by the grey dashed line in the figure) greatly in-
creases the predicted wave set-up in the lower swash zone (−90 m b

x b −70 m) with bed-level updating (black dashed line) compared to
the model predictions without bed-level updating (black solid line).
The wave set-up predictions in the model with bed level updating cor-
respond more closely to the measured wave set-up levels for all tide
levels (RMSE b 0.11 m for PT5 and PT6) than the results of the model
without bed-level updating (RMSE b 0.24 m for PT5 and PT6).

The bottom panel of Fig. 15 shows the measured wave height at
PT5–PT8 at 18:00, as well as the wave height computed at the same
PTs by the XBeach-G simulations with, and without, bed level updating.
The figure shows that although bed level updating does modify the
computed wave height, the model prediction of the nearshore wave
height is less sensitive to bed level updating than the computed set-
up. Wave heights computed by the XBeach-G simulation with bed
level updating are 5–10% lower than those in the XBeach-G simulation
without bed level updating, leading to lower model bias and RMSE,
and slightly lower SCI values in the simulation with bed level updating.
The overprediction of the wave asymmetry at PT5–7 discussed in
Section 4.2 is not reduced significantly by the application of bed level
updating in the model, indicating that a modification of the HFA-

modelmay be necessary, alongsidemore accurate bed level information
below the waterline, in order to correctly predict the wave skewness
and asymmetry in the lower swash and inner surf zone.

The application of bed level updating in the XBeach-G model affects
the computed wave run-up levels to a similar magnitude as the wave
height (not shown in Fig. 15). In the case of run-up however, the comput-
ed value is 5–10% higher in the simulation with bed level updating com-
pared to the simulation without bed level updating, leading to slightly
better predictions of the maximum run-up extent during LB2. The in-
crease in the run-up height is explained to a great extent by the large in-
crease in the nearshore wave set-up, in combination with relatively little
wave height reduction, in the model simulation with bed level updating
relative to the model simulation without bed level updating. This model
observation appears contrary to measurement data presented by Poate
et al. (2013),who showa reduction in the run-up height due to the devel-
opment of a step during LB2. This difference between the observed and
modelled behaviour may indicate a limitation of the XBeach-G model,
but may also be the result of the lack of updated bed level information
below the wave run-down level. It should also be noted that the differ-
ence in run-up height between both model simulations is of the same
order as the model prediction error and the natural spread in run-up
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heights described in Section 4.4. Due to the absence of overtopping during
LB2, the effect of the morphological development of the beach on
overtopping discharge is not examined. However, the effect of the

morphodynamic changes on the beachface are expected to be small com-
pared to the effect of morphodynamic changes at the beach or barrier
crest during overtopping and overwash events.
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5.2. Effect of non-hydrostatic wave and groundwater model components

The version of the XBeach-G model discussed in this paper has been
modified from the standard version of XBeach for sandy coasts (e.g.,
Roelvink et al., 2009) through two extensions to the XBeach model:
(1) the application of a non-hydrostatic pressure correction term
(Smit et al., 2010) that allows wave-by-wave modelling of the surface
elevation and depth-averaged flow due to the incident-band short
waves, instead of the use of the standard wave-action balance (surf
beat) approach to model short waves; and (2) the application of a
groundwater model (McCall et al., 2012) that allows infiltration and
exfiltration through the permeable gravel bed to be simulated.

To study the effect of these two extensions for the purpose of simu-
lating storm impact on gravel barriers, and to access the improvement
to the model performance, we re-simulate B-E9 and B-E10, previously
discussed in Section 4.5, with two variants of the XBeach-G model. In
the first variant groundwater interactions are included, but the short
waves are modelled using the standard wave-action balance approach
(Variant 1). In the second variant waves are modelled using the non-
hydrostatic wave-by-wave approach, but groundwater interactions
are excluded (Variant 2). The models are all forced using the same
model grid and wave boundary condition information. However, since
Variant 1 uses a wave-action balance approach to model the incident
waves, the total incident wave signal for this Variant is split into a

high-frequency wave energy part (f ≥ 0.5fp) varying on the wave-
group time scale, which is used as a boundary condition for the wave-
action balance, and a low-frequency flux component (f b 0.5fp) that is
imposed as a boundary condition in the hydrostatic non-linear shallow
water equations (cf. Roelvink et al., 2009; van Thiel de Vries, 2009).
Measured wave overtopping time series, and wave overtopping time
series modelled by XBeach-G and the two Variants are shown in
Figs. 16 and 17 for B-E9 and B-E10, respectively.

The results of the simulations using Variant 1 show that the simula-
tion of the incident waves using the non-hydrostatic wave-by-wave
method greatly increases the model skill in predicting overtopping
waves compared to the wave-action balance method. This effect is par-
ticularly clear in the case of B-E9 (Fig. 16), in which Variant 1 does not
predict any of the 63 wave overtopping events at the crest of the gravel
barrier (BLS30), whereas the XBeach-G version correctly predicts 90% of
the overtopping wave events (see Table 4). The improvement of the
XBeach-G model over Variant 1 is less pronounced in the case of B-
E10 (Fig. 17), which has a lower relative freeboard than B-E9, causing
almost every wave to overtop. In this simulation, Variant 1 predicts
wave overtopping events that are generally lower in amplitude than
the measured overtopping events, and have a duration of several inci-
dent waves, corresponding to low-frequency wave-group motions. In-
terestingly, the model skill of Variant 1 is comparable to that of
XBeach-G at the back of the gravel barrier (BLS45) for B-E10, indicating
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Fig. 13.Measured (black) andmodelled (orange) time series of overtoppingwaves (spikes) and bed levels (horizontal sections) at the locations of three acoustic bed level sensors during
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that the large swash events that reach the back of the barrier are related
to low-frequency motions on the wave group time scale.

Simulations of B-E9 and B-E10 using Variant 2 show that the inclusion
of infiltration and exfiltration through the groundwater component does
not significantly alter the prediction of overtopping waves at the barrier
crest (BLS30 and BLS 35 in B-E9 and B-E10, respectively). However, the

XBeach-G model shows substantially better model skill in predicting
overtopping time series at the back of the barrier compared to Variant
2. In these locations, Variant 2 greatly overpredicts the number, and the
magnitude, of the overtopping swash events compared to the measured
time series, whereas XBeach-G correctly predicts 74% and 67% of the
overtopping swashes for B-E9 and B-E10 respectively (see Table 4).
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Fig. 14.Measured (black) andmodelled (orange) time series of overtoppingwaves (spikes) and bed levels (horizontal sections) at the locations of four acoustic bed level sensors during B-
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BLS35, and accretion at BLS40 found in the measurements is not accounted for in the XBeach-G model.

Table 4
Number of overtopping waves correctly predicted by the XBeach-G model in the first 10 min of overtopping during the B-E9 and B-E10 measurement series simulations, the number of
waves incorrectly not predicted by the model (false negative) and the number of waves incorrectly predicted by the model (false positive) at four locations on the gravel barrier.

B-E9 B-E10

BLS30 BLS35 BLS40 BLS30 BLS35 BLS40 BLS45

Correct overtopping prediction 56 (90%) 31 (78%) 17 (74%) 74 (97%) 46 (85%) 8 (28%) 4 (67%)
False negative prediction 6 (10%) 9 (23%) 6 (26%) 2 (3%) 8 (15%) 21 (72%) 2 (33%)
False positive prediction 1 (2%) 4 (10%) 1 (4%) 0 (0%) 5 (9%) 0 (0%) 0 (0%)
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From these results it can be concluded that the non-hydrostatic
wave-by-wave modelling of the incident wave field is necessary to pre-
dict run-up levels and the start of overtopping on gravel beaches, and

can only partially be replaced by a wave-action balance approach in
case of very low relative freeboards and large infragravity motions.
Groundwater interaction is required in order to correctly model the
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evolution of overtopping waves across the gravel barrier. It should be
noted that the gravel barrier in the BARDEX experiment is exceptionally
thin, and that even larger prediction errors will occur on wider gravel
barriers if groundwater interaction is excluded. Additionally, the impor-
tance of accounting for groundwater interactions becomes increasingly
important as the hydraulic conductivity (i.e., sediment size) of the bar-
rier material increases.

6. Conclusions

This paper presents an extension of the XBeach numerical model to
simulate hydrodynamics on gravel beaches under energetic wave con-
ditions. The model is modified from the standard XBeach model for
sandy beaches by the inclusion of (1) a non-hydrostatic pressure correc-
tion term (Smit et al., 2010) that allowswave-by-wavemodelling of the
surface elevation and depth-averaged flow, and (2) a groundwater
model (McCall et al., 2012) that allows infiltration and exfiltration
through the permeable gravel bed to be simulated, and is referred to
as XBeach-G. The model does not include sediment transport formula-
tions for gravel and is therefore run without morphodynamic updating.
The XBeach-G model is applied to simulate groundwater dynamics,
wave transformation, wave set-up, wave run-up and wave overtopping
on one large-scale physical model dataset (BARDEX; Williams et al.,
2012a), one large-scale field experiment dataset (Loe Bar; Poate et al.,
2013) and storm wave run-up measurements at three gravel beaches
and one composite beach with a gravel upper beach fronted by a
sandy low-tide terrace. A comparison betweenmodelled andmeasured
hydrodynamics shows that themodel is capable of reproducing ground-
water dynamics, wave height, wave spectrum transformation andwave
run-up well. Wave shape transformation is predicted reasonably well
by the model, although it is shown that the model does overestimate
the wave asymmetry in the lower swash and inner surf zone region.
Model results of wave overtopping and local gradients in wave set-up
are shown to be accurate if the correct bed level development is im-
posed on the model, or short sections of the dataset are analysed in
which little bed level change takes place. Sensitivity studies showed
that modelling of the incident-band wave motion, instead of the wave
groupmotion, was essential in predictingwave overtopping on a gravel
barrier, and that groundwater interaction was required to correctly
model the evolution of overtopping waves across a gravel barrier.

The results of this paper show that XBeach-G can be applied to esti-
mate the potential storm impact on gravel barriers through a prediction
of wave height transformation, wave run-up levels and initial wave
overtopping discharge on gravel and composite beaches. However, rel-
evant aspects of the storm response of a gravel barrier, including the de-
velopment of wave overtopping and wave overwash during a storm,
cannot be successfully simulated without morphodynamic updating of
the bed level. The inclusion of morphodynamic updating represents
the next stage of the XBeach-G model development.

The XBeach-G model, the XBeach-G model source code (Fortran95)
and a graphical user interface for the XBeach-G model are available for
download on the XBeach project website (www.xbeach.org).
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Abstract: In this paper we use a newly-developed process-based storm-impact 

model for gravel coasts, XBeach-G, to investigate the resilience of gravel barriers 

to storms. Model results show that the incident wave energy flux, wave run-up 
levels relative to the barrier crest height, crest width and sediment grain size are 

dominant factors in the response of gravel barriers to storms. These dependencies 

suggest that barrier crest level change cannot be predicted by parameterization of 
the freeboard alone. Groundwater processes are shown to be particularly important 

for coarse gravel barriers under high hydrodynamic loads.  

Introduction 

Gravel beaches and barriers occur on many high-latitude, wave-dominated 

coasts across the world. Due to their natural ability to dissipate large amounts of 

wave energy, gravel coasts are widely regarded as an effective and sustainable 

form of coastal defense. However, despite their usefulness, relatively little 

research has been directed towards understanding the response of gravel beaches 

to storms, compared to their sandy counterparts (cf., Buscombe and Masselink, 

2006). Due to the lack of understanding of the physical processes on gravel 

beaches, coastal managers have very limited guidance when predicting the 

response of gravel barriers and beaches to storms. Specifically, there is no 

accurate method of predicting under what conditions a gravel barrier will 

withstand a certain storm event, or whether the barrier will be overwashed, or 

even breached. 

In this paper we attempt to address this need by evaluating the resilience of 

gravel barriers to storms by using a newly-developed process-based storm 

impact model for gravel coasts called XBeach-G (McCall et al, 2014; McCall et 

al., submitted). Through model simulation we determine thresholds for barrier 

crest lowering for varying forcing conditions, barrier geometries and barrier 

composition. Finally, we address the role of groundwater processes in barrier 

resilience. 
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Model description 

XBeach-G is a gravel beach extension of the XBeach (Roelvink et al, 2009) 

process-based storm impact model for sandy coasts. XBeach-G solves the intra-

wave depth-averaged flow of the surface water using the non-linear shallow 

water equations, extended with a non-hydrostatic pressure correction term 

(McCall et al, 2014; McCall et al., submitted): 
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where x  and t  are the horizontal spatial and temporal coordinates respectively, 

  is the free surface elevation, u  is the depth-average cross-shore velocity, h  

is the water depth, S  is the surface water-groundwater exchange flux (positive 

for infiltration, negative for exfiltration), h  is the horizontal viscosity,   is 

the density of water, q  is the depth-averaged dynamic pressure normalized by 

the density, g  is the gravitational constant and b  is the bed friction term, 

which includes the effect of inertia following a derivation of the Morison 

equation (Morison et al., 1950) and the effect of the ventilated boundary layer 

following Conley and Inman (1994). 

This non-hydrostatic pressure correction ( q ) is computed in a method similar to 

the SWASH model (Smit et al., 2010; Zijlema et al., 2011) and allows XBeach-

G to solve wave-by-wave flow and surface elevation variations due to short 

waves in intermediate and shallow water depths ( 2.5kh  ). This is particularly 

important for application on gravel beaches, where due to steep slopes swash 

motion is mainly at incident wave frequencies.  

In order to account for substantial swash infiltration losses and exfiltration 

effects on lower swash hydrodynamics and morphodynamics on gravel beaches, 

XBeach-G computes groundwater dynamics and the exchange between 

groundwater and surface water ( S ) using a coupled depth-averaged non-

hydrostatic groundwater model, based on a turbulent extension of the Law of 

Darcy (McCall et al., 2012; McCall et al., 2014). 

 



   3 

Sediment transport is computed in XBeach-G using the bed load relation of Van 

Rijn (2007): 
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where bq  is the volumetric bed load transport rate (excluding pore space),   is 

a calibration coefficient, generally set to 0.5, 50D  is the median grain size, *D  is 

the non-dimensional grain size,   is the Shields parameter, including bed slope 

effects following Fredsøe and Deigaard (1992) and the effect of through-bed 

flow on the weight of particles in the bed following Turner and Masselink 

(1998), and cr  is the critical Shields parameter for the initiation of transport. 

Due to the large fall velocity of gravel, sediment transport is assumed to be 

dominated by bed load and sheet flow transport and no suspended transport is 

accounted for.  

Bed level change due to sediment transport is computed from the spatial 

gradient in the bed load transport following the Exner equation: 
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where   is the elevation of the bed and n  is the porosity. 

Model validation 

The model has previously (McCall et al., 2014) been shown to be able to 

accurately predict wave transformation, wave run-up and wave overtopping on 

gravel beaches during energetic and storm conditions through comparison with 

data collected at four gravel beaches and during the BARDEX physical model 

experiment (Williams et al., 2012). Further validation of simulated 

morphodynamics (McCall et al, submitted ) has shown that the model is capable 

of reproducing the observed cross-shore profile response of five gravel barriers 

to 10 separate storm events with high skill (median Brier Skill Score 0.75). The 

range of response observed and simulated by the model varied from berm 

building (low energy conditions) to barrier rollover (high energy conditions). 

The model was shown in particular to reproduce observed crest build-up during 

overtopping events and crest lowering during overwash events well. 
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Fig.1. Example of a simulation with crest build-up (left panel) and crest lowering (right panel); pre-
storm profile (black dashed), post-storm profile (red solid) and still water level (gray dashed). Note 

the difference in horizontal and vertical scale between the panels. 

Model experiment set-up 

In order to study gravel barrier resilience to storms, we apply XBeach-G to 

compute the morphodynamics of a set of synthetic gravel barriers under varying 

forcing conditions. Barrier resilience is evaluated through analysis of the change 

of the maximum crest level, where we distinguish between crest build-up related 

to wave overtopping, and crest lowering and overwash (Figure 1).  

Previous research on a gravel barrier (Matias et al., 2012) has shown the 

difference between the potential wave run-up height and the crest height, the so-

called Overwash Potential, to be a good indicator of overtopping and overwash. 

We therefore divide the model experiment into separate parts. In Part I, we vary 

the hydraulic forcing conditions (significant wave height and wave steepness), 

and grain size (Table 1) of an infinitely long beach in order to compute the 

potential wave run-up level for all combinations of beach type and forcing. 

These simulations are carried out without morphological updating (fixed bed). 

The results of Part I are used as input for Part II, but are not discussed further in 

this paper. 

In Part II of the model experiment, we re-run simulations with every 

combination of hydrodynamic forcing and beach grain size, where we also vary 

the barrier crest height between the 2% and 50% potential wave run-up 

exceedence heights computed for each forcing-grain size combination in Part I, 

and the width of the barrier crest from 5–20 m, see Table 1 and Figure 2. Each 

simulation is run for one hour of morphological updating, after 20 minutes spin-

up time.  
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Finally, in Part III we re-examine the results of Part II in the case of no 

groundwater-surface water interaction, in order to study the relative influence of 

infiltration and exfiltration processes on gravel barrier resilience during storms. 

In order to minimize the parameter space to be investigated and to remove 

impossible or unlikely combinations of geotechnical parameters, we linearly 

correlate the beach slope to the grain size and quadratically correlate (e.g., 

Hazen, 1892) the grain size to the hydraulic conductivity (Table 2). Variation in 

grain size, beach slope and hydraulic conductivity are based on values found at 

gravel beaches on the UK coast (Loe Bar, Slapton Sands, Chesil Beach; McCall 

et al., 2014). 

Table 1. Hydraulic Forcing and Barrier properties Parameter Range 

Parameter Range 

Offshore significant wave height 1–6 m 

Deep water peak wave steepness  1–5%  

Median grain size  2–40 mm 

Crest width* 5–20 m 

Crest height* 2%–50% wave run-up exceedence height (m above SWL) 

* Parameters varied during Part II only 

 

 
Fig. 2. Schematic of a gravel barrier geometry for Part II showing barrier slope (β), crest height and 

width. The dashed gray line represents the infinite beach slope used to compute potential run-up for 
this barrier type in Part I. 
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Table 2. Beach Slope and Hydraulic Conductivity Dependency on Grain Size 

Parameter Value 

Median grain size 

 50; mmD  

2.0  6.2  10.4 14.7 18.9 21.1 27.3 31.6 35.8 40.0 

Beach slope  ; -   0.10 0.11 0.12 0.13 0.14 0.16 0.17 0.18 0.19 0.20 

Hydraulic conductivity 

 ; cm/sK   

1.0 4.7 8.8 13.1 17.5 21.9 26.4 30.9 34.4 40.0 

 
Model results (Part II) 

Figure 3 shows the computed crest level change (defined as the change in the 

maximum profile elevation) of a narrow and wide gravel barrier, as a function of 

the Overwash Potential (defined as the potential 2% wave run-up exceedence 

height less the initial height of the barrier crest) and the grain size. The figure 

shows that higher crest build-up is achieved by gravel barriers composed of 

coarse sediment than those composed of fine sediment, and that coarse gravel 

barriers can continue crest build-up under higher Overwash Potential conditions 

than fine gravel barriers. However, the figure also shows considerable spread in 

predicted crest level change for a given combination of Overwash Potential and 

grain size.  

 

Fig. 3. Computed crest level change as a function of the Overwash Potential parameter and grain 
size for a narrow (left panel) and wide (right panel) barrier. Positive values indicate crest build-up. 
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The computed crest level change is shown in Figure 4 as a function of the 

relative potential run-up freeboard (defined as the potential 2% wave run-up 

exceedence height normalized by the initial height of the barrier crest) and the 

grain size. The figure shows that both in the case of the narrow barrier, as the 

wide barrier, maximum crest build-up occurs when the relative potential run-up 

freeboard is approximately 0.5, i.e. the crest elevation lies half way between the 

still water level and the 2% wave run-up exceedence height. However, the figure 

also shows that the spread in predicted crest level change is greatest at a relative 

potential run-up freeboard of 0.5, where in the case of the narrow barrier the 

predicted crest level change varies between 70 cm lowering to 20 cm crest 

build-up. Predicted crest level change is generally negative (crest lowering) for 

all grain sizes and barrier crest widths when the relative potential run-up 

freeboard is less than 0.45. 

 

Fig. 4. Computed crest level change as a function of the relative potential run-up freeboard and grain 

size for a narrow (left panel) and wide (right panel) barrier. Positive values indicate crest build-up. 

The variation in model results presented in Figures 3 and 4 are further examined 

in Figure 5, where the computed crest level change is shown as a function of the 

Overwash Potential and the incident wave energy flux, defined as:   
 
 ⁄     

        , where the significant wave height and group velocity are 

computed at the boundary of the model (15 m water depth). The figure shows 

that for constant wave energy flux, fine gravel barriers experience increasing 

crest lowering with increasing Overwash Potential (e.g., increase of the still 

water level relative to the crest). In the case of coarse gravel barriers however, 

increasing values of Overwash Potential can lead to greater crest build-up, rather 

than crest lowering, particularly for low values of incident wave energy flux and 

for wide barriers.  
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The process of crest build-up described above may be hypothesized to play a 

role in the recovery of gravel barriers after large overwash events. In the days 

following the storm, the wave conditions will abate (lower incident wave energy 

flux), whereas the Overwash Potential will remain high due to overwash-

induced crest lowering during the storm. The increased width of the barrier 

caused by washover deposition enhances the ability of the barrier to captured 

sediment and increase the height of the crest. 

Interestingly, all simulations show that increasing incident wave energy flux 

while maintaining a constant Overwash Potential leads to a reduction of the 

predicted crest level change (less crest build-up or lowering). While counter-

intuitive, this can be explained by the fact that under high energy flux 

conditions, and therefore high values of 2% wave run-up exceedence height, 

relatively fewer waves overtop a crest at a given distance below the 2% run-up 

level (constant Overwash Potential), than in the case of lower wave energy flux, 

since the spread in wave run-up levels increases with increasing wave energy 

flux. 

The threshold Overwash Potential between crest build-up and crest lowering on 

coarse barriers is in the order of 2 m for narrow barriers (5 m crest width) to 4 m 

and higher for wider barriers, and close to zero for very fine gravel barriers. In 

all cases wider gravel barriers lead to less crest lowering or greater crest build-

up. 
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Fig. 5. Simulated crest level change for a fine gravel barrier (top row) and coarse gravel barrier 

(bottom row) for varying Overwash Potential, incident wave energy flux and crest widths (columns). 
Hot colors indicate crest lowering, cool colors indicate crest build-up and gray represents areas 

without data. 

The role of groundwater (Part III) 

In order to investigate the effect of groundwater-surface water interaction, 

primarily infiltration in the upper swash and on the barrier crest, we re-simulate 

the hydraulic forcing conditions and barrier properties of Part II without the use 

of the XBeach-G groundwater model. This implies that although the modeled 

cross-shore profile is still mobile, no water is able to infiltrate into the bed, or 

exfiltrate from the bed.  

A comparison of the simulated bed level change with and without the 

groundwater model is shown in Figure 6, for the case of a barrier with a crest 

width of 10 m. The results show that the inclusion of groundwater processes 

consistently leads to less crest lowering, or greater crest build-up of the barrier 

crest. Furthermore, the absolute difference in crest level change increases with 

increasing grain size (and hydraulic conductivity) and increasing Overwash 

Potential. The relative effect of including groundwater processes on fine gravel 

barriers with low hydraulic conductivity (12% less crest lowering for maximum 

simulated change) is substantially less than the effect on coarse barriers (46% 

less crest lowering for maximum simulated change). It should be noted that in 
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this analysis, the Overwash Potential in the case of the simulation without the 

groundwater model is computed using the run-up exceedence height of the 

simulation including groundwater effects. 

 
Fig. 6. Effect of including groundwater effects in the computed crest level change as a function of 
the relative potential run-up freeboard and grain size, shown for barriers with 10 m crest width. In 

the difference plot, negative values indicate that the crest of the model without groundwater is lower 

than the model with groundwater. 

The observation that groundwater effects are particularly important on coarse 

and permeable gravel barriers under high Overwash Potential (low freeboard) 

conditions is further supported by XBeach-G simulations of two BARDEX 

experiments (cf., McCall et al, 2014; submitted), shown in Figure 7. The figure 

shows that while the model is able to reproduce the observed post-storm profile 

relatively well if groundwater effects are included (red line), the predicted post-

storm profile without groundwater effects (green dash-dotted line) shows 

substantial disparities with the observed profiles. In particular, the simulation 

without groundwater effects predicts no crest build-up in the upper panel and 

too much crest lowering in the bottom panel. In accordance with the results 

presented in Figure 6, the relative difference due to the exclusion of 

groundwater processes is larger in the case of high Overwash Potential (crest 

lowering; bottom panel) than in the case with lower Overwash Potential (crest 

build-up; top panel). 
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Fig. 7. Example of measured and modeled crest build-up (top panel) and crest lowering (bottom 

panel) during the BARDEX-experiment; pre-storm profile (black dashed), measured post-storm 
profile (black solid), modeled post-storm profile (red solid), modeled post-storm profile without 

groundwater effects (green dash-dotted) and still water level (gray dashed). 
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Conclusions 

Results presented in this paper appear to indicate that a relative potential run-up 

freeboard of approximately 0.45 can be seen as an overall lower-bound for 

barrier crest lowering; relative potential run-up freeboards less than this value 

lead to crest erosion in all cases within the studied parameter range. However, 

since crest lowering can occur in higher relative potential run-up freeboard 

conditions, and no upper-bound for crest lowering was found, this threshold 

cannot be used for coastal safety analysis. 

Furthermore, the results of Part II show that coarse gravel barriers can be highly 

resilient under low freeboard (low relative potential run-up freeboard; high 

Overwash Potential) conditions, as long as the incident wave energy flux is low. 

This observation, alongside the importance of the gravel barrier crest width, 

suggests that storm-induced crest level change cannot be predicted by 

parameterization of the freeboard alone. Further parameter studies using 

process-based models such as XBeach-G, could potentially aid in the 

development of a parameterized resilience threshold criterion, for any given 

barrier type and hydraulic forcing condition.  

Model sensitivity simulations with and without groundwater effects (Part III) 

appear to show that infiltration and exfiltration processes are essential 

mechanisms for the resilience of gravel barriers to overwash events. In the case 

of the largest computed crest level change on a coarse gravel barrier with a 10 m 

wide crest, groundwater processes lead to 46% less crest lowering than would 

be the case if groundwater processes did not occur. By comparison, this is an 

equivalent reduction to a lowering of the Overwash Potential (i.e. surge level) 

by 2 m. Although not presented in this paper, the effect of groundwater 

processes is expected to increase for wider gravel barriers.  

The results and conclusions presented in this paper are based on schematic 

barrier geometries and a constant foreshore. Variations in natural barrier 

geometries beyond the range investigated in this study mean that the general 

conclusions of this paper may, in cases, not be applicable. In particular, 

variation of the foreshore slope and depth, for instance in the case of composite 

sand-gravel beaches, can significantly alter the threshold of barrier resilience in 

respect to offshore wave conditions. Further validation of the model results is 

envisaged through comparison with field and laboratory data. 
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This paper presents an extension of the XBeach-G numerical model with a sediment transport and morphology
module, which includes the effect of groundwater ventilation and flow inertia on sediment transport, to simulate
the morphodynamic response of pure gravel beaches and barriers to storms. The morphodynamic XBeach-G
model is validated by simulating themorphodynamic response of one laboratory and four natural gravel barriers
to 10 separate storm events, where the observedmorphodynamic response ranged frombermbuilding to barrier
rollover.Model results show that XBeach-G is capable of reproducing the type ofmorphodynamic response of the
barrier well in qualitative and quantitative sense (median BSS 0.75), with higher skill for more energetic storm
conditions. Inclusion of acceleration forces on coarse gravel beaches is shown to significantly increase model
skill andmay be essential inmodelling these types of beaches. The effect of varying hydraulic conductivitywithin
estimated and published ranges is shown to be of secondary importance. The range of validation cases and lack of
site-specific calibration show that XBeach-G can be applied to predict storm impacts on pure gravel beaches and
barriers with reasonable to high confidence for a range of hydrodynamic forcing conditions and barrier response
types.

© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Gravel beaches and barriers occur on many high-latitude, wave-
dominated coasts across the world. Due to their natural ability to
dissipate large amounts of wave energy, gravel coasts are widely
regarded as a cost-effective and sustainable form of coastal defence
(e.g., Aminti et al., 2003; Johnson, 1987). However as demonstrated by
the 2013–2014 winter storm season in the UK (Scott et al., in prep),
gravel coasts may experience erosion, wave overtopping and even
barrier breaching during extreme events, resulting in high societal
costs in the form of damages to coastal properties and infrastructure,
flooding of the hinterland and loss of lives. In order to effectively assess
and maintain coastal safety against storms, coastal managers must be
able to predict where and under what conditions coastal flooding will
occur, and what measures can be taken to reduce the impact of storms.
In a qualitative sense, this knowledge is captured by a widely accepted
conceptual model (Fig. 1), in which the morphodynamic response of
gravel barriers is related to the ratio between hydrodynamic forcing
and the barrier geometry and composition (Bradbury and Powell,
1992; Carter and Orford, 1981; Orford, 1977; Orford and Anthony,

2011; Orford et al., 2003; Powell, 1990). In this model, increasing the
relative forcing conditions leads from morphological change of the
barrier beach (berm formation, beach erosion), to change at the barrier
crest (crest build-up and lowering), or of the entire barrier (barrier
rollover). However, in a quantitative sense, our ability to predict the
morphodynamic response of gravel coasts to storms is limited
(Masselink et al., 2014; Orford and Anthony, 2011).

Currently, coastal managers are largely forced to rely on empirical
models tomake quantitative predictions of gravel beach storm response
and associated flooding risk. These models include empirical models
that predict the potential for overtopping and flooding, but do not
compute morphological change (e.g., Bradbury, 2000; Matias et al.,
2012; Sallenger, 2000), as well as empirical models that describe the
cross-shore profile change (e.g., Bagnold, 1940; Bradbury and Powell,
1992; Lorang, 2002; Pilarczyk and Den Boer, 1983; Powell, 1990;
Van der Meer, 1992; Van Hijum, 1976; Van Hijum and Pilarczyk,
1982). Although some of these empirical models have been applied
with some success in the UK and elsewhere (e.g., Cope, 2005), they
are inherently limited in their application by the range of conditions
and data from which they are derived (Bradbury et al., 2005, 2011;
Obhrai et al., 2008), and the application of these models outside their
range of validity has been shown to potentially underestimate the
severity of storm impacts (McCall et al., 2013; Van Rijn and
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Fig. 1. Conceptual model of the morphological response of a gravel barrier (dashed red line) to varying wave forcing and water levels. From left to right the wave conditions become more energetic and the still water level higher, leading to higher
maximum water levels on the barrier (zmax). Modified from Orford et al. (2003) and Donnelly (2007).

53
R.T.M

cCalletal./CoastalEngineering
103

(2015)
52–66



Sutherland, 2011). Furthermore, since these empirical models have
been developed using data from idealised laboratory studies, managed
and non-uniform coastlines containing for instance man-made flood
defence and beach regulation structures cannot easily be simulated
using such models. It is clear that these limitations inhibit the use of
such models to make accurate predictions of future storm impacts
under changing environmental conditions.

Process-based models offer an improvement over empirical models
in that if the underlying physics are well understood and described,
thesemodels can essentially be applied in all physical settings governed
by those underlying physics. In recent years advancements have been
made in the development of process-based models for storm impact
on sandy coasts (e.g., Johnson and Grzegorzewski, 2011; Roelvink
et al., 2009; Tuan et al., 2006; Van Rijn et al., 2007), but in contrast
relatively little advance has been made on those models for gravel
coasts. With notable exception of the innovative work of Van Gent
(1995, 1996), the development and validation of process-based
morphodynamic models for gravel beaches has primarily focussed on
low-energy wave conditions and berm formation. While these models
in themselves may be considered a step forward relative to empirical
models, theymay not accurately represent the physics occurring during
energetic storm events. Furthermore, due to lack of physical processes
such as infiltration (Pedrozo-Acuña et al., 2007; Van Rijn and
Sutherland, 2011) and incident band swash dynamics (Jamal et al.,
2014; Van Rijn and Sutherland, 2011;Williams et al., 2012b), the ability
of thesemodels to accurately predict morphological change depends on
the use of artificial, and potentially site and condition-specific, coeffi-
cients to adjust important physical processes (e.g., uprush to downwash
sediment transport ratio, swash zone velocities, wave run-up levels).

In this paper we attempt to improve current modelling of storm
impacts on gravel coasts by presenting a process-based model that is
capable of simulating all types of storm impact (Fig. 1) with minimal
calibration, building on work by Masselink et al. (2014). The model is
validated using data collected during a large-scale physical model
experiment (BARDEX; Williams et al., 2012a), as well as storm impact
data collected at three gravel beach locations along the UK coast during
the 2012–2013 and 2013–2014 storm season as part of the EPSRC-
funded NUPSIG1 project, and at one location on the coast of Brittany
(Stéphan et al., 2010). The model presented in this paper is designed
and validated only for pure gravel beaches following the classification
of Jennings and Shulmeister (2002), although future development of
the model would make application on mixed and composite beaches
possible.

2. Model description

In this paper we expand the capabilities of an existing open-source,
process-based hydrodynamic model for gravel coasts called XBeach-G2

(McCall et al., 2014) to simulate themorphodynamic response of gravel
beaches and barriers to storms. XBeach-G is based on the XBeachmodel
(Roelvink et al., 2009) for sandy coasts,which has previously beenmod-
ified to (1) solve intra-wave flow and surface elevation variations for
waves in intermediate and shallow water depths by means of a one-
layer, depth-averaged, non-hydrostatic flow model (Smit et al., 2010),
similar to the SWASH model (Smit et al., 2013; Zijlema et al., 2011);
and (2) account for upper swash infiltration losses and exfiltration ef-
fects on lower swash hydrodynamics on gravel beaches, by means of a
non-hydrostatic groundwater model (McCall et al., 2012). The model
has been shown to accurately model storm hydrodynamics under a
range of hydrodynamic conditions (McCall et al., 2012, 2013, 2014).

In the following section we give a brief description of the surface
water flow equations in XBeach-G. Furthermore, we describe the com-
putation of the bed shear stress that is used for the surface flow
dynamics and gravel sediment transport, the sediment transport equa-
tions, and finally the morphology component of XBeach-G. Although
the sediment transport and morphology equations have the potential
to be developed in a fully 2DH sense, in this paper we will restrict the
description of the equations and application of the models to their 1D
equivalent.

2.1. Surface water flow

Depth-averaged flow due to waves and currents is computed using
the non-linear shallow water equations, including a non-hydrostatic
pressure term and a source term for exchange with the groundwater:

∂ζ
∂t

þ ∂hu
∂x

þ S ¼ 0 ð1Þ

∂u
∂t

þ u
∂u
∂x

−
∂
∂x

νh
∂u
∂x

� �
¼ −

1
ρ
∂ ρqþ ρgζð Þ

∂x
−

τb
ρh

ð2Þ

where x and t are the horizontal spatial and temporal coordinates
respectively, ζ is the free surface elevation above an arbitrary horizontal
plane, u is the depth-average cross-shore velocity, h is the total water
depth, S is the surface water-groundwater exchange flux (positive for
infiltration, negative for exfiltration), vh is the horizontal viscosity, ρ is
the density of water, q is the depth-averaged dynamic pressure normal-
ized by the density, g is the gravitational constant and τb is the bed shear
stress. We refer to McCall et al. (2014) for a more comprehensive
description of the XBeach-G surface water model and its non-
hydrostatic extension, and to McCall et al. (2012) for a full description
of the XBeach-G groundwater model.

2.2. Bed shear stress

The bed shear stress τb is required to compute the surface water
momentum balance (Eq. (2)) as well as the Shields parameter for
sediment transport (presented later in Eq. (9)). In order to account for
the force of the water column on particles in the bed, the bed shear
stress is described in terms of a drag and an inertia component
(cf. Morison et al., 1950; Puleo et al., 2003). This approach is a modifica-
tion of that taken byMcCall et al. (2014), whoonly take into account the
drag component of the bed shear stress. The modification allows the ef-
fect of acceleration on sediment transport to be explicitly taken into ac-
count in the bed shear stress, rather than in a modification of the
effective Shields parameter (e.g., Nielsen, 2002; Pedrozo-Acuña et al.,
2007; Van Gent, 1995):

τb ¼ τbd þ τbi ð3Þ

where τbd and τbi are bed shear stress terms due to drag and inertia,
respectively. Note that the inertia component of the bed shear stress
does not represent the actual inertia of the particles, but refers to the
force on particles in the bed due to pressure gradients, as well as due
to the disturbance of the accelerating flow, following potential flow
theory (cf. Morison et al., 1950; O’Brien and Morison, 1952). It should
be noted that the implementation of this modification has little impact
on the hydrodynamic results of McCall et al. (2014), not shown. The
bed shear stress component due to drag τbd is computed using:

τbd ¼ cfρ
u uj j
h

ð4Þ

where cf is the dimensionless friction factor.

1 New understanding and prediction of storm impacts on gravel beaches (http://www.
research.plymouth.ac.uk/coastal-processes/projects/nupsigsite/home.html).

2 The XBeach-G model discussed in this paper, including the model source code
(Fortran95) and a graphical user interface are available for download on the XBeach pro-
ject website: www.xbeach.org.
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The bed friction factor cf is computed following the description of
Conley and Inman (1994) to account for modified bed shear stress
due to ventilated boundary layer effects in areas of infiltration and
exfiltration:

c f ¼ c f 0
Φ

eΦ−1

� �
ð5Þ

where cf0 is the dimensionless bed friction factor without ventilated
boundary layer effects, Φ ¼ − 1

2
b
c f0

S
juj is a non-dimensional ventilation

parameter and b= 0.9 is a constant. Note that the value of the ventila-
tion enhancement and reduction factor Φ

eΦ−1 is limited to a minimum
value of 0.1 and maximum value of 3.0, based on maximum and
minimum recorded experimental values (Conley, pers. comm.).

The dimensionless bed friction factor without ventilated boundary
layer effects is computed as:

c f 0 ¼ g

18 log 12h
k

� �� �2 ð6Þ

where k is the characteristic roughness height, assumed to be equal to
3D90, as for flat beds (VanRijn, 1982). Since themorphodynamic change
on gravel beaches is predominantly confined to the swash zone and
gravel step, this assumption is considered acceptable to compute
storm-induced morphological change. However, it should be noted
that the drag component of the bed friction may be underestimated in
deeper water, where unresolved sub-grid bed forms may exist.

We compute bed shear due to inertia effects through analogy
with the force exerted by water on a sphere in non-stationary flow
(cf. Kobayashi and Otta, 1987; O’Brien and Morison, 1952; Van Gent,
1995), which we demonstrate later in this paper to be significant for
coarse-grained gravel beaches. In this case, the force on an object due
to inertia Fi can be computed from the local flow acceleration:

Fi ¼ ρcmcvD3 ∂u
∂t

ð7Þ

where cm = 1 + ca is an inertia coefficient, ca is the added mass coeffi-
cient (ca=0.5 for spheres with zero autonomous acceleration), cv is the
volume shape factor (cv ¼ π

6 for spheres) andD is the characteristic grain
size. Note that the inertial force is therefore the sum of the Froude–
Krylov force ðρcvD3 ∂u

∂tÞ and the hydrodynamic mass force ðρcacvD3 ∂u
∂tÞ.

For the purpose of XBeach-G, the shear stress on the bed due to inertia
is computed by assuming the characteristic grain size to be the median
sediment grain sizeD50 and the number of grains affected by flow accel-

eration per unit area to scale with cnD
−2
50 ðcn≈Oð1ÞÞ such that:

τbi ¼ ρcmcvcnD50
∂u
∂t

ð8Þ

Since in most practical cases the individual values of cm, cv and cn
cannot be derived from measurement data, these parameters are re-
placed by one calibration coefficient for inertia ci ¼ cmcvcn≈Oð1Þ ,
which is used to describe the added mass of the grains, as well as the
shape of the grains and number of grains on the surface of the bed af-
fected by flow acceleration.

Although Eq. (8) follows the line of reasoning of earlier research, the
equation should be considered a proxy for more complex physical
processes acting on grains on the bed, including near-bed pressure gra-
dients, boundary layer dynamics, and turbulence. In particular, Eq. (8)
ignores the contribution of the advective acceleration term to the total
inertia force on particles in the bed, which may be relevant in the
swash (cf. Baldock et al., 2005), and does not explicitly account for
relative acceleration differences between the surface water and sedi-
ment (i.e., dynamic modification of ca in the hydrodynamic mass
force). Despite these simplifications, the application of shear stress on

the bed due to inertia following Eq. (8) is demonstrated later in this
paper to describe much of the observed morphodynamic response of
gravel beaches during storms well, and is of particular importance on
coarse-grained gravel beaches.

2.3. Sediment transport

Sedimentmobility is defined in XBeach-G using the Shields parame-
ter θ:

θ ¼ τb
ρgΔiD50

ð9Þ

where Δi is the relative effective weight of the sediment. To account
for the effect of through-bed flow on particle weight, the effective
weight of the grains is modified by the vertical groundwater pressure
gradient according to Turner and Masselink (1998):

Δi ¼
ρs−ρ
ρ

þ α
S
K
¼ Δþ α

S
K

ð10Þ

where ρs is the density of the sediment, K is the hydraulic conductivity
of the bed, and α is an empirical constant relating the surface seepage
force to the seepage force in the bed, set to 0.5 in this study following
Martin and Aral (1971).

To account for bed slope effects on sediment transport, the effective
Shields parameter θ′ is modified according to Fredsøe and Deigaard
(1992):

θ0 ¼ θ cosβ 1� tanβ
tanϕ

� �
ð11Þ

where β is the local angle of the bed, ϕ is the angle of repose of the
sediment (approximately 30°–40°), and the right-hand term is less
than 1 for up-slope transport, and greater than 1 for down-slope
transport.

Sediment transport is computed using the bed load transport equa-
tion of Van Rijn (2007), excluding coefficients for silt:

qb ¼ γD50D
−0:3
�

ffiffiffiffiffi
τb
ρ

r
θ0−θcr
θcr

τb
τbj j ð12Þ

where qb is the volumetric bed load transport rate (excluding pore space),

γ is a calibration coefficient, set to 0.5 in Van Rijn (2007), D� ¼ D50ðΔgν2Þ
1
3

is the non-dimensional grain size, ν is the kinematic viscosity coefficient
ofwater, and θcr is the critical Shields parameter for the initiation of trans-
port, computed using the relation of Soulsby andWhitehouse (1997):

θcr ¼ 0:30
1þ 1:2D�

þ 0:055 1−e−0:020D�
� � ð13Þ

2.4. Bed level change

Bed level change due to sediment transport is computed from the
spatial gradient in the bed load transport (Exner equation):

∂ξ
∂t

þ 1
1−nð Þ

∂qb
∂x

¼ 0 ð14Þ

where ξ is the elevation of the bed above an arbitrary horizontal plane
and n is the porosity.

Bed level change due to geotechnical slope collapse is simulated by
avalanching material down-slope when the bed slope exceeds the
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angle of repose (cf. Roelvink et al., 2009):

tanβj jNϕ avalanching
tanβj j ≤ ϕ no avalanching

ð15Þ

3. Case study sites and storm data

The data used in this paper to set-up XBeach-G models and to
validate the model results have been collected during a large-scale
physical model experiment in the Deltaflume, The Netherlands
(BARDEX; Williams et al., 2012a), as well as at three natural gravel
beaches along the coast of the UK as part of the NUPSIG-project (Chesil
Beach, Loe Bar and Slapton Sands) and one gravel barrier on the Brittany
coast (Sillon de Talbert; Stéphan et al., 2010). The location of each site is
given in Fig. 2. Although longshore sediment transport may be present
at all four natural gravel beaches, the sites selected for this study have
been chosen such that the longshore sediment transport gradient
during the storm events is expected to have the least effect. A summary
of the key hydrodynamic and geometric parameters of the beaches and
storms investigated in this paper is given in Table 1.

During the BARDEX physical-model experiment, the hydrodynamics
and morphodynamics of a 4-meter high and 50-meter wide barrier
composed of medium gravel (D50 = 11 mm) were measured under
varying hydraulic boundary conditions, ranging from wave run-up to
wave overtopping and overwash (seeWilliams et al., 2012a for details).
The morphodynamic response of the gravel barrier to wave action was
measured by a mechanical roller and actuator following the bed profile
from an overhead carriage before and after each 3–20-minute wave
sequence. In this paper we focus on four BARDEX experiment series
with significant and distinct morphological change (Table 1 and Fig. 3
for an overview). In BARDEX series BAB3 a berm was generated at the

wave run-up extent on an initially plain slope under relatively mild
wave conditions. In series BABR, a 3-minute burst of large and long
periodmonochromaticwaveswas used to remove a bermon the barrier
beach in order to generate a smooth and slightly convex beach face. The
removal of the bermwas accompanied by wave overtopping and accre-
tion on the barrier crest. At the start of series BAE9, overwash of the
gravel barrier was triggered by an increase of the offshore water level
and wave period. Conditions for overwash increased over the duration
of the series through the crest-lowering response of the gravel barrier.
Barrier rollover finally occurred during series BAE10, when high wave
and water level conditions lead to barrier crest lowering and retreat,
and substantial washover deposition on the back barrier (Matias et al.,
2012).

Data on themorphodynamic response of three UK gravel beaches to
energetic and storm conditions were collected during the winter of
2012–2013 and 2013–2014 as part of the NUPSIG-project (Poate et al.,
2015). The three beaches discussed in this paper are Chesil Beach, a
coarse (D50 = 40mm) gravel barrier with a crest height approximately
12 meters above ODN (Ordnance Datum Newlyn; approximately equal
to 0.2m belowmean sea level –MSL); Loe Bar, a very fine gravel barrier
(D50 = 2 mm) with a crest height approximately 9 meters above ODN
(approximately equal to 0.1 m below MSL); and Slapton Sands, a fine
gravel barrier (D50= 6mm)with a crest height approximately 7meters
above ODN (approximately equal to 0.4 m below MSL). Chesil Beach
and Loe Bar have a SW orientation (Fig. 2), and face into the typically
SW winter swells, whereas Slapton Sands has an E orientation and is
partly sheltered from SW swells.

DuringCB01 (Table 1 and Fig. 3), Chesil Beach experienced landward
migration of the berm under energetic wave conditions combined with
spring tides. In CB02, extremely energeticwave conditions lead to beach
erosion and approximately 2 meters of scour at the base of a seawall of

Fig. 2. Location of field data collection sites: (A) Chesil Beach, (B) Loe Bar, (C) Slapton Sands and (D) Sillon de Talbert. Note that the location of thewave buoy at Chesil Beach is beyond the
extent of map A and has been depicted at the correct water depth, closer to the field location.
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Chesil Beach. Eyewitness accounts confirm that other sections of Chesil
Beach that were not protected by the seawall experienced wave
overtopping and overwash during this event, however these sections
are not discussed further in this paper due to lack of morphodynamic
data. Offshore wave data for both events were provided by a directional
wave buoy maintained by the Channel Coastal Observatory (CCO), lo-
cated approximately 7 km from the study site in 12–15 m water depth
(Fig. 2). Tide data for CB01 were derived from a pressure transducer
located at approximately MLWN (ODN - 0.47 m), whereas for CB02
tide data were derived from time series of measured tide and surge at
West Bay Harbour tide gauge, approximately 30 km from the study
site. During CB01, the morphology of the beach was measured every
low tide by RTK-GPS survey, whereas during CB02 the morphology
of the beach was continuously measured by a tower-mounted cross-
shore laser scanner (see Almeida et al., 2015 for comparable measure-
ments and methodology). Bathymetric data below the elevation of the
pre-storm surveys for CB01 and CB02 are derived from hydrographic
multibeam survey data collected in 2009 and provided by CCO.

The storm system that caused event CB02, led to overwash at Loe Bar
in event LB01,where overwashingwaves caused crest lowering of 0.2m
and up to 0.4 m of accretion on the back barrier. Offshore wave data for
this event were provided by a directional wave buoy maintained by
CCO, located approximately 500 m from the study site in 15–20 m
water depth (Fig. 2). Tide and surge data for LB01 were derived from
tidal predictions for Loe Bar combined with time series of measured
surge at Newlyn tide gauge, approximately 20 km from the study site.
Pre-storm topographic data for LB01 were collected two days prior to
the storm by means of an RTK-GPS survey. Post-storm topographic
data were collected by RTK-GPS survey 13 days after LB01, during
which time recovery of the beach took place in the form of a cusp and
horn system. Unfortunately, no wave data are available for the period
between LB01 and the post-storm survey. However, evaluation of the
two nearest CCO wave buoys in operation during this period (Looe
Bay and Start Bay) indicate that LB01 was the largest wave event in
this period. Eye-witness reports confirm substantial overwash at Loe
Bar during LB01 (Earlie, pers. comm.). Bathymetric data below the
elevation of the pre-storm survey were collected by singlebeam
echosounder survey in March 2012 (cf., Poate et al., 2013).

The morphodynamic response of Slapton Sands to SS01 was
characterised by moderate erosion of a berm on the supratidal beach.
More substantial morphological change occurred at Slapton Sands
during SS02, which was caused by the storm system that led to CB02
and LB01. During SS02, the beach was heavily eroded and the barrier
overtopped, leading to temporary closure of themain road on the barri-
er crest. Offshore wave data for both events were provided by a direc-
tional wave buoy maintained by CCO, located approximately 500 m
from the study site in 10–15 m water depth (Fig. 2). Tide and surge
data for SS01 were collected by a pressure transducer located approxi-
mately 1 km from the study site. Tide and surge data for SS02 were
derived from tidal predictions for Slapton Sands combined with the
magnitude of the measured surge at Devenport and West Bay Harbour
tide gauges, approximately 40 km and 80 km from the study site,
respectively. Topographic data for SS01 were collected by means of
low tide RTK-GPS surveys prior to and following SS01. Pre-storm topo-
graphic data for SS02 were collected 27 days prior to the storm by
means of an RTK-GPS survey, during which period no wave events
above storm threshold were measured by the wave buoy. Post-storm
topographic data were collected by RTK-GPS survey 2 days after SS02,
during which period washover deposits on the road had been removed
to the back barrier. Bathymetric data below the elevation of the pre-
storm surveys for SS01 and SS02 are derived from hydrographic
singlebeam survey data collected in 2007 and provided by CCO.

Sillon de Talbert is a NW-facing gravel spit on the macro-tidal
(maximum tidal range 10.85 m) coast of Brittany, France, fronted by
an approximately 1 km-wide intertidal rocky platform. The barrier
was heavily overwashed during ST01, when highly energetic waveTa
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conditions coincidedwith spring tide. The storm lead to barrier rollover
of approximately 15m along the central section of the barrier (Stéphan
et al., 2010, 2012). Topographic, bathymetric and hydrodynamic forcing
conditions for ST01 were provided by l’ Université de Bretagne
Occidentale (Stéphan and Suanez, pers. comm.). Topographic data of
the barrier consist of supratidal and intertidal RTK-GPS measurements
of the barrier measured in September 2007 (six months prior to ST01)
and September 2008 (six months after ST01). Unpublished cross-
shore profile measurements carried out on 19 March 2008 (nine days
after the storm) indicate qualitatively that the overall lowering of the
crest of the barrier during ST01 was approximately 1 m (Stéphan
et al., 2012). These data are supplementedwith LiDAR data of the inter-
tidal rocky platform measured in 2002 (Boersma and Hoenderkamp,
2003) and bathymetry data provided by the Service Hydrographique
et Océanographique de la Marine. Time series of the storm surge level
were derived from surge measured at the Roscoff tide gauge, located
approximately 65 km from the study site, alongside tidal predictions
at the location of the barrier. Wave conditions offshore of the barrier
were extracted from a nested WAVEWATCH III® model (Tolman and
Chalikov, 1996), forced by ECMWFwind fields. Model validation results
on buoys off Brittany indicate an overall relative root-mean-square
error of 12% for wave height with a bias less than 2% (Ardhuin and
Accensi, 2011).

A summary of the measured or estimated median grain diameter
(D50), hydraulic conductivity (K) and beach slope (tan(β)) at all
five gravel barriers is given in Table 1. The table furthermore lists all
storm simulations discussed in this paper, alongside the maximum
hydrodynamic forcing conditions (significant wave height at the wave
buoy, Hm0; peak wave period at the wave buoy, Tp; and the peak deep
water wave steepness, [Hm0/Lp]0) and a description of the relative
forcing and storm morphology (relative freeboard, (Rc/Hm0); and the
morphodynamic response type) for each of the simulated storms.

4. Model setup

Wave and water level boundary condition time series for the four
BARDEX simulations are derived from measured time series of waves

imposed at thewave paddle and still water levelsmeasured by pressure
transducers on the flume floor (cf. McCall et al., 2014). Wave boundary
conditions for the Chesil Beach, Loe Bar, Slapton Sands models are
imposed by means of wave spectra time series measured at the nearest
wave buoy, and for Sillon de Talbert bymeans ofwave spectrumparam-
eters provided by a large-scale wave model (described in the previous
section), both of which XBeach-G uses to internally generate a random
time series of incident waves and bound low-frequency second order
waves at the model boundary. Tide and surge boundary conditions for
these models are derived from measurements (CB01, SS01), or tidal
predictions combined with measured surge at locations near the
model site (CB02, LB01, SS02, ST01), as described in Section 3.

Where feasible, the model simulations are set up to simulate the
entire period of the storm between the pre-storm and post-storm
survey (all BARDEX and Chesil Beach simulations, as well as SS01). In
these cases, the initial cross-shore profile in the XBeach-G model is set
to the cross-shore profile measured at low-tide prior to the simulated
storm, or at the start of the simulated wave measurement series. In
the case of LB01, the duration of the simulation has been set to the
period from the pre-storm measurement to the end of the storm peak,
after which no measured wave boundary conditions are available. As
discussed in Section 3, this simulation includes the largest storm event
of the period between the pre-storm and post-storm measurements,
duringwhich the crest lowering and overwashmost probably occurred.
In the case of SS02, the initial cross-shore profile in the model is set
equal to the cross-shore profile measured 27 days before the storm. To
reduce computational requirements and to account for the fact that
the XBeach-G model is designed to simulate storm events, and does
not include processes to model medium to long-term shoreline change
(e.g. longshore transport gradients), the duration of the simulation is
shortened to 36 hours surrounding the peak of the storm, rather than
the duration between surveys (29 days). As discussed in Section 3, no
other large wave energy events occurred in the period between the
cross-shore profile measurements. In the case of ST01, the initial
cross-shore profile is set equal to the cross-shore profile measured 6
months before ST01. Again, for same reasoning as SS02, the duration
of the simulation is set to 74 hours surrounding the peak of ST01, rather
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than the duration between cross-shore profile measurements (one
year). Due to the large period between ST01 and the post-storm profile
measurement, the modelled post-storm cross-shore profile cannot be
directly compared to themeasured change. However, the observed bar-
rier rollover can be attributed to ST01, which was the largest storm
event in this period (Stéphan et al., 2010), and the model results can
be compared to the measurements in a qualitative sense.

The cross-shore resolution of the models is set to vary gradually in
the cross-shore direction, from Lm

25 ≈2−3 m at the offshore boundary
of themodel, where Lm is the wave length related to themeanwave pe-
riod, to 0.3 m near the waterline in order to correctly capture swash
processes in the model. In the case of the BARDEX simulations, the
resolution has been increased to 0.5 m at the wave generator and
0.1 m at the beach. In the case of CB02 and ST01, the seawall and
rocky foreshore, respectively, are included in the cross-shore profile as
non-erodible objects.

The hydraulic conductivity and median grain size at BARDEX, Chesil
Beach, Loe Bar and Slapton Sands are based on ranges found in literature
for these sites (Table 1). Since the reported values of hydraulic conduc-
tivity for the natural gravel beaches are relatively uncertain and show
considerable spread, all simulations at the natural gravel beaches are
computed with three estimates (high, medium and low; Table 1) for
the hydraulic conductivity. Due to lack of data for Sillon de Talbert,
the median grain size for this barrier is assumed equal to 0.08 m
(cf., Chanson, 2006) and the hydraulic conductivity is set equal to that
of Chesil Beach, which is the most similar barrier in this study in terms
of sediment composition.

The three free model parameters relating to sediment transport are
the inertia coefficient (ci), which acts on sediment transport through
the bed shear stress; the angle of repose (ϕ), which controls avalanch-
ing and affects sediment transport on sloping beds; and the bed load
transport calibration coefficient (γ), which linearly scales transport
rates and gradients. Where sufficient data are available, these model
parameters can be calibrated at every gravel barrier to provide the
most accurate reproduction of measured cross-shore profile change.
However, in order to assess the predictive skill of the numerical model
we use one value in this paper for the sediment transport parameters
(ci = 1.0; ϕ = 35°; γ = 0.5) at all four natural gravel sites. In the case
of BARDEX, the bed load transport calibration coefficient is modified
(γ = 1.0) in order to capture the apparently highly mobile gravel in
the laboratory. Although the reason for the high sediment mobility in
the laboratory is uncertain, at this stage it is assumed to be related to
the use of angular gravel of fluvial, rather than marine, origin, as well
as the 2D nature of the processes, with no longshore smoothing due
to variability in swash direction. The remaining two parameters are
kept equal to those of the natural gravel sites. All simulations are run
using the default values for the hydrodynamic model parameters, as
presented by McCall et al. (2014).

5. Model validation

In the following section we discuss the results of the XBeach-G
simulations of the storm events presented in Section 3. The results
have been grouped according to the morphodynamic response of the
gravel barrier: berm formation, beach erosion, crest build-up, crest
lowering and barrier rollover (Fig. 1). All model simulations are run
using the model parameters described in Section 4. Although higher
model accuracy may be achieved by calibration of the free model
parameters at each case study site, this is not considered the main
objective of this paper.

To assess the skill of the model in simulatingmorphological change,
the cross-shore profile change predicted by the model at the end of the
storm event is compared to the measured post-storm cross-shore
profile change. As discussed in Section 3, the post-storm profiles for
LB01 and ST01 were measured 13 days and 6 months after the

respective storm events, during which changes to the beach face
(LB01, ST01) and barrier crest (ST01) may have occurred. In these
cases the analysis of the model skill is limited to a quantitative (LB01)
and qualitative (ST01) analysis of the profile change of the barrier
crest and back barrier, and the front of the barrier is not considered.
All comparisons at the natural gravel beaches reported in this paper
are based on the model simulation corresponding to the “medium” es-
timate for the hydraulic conductivity, unless stated otherwise.

For all simulations, the absolute profile change prediction error at all
points along the profile (|ϵΔξ|) is computed from the measured and
modelled bed level change, as well as an estimate of the measurement
error and natural profile variability (ϵ0), similar to VanRijn et al. (2003):

ϵΔξ
�� �� ¼ max Δξmodelled−Δξmeasuredj j−ϵ0; 0ð Þ ð16Þ

where Δξmodelled and Δξmeasured are the modelled and measured bed
level change at each point in the profile, respectively, ϵ0 = max (ϵi,
3D50) and ϵi is the estimated instrument error (0.030 m for RTK-GPS
surveys, 0.015 m for laser scanner data, and 0.005 m for the
mechanical roller profiler; cf., Poate et al., 2013; Almeida et al., 2015).

The measured and modelled bed level change and absolute profile
change prediction error are subsequently used to compute (1) the
root-mean-square error (RMSE; defined in Eq. (17)); (2) the relative
bias, normalised by the absolute mean of the observations (Rel. bias;
Eq. (18)); (3) the correlation coefficient (ρ; Eq. (19)) and (4) the Brier
Skill Score (BSS; Eq. (20)) of the model simulations in a method similar
to Roelvink et al. (2009).

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
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i¼1

ϵΔξ
�� ��
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� 	2

vuut ð17Þ
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1
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� �2 ð20Þ

All statistics are computed using data interpolated to a regularly-
spaced grid, and only include points where the measured or modelled
bed level changes are greater than ϵ0.

5.1. Berm formation

Two wave events discussed in Section 3 can be characterised by
berm formation: BAB3, where an initially mild beach slope was
reworked into steep beach slope with a berm, and CB01, where an
existing berm was eroded and a new berm created higher on the
beach profile.

The results of BAB3 are shown in Fig. 4. The figure shows that the
model can qualitatively reproduce the observed change from a mild
beach slope to a steep beach slopewith a berm. However, in a quantita-
tive sense, XBeach-G underestimates the volume of the berm, where
the volume of the berm accretion is predicted to be 0.4 m3m−1 and
the measured berm accretion is 1.4 m3m−1. The underestimation of
the berm volume by XBeach-G is mirrored by an overestimation of
sediment deposition below the still water level. Despite these discrep-
ancies, the overall skill of the model prediction is reasonable (Table 2),
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with a BSS of 0.38. Note that BAB3 has low relative bias because the
measurements and model results encompass the full mass balance.

The model prediction of cross-shore profile change during CB01 is
shown in Fig. 5. The figure shows that the model predicts the erosion
of the pre-storm berm, as well as a general steepening of the beach
towards a berm-like feature at an elevation of 5 m + ODN. However,
in similarity with BAB3, the model greatly under predicts the volume
of the post-storm berm above the pre-storm profile (modelled,
0.2 m3m−1; measured, 2.0 m3m−1), and the model predicts a more
landward position of the post-storm beach. These model discrepancies
are reflected in a relatively large model RMSE and relative bias
(Table 2), but not by low ρ or BSS values. The latter two represent the
fact that despite that the berm is not well represented, the majority of
the shape of the cross-shore profile change is captured relatively well
by the model.

The results of BAB3 and CB01 show that although XBeach-G is able
to reproduce berm formation well in a qualitative sense without site-
specific calibration of the model sediment transport parameters, the
quantitative skill of the model is not particularly high (median BSS
0.54). Although site-specific calibration of the inertia coefficient (ci)
and angle of repose (ϕ) may change the result of the model prediction
at these sites, processes related to wave breaking and gravel step

dynamics are likely required to significantly improvemodel predictions
(discussed in Section 6).

5.2. Beach erosion

Two storm events are characterised primarily by beach erosion:
SS01, where an existing berm was partially eroded by energetic
waves, and CB02, where substantial beach erosion took place at the
base of a sea wall during highly energetic wave conditions.

Fig. 6 shows the modelled and measured cross-shore profiles for
SS01. The figure shows approximately 2 m horizontal retreat of the
upper beach face above maximum storm still water level due to the
partial erosion of the pre-storm berm, which is well reproduced by
the XBeach-G model. Between MSL (0.38 m + ODN) and maximum
storm still water level, the model slightly overpredicts the magnitude
of erosion by approximately 0.2 m. The overall BSS for SS01 is good
(0.63; Table 2) and is primarily reduced by the relatively large relative

Table 2
Root-mean-square error (RMSE), relative bias (Rel. bias), correlation coefficient (ρ) and
Brier Skill Score (BSS) of the model cross-shore profile change predictions relative to the
measured profile change. Note that ST01 is not included in the statistical analysis and that
the comparison of pre- and post-storm profiles for LB01 is limited to the upper part of the
beach profile and the barrier crest, see Fig. 11. † refers to the qualification of Van Rijn et al.
(2003).

RMSE Rel. bias ρ BSS (qualifier †)

BAB3 0.16 m −0.00 0.65 0.38 (fair)
CB01 0.36 m −0.62 0.98 0.69 (good)
SS01 0.11 m −0.66 0.96 0.63 (good)
CB02a 0.45 m −0.71 0.89 0.46 (fair)
CB02b 1.11 m 0.45 0.95 0.77 (good)
CB02c 0.33 m 0.14 1.00 0.98 (excellent)
CB02d 0.17 m −0.06 0.99 0.99 (excellent)
BABR 0.05 m −0.00 0.89 0.91 (excellent)
SS02 0.35 m −0.06 0.92 0.88 (excellent)
BAE9 0.17 m −0.03 0.83 0.77 (good)
LB01 0.08 m −0.22 0.99 0.93 (excellent)
BAE10 0.34 m −0.00 0.82 0.66 (good)
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due to varying the hydraulic conductivity (Table 1) is shown in light orange shading. The
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bias (−66%) caused by the overestimation of beach erosion below
maximum still water level.

Themorphodynamic impact of CB02 on a beach backed by a seawall
is shown in Fig. 7. The figure shows substantial lowering (~2 m) of the
post-storm cross-shore profile at the base of the sea wall relative to
the pre-storm profile (d; top panel). The figure also shows that the
maximum erosion depth at the base of the sea wall was largest at low
tide during CB02 (~3 m; Fig. 7b, bottom centre panel) when wave
conditions were at their most energetic. Fig. 7 and Table 2 show that
although the maximum erosion at the base of the seawall is somewhat

under predicted, XBeach-G generally reproduces the measured cross-
shore profile very well (BSS: fair–excellent) and with high ρ values.

5.3. Crest build-up

Two wave events discussed in Section 3 can be principally
characterised by crest build-up: BABR (Fig. 8), where an existing berm
was reworked by high water levels and energetic waves to the crest,
and SS02 (Fig. 9), where energetic waves eroded much of the beach
and overtopped the gravel barrier.

Fig. 8 shows up to 0.5 mmeasured erosion of the berm during BABR
between 0 and 5 m cross-shore distance and 0.1–0.2 m deposition on
the initiallyflat barrier crest. Thefigure shows good agreement between
the modelled and measured profile development: the model removes
the berm, achieves the correct beach face slope, and deposits sediment
on the top of the barrier. This agreement is reflected in the computed
and measured erosion (1.0 m3m−1 and 1.1 m3m−1, respectively) and
deposition (0.5 m3m−1 and 0.9 m3m−1, respectively) above SWL and
high BSS (0.91; Table 2).

Fig. 9 shows the modelled and measured cross-shore profiles for
SS02. The figure shows substantial beach erosion in the post-storm
measurements, leading to a retreat of the crest of 11 m and a thin
layer of deposition on top of the barrier. The figure also shows that
the results of the XBeach-G model are very similar to the measured
cross-shore profile development, expressed in the total eroded volume
above maximum still water level (modelled, 31.1 m3m−1; measured,
31.8 m3m−1), crest retreat (modelled, 13.9 m; measured, 10.7 m)
and deposition layer thickness on the barrier crest (modelled and
measured 0.3 m). Although the post-storm beach slope below MSL
(0.38 m + ODN) is predicted well by the XBeach model, the beach
slope aboveMSL is less well represented by themodel, which is compa-
rablewith the results of SS01. Themajority of theprediction error on the
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Fig. 7. Pre-storm (black dashed), measured post-storm (black solid) and modelled post-storm (orange solid) cross-shore profiles for CB02. The top panel showsmodelled and measured
profiles at low tide after CB02 (D). The bottom three panels show from left to right: modelled andmeasured profiles at the first high tide of CB02 (A), low tide of CB02 (B) and the second
high tide of CB02 (C). The range in post-stormmodel profiles due to varying the hydraulic conductivity (Table 1) is shown in light orange shading. The non-erodible sea wall is shown in
grey shading. The tide level for each panel is represented by the grey line.
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Fig. 8. Initial cross-shore profile (black dashed) and cross-shore profiles measured (black
solid) and modelled (orange solid) at the end of wave series BABR. The maximum still
water levels imposed on the front and the back barrier during the simulation are repre-
sented by the grey lines.
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beach slope above MSL however lies within the variation of model
predictions due to imposed variations in hydraulic conductivity of the
beach. The overall skill of the XBeach-G model for SS02 is high, with a
high BSS (0.88; Table 2) and low relative bias (−6%).

5.4. Crest lowering

During BAE9 and LB01 crest lowering and washover occurred under
energetic wave conditions in combination with high water levels. Dur-
ing these events the upper part of the barrier beach and crest was erod-
ed, but the crest of the barriers did not move landward significantly.

Fig. 9 shows the modelled and measured cross-shore profiles for
BAE9. Themeasurements show that during BAE9, the crestwas lowered
by 0.5 m and 4.5m3m−1 of gravel washed over the crest of the barrier,
where washover volume is defined as the volume of sediment accretion
landward of the initial barrier crest. The figure shows that in qualitative

and quantitative sense, the XBeach-G simulates the observed cross-
shore profile change well. The model correctly predicts washover
sediment deposition (3.2 m3m−1) on the back barrier, and lowering of
the barrier crest (0.4 m). The model does not quite manage to correctly
predict the crest of the barrier, as the model predicts 2.7 m rollback of
the crest. Overall, the model skill for BAE9 is high (Table 1), with
relatively small RMSE (0.17 m) and high BSS (0.77).

The morphological response of Loe Bar to LB01 is shown in Fig. 11.
The figure shows substantial erosion of the the upper beach face and
barrier crest, as well as crest lowering and washover deposits on the
back barrier (black solid line). Note that the post-storm lower beach
face is not shown in the figure due to the recovery of the beach and
generation of beach cusps in the period between LB01 and the post-
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Fig. 9. Pre-storm (black dashed), measured post-storm (black solid) and modelled post-storm (orange solid) cross-shore profiles for SS02. The range in post-stormmodel profiles due to
varying the hydraulic conductivity (Table 1) is shown in light orange shading. The maximum still water level imposed in the simulation is represented by the grey line.
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Fig. 10. Initial cross-shore profile (black dashed) and cross-shore profiles measured (black
solid) and modelled (orange solid) at the end of wave series BAE9. The maximum still
water levels imposed on the front and the back barrier during the simulation are repre-
sented by the grey lines.
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Fig. 11. Pre-storm (black dashed), measured post-storm (black solid) and modelled post-
storm (orange solid) cross-shore profiles for LB01. The dashed orange line represents the
section of the beach face that may have been reworked in the period between LB01 and
the post-storm survey, which is not included in the analysis of the model skill. The
range in post-storm model profiles due to varying the hydraulic conductivity (Table 1)
is shown in light orange shading. Themaximumstillwater level imposed in the simulation
is represented by the grey line.
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storm survey, as discussed in Section 3, which is not modelled in
XBeach-G. Fig. 11 shows great similarity between modelled and
measured post-storm erosion of the barrier crest and deposition on
the back barrier. The model correctly predicts a crest lowering of
0.2 m, and predicts crest retreat (modelled, 2.0 m; measured, 1.9 m)
and washover volume (modelled, 9.6 m3m−1; measured, 10.8 m3m−1)
well. The overall model skill for LB01 is high (Table 2), with low RMSE
(0.08 m) and high BSS score (0.93).

5.5. Barrier rollover

Barrier rollover occurred during two events discussed in Section 3:
BAE10 and ST01, where high water levels and energetic waves lead to
crest lowering and substantial crest retreat.

The results of the simulation of BAE10 are shown in Fig. 12. The
figure shows a situation with a very low relative freeboard (0.5;
Table 1), leading to crest lowering (0.5 m), crest retreat (3.4 m) and
substantial washover deposits on the back barrier (8.2 m3m−1). The
results of the simulation show that the XBeach-G model reproduces
the observed profile change well in qualitative sense, and reasonably

well in quantitative sense. The model predicts lowering and retreat of
the barrier crest, as well as washover deposition on the back barrier,
although these are all slightly less than found in the measurements
(0.5 m, 3.3 m and 4.1 m3m−1, respectively). The greatest difference
between the measurements and the model predictions is the response
of the foreshore between −10 m and 0 m cross-shore distance
(Fig. 12), where the model under predicts the observed erosion.
The lack of erosion in the foreshore leads to an under estimation of
washover deposition on the back barrier. Both errors contribute to one
of the lowest values of the correlation coefficient (ρ; Table 2) of the
simulations discussed in this paper. However, overall model skill
remains high for BAE10, with a BSS of 0.66.

As discussed at the beginning of this section, the period between the
pre-storm and post-storm measurement at Sillon de Talbert, as well as
the large duration between ST01 and the post-storm measurement,
mean that this case cannot be used to validate the XBeach-G model in
quantitative sense. However, ST01 was the largest storm event during
the period between the pre- and post-storm measurements, and is
responsible for the observed barrier rollover (Stéphan et al., 2010).
The measured and modelled pre- and post-storm cross-shore profiles
of ST01 are shown in Fig. 13. The figure shows a measured crest retreat
of 10.7 m, and a washover volume of 130 m3m−1. The measured crest
lowering is just 0.2 m, less than the approximate 1 m lowering mea-
sured nine days after ST01 reported by Stéphan et al. (2012), which
may be a result of recovery in the six months between ST01 and the
post-storm measurements. The results of the model presented in
Fig. 13 show good qualitative agreement with the measurements; the
model shows crest retreat (3.7m), crest lowering (0.5m) andwashover
deposition (80m3m−1) on the back barrier. Since themeasurements do
not allow for an objective quantitative assessment of the overall model
skill, values for the fourmodel skill parameters (Eqs. (17)–(20)) are not
presented in Table 2 for ST01.

6. Discussion

The results of the model simulations of 10 storm events discussed
in Section 5 show that XBeach-G is able to qualitatively reproduce
observed cross-shore profile change for varying hydrodynamic forcing
and barrier response types, as well as predictmorphodynamic response
with high quantitative skill (median BSS 0.75). Interestingly, the results
show that themodel ismore accurate in predicting the response to very
energetic storms (beach erosion – barrier rollover; median BSS 0.83)
than to less energetic storm conditions (berm formation; median BSS
0.54), although we acknowledge that this may in part be due to the
larger observed cross-shore profile changes in the former relative to
the reference zero-change prediction (cf., Bosboom et al., 2014). While
the model skill for energetic conditions represents a step forward in
terms of process-based modelling of gravel beaches, the model may
still be improved in certain areas, which are discussed below.

6.1. Berm formation and step development

The results of BAB3 and CB01 show that while XBeach-G is capable
of reproducing berm formation in general, the model tends to under
predict the volume of the berm. This underestimation is greater or
similar to those predicted by other (calibrated) process-based models
for varying wave forcing and beach geometries (e.g., Van Gent, 1995;
Pedrozo-Acuña et al., 2007; Van Rijn and Sutherland, 2011; Jamal
et al., 2014), highlighting a common discrepancy between modelled
and naturally-occurring processes. In the case of BAB3,wheremeasured
data are available of the submerged profile before and after the wave
series, the lack of volume in thepost-stormberm ismirrored by an over-
estimation of the deposition at, and below, the beach step, leading to the
hypothesis that accuratemodelling of step dynamicsmay be required to
accuratelymodel berm building. This hypothesis is in linewith previous
research (refer to Buscombe andMasselink, 2006, for an overview) that
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Fig. 12. Initial cross-shore profile (black dashed) and cross-shore profiles measured (black
solid) and modelled (orange solid) at the end of wave series BAE10. The maximum still
water levels imposed on the front and the back barrier during the simulation are repre-
sented by the grey lines.
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has highlighted the importance of the step in maintaining steep, reflec-
tive beach slopes through preferential onshore sediment transport
mechanisms.

Since the hydrodynamics thought to develop and maintain
gravel steps is essentially two-dimensional (2DV; e.g., step vortex
generation, plunging breakers), representation of these processes in a
depth-averaged model presents some difficulties. Important factors
not accounted for in themodel that all enhance onshore sediment trans-
port across the step region are: (1) bore turbulence; (2) net onshore
flow across the seaward face of the step due to the vortex (Larson and
Sunamura, 1993); (3) vertical velocity under breaking waves; and
potentially (4) breaker pressure pulses (Pedrozo-Acuña et al., 2008).
Further steps are envisaged for the development of XBeach-G using a
parametrisation of breaker-induced turbulence (cf., Reniers et al.,
2013), suspending sediment at wave breaking using the local vertical
velocity, and a parametrisation of plunging breaker pressure pulses on
the mobilisation of sediment (cf., Pedrozo-Acuña et al., 2010).

6.2. Sensitivity to inertia parameter on coarse-grained beaches

To study the effect of varying the inertia parameter (ci) on cross-
shore profile development in XBeach-G, sensitivity simulations were
carried out for a storm event on a fine-grained barrier (LB01) and a
storm event on a coarse-grained barrier (ST01). Since the bed shear
due to inertia effects scales linearly with the median grain size
(Eq. (8)), we expect the sensitivity of themodel to the inertia parameter
to be greater for ST01 than for LB01. In the sensitivity simulations, the
inertia parameter was varied between 0.5–2.0, while all other model
parameters were kept constant. The results of these simulations are
shown in Fig. 14. The results show that on the fine-grained barrier
(left panel), the effect of modifying the inertia parameter is relatively
small and does not lead to significantly different cross-shore profile
development. However, the response of the coarse-grained barrier
(right panel) is strongly affected by the inertia parameter, where a
low value of ci leads to substantially more crest lowering and retreat
than measured. This difference is the result of an imbalance between
onshore transport (driven by acceleration) and offshore transport
(caused by the swash backwash) at the start of the storm, leading to
more beach erosion and crest lowering in the case of a low value of ci,
which in turn leads to greater overwash during the peak of the storm.

The result of this sensitivity study highlights the importance of
including acceleration forces on coarse-grained gravel beaches in
order to model sediment transport magnitudes and directions during
storms well (cf., Van Gent, 1995; Pedrozo-Acuña et al., 2007). This
importance has previously been found for the threshold of motion of
boulders in storms (e.g., Etienne and Paris, 2010) in the equations of

Nott (2003) (note however that the equations of Nott do not account
for the Froude– Krylov force, resulting in an underestimation of the
acceleration forces on boulders under storm waves). Although the
current choice of value for the inertia parameter (ci = 1) appears to
represent the morphodynamic response of the broad range of gravel
barriers discussed in this paper reasonably well, further calibration
and validation of the inertia parameter using data collected at coarse-
grained beaches would increase confidence in applying the model on
coarse gravel and cobble beaches. Such analysis would also highlight
the potential for more accurate predictions of morphological change
given site-specific calibration of the inertia coefficient.

7. Conclusions

This paper presents an extension of the XBeach-G numerical model
(McCall et al., 2014)with a sediment transport andmorphologymodule
to simulate the morphodynamic response of pure gravel beaches
and barriers to storms. The morphodynamic component of the model
computes bed load transport, including groundwater ventilation effects
and flow inertia forces, to predict bed level changes. The model is vali-
dated by simulating the morphodynamic response of one laboratory
and four natural gravel barriers to 10 separate storm events.

Results of the model validation show that the model has consider-
able skill (median BSS 0.75) in predicting themorphodynamic response
of gravel barriers across a wide range of forcing conditions and barrier
response types. The results show that the model is most accurate
in predicting the response to very energetic storms (beach erosion –
barrier rollover; median BSS 0.83). The range of validation cases and
lack of site-specific calibration show that XBeach-G can be applied to
predict storm impacts on pure gravel beaches and barriers with reason-
able to high confidence for a range of hydrodynamic forcing conditions
and barrier response types.

Model sensitivity simulations discussed in this paper show that
the effect of groundwater infiltration processes, controlled through
variation of the hydraulic conductivity within a range of values found
in literature, is to modify the magnitude of the cross-shore profile
response, rather than to alter the barrier response type. However, it
should be noted that in cases where the forcing conditions are at a
critical threshold (e.g., beach erosion to crest build-up, and crest
build-up to crest lowering) small changes due to groundwater effects
may be sufficient to force the beach or barrier system into a different
response type.Model sensitivity results furthermore showed the impor-
tance of including a term to account for acceleration forces on the bed
on course-grained beaches, where simulated onshore transport and
morphodynamic response is strongly affected by bed shear stress due
to inertia.
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Fig. 14. Sensitivity of modelled cross-shore profile response to the value of the inertia parameter. Pre-storm, measured post-storm and modelled post-storm (default inertia parameter)
cross-shore profiles are represented by dashed black, solid black and solid orange lines, respectively. The maximum still water level imposed in the simulation is represented by the grey
line. The range in post-storm model profiles due to varying the inertia parameter is shown by dashed orange (ci = 2.0) and dotted orange lines (ci = 0.5).
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Future development of the model should include a focus on valida-
tion of the inertia parameter for very coarse gravel and cobbles and
investigation of step dynamics that play an important role in controlling
onshore sediment transport and swash hydrodynamics under less ener-
getic condition, including in recovery periods. Further co-development
of the XBeach and XBeach-G models would make application on
mixed and composite beaches possible.
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