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1. Introduction

Numerous in situ measurements and remote sensing observations reveal that tidally generated large amplitude internal waves (LAIW) are an ubiquitous phenomenon in the Global Ocean (see the reviews by Ostrovsky and Stepanyants [1989]; Helfrich and Melville [2006] and references therein). These waves, with their fronts extending for tens of kilometers may propagate several hundred kilometers from their source of generation carrying momentum and energy toward the coastline. As they shoal in shallow water near the coast, they can transport masses of water and the materials contained therein across isobaths. The transport of mass due to LAIWs plays an important role in some coastal marine ecosystems [Leichter et al., 2003; Pineda, 1999; Lennert-Cody and Franks, 1999, 2002; Helfrich and Pineda, 2003]. LAIWs are potentially hazardous to all subsea operations including oil and gas drilling operations and have already caused several costly and dangerous incidents [Fraser, 1999].

Several weakly nonlinear theories were developed to study shoaling of nonlinear internal waves. However, their application to LAIWs is under question owing to the strong nonlinearity of the latter. Various modifications of the Korteweg-de Vries (KdV) theories were used with some success to model wave evolution outside their formal range of validity [Grimshaw et al., 1997; Holloway et al., 1999; Stanton and Ostrovsky, 1998]. The extension of weakly nonlinear theory was completed also by Miyata [1985, 1988], Choi and Camassa [1999] and Ostrovsky and Grue [2003]. However, none of the models described above have been applied much beyond the solitary wave solutions. Another deficiency in most previous studies is that they treated oceanic LAIWs as a two-dimensional (2-D) phenomenon. In this respect, a purely 2-D wave may differ significantly from a 3-D one. For real oceanic conditions, it is difficult to apply the 2-D models without taking into account a number of spatial perturbing factors, such as radial spreading or 2-D depth variations.

Various generalizations of the KdV equation have been suggested for nonlinear waves with smoothly curved phase fronts. One of the most popular is the Kadomtsev-Petviashvili equation. It was modified by Grimshaw [1985] [see also Grimshaw and Tang, 1990] to include weak transverse effect. An alternative approach to study spatial wave effects is the “nonlinear geometrical optics” approach, which describes refraction of wave fronts. This method, initially developed by Ostrovsky and Shira [1976], was modified recently by Small [2001a] to study the refraction of planar internal wave obliquely propagating across a slope and Gaussian seamount [Small, 2001b].

Some interesting 3-D effects may develop even in a 2-D configuration when a plane internal wave propagates...
obliquely to the sloping bottom. As it was shown in series of papers by Thorpe [1987, 1997], an alongshore residual current is generated owing to the nonlinear reflection of internal wave from a slope. This current can be large enough to be registered by moored current meters, and this effect becomes stronger with the increase of the Coriolis parameter [Thorpe, 2000]. Such kind of effects should also be expected for LAIWs.

Note however that the weakly nonlinear theories (even when modified and extended) cannot explain the strongly nonlinear effects occurring during interaction of internal waves with continental margins. There are a growing number of observations for which the weakly nonlinear approach is evidently wrong. This basically concerns the shelf-break areas where internal wave amplitude reaches the saturation level and where some other strongly nonlinear effects, such as wave breaking and water mixing take place. A more consistent description of the wave dynamics in such areas can be based on numerical simulation of the fully nonlinear hydrodynamic equations. Note, however, that 2-D numerical models such as developed by Lamb [2002, 2003] and Vlasenko and Hutter [2002a, 2002b] cannot be directly applied to the investigation of the shoaling of LAIWs in areas with substantial curvature of shelf bathymetry.

An example of such a situation is shown in Figure 1 presenting a packet of tidally generated internal waves approaching the shelf-slope area in the Andaman Sea. The maritime regime of the Andaman Sea contains internal solitary waves of extraordinary amplitude (>60 m [see Jackson, 2004]). A group of LAIWs in the chosen area of the Andaman Sea normally propagates eastward (as presented in Figure 1a). Alpers et al. [1997], with the help of synthetic aperture radars (SAR) data, estimated that the most probable region of generation of the LAIWs presented in Figure 1 are the shallow reefs off the northwest coast of Sumatra, around 6°10′N, 95°00′E.

In the place of wave shoaling (Figures 1b and 1c) the bottom topography has several headlands and canyons so that some 3-D effects of wave-bottom interaction may develop in the swash zone. Far from the shelf break where the packet of LAIWs is located at isobaths 300–400 m, the signature of the waves presents parallel lines (Figure 1b). Another SAR image taken in the very same place but several months later also represents a system of internal waves but these have penetrated much farther into the shallow water area (Figure 1c). This system does not reveal the well-organized structure but reveals a rather random 3-D pattern. The wave fragments are located much closer to the shelf break and their structure can presumably be treated as

Figure 1. (a) Fragment of the Andaman Sea with the gray rectangle showing the area with LAIWs. ERS synthetic aperture radar image acquired over the Andaman Sea during (b) orbit 24892 (frame 0135) on 18.03.96 at 1603 UTC and (c) orbit 23255 (frame 0135) on 1.11.99 at 1603 UTC showing surface manifestations of internal waves (courtesy of European Space Agency, 1996; acquired and processed by CRIISP, Singapore). The white lines laid upon the images correspond to the bottom topography. The black rectangle shows the area being studied.
a later stage of the scattering of a wave packet similar to that presented in Figure 1b on an irregular bottom topography.

With the advent of satellites that carry high-resolution imaging systems, the growing number of similar evidence appears relating to the 3-D dynamics of LAIWs which should be adequately addressed in theory. Unfortunately, the 3-D dynamics of oceanic internal waves in the swash zone is still poorly understood. The breaking event and energy dissipation must be considered there as 3-D phenomena. The present paper is motivated by the intention to fill the gap in the understanding of the 3-D dynamics of oceanic internal waves at the more critical stage of their evolution, namely, disintegration, breaking and associated turbulent mixing. The focus is to apply a state-of-the-art numerical model to describe and quantify these processes in contrast to the traditional approach of looking at LAIWs as a 2-D phenomenon.

The paper is organized as follows. The numerical model and its initialization are described in section 2. Section 3 presents the qualitative analysis of the basic case run and some implications resulting from the three-dimensionality of the experiment. The basic findings resulting from the comparison of 2-D and 3-D approaches are reported in section 4. The issues concerning energy balance are described in section 5. The results of sensitivity runs are discussed in section 6. A brief summary of the results are presented in the concluding section.

2. Model Description

The evolution of LAIWs propagating in the Andaman Sea from Sumatra toward the Malay Peninsula (Figure 1a) is studied numerically. The model domain presented by the black rectangle in Figures 1b and 1c includes a 45 × 45 km² sector of irregular bottom topography. The three-dimensional projection of the bottom topography is also shown in Figure 2a. As it was mentioned above, the surface signature of the incoming LAIWs reveals quite a regular 2-D structure in the deep part of the sea with wave fronts parallel to the general direction of isobaths (see Figure 1b), whereas closer proximity to the shelf break (latest stage of evolution), the wave pattern manifests remarkable spatial anisotropy (see Figure 1c). Thus evidence of 3-D wave dynamics is clear, and the correct description of wave shoaling in the present case can be performed only in the framework of a 3-D approach.

Consider the Cartesian system of coordinates Oxyz, with Oxy within the undisturbed free surface of the fluid and the Oz axis directed vertically upward. Here the x direction is along slope and the y direction is cross slope (see Figure 1c). The basin is filled with continuously stratified fluid whose stationary density profile \( r(z) \) or its buoyancy frequency distribution \( N(z) \), i.e., \( N(z) = (-g/\partial \rho/\partial z)^{1/2} \) is close to the climatic profile measured in the Andaman Sea in winter (see Figure 2b [Levitus and Boyer, 1994a, 1994b]). Here \( g \) is the acceleration due to gravity.

It is assumed that the waves shown in Figures 1b and 1c are generated by the barotropic tide interacting with the shallow reefs (the area around 6°10′N, 95°00′E.). After generation, these waves propagate eastward from the Andaman Islands, and far from the source of generation they transform into wave packets, as schematically presented in Figure 1 (thin lines in Figure 1a). Note also that shoaling of such multiple wave groups normally produces quite irregular wave pattern in a shallow water zone (see for instance Figure 1c). In many cases this pattern includes a summary signal from many individual incident waves, which makes the correct interpretation of SAR images quite problematic. To simplify the study, let us consider the propagation of a single LAIW. It is obvious that the wave packet produces a more complicated pattern than that of a single solitary wave. However, in the first approximation this signal may be considered as a superposition of many elementary waves.

In this study the problem of scattering of a plane LAIW on a 3-D bottom obstacle is split into two subtasks.
[15] 1. The first step is the model initialization, i.e., the preparation of the initial field of an incident LAIW. Generated near the Andaman Islands, internal waves propagate for about 400 km in the deep ocean before they arrive at the studied area. It is clear that all transition processes have been completed during such a long propagation and the incoming wave has transformed into a well developed stationary wave of depression. The influence of bottom topography during the deep-water propagation can be considered as negligible [Vlasenko et al., 2005a].

[16] 2. The second stage of wave evolution is the shoaling process itself when the LAIW interacts with the abrupt three-dimensional obstacle presented in Figure 2a. For both problems the Massachusetts Institute of Technology general circulation model (MITgcm) was used; the detailed description of the model is presented in a paper by Marshall et al. [1997]. The MITgcm solves the non-hydrostatic, nonlinear equations and has a free surface formulation allowing it to trace the position of the solitary wave in (x, y) space.

[17] An initial 2-D LAIW of depression (the procedure of its definition is described below) is arranged in such a way as to be parallel to section a – a (and x axis as well) at the depth of 300 m (see Figure 1b). The along-slope velocity is defined as $u (u = 0$ at $t = 0$), an across-slope counterpart is $v$, and $w$ is the vertical component of a velocity vector. Taking into account the specific character of the model geometry with the orientation of the incident internal wave (and the general direction of isolobaths) along the x axis, it was expected to find strong density and velocity gradients along the y axis, whereas x axis variations should be substantially weaker (at least at the first stage of wave shoaling). Several experiments have been carried out with the aim to define an optimum ratio $\Delta x / \Delta y$ which must be computer effective from one hand but in the same time which can provide correct reproduction of the wave refraction and does not introduce any computational (grid) effects. After some preliminary runs it was found that the best model resolution satisfying these controversial conditions is as follows: $\Delta x \times \Delta y \times \Delta z = 250 \times 50 \times 6$ m. It was found that further decrease of the ratio $\Delta x / \Delta y$ does not introduce any visible improvements.

[18] Assuming strong wave breaking and water mixing, we have chosen the Richardson number-dependent parameterizations [Pacanowski and Philander, 1981] for turbulent closure for viscosity $\nu$ and diffusivity $\kappa$, i.e.,

$$\nu = \frac{\nu_0}{(1 + \beta \text{Ri})^n} + \nu_b, \quad \kappa = \frac{\nu}{(1 + \beta \text{Ri})^n} + \kappa_b,$$

where $\text{Ri}$ is the Richardson number, $\text{Ri} = N^2 (x) (\omega_x^2 + \omega_z^2)$. Here $\nu_b = 10^{-2} \text{m}^2 \text{s}^{-1}$ and $\kappa_b = 10^{-5} \text{m}^2 \text{s}^{-1}$ are the background dissipation parameters, $\nu_0 = 1.5 \times 10^{-2} \text{m}^2 \text{s}^{-1}$, $\beta = 5$ and $n = 1$ are the adjustable parameters. Such a parameterization for the vertical turbulent viscosity $\nu$ and diffusivity $\kappa$ increases their values in the areas where the Richardson number $\text{Ri}$ is small. Horizontal diffusivity and viscosity were at the level of 0.1 m$^2$s$^{-1}$. As was found by Vlasenko et al. [2005b], with this parameterization the numerical model gives quite robust results even in the case of wave breaking. The open boundary conditions are used in the shelf and deep part of the domain; no flow along the slope direction and no slip at the topographic boundary are assumed [Marshall et al., 1997].

[20] The procedure of preparation of the initial fields for an incident LAIW is described by Vlasenko et al. [2005b] in detail. Here we only briefly outline the basic stages. The model was initialized by the first-mode solitary wave of depression obtained from the KdV equation. Such an initial field represents a stationary weakly nonlinear solitary wave propagating in a nonhydrostatic medium. It does not however satisfies the fully nonlinear nonhydrostatic equations in the case of Large-amplitude waves which in the considered area should be more than 60 m [Jackson, 2004]. Thus, taking the amplitude of the initial KdV LAIW to be 75 m, which is far beyond the applicability of any weakly nonlinear models, we expect a substantial discrepancy with the hydrodynamic equations. Once inserted into the numerical scheme, a strong nonlinear KdV solitary wave will modify, and a new stationary solitary wave is formed at the front of the wave field. The leading wave has the largest amplitude and, as a result, the largest phase speed. This is the reason why the largest wave detaches from the wave tail in the course of its evolution and propagates further as an independent internal solitary wave. The model is run until a leading wave separates from the wave tail. For the stratification shown in Figure 2b, the basic case run was performed with the LAIW having the amplitude of 69 m at the depth of 600 m.

3. Model Results

[21] The surface signature of internal waves as presented in Figure 1 is the result of the modulation of sea surface roughness due to the convergence/divergence produced by internal waves. These zones of strong vertical fluxes of ascending/descending water are located not directly in the center of the LAIW but at some distance from it. This means that black and white stripes in SAR images do not represent the real location of the wave. In fact the position of the wave crest (or trough) can be identified by the location of the depression (or elevation) produced by the internal wave at the free surface. For instance, a strong internal wave of depression with an amplitude of several tens of meters produces free surface elevation up to 0.1 m which is located just above the wave trough. The wave of elevation, on the contrary, produces a depression at the free surface of the same order. Although these distortions are pretty weak and can hardly be registered in the ocean directly by conventional measurement technique (only high-precision altimeters as used in TOPEX/Poseidon experiment

Figure 3. Sea surface topography produced by a LAIW at different stages of shoaling: (a) $t = 1$ hour 6 min, (b) $t = 2$ hours 13 min, (c) $t = 3$ hours 20 min, (d) $t = 4$ hours 26 min, (e) $t = 5$ hours 33 min, and (f) $t = 6$ hours 40 min. Surface elevations and depressions are shown by black and white colors, respectively. Thin solid lines represent the bottom topography. Arrows at the bottom of Figure 3c show the positions of vertical cross sections used in the analysis.
can give the robust result [see Egbert and Ray, 2001]), this signal contains quite valuable information about the spatial characteristics of internal waves and can be considered in numerical modeling as a wave “trace” for the qualitative analysis of wave refraction and dispersion.

Figure 3 represents a series of the sea surface topography produced by propagating a LAIW at different stages of shoaling. This signature is overlapped with the bottom topography. The black color corresponds to the free surface elevations produced by the internal waves of depression, whereas the white color represents the position of the negative free surface displacements generated by the internal waves of elevation. The gray background was chosen as an undisturbed zero level.

As mentioned above, the numerical experiments were arranged in such a way as to reproduce the evolution of the LAIWs observed in the SAR images (see Figure 1). It was assumed that a plane LAIW of depression whose initial orientation of wave front is parallel to the Ox axis, is approaching the continental slope from the deep part of the sea and penetrates into a shallow water zone. The spatial \((x, y)\) distribution of the basin’s depth \(H(x, y)\) was taken close to those observed in the studied area of the Andaman Sea (see Figure 1; the dashed rectangle there represents the computational domain).

We start the analysis with Figure 3a, which shows the wave front one hour after the beginning of the numerical experiment. The black straight strip of approximately 2 km width reveals that the wave is still almost undisturbed in the area with average depth of about 300 m. The white thin line adjoining the black strip indicates however that the trailing edge of the propagating LAIW starts to evolve over the local topography obstruction in the area where the water depth is less than 250 m. One hour later (Figure 3b) the surface signature of the propagating LAIW reveals a remarkable spatial \((x, y)\) anisotropy which is getting stronger over time. It is clear that the wavelength of the LAIW does not remain constant along the wave front. It increases up to 3 km in some places in the shallow water, whereas it remains unchanged in the deep part of the basin. Note also that a series of secondary dispersive waves starts to evolve at the trailing edge of the LAIW in the shallow water zone. This dispersion is clearly seen as a series of alternative white and black strips accompanying the trailing edge of the internal wave. This dispersion is getting stronger over time, and the dispersive wave tail occupies gradually increasingly larger areas (compare Figures 3b and 3c).

In addition to dispersion, the wave refraction is also seen in Figure 3. It is clear that various fragments of the LAIW propagate in different background conditions (owing to the variations of water depth), and hence they have a different phase speed. As a result, the wave front is distorted, and the curvature of the wave front is dramatically increased over time (Figure 3c).

The final stage in the process of wave transformation is the wave breaking. Wave disintegration can be traced in Figure 3 starting from Figure 3d. The latter shows the initial stage of the LAIW destruction, which is mostly completed 1 hour later (see Figure 3e). Figure 3f shows that the propagating wave is involved in breaking event except of the area at the right periphery of Figure 3 (between \(x = 35\) and \(x = 45\) km) where white strips can be treated as evidence of the changing polarity of incident LAIW.

Summarizing this quick qualitative consideration, one can conclude that Figure 3 reveals several scenarios of wave shoaling depending on local bottom geometry. They are considered below in more detail on the basis of the analysis of wave patterns taken at different vertical cross sections. These sections are marked in Figures 3c at the bottom by arrows. The title of every scenario is given according to the basic effects occurring there.
3.1. Changing the Polarity and Dispersion

Figure 4 represents the wave evolution along cross section I (see also Figure 3) which is characterized by a relatively smooth and gently sloping (almost monotonous) bottom profile. In a deep part of the basin (where $H > 300$ m) the propagating LAIW adjusts permanently to the varying bottom topography preserving its form in the course of propagation (the effect of adiabatic adjustment is discussed by Vlasenko et al. [2005a]). However, the existing balance between nonlinearity and dispersion is violated in the shallow part of the basin where depth $H < 300$ m, and the LAIW starts to disintegrate.

In general, there are two extreme mechanisms of wave shoaling: dispersion and breaking. In the present particular case an average bottom inclination along cross section I is equal to $0.33^\circ$ which can be considered as a minor value. In terms of the breaking criterion suggested by Vlasenko and Hutter [2002a], this case can be treated as a dispersive regime when breaking event does not happen, but solitary waves disintegrates into a packet of secondary short waves. Really, as it is seen in Figure 4a, the trailing edge of the LAIW is getting steeper at the first stage of distortion, and gradually transforms into the solitary wave of elevation. The rest of the energy of the incident LAIW is transformed into the attached dispersive wave tail.

In fact, the process of wave evolution described above is qualitatively similar to that predicted by weakly nonlinear theory when internal wave changes its characteristics passing through the “turning point” where the coefficient of quadratic nonlinearity, $\alpha$, i.e.,

$$\alpha = \frac{3c}{2} \frac{\int_0^H (dq/dz)^3 dz}{\int_0^H (dq/dz)^2 dz}$$

in the KdV equation changes its sign. Here $c$ is the phase speed and $q(z)$ is the vertical profile of the first baroclinic mode defined from a standard boundary value problem. Figure 5 illustrates the dependence of the coefficient $\alpha$ on the horizontal coordinate calculated for section I (Figure 3). It is clear that the coefficient $\alpha$ changes its sign at the isobath of about 160 m. The change of sign from negative to positive implies that solitary internal waves of depression can not exist in shallow water zone “behind” the turning point where $H < 160$ m. The propagating solitary wave of depression must transform into solitary wave (or several waves) of elevation and attached dispersive wave tail. Exactly such a process is observed in Figure 4 with only one exception that the wave disintegration for LAIW starts earlier than that predicted by weakly nonlinear theory. As a result, the solitary wave of elevation has been already formed well before the turning point, see Figure 4d. The most possible reason of such early-stage transformation is that the incident LAIW produces strong depression of pycnocline in front of the propagating successive short internal waves so that the effective “turning point” is located much farther toward the deep water.

3.2. Dispersion and Breaking Accompanied by Energy Increase

[31] The evolution of the LAIW along section II reveals slightly different behavior (Figure 6) in comparison with that considered above, although they are very similar at the
first stage: the trailing edge of the LAIW starts to steepen in both cases with the formation of a packet of attached internal waves as it occurs in scenario I. Moreover, comparing the pairs, Figures 4d and 6b, (or Figures 4e and 6c) one can conclude that qualitatively they look very similar with the formation of a leading LAIW of elevation (even though well before the turning point, see explanation above) with the attached dispersive wave tail. The only difference between them is that the leading LAIW in Figure 6c is much stronger (a soliton of limited amplitude, in fact) than that in Figure 4d. This is an unexpected result taking into account that the leading wave in Figure 6c is located at a depth of about 200 m whereas in Figure 4c it propagated up to the 150-m isobath so that the waveguide in the last case is narrower and the energy concentration should be larger. It looks like the LAIW in Figure 6 gained some extra portion of energy; at the same time Figure 4 reveals evidence of energy loss. As we will see below, this is the case, and the reason for such energy redistribution along the wave front is discussed in the next section.

[32] The last remark about Figure 6 is that the leading internal wave of limited amplitude eventually breaks down in the vicinity of the 150-m isobaths (see Figures 6d and 6e) with the formation of a turbulent spot and several boluses propagating upstream (Figure 6f).

3.3. Dispersion and Breaking Accompanied by Energy Decrease

[33] The evolution of the LAIW along the cross section III (see Figure 3c) looks as if the wave is losing its energy in the coarse of its evolution (see Figure 7). Even though the bottom profile in Figures 6 and 7 are similar in general features, the wave shoaling in these two cross sections differs dramatically. In fact, initial weak dispersive disintegration observed in Figures 7b and 7c is suppressed by successive strong wave overturning and breaking of the steep trailing edge. In general, Figure 7 reveals that the wave packet is less energetic than that in Figure 6. The possible explanation of this obvious discrepancy might be the leakage of energy from the wave along the wave front in the adjacent areas. This mechanism is discussed in section 4.

3.4. Change of Polarity and Breaking

[34] Figure 8 represents the shoaling of the LAIW along cross section IV. A quick look at this series reveals that in many features it is similar to those presented in Figure 7. This similarity basically comes from the fact that in both cases the bottom profile is nearly similar. It includes three fragments: a gently sloping deep part of the slope (at $x < 20$ km in Figure 7 and $x < 25$ km in Figure 8), a steep middle part of the slope and a shelf. The only substantial difference is that the middle fragment in Figure 8 is not as steep as in Figure 7 so that shoaling LAIW has more time for evolution there. As a result, the propagating wave of depression transforms into the wave of elevation (Figure 8d) and only after that, breaks down in the swash area (Figure 8e). The final stage, i.e., the formation of a turbulent spot and its propagation shoreward (Figure 8f) is similar in both cases.

4. Comparison of 2-D and 3-D Models

[35] The comparison of wave evolution in sections II and III suggests an idea of possible transverse energy redistribution. It is clear that the wave refraction in the 3-D case leads to the localized changes in the curvature of the wave fronts. This effect, in turn, may cause the energy focusing in the places of localized bottom obstacles where wave fronts are usually concave and as a result of this fact the energy flux is directed toward the center of curvature. Such features of the oceanic bottom topography like banks or bottom headlands may work as “optical lenses” focusing the energy. In the opposite case of convex configuration of wave pattern the density of wave energy is normally less than that in the initial plane wave. The simplest way to illustrate this idea may obviously be obtained in the frame-
work of the theory of geometrical optics. Figure 9 represents a series of wave rays propagating initially perpendicular to the front of incident wave near the boundary of the computational domain. The trajectories of wave rays have been reconstructed using the geometrical optics equations [Whitham, 1974]. Input parameter in this problem was the linear wave speed of the first baroclinic mode calculated in every grid point. As it is clear from the analysis of Figure 9, the geometrical optics predicts energy focusing in the area of the headland marked by shaded ellipses where wave rays converge, whereas the rectangular areas are potential places of energy scattering because the divergence of the wave rays here is evident.

[36] This conclusions obtained in the framework of the linear approach, shows an expected wave evolution which may be valid also in the nonlinear case. Note, however, that the method of ray tracing (even being modified to account some nonlinear effects [Small, 2001a]) is inappropriate for description of the latest stages of wave shoaling when the processes of wave disintegration starts to develop (amplitude saturation, wave breaking, water mixing, relaxation). Thorough analysis of the wave profiles and energy balance presented below confirms this statement. The comparison of wave profiles presented in Figures 6 and 7 (wave shoaling along sections II and III) with the results of a 2D model where transverse derivatives $\partial/\partial x$ were equal to zero and where the energy flux of the incoming wave is constant in every cross section, underpins the idea about the energy focusing. A quick look at the wave evolution in section II and III presented in Figures 6 and 7 may lead to the conclusion that even though these two bottom profiles are very similar qualitatively, the process of wave shoaling along section II is more energetic than that along section III. This may be a possible confirmation of the effect of the energy redistribution discussed above, which leads to wave focusing over the bottom of headlands (section II; see Figure 3) and wave scattering along section III. An answer can be found from the analysis of Figures 10 and 11 where the comparison of 2-D and 3-D cases is presented. In the 2-D modeling scenario the bottom profile was the same as in sections II and III but without x variations of bottom topography. We restrict our analysis considering only one isopycnal, $\rho(z) = \rho(0) = 4$ kg m$^{-2}$, which makes our conclusion more obvious.

[37] The fact that the 3-D wave has an excess of energy along cross section II in comparison with the 2-D counterpart is evident from the analysis of Figure 10. The discrepancy between 2-D and 3-D wave profiles becomes apparent from the moment when the wave front starts to distort owing to refraction in the area of the bathymetry adjacent the headland. This discrepancy between 2-D and 3-D wave profiles accumulates over time as long as the wave front is getting...
more concave. From the comparison of the solid and dashed lines it is seen that the difference in wave amplitude is almost twofold (see wave profiles at t = 4 hours 26 min). It is expected that the difference in wave energy is fourfold (for the analysis, see the next section).

Figure 10. Time series of the reference isopycnal \( \rho(z) - \rho(0) = 4 \text{ kg m}^{-3} \) presenting the evolution of a LAIW in section II (Figure 3). Solid lines represent 3-D model results; dashed lines were obtained in the framework of a 2-D model.

An opposite process occurs in cross section III where the shoaling 3-D internal wave loses more energy during the course of propagation in comparison with 2-D wave, as seen in Figure 11. The wave front of the 3-D wave in this section is convex owing to refraction (see Figure 3) which leads to the wave scattering and hence to the decrease of energy density (or energy flux) in this section. More detailed quantitative analysis of the effect of energy redistribution is performed below on the basis of the energy balance equations.

Figure 11. Same as in Figure 8 but for section III (see Figure 3).

5. Balance of Wave Energy

The wave energy, \( E \), is a sum of the kinetic energy, \( E_{\text{kin}} \), and the potential energy, \( E_{\text{pot}} \), i.e., \( E = E_{\text{kin}} + E_{\text{pot}} \). The total kinetic and potential energy integrated along the \( Oy \) axis from \( y_1 = 0 \) km to \( y_2 = 45 \) km per unit length in \( x \) direction can be written as

\[
E_{\text{kin}} = \int_{y_1}^{y_2} \int_{-H}^{H} \rho \left( \frac{u^2 + v^2 + w^2}{2} \right) dz dy, \quad E_{\text{pot}} = g \int_{y_1}^{y_2} \int_{-H}^{H} \rho z dz dy.
\]

The expression for the potential energy, \( E_{\text{pot}} \), can be rewritten in terms of available potential energy taking into account that the internal wave displaces the isopycnal from its stationary depth of equilibrium, \( z^* \), to the disturbed level, \( z \). If so, \( E_{\text{pot}} \) can be presented as a sum of the background potential energy, \( E_{\text{bg}} \), and the available potential energy, \( E_{\text{ape}} \), as follows

\[
E_{\text{pot}} = E_{\text{bg}} + E_{\text{ape}},
\]

where

\[
E_{\text{bg}} = g \int_{y_1}^{y_2} \int_{-H}^{H} \rho z^* dz dy, \quad E_{\text{ape}} = g \int_{y_1}^{y_2} \int_{-H}^{H} \rho (z - z^*) dz dy.
\]

It is clear that \( E_{\text{bg}} \) does not depend on the parameters of the incoming wave. It describes only the potential energy due to the background stratification. If so, this term can be omitted as an additive constant. Thus the integrated total energy of the internal wave per unit length along the \( Oy \) axis in the \( Ox \) direction reads

\[
E = E_{\text{kin}} + E_{\text{ape}}.
\]
how much energy has been lost during the course of wave propagation. Energy dissipation in the bottom boundary layer and the density jump before the breaking event, and water mixing during wave breaking in the swash zone provide the principal sink of wave energy. Another possible process which may develop during the wave shoaling is the energy redistribution discussed above. As it was shown, the wave refraction may lead either to energy focusing or wave scattering. The example presented below is the best illustration of this effect.

Figure 12 shows the distribution of the integrated wave energy, $E(x,t)$, in section $(y,z)$ normalized by its initial value, $E_0$, calculated at $t = 0$. Figure 12 (top) showing the sea surface elevation of the LAIW at $t = 3$ h 20 min with overlaid bottom topography is presented here for better illustration of the effect of wave refraction. The initial normalized value of energy is shown by the horizontal dotted line $E/E_0 = 1$.

Figure 13 shows the percentage of the kinetic energy (thin line), available potential energy (dashed line) and the total energy (thick line) integrated through the whole water column. An appropriate initial value at $t = 0$ was taken as 100%. It is clear from Figure 13 that the rate of energy dissipation is not constant over time, but changes dramatically during the wave shoaling. Scrutiny of the presented
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**Figure 12.** (a) Sea surface topography produced by a shoaling LAIW overlaid with bathymetric map. Elevations and depressions are shown by black and white colors, respectively. (b) Dependence of the total wave energy integrated over $(y,z)$ on the $x$ coordinate. The energy is normalized by its initial value at $t = 0$.
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**Figure 13.** Dependence of the kinetic energy (thin line), potential energy (dashed line), and their sum (thick line) on time during the evolution of LAIW normalized by initial value of energy.
dependencies allows one to conclude that the LAIW gradually loses its energy at the first stage of evolution (during first 4 hours), but this process may be identified as moderately weak attenuation. The main process which is responsible for the energy decay is the dissipation in the bottom boundary layer. Note also that the potential energy actually slowly increases during the course of wave evolution, which takes place owing to the gradual increase of wave amplitude during shoaling.

[44] Similar effects continue to develop during the next hour (from 4 hours to 4 hours 50 min) although the initial stage of wave breaking in the area of the bathymetry adjacent the headland turns the weak attenuation into a more dramatic energy decay.

[45] The next stage of wave evolution is characterized by strong wave breaking which almost develops across the entire computational domain. This is the reason why the propagating LAIW loses almost half of its energy from 4 hours 50 min to 6 hours 20 min owing to the mixing and dissipation. Finally, after 6–7 hours of shoaling the incoming LAIW disintegrates into a large number of wave fragments (see Figure 3f) and strong wave breaking transforms it into a viscous evolution of secondary short waves.

6. Sensitivity Runs

[46] The results presented above illustrate how strong the shoaling scenario depends on 3D characteristics of the bottom profile. Being obtained for the wave with amplitude of 69 m, this tendency remains valid in a wide range of wave intensity. This section focuses on the sensitivity of the shoaling process to the amplitude of incident wave.

[47] Figure 14 shows a plan view of the sea surface elevation produced by propagating internal wave with initial amplitude of 25 m (Figure 14a) and 81 m (Figure 14b). All designations here are similar to those in Figure 3 where incident LAIW has the amplitude of 69 m. The comparison analysis of these two patterns gives rise to the conclusion that the weaker waves are able to penetrate farther into shallow water without remarkable dispersion and breaking. At least the wave front in Figure 14a looks like that produced by a single solitary wave except maybe two fragments where white spots can be interpreted as secondary waves of elevation. As distinct from weak wave, the large wave presented in Figure 14b has already disintegrated into multiple secondary waves in the same place of topography. Surprisingly, that the wave refraction is not

Figure 14. Sea surface topography produced by LAIWs with amplitudes (a) 25 m and (b) 81 m at $t = 4$ hours 26 min. Surface elevations and depressions are shown by black and white, respectively.

Figure 15. Profiles of the reference isopycnal $\rho(z) - \rho(0) = 4 \text{ kg m}^{-3}$ produced by LAIWs with amplitudes 25 m, 38 m, 69 m, and 81 m at the same moment of time in section II (see Figure 3). Solid lines represent 3-D model results; dashed lines were obtained in the framework of a 2-D model.
sensitive to the wave amplitude. The most probable reason for this effect is that the nonlinear dispersion (the dependence of phase speed on wave’s amplitude) is a second-order effect in comparison with the spatial variability of the phase speed due to the depth variations. As a confirmation, the shape of wave fronts in both cases looks very similar for large and small waves. More clearly the effects of amplitude on the wave shoaling can be studied considering of wave profiles in different cross-shelf sections.

Figure 15 shows several wave profiles above the slope in section II produced by the incoming waves with amplitudes of 25, 38, 69 and 81 m. Solid lines represent the 3-D case whereas dashed lines correspond to 2-D version of the model. Scrutiny of Figure 15 shows that the effect of energy redistribution along the wave front over complex 3-D topography takes place for all considered amplitudes. Even in a weakly nonlinear case (Figure 15, top) the incident wave with amplitude of 25 m evolves differently in 2-D and 3-D cases. As a result of the energy focusing its amplitude increased dramatically (more than 2 times in the rear fragment of elevation). Similar tendency is also valid for the medium- and the large-amplitude waves. In the last case (presented for the wave with amplitude of 81 m in Figure 15, bottom) the process of wave shoaling and amplification due to energy focusing is similar to that formulated in the previous section, but the discrepancy between 2-D and 3-D waves is stronger.

The effect of the energy dispersion described above occurring in the areas of local canyons, is also inherent to all considered waves. This is clearly seen in Figure 16 where four wave profiles for incident waves with amplitudes of 25, 38, 69 and 81 m are shown in the cross section III (see Figure 3). Note that the effect of energy scattering here is more evident for the large-amplitude waves rather than for the small ones.

Similar conclusion can be also formulated for the dependence of wave attenuation on amplitude of shoaling wave. Figure 17 illustrates that 81-m amplitude LAIW loses about 60% of its energy after 6 hours of evolution whereas 25-m internal wave preserves almost half of its initial energy even after 10 hours of shoaling. It is clear from the previous analysis that stronger waves start to disintegrate earlier (see Figures 15 and 16). This disintegration includes both dispersive fission and wave breaking when dissipative effects are especially pronounced and energy consuming. As a result, weaker waves penetrate much farther into the shallow water zone without breaking.

7. Summary and Conclusions

Oceanic nonlinear internal waves are widely acknowledged as being a small-scale process with global and climatic significance. Breaking of internal waves is a key process in setting the density structure of the Global Ocean, and hence the density driven circulation. The transport of mass produced by the LAIWs also has important ecological implications not only because the LAIWs may transport nutrients and plankton, but also because they can lead to accumulation, transport and/or retention of plankton. The mixing produced by internal waves can drive a supply of nutrients from the high-nutrient waters in the abyss into the frequently nutrient depleted surface layer.

We present here a series of numerical experiments performed with the aim of reproducing a 3-D shoaling of large-amplitude internal waves focusing on the more critical stage of their evolution, i.e., disintegration, breaking and associated turbulent mixing. Greater insight into the strongly nonlinear dynamics and energetics of the LAIWs in slope-shelf areas in general, and the swash zone in particular, is achieved with the use of a state-of-the-art 3-D nonhydrostatic numerical model. In combination with sea surface SAR images this model has permitted the 3-D description + quantification of wave shoaling providing a greater insight...
into the physical processes involved as compared with the traditional approach of looking at the LAIWs as a 2-D and weakly nonlinear problem.

[54] The vertical fluid stratification, the parameters of the propagating LAIWs as well as the bottom profile presenting essential 3-D structure within the vicinity of the headlands and canyons, were taken close to those observed in the northern part of the Andaman Sea. An accurate prediction of the baroclinic fields produced by the incoming LAIWs in the chosen part of shelf-slope area was generated with the use of the MITgcm. All important stages of the 3-D shoaling of LAIW, including the initial adiabatic adjustment in the deep part of the ocean, successive transformation and disintegration over the continental slope, final breaking and water mixing in a swash zone were reproduced by the model.

[55] It was found that from a first glance many general features of wave shoaling in three dimensions look similar to those occurring in a 2-D case. This relates first of all to the qualitative behavior of LAIWs over an inclined bottom. Wave disintegration, steepening and breaking may be described in a similar way as per 2-D waves [see, e.g., *Vlasenko and Hutter*, 2002a, 2002b]. However, the 3-D process of wave shoaling differs from a 2-D evolution in many quantitative characteristics which have some important implications. First of all, it was found that the process of wave refraction development in the areas of local bottom elevations or depressions in a 3-D case produces concave or convex fragments of the wave fronts. This, in turn, leads to the transverse redistribution of energy along the wave fronts. Scrutiny of the energy characteristics of the propagating LAIWs has shown that concave wave fragments work as optical lenses focusing the wave energy to the centers of curvature. This effect, being less remarkable for small-amplitude waves, is highly important for LAIWs. Indeed, in a shallow water zone where LAIWs have their amplitude close to the limiting value, the breaking event develops faster if there is an extra source of energy. Wave focusing provides such an extra source. In a general oceanographic context, it should be expected to find spots of higher levels of turbulent kinetic energy (TKE) in the areas of local banks and headlands. In this respect the situation with bottom depressions is quite opposite: these areas should be potential places with low level of TKE.

[55] The obtained results relate directly to the predictability of the vertical and horizontal transport of dissolved chemical elements and suspended matter in shelf-slope areas and may thereby assist in assessing the impact of LAIWs on the ecosystem. Although obtained for the conditions of the Andaman Sea, the basic finding from this study can be easily used for interpretation of SAR images revealing shoaling of oceanic internal waves in many other shelf-slope areas.

[56] Acknowledgment. We thank Nigel Aird for his helpful discussions.
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