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Abstract 

This thesis bring together different disciplines – philosophy of mind, artificial intelligence, 

cognitive science, cybernetics and the performing arts – in a transdisciplinary investigation 

that raises new questions about the human mind and our relationship with computers and 

machines in a way that contributes to and helps elucidate the human computer interaction 

(HCI) debate. It chooses transdisciplinarity as the methodology best able to mobilize new 

ideas and generate a different approach to HCI, one that will develop fresh insights and 

produce critical ways of thinking about the problems of contemporary life in relation to our 

interaction with technologies (in the broadest sense of the term). The thesis reconciles the 

artificial with human nature by using transdisciplinary methods to reduce the friction between 

human beings and computers. It does this by revisiting early mechanical machines and 

automatons (from mythology and science), as well as exploring the subject in relation to 

elements of the performing arts. In the process, the thesis confronts the concepts of ‘artificial’ 

and ‘natural’ intelligence, and explores various models of mind and intelligence, as well as 

examining the physicality or materiality of artefacts in terms of their congruence with the 

paradigm of the ‘embodied mind’.  

The preliminary studies and literature review carried out for the research revealed that the 

model of the mind currently proposed by HCI as the basis for theories of how humans 

interact with computers is unsatisfactory, limited and very problematic, not least because it is 

a disembodied and representational conception of the human mind. In order to relieve HCI of 

this problematic issue, the thesis introduces the concept of the ‘embodied mind’, which brings 

a deeper understanding of how the mind works; its recognition that the human mind, body 

and the world are interrelated entities gives us a new insight into how we can improve our 

interactions with machines and computers. To achieve this, the research explores the 

conceptualization of human characteristics such as intelligence and cognition, and confirms 
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that these concepts are subject to change, manifested in different forms, distributed, situated 

and contextualized. Intelligence is not interpreted as a literal entity, as it is in cognitive 

psychology, or as a quality that belongs to or empowers human beings alone, but inspired by 

the philosophy of artificial intelligence (AI), the thesis argues that it is a manifestation that 

‘emerges’ when favourable conditions facilitate interactions between agents and artefacts.  

Through a focused analysis and interpretation of early automatons, robots, and artificial and 

mechanical machines, the study explores the concept that technology is both a practice and an 

imaginative idea, and not just a concrete manifestation of a solution to human problems. It 

perceives automatons, especially ‘fraudulent’ automatons, as true archaeological discoveries, 

evidence of the fact that our human ambitions and ideas are not limited by the technological 

expressions of different eras; they represent a special repository of the desire to capitalize on 

and make such ideas manifest even when the technology for their materialization is not yet 

available. The thesis also brings ventriloquism and puppetry into the discussion, as both 

objects and performative practices, in order to highlight the human relationship with the 

material environment, as well as related aspects of human and non-human agency. This 

indicates that cybernetics could prove a useful framework for an understanding of elements of 

the relationship between the human and the artificial.  

The thesis therefore tackles the problems and limitations imposed by cognitive science, 

computer science and psychology, currently the main disciplines concerned with improving 

human relationships with computers and machines, but more specifically, it offers a more 

historically and philosophically informed contribution to the study of HCI.  
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Introduction 

This research aims to tackle the problems and limitations imposed on the study of human 

computer interaction (HCI) by the cognitive sciences, the main disciplines used to analyze 

and improve human relationships with future technologies. The preliminary studies and 

literature review revealed that the model of the mind HCI uses as a model of how human 

beings interact with computers is unsatisfactory, limited and very problematic; its 

investigations into how humans interact with machines and computers are conducted from a 

fairly narrow disciplinary perspective. These limitations have transformed HCI into a 

discipline that is built on incremental improvements based on trial and error, and this has 

affected programmers, designers and users in a number of ways. 

As a designer, trained in graphic design, I became very interested in interaction design, HCI, 

interactive media and interface design as I witnessed the emergence of these subjects. 

However, my preliminary research for this thesis highlighted how the interface obeys a 

reductionist model of communication that deals with only one part of the intricate problem of 

interaction. For instance, representation involves not only what we call ‘internal’ 

representations of how humans anticipate and analyze problems, but also the use of language 

to shape the communicational or graphic elements of the graphical user interface (GUI).  

An important aspect covered by this thesis is how the contemporary understanding of the 

human mind can be used to reframe our understanding of interaction. One aspect that has 

shaped HCI as a whole is the way some concepts and techniques of interaction offer a 

disembodied understanding of the mind and exhibit a lack of comprehension of some aspects 

of how the human mind works. The problem of interaction, as well as that of the concept of 

mind, cannot be addressed by a partial analysis, by separating out mind, body and the world, 
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but needs to be addressed holistically. That said, however, every study of interface runs the 

risk of being reductionist if it fails to understand how human cognition and intelligence are 

affected by representation.  

The graphical interface was created to unify human and computer, but as often as not it 

serves to separate them. Instead of solving existing problems, the interface creates new ones, 

and as a consequence, the computer confronts the user as a complex and often difficult 

machine. It is not enough to say that users today are more computer literate and are therefore 

able to rely on their own abilities and levels of competence rather than depending entirely on 

the virtues of the computer interface. It was the realization of how limited and superficial the 

graphical interface approach is that stimulated my interest in computation, cognition, mind 

and intelligence, and in the philosophical aspects of artificial intelligence (AI).  

Designers are generally trained in HCI and interactive media, but there has been little inquiry 

into, or reflection about, the origins of these theories and techniques – or their consequences. 

Designers are, in general terms, trained more in ‘what to think’ than ‘how to think’: they are 

encouraged to apply rules and techniques without debate. Due to this attitude, they are 

generally regarded as  having only aesthetic concerns, as specialists who simply exist to add 

embellishment, thus reducing their expertise to an ornamental activity. This thesis does not 

intend to go further into these aspects, but it is important to note that it is of real concern that 

designers are not trained to manifest their creativity and imagination, but instead have 

become part of a loop whereby they simply follow the rules imposed by an industry that has 

left only a tiny space in which to express a more imaginative approach, foreclosing not only 

the opportunity to solve real problems in terms of human interaction with computers, but also 

to potentially reinvent the process.   
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The concept of ‘mind’ is very important in the development of theories of cognition and 

intelligence, and it has been fundamental to a change in the theoretical fields of cognitive 

science, HCI and artificial intelligence. AI, for example, offers an important theoretical 

support for the understanding of the human mind and human and machine intelligence. It has 

particular qualities as a discipline that enable it to take a distinctive approach to the theory of 

intelligence and to offer an interesting philosophical perspective that allows us to access a 

more human dimension of HCI.  

The obsolete idea of the computer as a metaphor for the human mind – that is, the 

computational approach to understanding human cognition that claims our minds work as 

‘information processors’ – is no longer part of the consensus in HCI. By contrast, the concept 

of the ‘embodied mind’, which this thesis brings to the analysis of the subject, introduces 

new elements into the understanding of how the mind operates, and as a consequence, 

provides new insights into how human beings’ interactions with machines and computers 

could be improved by perceiving the human mind, body and the world as a single, 

interconnected entity. This discussion is conducted using early automatons, robots, artificial 

and mechanical machines (informed by both mythology and science) to create another 

perspective through which to analyse the phenomenon of intelligence.  

In this way, I have developed a more amplified, relativistic and historical interpretation of 

what computers are, in order to try to understand more about both past and future 

technologies. Instead of just looking at the future of computers and machines, my interest lies 

more in mythologies, old machines and automatons. In simple terms, every machine that has 

a mechanical device or internal processor to compute information can be thought of as a 

‘computer’. Mechanical machines built to compute, process data and run automated routines 

are therefore interpreted in this study as computers, or at least as ancestors of the modern 
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computer. The exploration of early mechanical machines, automatons and the 

mechanization of thinking, for instance, reveals that technology is both a practice and an 

imaginative idea, and not simply the concrete manifestation of a solution for human problems 

This challenges the idea that technology is only created by contingencies – it also requires 

human aspiration and imagination to materialize and achieve it. 

 HCI has a relative lack of philosophical frameworks it can use to understand the many 

different qualities and dimensions of the subject that appear to have been lost over time – an 

absence that can be addressed by exploring mythology, automatons and the performing arts. 

As a result, HCI has become an incremental science, underpinned by cognitive psychology, a 

discipline that explains cognitive function in terms of information processing, using the 

computational model as a metaphor for cognition. To remedy this condition, the following 

chapters reframe a number of concepts to enable them to function as a gateway to more 

humanistic dimensions of the concepts (and the models) of the mind and human and artificial 

intelligence. 

 Much of the anxiety that humans have often felt about machines – their own creations – has 

been reflected in the machines’ construction, as well as in stories, folklore and myths. Thus, 

placing the discussion of the mind in the context of the early automatons allows the thesis to 

undertake what could be characterized as a media-archaeological investigation, which 

suggests that the concept of mind is volatile and affected by changes over time: different 

epochs present substantially different versions of the concept. It also demonstrates that 

intelligence and cognition are distributed, situated and affected by their contextual insertion, 

and are not only manifested in humans, but also in non-humans in various ways. 
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Finally, in the last chapter, the thesis shows how ventriloquism and puppetry are 

performative theatrical practices that obey a cybernetic model. Such an approach not only 

understands that cybernetics and performance have similarities, but more importantly, it 

highlights the performative nature of human interaction.  

In this thesis, different elements of the subject have been explored in order to put together 

ideas that at first glance do not appear connected. These ideas are situated across several 

disciplines, none of which take the pre-eminent role in this research, and most of which are 

frequently engaged in transdisciplinary dispute. That said, the story of this thesis is one of a 

study driven by the discovery of new ideas that have gradually been transformed into a 

combination of reflections, which possesses both practical applications and metaphysical 

implications.  

A careful reader will see that the problem is approached from several points of view and 

obliquely situated between several disciplines, including philosophy of mind, cognitive 

science, linguistics, computer science, HCI, AI, cybernetics, and art and performance, and the 

citations at the beginning of each chapter are intended to be provocative, setting the scene for 

the ensuing discussion. 
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Thesis overview 

Chapter One is dedicated to the problems of mind and mental models. The HCI community 

has debated mental models exhaustively; this chapter therefore explains different notions of 

the mind and the way they are connected to different generations of cognitive science. It 

begins by contextualizing Alan Turing’s ideas, and examining how and why they persisted for 

several years until they were refuted by John Searle’s Chinese room experiment. It also 

shows how Turing’s ideas are reflected in HCI and AI. In practical terms, this chapter 

discusses how the concept of mind is fundamental to an understanding of our interaction with 

the world, and it provides an insight into why HCI became a field that has suffered from the 

lack of a more enriched view of human beings in terms of their phenomenological 

experiences and more visceral connections with the world.  

The chapter offers a panoramic view of the field in order to demonstrate the different aspects 

of theories of the mind, and highlights the fact that HCI emerged as a complex 

interdisciplinary activity, rather than a science with clear boundaries. Nevertheless, HCI was 

developed inside the rationalist tradition, which was dedicated to a specific mental model. 

HCI theory therefore oscillated between inflexible mechanistic rules determined by 

behaviorist cognitive psychology and philosophical reflections and theories disconnected 

from design practices. The mechanistic mental model is symptomatic of this problem; it is 

always in the background. As a consequence, computers have increased in complexity and 

become more challenging to use, to the extent that other disciplines have emerged to try to 

fill the gap between the computer and the user.  

Chapter Two discusses a more contemporary interpretation of the mind: the ‘embodied 

mind’ and its consequences for external cognition. It develops an explanatory framework 
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based on the concept of the embodied cognition of the human mind and the way it is 

connected to contemporary discussions, such as the understanding of language. Taking the 

embodied perspective, the chapter explores the cognitive metaphor and how it is situated in 

action; that is, it analyzes cognition in terms of its enactive aspects. It explains how language 

and metaphor have profound effects on cognitive development, and how cognition is 

connected to action, by viewing language as an artefact and investigating the pervasiveness 

of metaphor, not just in language but also in thought and action. The chapter also addresses 

the theoretical position of the ‘extended mind’. The extended mind theory is concerned with 

examining the dividing line between the mind and its environment through the lens of ‘active 

externalism’. Using the approach of extended mind theory, it unpacks the concepts of 

‘distributed cognition’ and ‘enactive perspective’. 

Chapter Three discusses concepts of intelligence in the context of HCI. This chapter is 

dedicated to explaining certain aspects of intelligence and how this thesis conceptualizes the 

phenomenon. It refrains from technical jargon in order to elucidate key concepts of 

intelligence and embodied cognition that are necessary to later discussions. It also serves to 

conceptualize intelligence as a relative property. Fundamentally, it demonstrates how 

intelligence can be situated in, and contextualized and affected by, historical changes in many 

ways. The chapter therefore provides a historical backdrop for the development of the thesis 

and presents the context in which its argument is developed – for instance, the importance of 

the idea of the computer as being intelligent in its own way and the suggestion that computers 

can ‘manifest’ intelligence. The human-centric notion of intelligence and the concept of 

machine intelligence are also discussed and demystified. 

As an introduction to aspects of the human mind, the chapter opens a discussion of the 

interrelationship between developing understandings of HCI and AI. It invites key questions 
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about the location and conceptualization of intelligence, and stimulates the consideration of 

intelligence, not as an absolute quality, but one that is subject to historical change. It draws 

questions from some basic debates that inform technological approaches to the intimate 

involvement of humans with machines, as well as introducing the concept of cybernetics, 

pointing to its fundamental differences with AI, in order to create the background for the 

following chapters. 

Chapter Four begins by laying out the theoretical dimensions of the research, and looks at 

how the debate can be taken a step further through the argument on external cognition. It uses 

artificial machines to add a new dimension to the discussion, and introduces the ‘Turk’ (an 

18th-century automaton otherwise known as the ‘Mechanical Chess Player’) to support its 

argument for external and distributed cognition, as well as the materiality, physicality and 

magical dimensions of artificial life, early mechanical machines and automatons, both in 

mythology and science. It confronts the notions of ‘artificial’ and ‘natural’ intelligence, 

questions the different models of mind and intelligence developed through history, and uses 

the materiality of artefacts as evidence of the congruence of the embodied mind paradigm. 

The discussion includes the notions of human agency, non-human agency and the agency and 

cognitive life of objects in order to develop a more amplified understanding of human 

interaction with the real world, as opposed to its symbolic representation. 

Chapter Five considers cybernetics and performative experience based on the theatrical acts 

of puppetry and ventriloquism. It amplifies the concept that was developed in Chapter Four, 

but this time from the perspective of cybernetics rather than artificial intelligence. Beginning 

from the point of view of cybernetics, this chapter takes a selected study of puppetry and 

ventriloquism as a model to illustrate the interactive nature of performative objects in our 

lives. It intends to push the limits of cognitive science in HCI by using alternative approaches 
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to speculate how humans and machines interact in terms of environmental qualities.  

Historically, puppetry and ventriloquism have been relegated to a small niche of theatrical 

practice, ignoring the fact that they function as the art of articulated objects, projecting, 

mediating and distributing human cognition and experiences. As such, they provide a location 

where contemporary theories of interaction can be further explored and understood. Puppetry 

and ventriloquism rely on a model that can be understood as a system regulated by 

information and feedback, and this aspect is explored here to explain the human orchestration 

of objects from the point of view of cognitive capacity. This model contrasts with the ‘British 

variant of cybernetics’, which in Pickering’s (2010) terms, distinguishes between 

performative and cognitive aspects, emphasizing machines that ‘act’ rather than machines 

that ‘think’. The materiality and physicality of these objects and their performative nature 

serve as conduits for understanding the world, and suggest a model that exemplifies the 

performative nature of human interaction with media-objects that act, express and speak 

themselves by being acted and spoken through. Through the work of scholars such as 

Pickering (2010); Pangaro (2006); Licklider (1960); Maturana (1970); Clark (1997, 1998, 

1999, 2001, 2003, 2008); Chalmers (1996); Malafouris (2008); Latour (1994, 1999), among 

others, the final chapter facilitates, elucidates and connects subjects and disciplines that at 

first glance are not clearly connected.   

The thesis concludes with final remarks, observations and recommendations, and points 

toward future directions for HCI, which enlarge on enacted, embodied models of cognition 

and their application in future research, education and technical developments. 
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Structure of the Thesis 

 

The three first chapters, basically introduce the problem and the theoretical framework in which the 

thesis is situated. As a consequence of the Transdisciplinar approach (methodology), might be not so 

clear at the first glance, because every chapter explain concepts that at first does not seems to be 

entirely connected. To make it clear, the metaphor of ‘domino effect’ here exposed, it is elucidative to 

illustrate that the first three chapters is mostly, about aspects of the mind paradigm: Basically, chapter 

one presents the problem, chapter two introduce a more contemporary alternative to understand the 

mind, and chapter three discusses different aspects of intelligence, in order to explain models of 

intelligence. Chapter three also connects with Chapter Five, contrasting fundamental differences 

between AI and Cybernetics in terms of interaction and human mind comprehension. Finally, the three 

first chapters (Chapter One, Two and Three), constitutes the framework to develop the last two 

chapters (Chapter Four and Five), in which most original contribution is elaborated. 

 

Theoretical framework 
 

Chapter One Chapter Two    Chapter Three 
 

 
It explains different notions of 
the mind and the way they are 
connected to different 
generations of cognitive 
science, contextualized by the 
work of Alan Turing and John 
Searle’s Chinese Room 
experiment.  
 
It also shows how Turing’s 
ideas are reflected in HCI and 
AI (Chapter Three).  
 
This chapter explains how 
HCI became a field that has 
suffered from the lack of a 
more enriched view of human 
beings in terms of their 
phenomenological experiences 
and lack of connections with 
the world. 
 

Taking the embodied 
perspective, the chapter 
explores the cognitive 
metaphor and how cognition is 
situated in action in terms of 
its enactive aspects.  

It explains how cognition is 
connected to action, by 
viewing language as an 
artefact and investigating the 
pervasiveness of metaphor, not 
just in language but also in 
thought and action.  

Also, introduce the theoretical 
position of the ‘extended 
mind’, giving a more 
contemporary perspective of 
human cognition. 

 

Fundamentally, it demonstrates 
how intelligence can be situated 
in, and contextualized and 
affected by, historical changes in 
many ways. The human-centric 
notion of intelligence and the 
concept of machine intelligence 
are also discussed and 
demystified. It invites key 
questions about the location and 
conceptualization of 
intelligence, and stimulates the 
consideration of intelligence, not 
as an absolute quality, but one 
that is subject to historical 
change. Introduces the concept 
of cybernetics (Chapter Five), 
pointing to its fundamental 
differences with AI, creating the 
background for the following 
chapters. 
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Intervention 
 
 
 
Chapter Four            Chapter Five  

 
 

 
Conclusion 

 
 
Final Remarks 
 

It uses artificial machines to add a new 
dimension to the discussion, and introduces 
the ‘Turk’ (an 18th-century automaton 
otherwise known as the ‘Mechanical Chess 
Player’) to support its argument for external 
and distributed cognition, as well as the 
materiality, physicality and magical 
dimensions of artificial life, early 
mechanical machines and automatons, both 
in mythology and science.  

It uses the materiality of artefacts as 
evidence of the congruence of the embodied 
mind paradigm. The discussion includes the 
notions of human agency, non-human 
agency and the agency and cognitive life of 
objects in order to develop a more amplified 
understanding of human interaction with the 
real world. 

Amplifies the concept that was developed before 
(Chapter Four), contrasting the perspective of 
cybernetics and artificial intelligence. This chapter 
takes a selected study of puppetry and 
ventriloquism as a model to illustrate the 
interactive nature of performative objects in our 
lives in ‘cybernetic’ terms. It intends to push the 
limits of cognitive science in HCI by using 
alternative approaches to speculate how humans 
and machines interact in terms of environmental 
qualities.  

The materiality and physicality of these objects 
and their performative nature serve as conduits for 
understanding the world, and suggest a model that 
exemplifies the performative nature of human 
interaction with objects that act, express and speak 
themselves by being acted and spoken through.  

 

The thesis concludes with final remarks, observations and recommendations, and points toward future 
directions for HCI, which enlarge on enacted, embodied models of cognition and their application in 
future research, education and technical developments. 
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Chapter One  

Mental Models in Human Computer Interaction:  

The Unpredictable Human 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The real enemies of our life are the ‘oughts’ and the 

‘ifs’. They pull us backward into the unalterable 

past and forward into the unpredictable future. But 

real life takes place in the here and now. 

 

Henri Nouwen 
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Introduction 

This chapter is dedicated to understanding the idea of mental models and concepts of mind.  

The search for an appropriate model of the human mind is a classic problem that has been 

debated exhaustively within the human computer interaction (HCI) community. Mental 

models are basically used to predict how human beings will anticipate and respond to 

situations, and as such, have been applied to the development of computer systems. This 

process starts with software development, which is later ‘translated’ by the designer into 

graphical user interfaces (GUIs) or graphic representations in order to mediate the interaction 

between the human being and the computer. This chapter argues that the mental model is a 

very limited and mechanistic conceptualization of how the human mind operates; it 

developed out of a historical tradition of pragmatism and has, arguably, had a detrimental 

effect on the theory of how human beings understand and interact with computers.  

This chapter suggests that much that has been developed in HCI is based on the notion of 

computation nurtured by cognitive science. The idea originates from the classic notion that 

people behave as if they were information processors, with the activity of thinking more or 

less equated with the process of computing, and was inherited from a generation of scholars 

and intellectuals who perceived mind, body and the world as completely independent of one 

another. They thought of the mind as a disembodied entity, thus separating human action and 

reasoning from its physical context. In order to explain the different notions of the mind and 

their connections with the different generations of cognitive science, the chapter 

contextualizes the ideas of computer scientist, logician and cryptologist Alan Turing, and 

suggests that they were not only emblematic but extremely influential; they continued to 

persist for several decades, especially in HCI. In practical terms, a concept of mind is 

fundamental to an understanding of our interactions with the world, and it is due to the hold 
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exerted by this narrow perspective exemplified by Turing that the field of HCI has been 

limited by the lack of a more enriched view of human beings and the human mind, 

particularly in terms of their phenomenological experience and what could be considered 

their visceral, embodied and embedded connection with the world.  

I outline here several problems associated with the mental models prevalent in interface 

design in HCI – particularly the computational model of the mind – in relation to their impact 

on representation. These problems, which represent a consistent topic in the literature, are the 

remains of a heritage of representational models of the mind within HCI. This heritage is 

discussed in the next section, which focuses upon the notion of intelligence underpinning the 

ideas of interaction that have been adopted as a result. The section gives a short introduction 

to the origins of this predominant school of thought that persists by virtue of the mental 

models espoused by HCI. 

 

Historical perspectives in HCI and cognition 

HCI is well known as “a discipline concerned with the design, evaluation and implementation 

of interactive computing systems for human use and with the study of major phenomena 

surrounding them” (Hewett et al., 1992, 1996 p. 5). The field of HCI is, traditionally, the 

multidisciplinary research field responsible for rendering our interactions with technology 

and computers more user-friendly and natural, smoothing the relationship by using methods 

and techniques of approximation. However, HCI originated from a tradition that has 

frequently emphasized the functionality of technology, and as a consequence, it displays a 

timid humanistic focus. Much of the knowledge within the field of HCI is based on an 

archaic notion of computation, deriving from cognitive science, which maintains that people 
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behave in the same way as information processors because the process of thinking is very 

similar to that of computing – this idea was common among what Lakoff and Johnson (1980, 

1981, 1999) term the ‘first-generation of cognitive science’.1  Lakoff and Johnson (1999, p. 

75) describe how the scientific community took up the ideas of this ‘first generation’, 

because “it seemed natural [to them] that the mind could be studied in terms of its cognitive 

functions, ignoring any ways in which those functions arise from the body and brain”. 

Polkinghorne agrees:  

Lakoff and Johnson distinguish two generations in the development of 
cognitive sciences. The first generation, which evolved during the 
1950s and 1960s, was begun, like humanistic psychology, as a 
movement to correct psychology’s overdependence on behavioristic 
understanding of humans. However, it changed direction when its 
approach took up the newly available computer as its model of mental 
functioning (Gardner, 1985). The computer model fit well with the 
view of Anglo-American analytic philosophy that mental reasoning, 
like computers, functioned by logically manipulati[ng] symbols. 
(Polkinghorne, 2001 p. 96) 

 

Part of this concept was predicated upon several computing ideas that were prevalent at the 

time, including the strong belief in the mechanical model of the mind. This model became 

even more entrenched with the ideas of Turing: the ‘Turing machine’ and later on the ‘Turing 

test’ established concepts that have made a marked contribution to both computer science and 

the field of artificial intelligence. 

 

Intelligence as computation 

                                            
1 The term ‘the first generation of cognitive science’ is based on the assumption within the field of 
cognitive psychology that the computational metaphor could be used as a core hypothesis in order to 
understand the mind (that is, the disembodied mind). 
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According to Boden (2006), Turing’s influence on the history of cognitive science is without 

parallel. He pioneered the theory of computer science and the design of digital computers, 

and outlined the research program of AI. In addition, the test Turing proposed, which came to 

be known as the Turing test, provoked a huge philosophical response, and still elicits 

attention today. It consisted of an experiment, whereby an operator was placed in a closed 

room and asked to discover whether the questions he/she sent, using a keyboard or some 

other form of input device, were answered by another human being or a machine in the next 

room. The intention was to find out if the operator could distinguish between a real person 

and a computer, and thus whether the notion of intelligence could be assigned to a machine.  

At the same time, the test was also an intellectual stimulant. In philosophical terms, the 

notion of (machine) intelligence that Turing introduced with his test was a determining factor 

in the creation of a certain conceptualization of human intelligence. However, it was 

reductive when it came to explaining human cognitive capacities, which as a result, became 

narrowly determined by the terms used to describe mechanical computation. 
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Fig. 1 The Turing test: A human questioner (1) sends questions to another room, where they are 
answered by a human volunteer (2) and a computer (3). The experiment controller (4) decides at 
random which of the two answers the questioner will receive. 

Certainly, the computer is an invention with a significant history. Intellectually speaking, it 

has been responsible for stimulating an intense dialogue between engineers, humanists, 

psychologists and scientists. As an electronic logic machine, the computer created a 

contradictory notion that technology wields a substantial and significant influence over 

mankind. Part of this thinking, it is argued here, has been perpetuated from a not-so-distant 

past when computer scientists developed ways of testing the power of computation and 

hypothesized that the limits of human capacity could be overcome by means of the ingenuous 

notion that computing was a legitimate manifestation of a powerful new form of 
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intelligence.2 In this respect, Turing’s ideas were undoubtedly very influential. Gradually, 

however, there were some advances in the thinking, and it was argued that people and 

computers are not similar: human thought processes are engaged with far more complex tasks 

than the processing of raw data.  

An example of this shift in the argument is John Searle’s (1980) Chinese room experiment. 

Searle refuted the idea that the human mental process is analogous to computing. For Searle, 

even if a computer simulated behavior or an intelligent dialogue, it did not necessarily mean 

it was able to ‘think’, and he maintained that humans, in turn, do more than simply 

manipulate symbols, they think about the symbols that are being manipulated, operating them 

by means of syntax and semantics – a much more dynamic and complex process than the 

computational model proposed by Turing could sustain. In other words, the experiment 

suggests that computers can process symbolic information but they cannot attach meaning to 

the information that has been processed. Although he conceded that humans have cognitive 

capacities that are capable of computing data in a similar fashion to computers, Searle’s 

experiment systematically refutes the idea that human mental processes are similar in any 

other sense to computing or are simply concerned with the manipulation of symbols. For 

Searle, the model proposed by Turing is incomplete and fails to explain cognition. 

 

 

                                            
2 The later development of this thesis is dedicated to elaborating the concept of ‘intelligence’, based on the 
different forms of the concept that were, historically, fundamental to the field of AI. In Chapters Three and 
Five the concept is amplified using the example of automatons to comprehend some aspects of human 
agency and non-human agency, and how material engagement with objects can be helpful in understanding 
some of the cognitive aspects of HCI. 
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Fig. 2 The Chinese room experiment: “A native English speaker who knows no Chinese is 
locked in a room full of boxes of Chinese symbols (a database) together with a book of 
instructions for manipulating the symbols (the program). Imagine that people outside the room 
send in other Chinese symbols which, unknown to the person in the room, are questions in 
Chinese (the input). And imagine that by following the instructions in the program the man in the 
room is able to pass out Chinese symbols which are correct answers to the questions (the output). 
The program enables the person in the room to pass the Turing Test for understanding Chinese 
but he does not understand a word of Chinese” (Searle, 1999). 

Some of the debates between these traditions can be found in the literature of theorists such 

as Gardner (1987), Clark (1997), Simon and Kaplan (1989), Lakoff and Johnson (1999), 

among others. A strand of this literature is dedicated to showing that computation is 

insufficient to explain this major phenomenon in a way that includes the issue of 

consciousness. These discussions brought substantial advances to the way scientists 

understand human cognition, introducing an awareness that people and computers are not 

similar and that human thought processes are much more complex than was hitherto believed. 

Some methods were later developed to equalize user interactions with computers in an 

attempt to reduce the perceived friction between them (Card, Moran and Newell, 1983). 

These actions, classified as physical, cognitive or perceptual, served to develop techniques 

that provide valuable information for the study of interfaces and HCI. However, they still 

contained drawbacks because they did not consider how human beings could be affected by 

different factors such as fatigue, disability, physical limitations, habits, personality and levels 

of experience, as well as their social environment. Most importantly, however, cognitive 
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psychology was still predominant among the cognitive sciences at the time and therefore the 

conceptualization of mind was misunderstood.3 

The focus on usability, inherent in these approaches, also downplayed the functionality of the 

system, which is in turn based on a system of rules that is invariably complex and not easy to 

adapt. The inclusion of the use of personas and different techniques that consider the 

individuality of the users meant that interfaces were more specifically focused on human 

beings and their conditions, but they were still far from representing a definitive solution. The 

field then began to integrate different disciplines, but while proposing more inclusive 

methods, the central tendency of HCI had been essentially simplified.  

The process of simplification suggests clarification; however, many of the new propositions 

derived from information theory, which, as a discipline, was very much involved with the 

way information could be quantified. It created a model that when applied to HCI was over-

simplified, underestimating the user’s capacities. HCI is not only supposed to reduce errors, 

but also to convey information more effectively and thus create meaningful experiences. By 

contrast, the word ‘simplify’ shows that despite advances in the understanding of methods, 

human beings – paradoxically – continued to be regarded as information processors, in 

accordance with the theory of cognitivism. Information theory was also utilized to model 

systems based on human behavior, shaping systems according to human action – for 

example, calculating how many steps were necessary for the user to get what he/she wants, 

and restricting information in order to avoid overloading the human memory with data, which 

                                            
3 One of the aspects that will be further developed is what is termed the ‘mental model’ theory as a model 
for an understanding of the mind. Arguably, the mental model is the heritage of the first generation of 
cognitive scientists, one that still persists in HCI literature and the design of the interface between people 
and computers. However, there have been some changes in the core of HCI that have been helpful in 
amplifying the understanding of interaction, with the inclusion of disciplines that are more concerned with 
the experience of the user, giving a new perspective that reveals that the mental model is insufficient for 
designing better interactions. 
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resulted in the system constantly warning the user to take action to prevent errors. Many of 

these techniques were applied by using the constraints and direct manipulation provided by 

the graphical user interface.  

The advent of GUIs has helped to popularize the personal computer (PC), driving the 

integration between human being and computer, and expanding the access to computers that 

was once restricted to scientists, programmers and people with technical expertise. The 

democratization offered by the advent of the PC – and the implementation of GUIs, which 

transformed the computer into a popular, almost domestic appliance – stimulated the creation 

of a research field dedicated to understanding, studying and developing computer interfaces. 

However, interaction did not become less complicated and less obscure as a result. The same 

interface that supposedly ‘translates’ the computer, making it intelligible to ordinary users, 

more often divides human and machine rather than bringing them together.  

Cognitive scientists have traveled the same path in the attempt to render our relationship with 

technology more natural and to substantially reduce the friction between humans and 

computers, but their efforts still seem insufficient to deal with the problem of interaction in 

its broader aspect. Human beings, endowed as they are with biological bodies, emotions, 

consciousness and free will, and subject to all the complexity of their environmental 

conditions, have frequently found they are unable to understand a digital repertoire that has 

become increasingly more complex over the years with the advent of ever-more powerful 

computers, not to mention cell phones and countless new electronic gadgets. The way we 

reflect on and produce knowledge about ourselves in the effort to understand what it means to 

be human is not keeping pace with the speed and dynamics of a digitized world that is in 

constant transformation. The conclusion is that any close analysis of either humans or 

computers cannot be undertaken separately and without considering the context. Any analysis 
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that separates human beings, computers and their interactions as if they were independent of 

each other is bound to be reductive, incomplete and detached from any context. 

Technology itself is responsible for making aspects of the computer’s functions more rapid, 

as well as extending some human capabilities. This process of reflection about ourselves, 

provoked by the dissonance experienced between the nature of our self-reflection and the 

ecology of new digital products (part of a fast-growing technological expansion), seems to be 

somewhat unsynchronized. In other words, technology appears to be developing faster than 

our capacity to understand it, creating an even greater sense of dissonance. The use of 

technology is an ongoing process that both contaminates and modifies human practices; in 

fact, the use of technology and how it is designed is a process of mutual contamination, with 

deep cognitive and social implications. Human beings do not remain the same when they use 

a computer; they are in a process of constant cognitive transformation, stimulated by their 

interaction with the computer. They adapt and change through their interaction and this has 

an effect how we build our machines. 

Indeed, there is strong evidence to indicate that the human ability to deal with technology has 

progressed. For example, using automation and video surveillance and control, computers 

have become more effective in many tasks; they perform better than human beings in a lot of 

different scenarios, and this is of course an interesting achievement. But it does not seem 

reasonable to compare human intelligence and capacities with that of computers. Conversely, 

what can be recognized is that intelligence can be manifested in many ways as it is not 

entirely independent of situation and context.4 

                                            
4 I am suggesting that the notion of mind and intelligence is misunderstood in HCI; it came from a long 
tradition that developed from the notion of the mechanization of mind and reasoning but became more 
emblematic with the valorization of Turing’s ideas. The arguments surrounding different ways of 
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A game of chess became the classic example by which scientists tested the capability of the 

computer, either comparing its abilities with that of human beings or simply using the 

experiment to understand the dynamics involved. The chess game became emblematic in 

computer science, indicating the degree of anthropomorphism involved in its approach, and it 

was also notable in the disciplines of cybernetics and AI. The use of the chess game can be 

tracked in the research of Shannon (1950), Levy and Newborn (1991), Hsu (2002), and Lasar 

(2011), among others.5 Artificial intelligent beings, with the ability to win at chess, became a 

subject for literature and even mainstream films. The portrayal of the fictional computer 

HAL-9000, the ‘artificial agent’ in 2001: A Space Odyssey, directed by Stanley Kubrick in 

1968, was essentially a conduit for the contemplation of the evolution of monolithically 

inspired tools into artificial intelligence. Another example is the dystopian Los Angeles 

imagined by Ridley Scott in Blade Runner (1982), with its artificial agents known as 

‘replicants’, among other cinematographic tropes.  

One of the pioneers of computer chess programming was Claude Shannon (1950), with his 

article, ‘Programming a Computer for Playing Chess’. Even nowadays there is an entire 

literature dedicated to aspects of computer chess, as exemplified by Hsu (2002), Levy and 

Newborn (1991), Newborn (1975, 1997), and Nunn (2002), among others. 

                                                                                                                                  
understanding intelligence are discussed further in Chapter Three, with the notion of how the theory of 
intelligence within the field of AI moved on to a conception of the existence of several forms of 
intelligence in order to overcome its internal problems as a discipline. 
 
5 Wolfang von Kemplen, Charles Hooper, Konrad Zuse, Norbert Wiener, Ernst Zermelo, John von 
Neumann, Claude Shannon, John McCarthy, Alex Bernstein and Alan Turing, to name but a few, were also 
very interested in chess programming or mechanical computer chess engines. 
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Fig. 3 Dr. Claude E. Shannon demonstrating his homemade electric chess automaton to Edward 
Lasker in 1949 

Over the years of chess-programming development, the main conclusion that was drawn was 

that it is not very difficult for a computer to ‘play’ chess, even though many people would 

struggle to play it at a high level. There are of course levels of competence to be observed, 

but in general terms (and not going too deeply into the technical details), the way that 

computers ‘play’ chess has certain particularities. Computers are able to apply the brute force 

of their massive processing power, operating mathematical simulations of the most likely 

moves of their human opponent. Despite this, the computer is very far from playing chess in 

the more ‘human’ understanding of the term.  

The computer will calculate and predict the movements of the pieces on the chessboard, but it 

will not ‘understand’ all the dynamics and complexities that are involved in a game of chess 
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in an amplified ‘human’ sense, including predicting the actions of its opponent. Computers 

merely manipulate symbols, operate mathematical functions and calculate probabilities, 

whereas the human mind makes the game meaningful, including anticipating the frustration 

of losing and excitement of winning. The battle to produce computers that can simulate 

human intelligence is very controversial: the classic use of the game of chess to compare 

machine and human intelligence was supposed to reveal that computers display human-like 

intelligence, but conversely, such experiments made the differentiation between human and 

computer intelligence even more evident.  

The computer’s competency is restricted to a mathematical matrix; it is limited by the 

mathematical representation of the board, the possibilities of the pieces in the game and their 

movements. This ‘expertise’ is related to computing capacity and processing power, but 

human beings have other, specific competencies in things that, from a human-centric point of 

view, are considerably more complex than a chess game, such as understanding poetry, 

interpreting texts, identifying nuances in images, and appreciating art and music. Predicting 

human actions has often proved to be a complex activity, as the following section argues, and 

recent history leads us to believe that there are problematic areas in which human beings can 

attain knowledge that is not formally computable. The conclusion is that an understanding of 

the biological roots behind human actions could be one way of gaining a clearer 

understanding of the interaction of human beings with digital technologies.  

As argued earlier, the mechanization of the mind and the notion of intelligence came from the 

same roots. It started with the potential possibility of mechanizing reasoning through the 

creation of automatons and machines that could manipulate data mechanically in a binary 

fashion and thus simulate one aspect of human cognitive behavior, which was subsequently 

considered to represent ‘intelligence’. The understanding that reasoning could be reached by 
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means of computation (manipulating information in a symbolic fashion) and processing 

information helped to construct the notion of (human-centric) artificial intelligence, an 

inheritance of a mechanistic rationalist tradition that was reinforced by later ideas developed 

within that tradition, particularly those of Turing. However, it is under the ‘mental model’ 

theory that the disembodied conceptualization of the mind became most evident.  

 

Mental models in interface design 

The use of mental models has been very persistent in interface/interaction design. The notion 

of the mental model dates from a particular time in the history of HCI, and is underpinned by 

a specific representational and predictive model of intelligence. The following section 

outlines the theory, and brings the limits of this heritage into focus.  

Over the course of many years, cognitive science has become an interdisciplinary area of 

knowledge devoted to understanding human cognitive processes and modelling the 

interaction between people and machines. One of the most frequently debated theories of the 

development of human interaction with computers holds that it is possible to predict or ‘map’ 

how people will use the systems and anticipate their actions. Understanding and anticipating 

the user’s mental model has been one of the most common, if debatable, concerns of HCI and 

interactive design. The equation is very simple: it is believed that knowing how people think 

or act on a daily basis is essential to anticipating their needs and thus designing effective 

interactive systems. This concept is what is known as a ‘mental model’.6 

                                            
6 Authors use various terms to describe this notion: mental models, conceptual models, cognitive models, 
mental models discourse, component models and causal models. (See Staggers, N. and A.F. Norgio (1993). 
‘Mental models: concepts for human-computer interaction research’. International Journal of Man-
Machine Studies, 38: 587-605.) 
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In his seminal paper, ‘The History of Mental Models’, psychologist Johnson-Laird (1980) 

shows that the mental model has its roots firmly in the rationalist tradition. He contends that 

several 19th-century thinkers anticipated the theory; the approach exemplified by the mental 

model was characteristic of scientific thinking at the time, especially within physics. 

Johnson-Laird illustrates this point by citing the physicist, Lord Kelvin, who stressed the 

importance of constructing mechanical models of scientific theories in order to understand 

abstract concepts. In his 1884 Baltimore lectures, Kelvin asserted: 

I never satisfy myself until I can make a mechanical model of a thing. 
If I can make a mechanical model I can understand it. As long as I 
cannot make a mechanical model all the way through I cannot 
understand; and that is why I cannot get the electro-magnetic theory.  
(Kelvin cited in Smith and Wise, 1989, p. 464) 

 

Johnson-Laird explains that Kelvin never accepted Maxwell’s equations proving electro-

magnetism because he could not construct a mechanical model of the theory, and continues: 

“Ironically, Maxwell did have a mechanical model in mind in developing his theory” 

(Johnson-Laird, 1979, p. 180).  

  Pierre Maurice Marie Duhem argue: 

The use of similar mechanical models, recalling the essential features 
of the theory they are trying to present through certain more or less 
crude analogies, is constant in English treatises on physics. Some, like 
Maxwell’s electrical treatise, make only moderate use of them. 
Others, on the contrary, make a continuous appeal to these 
mechanical representations. (Duhen, 1996, pp. 54) 

 

For these authors, outlining a theory using mechanical models – “ropes running over pulleys, 
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wrapping around drums running across beads and carrying weights, tubes pumping water, 

cog-wheels” – sometimes does not help. They also highlight the cultural differences between 

the English and French traditions when they say:  

It is far from the case that these models help French readers to 
understand a theory, on the contrary, in many cases the French must 
make a serious effort to understand the abstract theory, which the 
model claims to embody it in its pure form. (Duhen, 1996, pp. 54) 

Dreyfus draws the same parallel with regard to reasoning and calculation:    

Since the Greeks invented logic and geometry, the idea that all 
reasoning might be reduced to some kind of calculation so that all 
arguments could be settled once and for all has fascinated most of the 
Western tradition’s rigorous thinkers. (Dreyfus, 1972, p. xv) 

 

 

 

Can the world be anticipated? 

A wide range of HCI theory has been developed that refers to mental models, or more 

specifically, to how human mental processes operate in the real world. Johnson-Laird, for 

example,  raises some important questions about how human beings ‘anticipate’ the world: 

What is the end result of perception? What is the output of linguistic 
comprehension? How do we anticipate the world, and make sensible 
decisions about what to do? What underlies thinking and reasoning? 
One answer to these questions is that we rely on mental models of the 
world. (Johnson-Laird, 1980, p. 179)  

 

For Johnson-Laird, perception yields a mental model, linguistic comprehension yields a 

mental model, and thinking and reasoning represent the ‘internal’ manipulation of mental 

models. The idea that an organism may make use of an internal model of the world is not 
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new; it predates the advent of digital computers, with Kenneth Craik’s The Nature of 

Explanation: 

If the organism carries a ‘small-scale model’ of external reality and of 
its possible actions within its head, it is able to try out various 
alternatives, conclude which is the best of them, react to future 
situations before they arise, utilize the knowledge of past events in 
dealing with the present and the future, and in every way to react in a 
much fuller, safer, and more competent manner to the emergencies 
which face it. (Craik, 1943, p. 61) 

 

A mental model is a widely accepted concept in the HCI literature; it can be described as an 

explanation of the thought processes engaged in interpreting how things work in the real 

world (Johnson-Laird, 1983). In this sense, it is a representation of this world, the 

relationships between its various parts and a person’s intuitive perception about their own 

actions and their consequences. Mental models thus help shape human behavior and define 

the human approach to solving problems and carrying out tasks. Computer systems are, to a 

great extent, based on the results of these models.  

But how is it possible to anticipate what will happen or to map people’s thinking? How can 

we make decisions based on these conclusions? Mental models have traditionally provided 

the answers to these questions. However, despite advances in the theory, it is still possible to 

perceive how difficult some users continue to find using the computer with any reasonable 

consistency, which suggests it is not enough to rely on mental models in the development of 

effective computer interfaces. Fodor  (2001) claims that cognitive scientists do not really 

understand how the human mind works, even though HCI has traditionally relied on mental 

models to explain how humans try to anticipate the world.  
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The main problems with the mental model theory 

The applicability of mental models in practical terms is debatable. Observing the advances 

that users have made in their interaction with computers tends to hide the difficulty some find 

with computer interfaces that are all based on the representational mental model. To some 

extent, mental models have proved insufficient; it is not possible to rely entirely on mental 

models for the development of systems. There is also a design problem: mental models in 

HCI remain controversial and difficult to translate in design terms because they are too vague 

and not prescriptive enough, but work more as abstractions.  

For Rogers (2012, p. 83), “[m]any of the theoretically based concepts promoted in HCI, that 

were drawn from a variety of disciplines, have largely fallen by the wayside, while a few 

have become common parlance. For example, the notions of affordances and context are 

those that have stuck and become mainstream while concepts such as mental models and 

cognitive dimensions, while popular to begin with, are no longer fashionable”. He continues:  

Despite having much currency, the latter proved a step too far for 
designers (and others) to become sufficiently versed in to be able to 
talk about design issues with each other using such terms as viscosity 
… It seems akin to ask[ing] people to learn a new language late on in 
life, such as Esperanto, which if everyone learnt it, it would be great, 
greatly increasing our capacity for articulating design concerns. We 
would have shared references and would not spend countless hours 
aligning what we each mean by our nuanced meanings of common 
terms such as representation, platform and process. (Rogers, 2012, p. 
83) 

 

Understanding how the model works, how it can be translated into design terminology or 

technics, is controversial. The dissonance created by the different models that are used to 

understand how a computer works has resulted in techniques that impose restrictions on the 
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user’s interaction with computers and on how designers and programmers articulate those 

interactions. 

HCI is a very complex discipline with a very complex vocabulary and suite of concepts 

(Goms,7 GUI, cognitive dimensions, affordance, mental models, and so on). Every new piece 

of research in the field not only seems to implement new techniques, but also concoct new 

terms to explain the new concepts it introduces or to reassess the old ones. As a consequence, 

there is a huge dissonance between designers, programmers and computer scientists, which 

clearly affects how people understand computers. 

Of course, the lack of a consistent theory explaining how the mind operates did not prevent 

the scientific community from further developing the interaction between humans and 

computers and trying to finesse it. This is the point that HCI communities choose to start 

from. However, the first step in developing better forms of interaction should be the 

recognition that the prevailing model is insufficient, leading to an attempt to create 

alternative methods. Cognitive scientists cannot just assume that there is one way to interact 

with computers and turn a blind eye to other models or ways of understanding the mind that 

could prove more fruitful. HCI cannot base itself solely upon ideas from what Johnson-Laird, 

Girotto and Legrenzi (1998) call a “radically incomplete” theory of how the human mind 

operates: 

We should also add that the theory (mental models) accounts for the 
informality of arguments in science and daily life, whereas logic is 
notoriously of little help in analyzing them. If people base such 
arguments on mental models, then there is no reason to suppose that 

                                            
7 One of the most utilized techniques for the design of interactive systems, called GOMS (Goals, Operators, 
Methods and Selection rules) was popularized by Stuart Card, Thomas Moran and Allen Newell in their 
book, The Psychology of Human Computer Interaction (1993). It is not only based on an information-
processor model of the mind, but is also widely used in the engineering-oriented usability community. 
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they will lay them out like the steps of a formal proof. The theory of 
mental models, however, is not a paragon. It is radically incomplete; 
and it is likely to have problems and deficiencies. (Johnson-Laird, 
Girotto and Legrenzi, 1998, p.12) 

 

 

Mental models are resilient 

Despite all the criticism, mental models are still surprisingly popular in HCI, as Imaz and 

Benyon observe: 

Mental models are popular in cognitive psychology and HCI where 
they are often synonymous with trying to understand how people 
think some device or system works. Psychologists try to understand 
people’s mental models of electricity, a central heating system, or an 
automated teller machine. People might use mental models to solve 
problems when there is a breakdown (for example, your car does not 
start), work out the mapping between actions and events, or "ll in the 
details of some description. (Imaz and Benyon, 2006, p. 21) 

 

As Suchman points out, computational theory is very persistent; most cognitive scientists 

understand cognition literally in terms of computational accounts: 

The agreement among all participants in cognitive sciences and its 
affiliated disciplines, however, is that cognition is not just potentially 
like computation; it literally is computational. There is no reason, in 
principle, why there should not be a computational account of mind, 
therefore, and there is no priori reason to draw a principled boundary 
between people, taken as information-processors or symbol 
manipulators or … certain computer machines. (Suchman, 2007, p. 
37) 

  

The mental model is still very persistent in HCI, and the main manifestation of this model is 
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in the literature. Looking at HCI through the lens of the mental model theory, it can be seen 

that the fact that it was created from, and continues to follow, a more rationalistic tradition 

(and the modeling approach this proposes) is no more than an attempt to ‘reverse-engineer’ 

the human mind to anticipate events.  

According to its theorists, a mental model is useful in the quest to understand how to shape 

human behavior and define the human approach to solving problems and carrying out tasks; 

therefore, computer systems are substantially based on these models. But can we really 

anticipate the world? How predictable are humans? Such a way of thinking is like the 

Newtonian idea, long surpassed, that was predominant in physics until the early 20th century, 

in which, by understanding initial states and conditions, the world could be apprehended 

because it was believed to be completely predictable and deterministic. Winograd and Flores 

provide a full historical account of the rationalistic tradition and its impact on computer 

development: 

Current thinking about computers and their impact on society has 
been shaped by a rationalistic tradition that needs to be re-examined 
and challenged as a source of understanding. As a first step we will 
characterize the tradition of rationalism has been the mainspring of 
western science and technology, and has demonstrated its 
effectiveness most clearly in the ‘hard sciences’ – those that explain 
the operation of deterministic mechanisms whose principles can be 
captured in formal systems. The tradition finds its highest expression 
in mathematics and logic, and has greatly influenced the development 
of linguistic and cognitive psychology. (Winograd and Flores, 1986, 
1987, p. 14) 

  

There is not any significant reason that explains why mental models became central to the 

development of HCI, unless it was imposed by cognitive psychology or its adoption was 

simply arbitrary. In terms of interaction, their impact has been ineffectual: most systems 
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restrict user actions and prevent the user from making mistakes, imposing limits and 

restrictions established by the strategies embedded in the GUI, and this suggests that mental 

models are either poorly mapped, misunderstood or seriously defective, as people still have 

problems in understanding computers.  

Mental models are also discussed in the literature. Norman (1983) describes them as 

contradictory, incomplete, superstitious, erroneous, unstable and variable in time:  

1. Mental models are incomplete. 

2. People’s abilities to “run” their models are severely limited. 

3. Mental models are unstable: People forget the details of the system 
they are using, especially when those details (or the whole system) 
have not been used for some period. 

4. Mental models do not have "rm boundaries: similar devices and 
operations get confused with one another. 

5. Mental models are “unscienti"c”: People maintain “superstitious” 
behaviour patterns even when they know they are unneeded because 
they cost little in physical effort and save mental effort. 

6. Mental models are parsimonious. Often people do extra physical 
operations rather than the mental planning that would allow them to 
avoid those actions. 

(Norman 1983, p. 8) 

 

The use of mental models in HCI strongly indicates how this method is based on a 

computational-representational notion of the mind.  

Theorists such as Nöe (2009, p. 169) understand that “[t]he limitation of the computer model 

of the mind is the limitation of any approach to mind that [is] restrict[ed] [to] the internal 

states of individuals”. In other words, if we attempt to understand the human mind using only 

the computer model of the mind as a guide, it will prove insufficient as it only concerns 
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individuals’ ‘internal states’, and therefore its parameters are set according to a historically 

disembodied and disembedded perspective of the mind.  

 

From mental models to embodied models  

Do digital products need better design methods? This question was raised by Alan Cooper 

(2007, p. 36), author of one of the most popular books in HCI, in which he describes the 

process of creating digital products today. Cooper argues that we are experiencing an 

incredible transformation from the age of industrial mechanical artefacts to the age of digital 

information objects. In his view, this represents a clear opposition between mechanical-age 

and information-age representative models. He proposes that new technology demands new 

representations.  

Cooper’s views of how computer interaction should be designed indicates that he believes 

that the limited and dualistic mindset identified earlier has persisted in HCI, particularly with 

regard to how models of the mind are idealized. Cooper (2007) states that HCI applies three 

different models to the understanding of how the computer interface is designed for the user: 

the ‘implementation model’, the ‘represented model’ and the ‘mental model’. Each reflects a 

particular standpoint concerning the design of computer interfaces – software design reflects 

the implementation of a model or system of models, which in turn reflects the technology. 

The mental model reflects the user’s view and the represented model or ‘designer’s model’, 

the designer’s view. However, as Cooper shows, if all these models are properly equalized, it 
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creates what he calls a ‘cognitive dissonance’.8 

 

 

Fig. 4  HCI models and their cognitive dissonance (Cooper, 2007) 

Cooper (2007) explains that the way engineers build the software is dictated by business and 

technical constraints, and the model for how the software actually works is called the 

implementation model. This model, however, contrasts with the way that users perceive how 

they need to perform their tasks; they formulate a different model reflecting how they interact 

with the software and based on the their assumptions of how the software and the computer 

might work – this is called the mental model. On the other hand, the way designers choose to 

represent the working of the program to the user is called the represented model.  

Is the logic behind Cooper’s reflections inconsistent and reductionist? It probably is. Every 

person will experiment and display a completely different and individual behavior in the way 

they operate and act in the world. We can discover some behavioral patterns, especially when 

                                            
8  Cognitive dissonance was developed by Leon Festinger on his seminal work (1957) and is a relatively 
straightforward social psychology theory that has wide acceptance in several disciplines, including those 
concerned with communication, and has been adopted by the HCI community. It is described as  
“the state of having inconsistent thoughts, beliefs, or attitudes, especially as relating to decisions and 
attitude change”, demonstrating the inadequacy of stimulus-response conditioning accounts of human 
behavior (To know more see: Festinger, L. (1957). A Theory of Cognitive Dissonance. Stanford, CA: 
Stanford University Press). 
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we explore the role that cultural determinants play in shaping how people behave in the 

different situations they encounter in their lives, but these are not linear. Even from the point 

of view of a  single individual, that person will make countless contradictory decisions during 

his/her lifetime as we all are subject to cognitive and biological changes. We live in a 

dynamic world that is constantly transforming itself, so it is reasonable enough to assume that 

human cognition is also constantly changing in order to follow the perceptible changes in the 

world. 

When reflecting on how people live and understand the world they live in, it is reasonable 

enough to assume that their individual abilities are not only situated in and sensitive to 

context, but are also related to their individual knowledge and different cognitive 

competences. For example, an astronomer will look at the night sky and see patterns and 

recognize constellations, whereas another person may only experience it as a mass of stars; a 

doctor will see the human body in a completely different way to the patient; and a mechanical 

engineer will display a mental model of the functioning and mechanism of a car that will not 

necessarily be shared by the majority of ordinary drivers.  

Even inside the computer science community, it is possible to perceive that programmers’ 

thought processes are not influenced by a single model but are permeated by an 

‘epistemological pluralism’, as Turkle and Papert (1992, p. 3) put it. These authors develop 

the central thesis that “equal access to even the most basic elements of computation requires 

an epistemological pluralism, accepting the validity of multiple ways of knowing and 

thinking”. For them, “computers provide a context for the development of concrete thinking. 

When we look at particular cases of individuals programming computers, we see a concrete 

and personal approach to material that runs into conflict with established ways of doing 
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within the computer culture”  (Ibid.).9  

So, it is reasonable enough to assume that the dissonance within HCI does not only occur 

between different models, but is also based on the internal dissonance created between these 

models and people’s individual experiences (what they know, for example, and how they 

understand and interact with the world, their educational attainments, and the sort of lens they 

use to focus their perception of the world).  

However, as Cooper says: 

It is much easier to design software that reflects its implementation 
model. From the developer’s perspective, it’s perfectly logical to 
provide a button for every function, a field for every data input, a 
page for every transaction step, and a dialog for every code module. 
But while this adequately reflects the infrastructure of engineering 
efforts, it does little to provide coherent mechanisms for a user to 
achieve his goals. In the end, what is produced alienates and confuses 
the user. (Cooper, 2007, p. 32)10 

  

                                            
9 For Turkle and Papert (1992, p. 49), “[t]he practice of computing provides support for a pluralism that is 
denied by its social construction”. They continue: “[The] computer serves as an expressive medium for 
personal styles.” This is exemplified using different case scenarios where Lisa, a first-year Harvard student 
in an introductory programming course, “had to be a different person with the machine”. She could no 
longer “resist a pressure to think in ways that were not her own” and “her growing sense of alienation did 
not stem from an inability to cope with programming but from her ability to handle it in a way that came 
into conflict with the computer culture she had entered”. 
 
10 Cooper (2007) explains the cognitive dissonance between the implementation model, the represented 
model and the mental model of the user from the point of the view of the educational approach of the 
individual. He understands the ‘nuances’ of different ways of thinking, and how the individual knowledge 
of programmers and designers affects the final product for the users in distinctive ways. Cooper (2007, p. 
34) for instance, argues: ”Most of the data structures and algorithms used to represent and manipulate 
information in software are logic tools based on mathematical algorithms. All programmers are fluent in 
these algorithms, including such things as recursion, hierarchical data structures, and multithreading. The 
problem arises when the user interface attempts to accurately represent the concepts of recursion, 
hierarchical data, or multithreading. Mathematical thinking is an implementation model trap that is 
particularly easy for programmers to fall into. They solve programming problems by thinking 
mathematically, so they naturally see these mathematical models as appropriate terms for inventing user 
interfaces. Nothing could be further from the truth.” 
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The common agreement seems to be that the user does not really need to know and 

understand how an artefact or mechanism really works in all its nuances and internal details; 

they will form more simplified models about the way something works when they find they 

do not fully understand it. A lack of technical expertise will not prevent people from driving, 

for example, because they do not need to understand how an engine works in order to 

manipulate a car. 

As Cooper explains: 

We tend to form mental models that are simpler than reality; so if we 
create represented models that are simpler than the actual 
implementation model, we help the user achieve a better 
understanding. Pressing the brake pedal in your car, for example, may 
conjure a mental image of pushing a lever that rubs against the wheels 
to slow you down. The actual mechanism includes hydraulic 
cylinders, tubing, and metal pads that squeeze on a perforated disk, 
but we simplify all that out of our minds, creating a more effective, 
albeit less accurate, mental model. (Cooper, 2007, p. 30) 

 

For Cooper, the most important goal for the designer is to try to match the represented model 

with the mental model of the user, understanding in detail the way the target user will 

calculate how to work with the system. However, this is exactly where the theory does not 

translate very well: Cooper believes that users tend to form mental models that are simpler 

than reality, and thus, by creating represented models that are simpler than the actual 

implementation model,  the designer will help them achieve a better understanding of the 

machine. For Cooper, user interfaces that are consistent with users’ mental models are much 

superior to those that are merely reflections of the implementation model. This is partially 

true, as long we differentiate between what is consistent with the user’s model and what is 

volatile, subject to change and not completely elucidated. 



 54 

The utilization of mental models implies the questionable notion that humans are predictable 

or that it is possible to predict human actions in the development of interactive systems. In 

1985, for example, Suchman made important observations concerning the unpredictability 

and unintelligibility of these models, and how interaction is both situated and also 

circumstantial: 

The significance of actions, and their intelligibility, resides neither in 
what strictly is about observable behavior, nor in the prior state of 
mind of the actor, but in a contingently constructed relationship 
between observable behavior, circumstances and intent. (Suchman, 
1985, p. 77) 

  

In a nutshell, the mental model theory presents several internal inconsistencies, and for that 

reason, it remains debatable. Staggers and Norcio, (1993, p. 590) believe that “[n]o one, of 

course, knows exactly how mental models are formed. One notion is that analogies or 

metaphors function as tools of thought, which helps structure unfamiliar domains”  

 

The implication of a mental model that is based on representation is that it results in a 

disembodied conceptualization of the human mind. However, people navigate unfamiliar 

domains throughout their lives using analogy or metaphor. For this reason, it is important to 

understand how concepts are formed and the way knowledge is represented internally, in 

terms of human ontology. The mental models, or the way they have been presented in HCI, 

imply a disembodied notion of the human mind and, moreover, are not aligned with more 

contemporary theories of how concepts are shaped through analogy and metaphor. It seems 

the HCI community understands language, not as continuous with human experience as a 

whole, but strictly as communication (leading to a restricted informational and formal model 
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of computation). As the act of thinking is not purely computational, this sort of model 

imposes limits on our understanding of language and also on the effective use of 

metaphorical concepts to improve human interaction with technology.  

Computational models have brought HCI development up to this point, but they do not 

embrace the nuances and the complexity and plurality of contingencies that can be perceived 

in the world. Thus, the adoption of a more complex understanding of human mental 

processes is necessary if HCI is to advance. Lakoff and Johnson, for instance, have argued: 

The conventional metaphorical concepts we take as structuring our 
everyday conceptual system are taken by the objectivist to be non-
existent. Metaphors, for them, are matters of mere language; there are 
no such things as metaphorical concepts. (Lakoff and Johnson, 1980 
p. 211) 

 

For Lakoff and Johnson (1980), metaphor is pervasive, not merely in language but in our 

conceptual systems. They consider it inconceivable that any phenomenon so fundamental to 

our conceptual system could not be central to an account of truth and meaning. As a result, 

they observe that metaphor is one of the most basic of human mechanisms for understanding 

experience. Similarly, the philosopher Andy Clark (1997,1998) also holds a more embodied 

and external-environmental understanding of language and cognition, which offers a 

compelling alternative to traditional computationalism. Furthermore, Lakoff and Johnson 

(1980) hold their own perspective of metaphor and human concepts.11 Other scholars, such as 

Paul Dourish (2001) and Malcolm McCullough (2004), have worked on topics that are close 

to Lakoff and Johnson’s approach, considering the embodied mind and emphasizing how 

concepts are socially constructed and cognition is distributed contextually (Hutchins, 1995). 

                                            
11 Both perspectives will be addressed in more detail in the following chapters. 
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Although not essentially new fields, research in this area indicates a shift towards the 

recognition of the plurality of new perspectives that need to be absorbed into HCI.  

The different ways in which these theories are discussed are fundamentally important for the 

history and development of the cognitive sciences and computer science, and for the 

understanding of the mind and human cognition, but they neglect some important 

philosophical aspects, not least the notion that mind, body and world are not separate entities. 

 

Summary  

The model of intelligence that underpins the mental models in the HCI literature is mostly 

representational or focused on representation. The rationalist scientific tradition has been 

partially responsible for shaping notions of the way we think and how we perceive the world 

around us. Fundamentally, it is a conceptual problem, which concerns the way humans act 

and how they understand language and theories, and the way things operate in the world. The 

Turing test is symptomatic of the rationalist tradition and symbolizes the resilience of this 

model of intelligence and mind, which is based entirely on representation and symbolic 

processes. However, instead leading to the creation of machines or computers that actually 

support human beings in their daily activities, history shows that, mistakenly, the 

development of computers was comparatively anthropomorphized.  

The key fragility of these representational models is their misunderstanding of how 

intelligence is manifested, because they imply that interaction is predictable and therefore can 

be reverse-engineered. However, as this chapter has emphasized, both intelligence and 

interaction are dependent upon the context of the user – his/her body and its environmental 

experience. The utilization of mental models in HCI implies the questionable notion that 
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humans are predictable or that it is possible to predict human actions for the purposes of 

developing interactive systems. Chapter Two will focus upon an embodied concept of the 

mind, which is more aligned with contemporary discussions on the conceptualization of the 

mind in action and the experiential impact of its environment. 
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Chapter Two 

Mind, Bodies and Machines:  

Embodied Cognition and its Consequences 

 

 

 

 

 

 

 

 

 

 

 

 

 

The body is our general medium  

for having a world. 

 

Maurice Merleau-Ponty 
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Introduction 

The previous chapter has detailed how the theory of the ‘mechanical mind’ historically 

determined that a particular way of comprehending the human mind remained the dominant 

and most resilient conceptualization of human mental processes in the field of HCI. This was 

aligned with the more computational and representational theories of mind developed in the 

traditional cognitive sciences. The following chapter challenges this conception and develops 

an explanatory framework based on an understanding of the ‘embodied cognition’ of the 

human mind and its connection with contemporary discussions regarding human interaction 

with machines.  

The concept of the embodied mind reinstates the idea of interaction at a completely different 

level, one where the features of the physical body (beyond the brain) play a significant role in 

human cognitive processes. This chapter gives an overview of the embodied mind and 

embodied cognition in order to suggest a framework for an alternative understanding of the 

mind, one that is applicable to HCI. It also uses the idea of embodied cognition to present an 

alternative conception of language and metaphor. Language is often considered to be just a 

matter of representation, especially when viewed through a restricted perspective that 

presents it as simply a mode of communication. However, the development of new 

interpretations of language and metaphor, and new concepts and schema linked to the idea of 

the embodied mind, amplify the discussion on interaction. HCI, as a field, could benefit from 

the introduction of these aspects of the discourse on embodied cognition: understanding the 

mind in a different way could transform the way we approach the interactions between 

humans and computers. However, this chapter also recognizes that HCI may never be 

entirely free of representation, and for that reason its propositions are conciliatory rather than 

overtly radical.  
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 Using the embodied mind as a model in HCI implies not only a completely new 

interpretation of how human beings interact with computers and machines, but also 

challenges the most dominant views of the mind that have traditionally held sway in 

cognitive science: the computational and representational theories. That said, although the 

mechanistic mental models described in the first chapter are outmoded, they still need to be 

overcome before we can reach an understanding of key concepts of the human mind in 

relation to interaction as well as intelligence. This will be discussed in more detail in the 

following chapters. 

Another claim this chapter puts forward is that cognition and intelligence are made manifest 

through interaction. Intelligence is not a property that only belongs to human beings or even 

computers, but it emerges from the interaction between them. It is driven by action. In this 

sense, intelligence and cognition are not just properties ‘of’ something but are emergent 

‘between’ things, and this is why the chapter also covers such themes as the distributed, 

situated and enactive aspects of cognition. The view that conscious symbol manipulation is 

only a small part of our active intelligence has now gained a consensus within cognitive 

science; this chapter reflects this position, and intends to overcome the mental model ideas 

that still persist inside the HCI community.  

 

What is embodied mind and embodied cognition?  

As Chapter One explained, ‘first-generation’ cognitive science (a term coined by Lakoff and 

Johnson to describe the predominant understanding of cognition in the 1950s and 1960s) 

developed a completely disembodied model of the mind, which subsequently became 

pervasive in HCI. According to Lakoff and Johnson (1999, p. 75), this cognitive scientist  of 
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the first generation focused on ideas about symbolic computation, and basically accepted 

“without questioning, the prevailing view that reason was disembodied and literal – as in 

formal logic or the manipulation of a system of signs”.12 The predominant functionalism in 

HCI has kept the discipline from progressing. It seems it has invariably been more concerned 

with the practical everyday applications of computers and their successful commercial 

performance, and this has prevented the HCI community from understanding some of the 

more human aspects that could expose it to new knowledge about, and approaches toward, 

human reasoning and activity, helping improve our interaction with computers. 

According to Lakoff and Johnson: 

It seemed natural to assume that the mind could be studied in terms of 
its cognitive functions, ignoring any ways in which those functions 
arise from the body and brain. The mind, from this ‘functionalist’ 
perspective, was seen metaphorically as a kind of abstract computer 
program that could be run on any appropriate hardware. A 
consequence of the metaphor was that the hardware – or rather 
‘wetware’ – was seen as determining nothing at all about the nature of 
the program. That is, the peculiarities of the body and brain 
contributed nothing to the nature of human concepts and reason. This 
was philosophy without flesh. There was no body in this conception 
of mind. (Lakoff and Johnson, 1999, pp. 75-6) 

 

There are several theories to consider and directions to take when it comes to understanding 

embodied cognition; similarly, there is no complete theory to explain mind and cognition. 

Some approaches are more radical and, as such, dismiss any sort of representational theory, 

while others, such as that proposed by Clark (1999), are more sympathetic to representational 

                                            
12 Lakoff and Johnson maintain that Anglo-American philosophy fit very well with certain dominant 
paradigms of that era (during the 1950s and 60s): early artificial intelligence; information-processing 
psychology; formal logic; generative linguistics; and early cognitive anthropology, all of which played a 
role in first-generation cognitive science. 
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analyses. Clark does not completely reject the ideas of internal representation and 

information processing. 

The conception that the human mind and therefore cognition are embodied is based on the 

premise that the process of thinking is not restricted to brain activity, the entire body is 

involved; motor activity is directly linked to thought, and consequently to understanding. The 

cognitive processes are thus intrinsically connected to the body: 

[A]ccording to the embodied perspective, cognition is situated in the 
interaction of body and world, dynamic bodily process such as motor 
activity can be part of reasoning processes.  … Finally, embodiment 
assumes that cognition evolved for action, and because of this, 
perception and action are not separate systems, but are inextricably 
linked to each other and to cognition. (Hutchins, 2010, p. 428) 

 

The concept of the embodied mind, as proposed by Varela (1991), offers an interpretation of 

the dimension of human experience which reinstates consciousness and human cognition as 

factors underlying human behaviour. This work has its origins in the phenomenological 

enquiries of Merleau-Ponty, updated by scientists and philosophers such as Clark (1997), 

Varela et al. (1991), Thompson and Varela (2001), Wheeler (2005), Thompson (2007) and 

Hutchins (2010), among others.  

Clark (1997), for instance, understands that the physical body seems to determine how 

human beings understand the world and how they interact with it; mind and body operate in a 

complementary manner, accommodating us to the world. But more than that, he suggests that 

part of the work of cognition does not only take place in the mind but is distributed in the 

environment or external world. According to Clark (2003, p. 5), “[i]t is because we are so 

prone to think that the mental action is all, or nearly all, on the inside, that we have developed 
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sciences and images of the mind that are, in a fundamental sense, inadequate to their self-

proclaimed target”.  

The concepts of the embodied mind and embodied cognition have been attracting interest as 

alternatives to cognitivism,13 although, according to Clark, some disciplines have 

systematically marginalized these factors. HCI seems to be one of these areas:  

An increasingly influential theme, in recent years, has been the role of 
the physical body, and of the local environment, in promoting 
adaptive success. No right-minded Cognitive Scientist, to be sure, 
ever claimed that body and world were completely irrelevant to the 
understanding of mind. But there was, nonetheless, an unmistakable 
tendency to marginalize such factors. (Clark, 2003, p. 35) 

 

Embodied cognition is the understanding that high-level conceptual processes are an 

embodied experience. This idea can be tracked in the work of Calvo and Gomila (2008), 

Johnson (1987), Gibbs (2006), and Lakoff and Nunes (2000). A more ‘cybernetic’ approach 

can be perceived in Bateson (1972), while more phenomenologically influenced analyses of 

embodied cognition can be found in Dreyfus (1982), Heidegger (1962), and Varela, 

Thompson and Rosch (1991). An enactive perspective of embodied cognition, built on the 

biological and environmental concept of ‘autopoiesis’, can be seen in Maturana and Varela 

(1997), and Hutchins’ (2004) writing highlights the relationship between thought and action 

by emphasizing embodiment and enaction. According to Hutchins, the enactive perspective 

illustrates that the environment is not pre-given but is, in a fundamental sense, created by the 

activity of the organism. 

                                            
13 According to M.L. Anderson (2003) (writing in Artificial Intelligence, 149: 91-130), and as outlined in 
the last chapter, cognitivism is the hypothesis that the central function of the mind – that is, thinking –can 
be accounted for in terms of the manipulation of symbols according to explicit rules. 
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Although Clark (1997) is one of the scholars who agree with the position of embodied 

cognition, he does not take a strong stance against representation. This is because, for Clark, 

a more radical theory of embodied cognition involves a complete rejection of explanations 

that invoke internal representations; it rejects the computational explanation in psychology. 

Clark views such a radical position as counterproductive, stimulating conceptual competition 

when progress relies on cooperation. He contends that the emergence of the role of the body 

and the world in cognition can complement the computational theories and representational 

accounts, and explains that such a position possesses a theoretical distinction:  

I would like to distinguish two different ways to appeal to facts about 
embodiment and environmental embedding. The first, which I will 
call ‘simple embodiment’, treats such facts as, primarily, constraints 
upon a theory of inner organization and processing. The second, 
which I will call ‘radical embodiment’ goes much further and treats 
such facts as profoundly altering the subject matter and theoretical 
framework of cognitive science. (Clark, 1999, p. 348)  

 

As Clark (1999) points out, there is increasing interest within the cognitive sciences in issues 

concerning the physical body, the local environment, and the complex interplay between 

neural systems and the wider world in which they function. According to Clark (1997), 

embodiment and situated-ness are now frequently studied in such disciplines as psychology, 

philosophy, neuroscience, robotics, education, cognitive anthropology, linguistics, and 

dynamical systems approaches to understanding behavior and thought. But what is embodied 

cognition and how can we better understand the role this concept plays in cognitive terms? 

Clark explains: 

Consider first the swimming ability of the bluefin tuna. The bluefin 
tuna is a swimming prodigy, but its aquatic capabilities – its ability to 
turn sharply, to accelerate quickly, and to reach such high speeds – 
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have long puzzled biologists. Physically speaking, so it seemed, the 
fish should be too weak (by about a factor of seven) to achieve these 
feats. However, an explanation for this prodigious ability can be 
found in the use of embodied, environmentally embedded action by 
the tuna. (Clark, 1999, p. 345) 

 

According to Clark, theorists of fluid dynamics suggest that the tuna manipulates the local 

environment (the water) through bodily action. It seems that the tuna finds existing currents 

and exploits them to gain speed, using its tail flaps to create additional vortices and pressure 

gradients, which are then used for rapid acceleration and turning. The bluefin tuna’s 

prodigious swimming capacity can thus be explained by its physical system and its active 

exploitation of its local environment. 

Dourish (2001) also points out that although computer science has been successful as an 

engineering discipline, it is also a philosophical enterprise in terms of the way it represents 

the world, and creates and manipulates models of reality, people and action. Looking at what 

he calls ‘embodied interaction’, he refers to the phenomenological tradition (based on the 

work of Heidegger and Wittgenstein) that emphasizes the primacy of natural practices over 

abstract cognition in everyday activity. However, the field of the cognitive sciences, Varela et 

al. (1999, p.149) contest, has been resistant to such a ‘philosophical’ non-objective approach: 

“Although several cognitive scientists have recently turned to these discussions for 

inspiration, the spontaneous philosophy of cognitive sciences continues to resist such a 

nonobjective orientation.”  

Yet, although the theory that presents human cognition as a purely representational system is 

still a persistent one, an increasing number of cognitive scientists do understand the 

limitations of their approach and its neglect of other essential dimensions of human 
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cognition. According to Varela: 

A growing number of researchers in all areas of cognitive science 
have expressed dissatisfaction with the varieties of cognitive realism. 
This dissatisfaction derives from a deeper source than the search for 
alternatives to symbol processing or even mixed ‘society of mind’ 
theories: it is a dissatisfaction with the very notion of a 
representational system. This notion obscures many essential 
dimensions of cognition scientifically. (Varela et al, 1991, p. 134) 

 

Dourish (2001) argues that computer science is based entirely on philosophy dating from the 

pre-1930s, which involves reducing high-level behavior to low-level, mechanical 

explanations, formalizing them through pure scientific rationality, thus revealing the 

discipline’s history as part of a positivist, reductionist tradition. Dourish (2001, p. vii) also 

considers that much of cognitive science is still based on the Cartesian approach that 

“separates mind and matter, cognition and action”. This began to change with the work of 

Heidegger and Wittgenstein, who articulated new positions on cognition, language and 

meaning, abandoning the idea of disembodied rationality and abstract reasoning. Instead, 

these philosophers embraced the idea of ‘situated agents’, acting and interacting with the 

world in their everyday experiences. Traditional HCI, however, does not seem to incorporate 

these new cognitive developments adequately. 

An acceptance of the centrality of the body also opens up  a different way of understanding 

human cognitive powers. According to Wilson and Foglia (2011) “[t]he body in action is a 

powerful constraint on how organisms conceive their niche, as this constraint allows certain 

interactions and experiences to have an effect on concept formation and understanding of 

linguistic meaning”. 
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Language and metaphor 

One of the problems with the mental models highlighted in the first chapter is the fact that 

people appear to understand things in terms of figurative language and metaphorical 

concepts. Figurative language clearly plays a role in cognition, and philosophers, linguists 

and psychologists have all contributed to its understanding in cognitive science. Mental 

models can surely, therefore, be understood as belonging to the linguistic arena. They raise 

the fundamental question of how human beings understand, conceptualize and create 

meaning out of their surrounding environment. As mentioned earlier, Clark (1997, 1999) tries 

to avoid a particularly radical conceptualization of embodied cognition; rather, his goal 

seems to be to reconcile aspects of language that, according to some schools of thought, 

should be studied in terms of representational accounts, with the concept of the embodied 

mind.  

For Heidegger, it is language that brings man and his world into conscious existence. 

Heidegger claimed that consciousness and perception is shaped through language; language 

does not merely designate or label objects, but calls a thing into being.14 Clark, for instance, 

explores the role of public language. The role of public language has been understated – it is 

interpreted as simply an instrument of interpersonal communication. Clark (1998) believes 

there is more to it; he recognizes the potential role that language and text could play in 

transforming, reshaping and simplifying the computational tasks that confront our biological 

brains. Language is a tool, an external artefact that partially constitutes the computational 

space where our brains negotiate problems and carry out specific cognitive tasks.  

                                            
14 To know more about the Heideggerian approach as seen in Clark’s view of language-specific claims, see 
Wheeler. M. (2004) Is Language the Ultimate Artefact? Language Sciences, 26, 693-715. 
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Clark’s ideas about language are partly based on the work of Lev Vygotsky, a Soviet 

psychologist of the 1930s, who pioneered the idea that the use of public language had 

profound effects on cognitive development. As Clark (1997, p. 195) explains: “The role of 

language is to guide and shape our own behavior; it is a tool for structuring and controlling 

action and not merely a medium of information transfer between agents.” According to 

Clark, Vygotsky discovered that the self-directed utterance of words and phrases has certain 

effects on our behavior, and it is precisely this view – a supra-communicative account of 

language – that has ultimately been rejected. 

Clark’s view is interesting, especially when confronted with the ideas of mental models and 

representation discussed in the first chapter. As he explains in his account of the work of 

Carruthers (1996), we should take the evidence of our own introspection very seriously. 

Carruthers, for example, understands that public language is itself the medium of a special 

kind of thought: inner thinking is literally composed in inner speech, so by extension, he 

concludes that many intra-personal uses of language are less a matter of simple 

communication than of public thinking. Clark observes that Carruthers’ supra-communicative 

view of language suggests that linguistic inputs can re-program or change the high-level 

computational structure of the brain itself: 

Speech and text … greatly extend the problem-solving capacities of 
humankind. More profoundly, the practice of putting thoughts into 
words alters the nature of human experience. Our thoughts become 
determinate and public objects, apt for rational assessment and for all 
kinds of meta-cognitive scrutiny. (Clark, 1998, p. 35) 

 

Wheeler (2007), under the influence of Clark’s language-specific claims, tries to 

reconceptualize our linguistic abilities within a more Heideggerian tradition: he argues, for 
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example, that Clark, understands language “in many ways [as] the ultimate artefact”. Clark’s 

conclusion, according to Wheeler (2004,  p. 693), is a view of the human brain as “essentially 

a pattern-completing device, while language is an external resource which is adaptively fitted 

to the human brain in such a way that it enables that brain to exceed its unaided (pattern-

completing) cognitive capacities, in much the same way as a pair of scissors enables us to 

exploit our basic manipulative capacities to fulfil new ends”. 

But where does language fit into the emerging picture of the embodied, ecologically efficient 

agent? Clark (2006) asks this question in his paper ‘Language, embodiment, and the 

cognitive niche’: 

Embodied agents use bodily actions and environmental interventions 
to make the world a better place to think in. One useful way to 
approach this question is to consider language itself as a cognition-
enhancing animal-built structure. To take this perspective is to view 
language as a kind of self-constructed cognitive niche: a persistent but 
never stationary material scaffolding whose crucial role in promoting 
thought and reason remains surprisingly poorly understood. It is the 
very materiality of this linguistic scaffolding, I suggest, that gives it 
some key benefits. By materialising thought in words, we create 
structures that are themselves proper objects of perception, 
manipulation, and (further) thought. (Clark, 2006, p. 370) 

 

Some authors such as Dennett (1991) and Clark (1997, 1998) claim that the use of language 

as a cognitive skill is particularly revealing in the way it extends the boundaries of the mind 

beyond the boundaries of the human organism. Clark (2008, p. 44) describes language as ‘the 

scaffolding’ of the mind:15 this is how language fits into our emerging picture of the plastic, 

                                            
 
15  According to Clark (2008), the role of structured language as a scaffolding has been explored in a variety 
of literatures, ranging from Vygotskyian developmental psychology to cognitive anthropology (see, for 
example, Berk, 1994 ; Hutchins, 1995; Donald, 2001). 
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environmentally exploitative, ecologically efficient agent. In his words, “language itself is a 

form of mind-transforming cognitive scaffolding: a persisting, though never stationary, 

symbolic edifice whose critical role in promoting thought and reason remains surprisingly ill 

understood”.  

What makes Clark’s claims different (in terms of his promotion of an idea of cognition that is 

not completely based on representation) is his interpretation of language as an artefact, using 

a sort of material symbolism in which human cognitive capacities, such as computation, can 

also be ‘physically’ explored in a way that reveals that the boundaries between the mind and 

the world are more flexible than first thought. Thus, language is an artefact that augments 

human beings’ computation skills, but it also a sort of scaffolding for the mind.  

Clark (2008) examines three distinct but interlocking benefits of the concept of this 

‘linguistic scaffold’:  

[T]he simple act of labeling the world opens up a variety of new 
computational opportunities and supports the discovery of 
increasingly abstract patterns in nature. Second, encountering or 
recalling structured sentences supports the development of otherwise 
unattainable kinds of expertise. And three, linguistic structures 
contribute to some of the most important yet conceptually complex of 
all human capacities: our ability to reflect on our own thoughts and 
characters and our limited but genuine capacity to control and guide 
the shape and contents of our own thinking. (Clark, 2008, p. 44) 

 

In a similar way, Suchman (2007, p. 77) says: “Language takes its significance from the 

embedding world, in other words, even while it transforms the world into something that can 

be thought of and talked about.”  
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The role of metaphor in HCI 

Another aspect of language that needs to be better understood in terms of the cognitive 

account is the role of metaphor. Metaphor is an important resource for designers, enabling 

them to construct a mental connection between the user and a digital or technological product 

by means of a visual representation of particular objects in the real world. Metaphor, for 

instance, supports the user’s experience of the interface or GUI of their personal computers. 

However, the HCI community has misunderstood its role. Metaphor has been regarded by the 

Western scientific tradition as a purely linguistic construction, which has existed since Plato, 

and as such, it has been misinterpreted in the HCI literature. The field’s paradigm of how 

metaphor operates in daily life has resulted in its lack of credibility as a legitimate resource 

for designers.  

However, cognitive linguistic scientists have revisited the notion of metaphor, elucidating 

their nature and highlighting their centrality to human thought and cognition. Metaphor is 

more than just a  linguistic ornamental resource, but is cognitively important, particularly if 

we accept that cognition processes and language (and as consequence, metaphor) are 

embodied, embedded and external, and the mind is not restricted and confined in the human 

head but spread across the biological organism and across objects that are physical vehicles 

of content in the world.  

Metaphors are pervasive in everyday life, not just in language but also in thought and action 

(Lakoff and Johnson, 1980), and they help structure our conceptual system and the everyday 

activities we perform, illustrating the way the human conceptual system connects with the 

world. This chapter develops the paradigmatic debate concerning metaphor within the 
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cognitive linguistic field and connects it to HCI – that is, it establishes a connection between 

human beings’ interaction with technology and their experience of the world. Metaphor is not 

just about language or the rhetorical embellishment of language; this view is just one limited 

interpretation, based on the communication model, and belongs to one particular school of 

thought. Metaphor is clearly far more complex. 

To understand language and metaphor inside more contemporary ideas of cognition would 

require a complete revision of most objectivist theories inside technological arenas where the 

rationalist tradition has had a stabilising and dominant effect. For example, the HCI 

community understands metaphor and language as disembodied mental concepts. However, 

metaphor is an important part of the constitution of language and thought, and is therefore 

crucial for design perspectives as well. It is frequently used as an instrument to turn verbal 

communication into visual representations – that is, as graphic interfaces for digital products, 

as illustrated by fig. 5, below. The first image represents a graphic interface using objects that 

can be found in ‘real life’; the second is more like an abstraction, a simplification that uses 

icons, symbols and visual metaphors to represent ‘real’ objects and concepts in an electronic 

version, materialized in a graphic interface.  
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Fig. 5 Examples of the use of visual metaphors for graphical user interfaces (GUI’s)  

A more contemporary, ‘embodied’ understanding of how language and metaphor operate in 

our daily lives could bring new elements to bear on our understanding of how human beings 

deal with computers, and could thus improve HCI.  In the HCI literature, however, it is 

possible to find examples that offer profound reservations and simplistic conclusions about 

the efficiency of metaphors. For the HCI community, metaphors are hard to find and constrict 
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human thinking. Metaphor, according to such an interpretation, is just figurative speech, in 

which one term is understood in terms of another by claiming that one is the other or by 

implying a comparison between the two entities. Cooper, for example, points out: 

User interfaces based on metaphors have a host of other problems as 
well: There aren’t enough good metaphors to go around, they don’t 
scale well, and the ability of users to recognize them is often 
questionable, especially across cultural boundaries. (Cooper, 2007, p. 
269) 

  

He continues: “Metaphoric interfaces are based on intuiting how things work – a risky 

method. Idiomatic interfaces, however, are based on learning how to accomplish things – a 

natural, human process” (Ibid., p. 270), and goes on to state: 

Metaphors also rely on associations perceived in similar ways by both 
the designer and the user. If the user doesn’t have the same cultural 
background as the designer, it is easy for metaphors to fail. Even in 
the same or similar cultures, there can be significant 
misunderstandings. Does a picture of an airplane mean “check flight 
arrival information” or “make airline reservations?” (Cooper, 2007, p. 
272)  

 

Cooper’s ideas are evidence that the mental models used by first-generation cognitive science 

embrace a concept of language as simply a mode of communication and metaphor as a figure 

of speech. For Cooper (2007, p. 267), metaphor is a “very literal approach [that could] be 

limiting and potentially problematic. Strict adherence to metaphors ties interfaces 

unnecessarily to the workings of the physical world.”  But embodied cognition offers a 

different perspective on how metaphors operate in our daily lives.  
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Cognitive metaphors 

One important development in terms of embodied cognition is the concept of ‘cognitive 

metaphors’. Lakoff and Johnson utilize the enactive perspective of cognition proposed by 

Varela, which argues that language and metaphor cannot be understood as existing only in 

the domain of language :  

The conventional metaphorical concepts we take as structuring our 
everyday conceptual system are taken by the objectivist to be non-
existent. Metaphors, for them, are matters of mere language; there are 
no such thing as metaphorical concepts. (Lakoff and Johnson, 1980, 
p. 211) 

 

Lakoff and Johnson, by contrast, perceive metaphor as pervasive, not merely in our language 

but also in our conceptual system, and they consider it inconceivable that any phenomenon so 

fundamental to our conceptual system could not be central to an account of truth and 

meaning. As a result, they observe that metaphor is one of the most basic of human 

mechanisms for understanding experience. 

Lakoff and Johnson (1980) argue that language, and metaphor in particular, was not simply a 

phenomenon to be studied in the domain of cognition, but actively structures much of 

cognition traditionally thought to be isolated from metaphor. If human experience is 

intricately bound up with large-scale metaphors, and both experience and metaphor are 

shaped by the kinds of bodies we have and that mediate between us (the agent) and the world, 

then cognition is embodied in a way not anticipated by traditional cognitive science. For 

these authors, this non-literal language is not a peripheral form of expression, merely adding 

bells and whistles to the bustle of communication, but reflects how the source of our 
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cognition is informed by our bodily physicality and our embodied experience as creatures 

who move and act in the world in order to achieve our purposes and goals. 

According to Lakoff and Johnson (1980), our conceptual system thus plays a central role in 

defining our everyday reality. Both scholars understand that people assume that they can get 

along perfectly well without metaphor. However, they have found evidence proving, on the 

contrary, that metaphor is very pervasive in everyday life and is manifested not only through 

the use of the language but also in thought and action. The reason is, they claim, our ordinary 

conceptual system is fundamentally metaphorical in nature. Concepts are responsible for 

governing our thought and everyday functioning, structuring our perception of the world that 

surrounds us, as well as the way we relate to people. Metaphor influences the most mundane, 

basic details of our lives, playing a central role in defining our everyday reality. This suggests 

that our conceptual system is overwhelmingly metaphorical; the way human beings think, 

experience and do things day to day is very much a matter of metaphor.  

New metaphors, like conventional ones, can have the power to define reality through a 

coherent network of associations that highlight some features of reality and hide others. The 

acceptance of the metaphor, which forces us to focus only on those aspects of our experience 

that it highlights, leads us to view the correspondences of the metaphor as being true. Such 

‘truths’ are, of course, only true in the sense that they relate to the reality defined by the 

metaphor. According to Lakoff:  

Many of our activities (arguing, solving problems, budgeting time, 
etc.) are metaphorical in nature. The metaphorical concepts that 
characterize those activities structure our present reality. New 
metaphors have the power to create a new reality. This can begin to 
happen when we start to comprehend our experience in terms of a 
metaphor, and it becomes a deeper reality when we begin to act in 
terms of it. If a new metaphor enters the conceptual system that we 
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base our actions on, it will alter that conceptual system and the 
perceptions and actions that the system gives rise to. Much of cultural 
change arises from the introduction of new metaphorical concepts and 
the loss of old ones. (Lakoff, 1980, p. 145) 

 

Lakoff and Johnson (1980) argue that the reason why they focus their work so much on 

metaphor is that it has this quality of putting together reason and imagination: reason 

involves categorization, association and inference, and imagination involves seeing one thing 

in terms of another – a metaphorical thought. They call this ‘imaginative rationality’ They 

conclude that the categories of our everyday thought are largely metaphorical, and our 

everyday reasoning also involves metaphorical associations and inferences. Ordinary 

rationality, by its very nature, is therefore imaginative. Given that we understand poetry by 

means of metaphorical correspondences and inferences, Lakoff and Johnson (1980) claim 

that the products of the poetic imagination are, for the same reason, partially rational in 

nature. It is through the tool of metaphor that we partially comprehend what cannot be fully 

understood in rational terms, such as feelings, aesthetic experiences, or moral and spiritual 

practices. These endeavors of the imagination are not devoid of rationality, however; since 

they use metaphor, they employ an imaginative rationality: 

An experientialist approach also allows us to bridge the gap between 
the objectivist and subjectivist myths about impartiality and the 
possibility of being fair and objective. … Truth is relative to 
understanding, which means that there is no absolute standpoint from 
which to obtain absolute objective truths about the world. This does 
not mean that there are no truths; it means only that truth is relative to 
our conceptual system, which is grounded in, and constantly tested by, 
our experiences and those of other members of our culture in our 
daily interactions with other people and with our physical and cultural 
environments. (Lakoff, 1980, p. 193) 
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Language as a whole, therefore, should be understood not simply as a vehicle of 

communication, but also as the materialization of thought – thought that is not restricted by 

the idea that it exists only in our heads, but goes beyond our heads and our bodies, extending 

and spreading through the world. However, metaphor has not been comprehensively 

addressed in this way inside the HCI community, due to the fact that cognition itself has been 

misinterpreted. Yet cognitive metaphors have the ability to redefine reality, extending and 

distributing our cognitive capacities, and it seems we cannot get along without metaphor in 

our everyday lives. 

 

Extending and distributing cognition  

Where does the mind stop and the rest of the world begin? This was the question addressed 

by Chalmers and Clark (1998) in their article ‘The Extended Mind’. Although there are 

different views regarding this subject, they argue there are basically two positions. On the 

one hand, some theorists accept the demarcations of skin and skull, and claim that what is 

outside the body is outside the mind. On the other, there are those who are impressed by the 

argument that the meaning of our words is not ‘just in the head’. Chalmers and Clark (1998, 

p. 10), however, advocate a third position: an “active externalism that is based on the active 

role of the environment in driving cognitive processes”.  For Clark (2011, p. xxvii), 

“[c]ognition leaks out into body and world”. 

Fundamentally, the key idea of the extended mind theory is concerned, in large part, with the 

question of the point of division between the mind and the environment, which it addresses 

by promoting the view of ‘active externalism’.  Its proponents believe that objects in the 
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external environment are utilized by the mind in such a way that the objects could be seen as 

extensions of the mind itself. According to Lau and Deutsch:  

Many of our mental states such as beliefs and desires are intentional 
mental states, or mental states with content. Externalism with regard 
to mental content says that in order to have certain types of intentional 
mental states (e.g. beliefs), it is necessary to be related to the 
environment in the right way. Internalism (or individualism) denies 
this, and it affirms that having those intentional mental states depends 
solely on our intrinsic properties. This debate has important 
consequences with regard to philosophical and empirical theories of 
the mind, and the role of social institutions and the physical 
environment in constituting the mind. (Lau and Deutsch, 2014) 

 

This is exemplified by the bluefin tuna referred to earlier, which actively creates whorls and 

vortices in the water to lend it propulsion. Like Clark, Hutchins (1995) also developed a 

study in support of the distributed cognition perspective, which states that cognition, 

knowledge and activity is distributed among persons, instruments and practices. This 

suggests that cognition is an embodied, situated and distributed activity. All these approaches 

recognize that body, mind and environment are locked in a harmonious interplay and are 

therefore connected and co-dependent. These theoretical conditions offer interesting 

perspectives for an analysis of how human cognition works in relation to the natural world 

and, further, of the kind of knowledge that could emerge as the basis for an understanding of 

how human beings interact with computers and other technologies.  

Distributed cognition is a scientific discipline that is concerned with how cognitive activity is 

distributed across human minds, external cognitive artefacts and groups of people, and across 

space and time (Hutchins, 1995a, 1995b; Norman, 1991; Zhang, 1997a, 1997b, 1998; Zhang 

and Norman, 1994). In this view, people’s intelligent behavior results from interactions with 
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external cognitive artefacts and with other people, and people’s activities in concrete 

situations are guided, constrained and, to some extent, determined by the physical, cultural 

and social contexts in which they are situated (Clancey, 1997; Suchman, 1987). 

 

Enactive perspectives  

According to Clark (1999), Varela et al. (1991), in a discussion on the concept of the 

embodied mind, elucidate the active nature of perception as it organizes our coupling with 

the physical world, and offer powerful examples of emergent behaviour in simple systems, 

paying sustained attention to the notion of reciprocal (or ‘circular’) causation. These themes 

come together in the development of the idea of cognition as ‘enaction’:  

Enactive cognitive science, as Varela et al. define it, is a study of 
mind which does not depict cognition as the internal mirroring of an 
objective external world. Instead, it isolates the repeated sensorimotor 
interactions between agent and world as the basic locus of scientific 
and explanatory interest. (Clark, 1999, p.173) 

 

As Hutchins also explains, enaction is the notion that our worldly experience is created 

through the body and is shaped by our actions: 

Embodiment and enaction are names for two approaches that strive 
for a new understanding of the nature of human cognition by taking 
seriously the fact that humans are biological creatures. Neither 
approach is yet well defined, but both provide some useful analytic 
tools for understanding real-world cognition. … Enaction is the idea 
that organisms create their own experience through their actions. 
Organisms are not passive receivers of input from the environment, 
but are actors in the environment such that what they experience is 
shaped by how they act. (Hutchins, 2010, p. 428) 
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These remain provocative concepts in the literature of cognitive science, to the extent that, 

although promising, they are not completely elucidated. However, these two assumptions 

provide a platform for an understanding of the body, not as a passive receiver of 

environmental input, but as playing an active role in the environment in which experiences 

are shaped by bodily actions. Such an account implies that the human learning process of 

cognition is not only connected to bodily doing, but is especially connected to the experience 

of the real world. 

Despite their provocative nature, it is curious to note (in the following examples) how easy it 

is to incline to agree with these two assumptions drawn from embodiment. Consider the 

following thought experiment. When someone is shown a new object, they often want to 

touch and feel the object. Almost instantly, and sometimes preemptively, the person showing 

the object tells the person looking at it, rather humorously: “Please, look with your eyes and 

not your hands!” Where only looking seems insufficient, it seems necessary to pick up and 

feel the object. This everyday story, though simplistic, illustrates a condition rooted in human 

nature which suggests how interacting with objects is mediated not only by the biological 

body, but also by interactions that rest upon embodied perception. The perception of 

incompleteness is emphasized when the object is not touched. This seems like an indication 

that human bodies are not simply passive receivers of information but avid reactors to their 

experience, and include a sensorimotor system that has a predilection for acting with the 

environment. This might be the way in which biological bodies connect more naturally with 

the world around them, adapt to it and are transformed and shaped by it; it supports a 

cognitive perspective embodied in large part by the human process of thinking and learning 

as a result of experience. Such a perspective rejects the traditional computational view of 
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representation, emphasizing embodied action as a more appropriate term.  

By using the term embodied we mean to highlight two points: first 
that cognition depends upon the kinds of experience that come from 
having a body with various sensorimotor capacities, and second, that 
these individual sensorimotor capacities are themselves embedded in 
a more encompassing biological, psychological, and cultural context. 
By using the term action we mean to emphasize once again that 
sensory and motor processes, perception and action, are 
fundamentally inseparable in lived cognition. (Varela et al., 1991, p. 
173) 

 

Another example that illustrates the embodied nature of experience is the user’s interaction 

with an application on a computer. At one point of the interaction (assuming this is an 

application that allows this relative immersion), the user forgets they are manipulating a 

mouse or keyboard, as they are absorbed in the content or in accomplishing the task. As 

Clark says : 

The accomplished writer, armed with pen and paper, usually pays no 
heed to the pen and paper tools while attempting to create an essay or 
a poem. They have become transparent equipment, tools whose use 
and functioning have become so deeply dovetailed to the biological 
system that there is a very real sense in which – while they are up and 
running – the problem-solving system is just the composite of the 
biological system and these non-biological tools. The artist’s sketch 
pad and the blind person’s cane can come to function as transparent 
equipment, as may certain well-used and well-integrated items of 
higher technology, a teenager’s cell phone perhaps. Sports equipment 
and musical instruments often fall into the same broad category. 
(Clark, 2003, p. 38) 

 

Another oft-cited example is that of a blind man with a walking stick, which assists him in 

the process of cognition and integrates him into his environment  – as initially described by 

Head (1920). As Merleau-Ponty shows: 
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The blind man’s stick has ceased to be an object for him, and is no 
longer perceived for itself; its point has become an area of sensitivity, 
extending the scope and active radius of touch, and providing a 
parallel to sight. (Merleau-Ponty, 1962, p. 143) 

  

Clark also emphasizes the process by which we become able to integrate these tools, arguing 

that we are not born with the necessary skills, but our biological organisms are shaped to 

interact with these tools, and different layers of apprehension are evoked, according to the 

different levels of difficulty, to help integrate them with our bodies: 

Often, such integration and ease of use require training and practice. 
We are not born in command of the skills required. Nonetheless, 
some technologies may demand only skills that already suit our 
biological profiles, while others may demand skills that require 
extended training programs designed to bend the biological organism 
into shape. (Clark, 2003, p. 38) 

  

Embodied and enacted models of cognition open scope for interaction to be understood not 

only in terms of what is being done (as in the computational approaches) but, more 

fundamentally, with regard to the relationships that develop between people and 

technologies, recognizing that body, mind and environment work in harmony, and attempting 

to understand them as connected and co-dependent. These conditions make embodiment and 

enaction interesting perspectives from which to consider how human cognition works in 

relation to the natural world and what kind of knowledge is necessary for an understanding of 

how human beings interact with digital technologies. This is particularly the case in the field 

of HCI, which views human beings as purely passive receivers of information and fails to 

recognize that cognition is linked to bodily action. 
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Intelligence in action  

The theories described above seek to integrate embodiment, enaction and interaction in order 

to understand these phenomena in an interrelated fashion, and as such, represent a challenge 

to HCI and to the idea of interaction as a whole. This suggests that the problem is 

intrinsically connected to the dynamic mutability of the cognitive sciences and of HCI as a 

field of knowledge. In fact, interaction design has emerged as an alternative approach to HCI. 

This multidisciplinary and holistic approach considers a more plural point of view, not 

limited to human beings’ relationship with computers, but connected to a much wider range 

of objects, products, artefacts, and to the complexity which results from this new 

technological ecology.  

It is possible to discern, for example, a certain approximation of this interactive dimension in 

some technological products. Recent trends in interaction design include emotion in design; 

technology as experience (McCarthy and Wright, 2004); usability and pleasure in interactive 

products (Norman, 2004); persuasive technologies (Fogg, 2000); affective computing 

(Picard, 1997); affective design (Aboulafia and Bannon, 2004); autonomous agents 

(Tomlinson, 2005); performative design (Kuutti, Iacucci and Iacucci, 2002); and context-

sensitive computing (Dourish, 2001b), among others.  

As a practical example, it is possible to see some movement in the games industry, which is 

focused on developing products that consider the use of the body – researching and 

developing the use of deep sensors and skeletal tracking algorithms. These work by assigning 

each pixel in an image to a particular part of the body, creating a fuzzy picture of the human 

body, where the depth of each point is recognized using infrared sensors. The system is 

primarily fed a vast catalogue of data concerning captured movements that include dancing, 
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kicking and running. Through these captured frames, body parts are identified and the system 

calculates the probable location of the joints and maps this information in order to build a 

human skeleton. The algorithm is primed to recognize the human body and to track its 

movements rapidly enough for them to be incorporated into the system. It is a highly 

innovative combination of cameras, microphones and software, which turns the user’s body 

into a control system, with voice-activation, video capture and facial recognition, and has 

great potential as an application.  

Still far from being a definitive solution, this specific product takes into account the complex 

human biological conformation and the fact that the mind and the body seem to be equipped 

with different ways of conceptualizing reality – its quality lies in the way it uses this 

recognition to enhance the experience of learning, cognition and intuitive discovery. The 

rationale behind this type of product is that it considers the actions of an individual’s body as 

part of the process of interaction and cognition; it encourages autonomy at the same time as 

creating the user experience without ignoring the individual’s context. 

Maturana and Varela have coined the term ‘enactivism’, which suggests that cognition 

depends on just such a dynamic set of relationships and context-dependent associations: 

Thus we confront the problem of understanding how our experience – 
the praxis of our living – is coupled to a surrounding world, which 
appears filled with regularities that are at every instant the result of 
our biological and social histories. … Indeed, the whole mechanism 
of generating ourselves as describers and observers tells us that our 
world, as the world which we bring forth in our coexistence with 
others, will always have precisely that mixture of regularity and 
mutability, that combination of solidity and shifting sand, so typical 
of human experience when we look at it up close. (Maturana and 
Varela, 1992, p. 241) 
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Embodiment means that the cognitive process is embedded in our bodies and enaction 

suggests a future potential action; both concepts are related. According to several other 

researchers – for example, Varela, Thompson and Rosch (1991) and Thompson (2005) – we 

can identify five linked ideas that constitute the notion of enaction. These are autonomy, 

sense-making, emergence, embodiment and experience. For now, however, this does not 

have any bearing on the argument in this chapter. What seems interesting from this 

perspective is to consider what kind of dialogue can be formalized with the new technologies. 

First, the computer must be recognized within a broader perspective. It is no longer a device 

that we use cloistered in a room at our desks or in a library; with the advance of technology, 

computer engineering and the growth of the processing power of these devices, coupled with 

miniaturization and advances in semiconductors and processors, any object can potentially be 

a computer if it carries within it the potential to manipulate and execute instructions. Much of 

the ecology of the new digital artefacts has undergone radical changes in recent years. With 

the advent of wireless networks, mobile technologies and touch screens, a new range of 

products have been created, such as laptops, netbooks, notebooks, tablets and phones. In 

addition to these changes, the pervasive and ubiquitous use of computing promises to 

increase the complexity of this new scenario, including new ways to interact with digital 

artefacts, using gesture, touch, movement, voice and sound, thus introducing new forms of 

interaction. With the new perspective of a cognitive science based on embodiment and 

enaction, HCI could move beyond the problems inherent to the computational model.  

 

Exploring ‘Embodied Cognition’ into practical applications 
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According with Wilson (2002),  Embodied cognition has recently attained high visibility. The 

very idea that the mind must be understood in the context of its relationship to a physical 

body, that interacts with the world (See chapter Four, with the Turk chess-player automaton, 

used as an allegory).  

 

Embodied cognition is a very complex concept that needs to be explored in order to be 

transformed into practical applications, which constitutes an alternative to overcome the 

limitation imposed by the formal computer models based only upon symbolic 

representations.  

 

According to Wilson (2002): 

  

“…[c]ognitive activity consisted largely of immediate, on-line interaction 

with the environment. Hence human cognition, rather than being centralized, 

abstract, and sharply distinct from peripheral input and output modules, may 

instead have deep roots in sensorimotor processing.” (Wilson, 2002, p. 625). 

 

Wilson (2002), discusses some aspects of embodied cognition that can be useful, in order to 

summarize these aspects and to be translated and more understandable into practical terms. 

According with Wilson (2002, p. 626): 

 

1. Cognition is situated. Cognitive activity takes place in the context of a real-world 

environment, and it inherently involves perception and action.  
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2. Cognition is time pressured. We are “mind on the hoof ” (Clark, 1997), and cognition 

must be understood in terms of how it functions under the pressures of real-time interaction 

with the environment.  

 

3. We off-load cognitive work onto the environment. Because of limits on our 

information-processing abilities (e.g., limits on attention and working memory), we exploit 

the environment to reduce the cognitive workload. We make the environment hold or even 

manipulate information for us, and we harvest that information only on a need-toknow basis.  

 

4. The environment is part of the cognitive system. The information flow between mind 

and world is so dense and continuous that, for scientists studying the nature of cognitive 

activity, the mind alone is not a meaningful unit of analysis.  

 

5. Cognition is for action. The function of the mind is to guide action, and cognitive 

mechanisms such as perception and memory must be understood in terms of their ultimate 

contribution to situation-appropriate behavior. 6. Off-line cognition is body based. Even 

when decoupled from the environment, the activity of the mind is grounded in mechanisms 

that evolved for interaction with the environment—that is, mechanisms of sensory processing 

and motor control. 
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Summary 

Traditional HCI does not encompass the new developments of the cognitive sciences 

adequately, hence the call for a paradigm shift, particularly as embodied cognition could 

make a valuable contribution to current HCI – the dialogue between the different schools of 

thought would prove very beneficial for the field. The view that conscious symbol 

manipulation is only a small part of the explanation of how our intelligence works is 

increasing as the acceptance of embodied cognition grows in cognitive science and is 

validated by new scientific evidence. It seems clear that human cognition is very dependent 

on bodily capabilities, specifically in terms of sensorimotor capacities, which means it is 

situated, action-oriented and emergent from environmental interaction. Most of the ideas 

brought together here explain the new perspectives that embodied cognition bring in terms of 

how we can understand knowledge that has another meaning in another context (for example, 

how language, schema, metaphors and human cognition can be understood in symbolic 

fashion). 

This chapter has developed this position by prospecting for new possibilities in a more 

contemporary understanding of human cognition, and looking at how these could be used to 

substantially reduce the friction between man and technology, especially in relation to HCI 

and interaction design. As some of the evidence indicates, the ideas of embodiment and 

enaction contradict the notion that the cognitive process occurs only through representation, 

and more than that, externalist theories suggest that the mind and cognitive processes are 

extended beyond the border of the individual’s body, as manifested by language and 

metaphors. In addition, the concepts of embodied and enacted cognition open the way to 

understanding interaction not only in terms of what is being done, but more fundamentally, of 

how this relationship is established. This argument has presented various opportunities for 
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theoretical reflection by suggesting that the externalist theories of the philosophy of the mind 

can contribute a new knowledge to HCI and interaction design, expanding the theoretical 

reach of a subject that was originally founded upon computational theories of the mind. This 

is particularly the case in relation to the field of HCI, which does not recognize cognition as 

linked to bodily action, but views human beings as passive receivers of information.  

The traditional functionalism, which dominated the early beginnings of the theories that 

sought to understand the relationship between human and computer, has not completely 

dissipated. The embodied and enactive theoretical paradigm proposed by Varela cannot be 

considered to have yet gained full acceptance. However, it has the merit of highlighting some 

internal fragilities within cognitive science, in particular its tendency to neglect dynamic 

phenomena, autonomy, action and contextual issues, characteristics that should also be 

considered by the HCI community if it wishes to develop more inclusive interactions.  

Current and future research will show whether HCI can accommodate some of these aspects 

of cognition in a more comprehensive theory from which designers and other interested 

parties could benefit in some way. Above all, this theory suggests that interaction cannot 

continue to be constrained by a purely representational model, but is moving towards a new 

set of relationships that need to be considered, and this in itself represents a complete 

paradigm shift in the understanding of how we interact with the natural and artificial world 

and with the technology around us. This chapter therefore is but a part of the task of 

questioning, understanding and contributing to how this phenomenon can be better 

understood. It suggests that the understanding of language, cognitive metaphors, embodied 

cognition and enactive perspectives could be translated and applied to the development of 

best practice for HCI and interaction design.  
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Chapter Three 

Hope and Reality in Artificial Intelligence: 

The Manifestation of Intelligence 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Within a generation the problem  

 of creating ‘artificial intelligence’ will be 

substantially solved. 

 

Marvin Minsky 
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Introduction 

The concept of intelligence is not only affected by imagination, historical change and 

technological contingencies, but the notion itself helps determine, in turn, how we understand 

machines and ourselves. The history of artificial intelligence is a history of the different 

perspectives on the subject. There is of course the traditional technical approach, advanced 

by such disciplines as computer science, cognitive science, robotics and engineering; 

however, a more ‘humanistic’ approach, embracing art history, mythology and the study of 

the folklore surrounding the history of artificial machines, offers another significant 

framework. 

By looking at the past (instead of to the future) of machines, this chapter provides an 

understanding of artificial intelligence that takes historical contingencies into account. It 

shows how different conceptualizations of intelligence accompany the history of AI, a history 

that encapsulates the human passion and drive to create artificial life. Based on historical, 

artistic and mythological evidence, the chapter raises fundamental questions concerning the 

location of intelligence, the way it is conceptualized, and whether it is an absolute quality or 

one that is subject to historical change. These questions are drawn from the debates 

informing the technological approach to human beings’ intimate involvement with machines. 

It traces the key phases of AI in order to stimulate critical and philosophical reflection on the 

theories  informing the design of intelligent machines, addressing some of the major issues in 

the field. 

The notion that intelligence is not only a human property but one that machines could 

potentially possess is an ambitious and imaginative idea that was (and still is) more advanced 

than the human capacity to realize it. The ambition to materialize human-centric intelligence 
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in a machine created the false notion that intelligence could be replicated rapidly, and this led 

the discipline into the ‘Dark Ages of AI’ and a research program known colloquially as 

GOFAI.16 Admitting the difficulties of creating human-centric intelligence, however, 

breathed new life into the field of artificial intelligence. New understandings drawn from 

philosophy influenced the realization that intelligence is not just a human characteristic but 

can be conceptualized as a relative property, one that is situated and sensitive to context. 

Moreover, intelligence does not belong to agents, whether these be human or non-human, but 

emerges from the organic interaction between them (that is, between human beings, 

machines, objects and artefacts). 

The chapter develops its argument in three distinct phases. First, it uses the historical 

framework of AI to explain that artificial intelligence is an ambitious and imaginative idea 

that goes beyond the boundaries of our technological capacities to materialize it. Secondly, it 

goes on to argue that the symbol-manipulation notion of AI is a very limited 

conceptualization of intelligence, which neglects the new developments of embodied 

cognition and intelligence. This section also explains that the human-centric notion of 

intelligence is limited and we need to take into account the fact that non-human entities can 

develop or simulate the manifestation of intelligence through interaction with other non-

human entities and objects. Lastly, it compares AI and cybernetics. It is necessary to point 

out the substantial differences between these disciplines in terms of their understanding of 

cognition: AI has traditionally been understood through a computational account of 

representation (until internal changes overturned the GOFAI model), while cybernetics looks 

at the subject more in terms of performative environmental adaptation. In this thesis, both 

                                            
16 John Haugeland gave the name GOFAI (‘Good Old-Fashioned Artificial Intelligence’) to symbolic 
artificial intelligence in his 1985 book, Artificial Intelligence: The Very Idea. Symbolic AI is the collective 
name for all methods in artifical intelligence research that are based on high-level symbolic representations 
of problems. Symbolic AI was the dominant paradigm in AI research from the mid-1950s to the late-1980s. 



 94 

disciplines are applied to the investigation of different models of  human interaction with 

machines, using as examples the history of automatons and the performative artistic practices 

of ventriloquism and puppetry.  

 

The conceptualization of intelligence 

Artificial intelligence has a fascinating history. It was first assumed that it began with the 

invention of the first computer and the belief that human-like intelligence could be replicated 

in such machines, but this is only part of the story. One of the first references to such an 

undertaking that naturally comes to mind is the story of the creation of Adam recounted in 

the Jewish Talmud: he was one of the first automatons, made out of dust. In fact, the ‘first 

man’ is widely referred to throughout ancient mythology as an artificial (created) being. The 

word ‘Golem’ in Jewish folklore also describes an animated human-like creature, but its 

origins lie in the bible (Psalms 139: 16), where it means a shapeless or deformed and 

therefore imperfect mass. Golem is also interpreted in the Talmud as a body without a soul.  

Other significant references to automatons and artificial life can be found in ancient Greek 

mythology. For example, Hephaestus (or Vulcan in the Roman pantheon) was not only the 

god of smiths but of all mechanical arts. He worked with all those substances – such as iron, 

gold and silver – that can be transformed by fire. Book 18 of Homer’s Illiad tells us that 

Hephaestus created two female statues out of gold – “living young damsels, filled with minds 

and wisdom” – who followed him wherever he went. He was also said to have made a giant 

brass guard called Talus, whose one vulnerable spot was his right ankle. 
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Fig. 6 Aphrodite visiting Hephaestus in his smithy (Venus in Vulcan’s Workshop. Painting by 
Gaetano Gandolfi, 1734-1802. Staatsgalerie, Stuttgart) 

Again, there is the ancient Greek myth of Pygmalion and Galatea (retold in the Roman author 

Ovid’s narrative poem Metamorphoses). Pygmalion is a sculptor who falls in love with the 

statue he carves of a beautiful woman he calls Galatea. Taking offerings to the altar of 

Aphrodite, he asks for a bride the living likeness of his ivory girl. When he returns home, he 

kisses his statue and finds that its lips are warm, touches it with his hand and finds that the 

ivory has softened into human flesh. Aphrodite has granted his wish and brought his statue to 

life, and Pygmalion marries the ivory sculpture, Galatea. Such descriptions of mechanical 

people, animals and objects are not only found in Greek mythology, but in that of every other 
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culture in the world. Humankind seems to possess a universal ambition to fashion mechanical 

creations that emulate living beings. The history of this human obsession with self-

replication, therefore, did not start with the first mechanical automaton or the first computer, 

but began as mythologies, stories and folktales. Most importantly, it began in the 

imagination, as Cohen points out:  

The imagination of our time has been stirred up by an exhilarating 
succession of man-made robots: ultra-rapid computers, pilotless 
planes, artificial satellites, machines that can translate and talk, entire 
factories automated. They promise the fulfillment of a dream that can 
be traced through medieval fantasy to the legends of an immemorial 
past. We must therefore seek the first ancestors of modern automata in 
the twilight figures of a remote mythology. (Cohen, 1966, p. 15) 

  

McCorduck shares this perception:  

Western history [is a history of the search] to mechanize thinking, 
beginning with the earliest mythological and literary examples, 
followed by philosophical tracts, mathematical formulations, 
automata and other kinds of devices, most importantly the digital 
computer, that have been proposed as ways to automate thought. 
(McCorduck, 2004, p. xxiii) 

  

The fascination with representing the human image, with replicating human bodies and 

mental capacities, is deeply embedded in human history, and was initially driven more by 

imagination than the technological capacity to materialize these dreams. This is probably why 

some of the best predictions never came true – they were driven by passionate, ambitious and 

imaginative ideas, rather than by pure reason. Crevier (1993) says:  

As if driven by some invisible hand, humans have always yearned to 
understand what makes them think, feel, and be, and have tried to re-
create that interior life artificially. Long before the vacuum tubes and 
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silicon chips of the modern digital computer, long before the first 
analog computer, mythologies and literature recorded a timeless need 
to animate the inanimate, from Pygmalion’s attempt to bring to life 
the perfectly sculpted Galatea to Gepetto’s desire that the wooden 
puppet Pinocchio be a real boy. (Crevier, 1993, p. xv) 

 

Most mechanical devices, such as the Vaucanson duck or the Turk chess-player (detailed in 

Chapter Four), were dedicated to performance rather than functional tasks; they were built to 

stimulate people’s imagination and give them pleasure. The Turk was presented as a 

spectacle like a magic show and was deeply performative, not in the cybernetic sense of the 

term, but in the way that it could mimic artificial intelligence at a time when the technological 

resources to materialize it were not available. When something is just a promise, a remote 

perspective on the horizon, the imagination takes over. According to Franchi and Güzeldere: 

It is important to note that while the automata in these stories are 
capable of intelligent behaviour, they cannot act intelligently out of 
their own material nature. That is, their intelligence is not manifested 
by virtue of their internal mechanisms. Rather, it is an additional 
substance, force, or otherwise causally efficacious agent that endows 
them with cognitive capacities and enables purposeful, intelligent 
action. As such, these fictional automata are not, strictly speaking, 
early models of what the project of artificial intelligence envisions. 
(Franchi and Güzeldere, 2005, p. 29) 

 

 

Modern AI 

The field of artificial intelligence began with great optimism. According to Rodney Brooks 

(1999, p. 80), “[a]rtificial intelligence started as a field whose goal was to replicate human-

level intelligence in a machine. Early hopes diminished as the magnitude and difficulty of 
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that goal was appreciated.”  Historically, the modern view of artificial intelligence began 

with Turing’s highly influential conceptualization of intelligence (elaborated in the first 

chapter). The optimism of these beginnings created the false notion that AI researchers could 

replicate human intelligence, but this did not succeed, and in fact culminated in what is 

known as a ‘degenerating’ research program (GOFAI).17 According to Dreyfus: 

Almost half a century ago computer pioneer Alan Turing suggested 
that a high-speed digital computer, programmed with rules and facts, 
might exhibit intelligent behaviour. Thus was born the field later 
called artificial intelligence (AI). After fifty years of effort, however, 
it is now clear to all but a few diehards that this attempt to produce 
general intelligence has failed. (Dreyfus, 1999, p. ix) 

 

Dreyfus shows that the GOFAI program was entirely based on the Cartesian idea that human 

understanding consists of appropriate symbolic representations. Thus, the main goal of AI 

researchers was to find ways to represent and formalize common sense in a symbolic fashion 

in order to render it computable, but it turned out that this task was far harder than they could 

ever have imagined. This was because, as Dreyfus points out, the human sense of relevance is 

more holistic than the symbolic information-processing model of the mind could 

accommodate; human beings are constantly involved in ongoing activities and experiences, 

whereas symbolic representations are completely detached from such activity.  

Dreyfus argues that the problem was not really the representation of knowledge; rather, it 

concerned the ability to represent the everyday common-sense cognitive background that 

                                            
17 Dreyfus (1979) describes GOFAI as a paradigm of what philosophers of science call a ‘degenerating’ 
research program. According to Imre Lakatos, citing by Dreyfus (1979), for example, such a program is a 
scientific enterprise that starts out with great promise, offering a new approach that leads to impressive 
results in a limited domain. Almost inevitably, researchers will want to try to apply the approach more 
broadly, starting with problems that are in some way similar to the original one. As long as it succeeds, the 
research program expands and attracts followers. However, if it is no longer able to predict new phenomena 
or confirm new predictions, it is judged to be ‘degenerating’ and is abandoned. 
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allows us to understand what is relevant to us in the experience itself. After two decades, in 

the mid-1970s, AI researchers came to the fundamental conclusion that they needed to 

somehow take this huge amount of tacit everyday human knowledge about the world, which 

we usually take for granted, and represent it in a set of formal rules they could spoon-feed the 

computer. It was nothing less than the attempt to create a symbolic representation of all our 

various, intricate, complex belief systems – essentially what makes us human – to store inside 

a computer. 

Dreyfus’ interest in language and how cognitive metaphors organize our daily experiences 

(as elaborated in Chapter Two) is evident in the way he shows that the problem of common 

sense is far more complex than the AI researchers imagined. It is not restricted to what 

people know, but extends to how they project and extend what they already know: 

Granted that an intelligent person can see analogies or similarities to 
what he or she already knows, there are several ways to think about 
this basic human capacity. The classic rationalist tradition since 
Aristotle has tried to understand analogies as proportions. A second 
tradition traces analogy back to our experience of our body. A third 
approach has reacted to the implausibility of the classical tradition by 
approaching analogy in terms of extrapolating a style. (Dreyfus, 1992, 
p. xxiv) 

 

Similarly, when Searle tried to understand metaphors as proportions, he concluded: 

There are …whole classes of metaphors that function without any 
underlying principles of similarity. It just seems to be a fact about our 
mental capacities that we are able to interpret certain sorts of 
metaphor without the application of any underlying ‘rules’ or 
‘principles’ other than the sheer ability to make certain associations. I 
don’t know any better way to describe these abilities than to say that 
they are nonrepresentational mental capacities. (Searle, 1983, p. 95)  

 



 100 

Dreyfus, following Heidegger, explains that this is because we are all masters in our 

everyday world: 

In our everyday coping we experience ourselves not as subjects with 
mental representation over against objects with fixed properties, but 
rather as absorbed in our current situation, responding to its demands. 
That said, it is not necessarily a world representation in our mind, 
since the best way to find out the current state of affairs is to 
experience the world as it comes, as we experience it. (Dreyfus, 1999, 
p. xxxi)  

  

Dreyfus, citing Chapman, illustrates how we do this:  

If you want to find out something about the world that will affect how 
you should act, you can usually just look and see. Concrete activity is 
principally concerned with the here-and-now. You mostly don’t need 
to worry about things that have gone before, are much in the future, or 
are not physically present. You don’t need to maintain a world model; 
the world is its own best representation. (Dreyfuss, 1999, p. xxxi) 

 

Employing Heidegger’s phenomenological approach, Dreyfus contends that the problem with 

trying to replicate human intelligence is not that it leaves out long-range planning or internal 

representations of re-indentifiable objects with context-free features (‘categorization’), but 

that it mainly lacks what every intelligent system needs: the ability to learn from experience 

and to discriminate, using the relevant distinctions that appear to come naturally to human 

beings and, as such, are taken for granted. According to him:  

Most of our skills involve action in evolving situation and are learned 
from trial-and-error experience with environmental feedback but 
without teachers (or, sometimes, from experience-based fine-tuning 
of what we initially learned through instruction). Moreover, while 
experts generally cannot access any information explaining their 
ability, they can usually assess the value or desirability of a situation 
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easily and rapidly and recommend an appropriate action. (Dreyfus, 
1999, p. xli) 

 

According to Katrin Weigmann: 

The prevalent thinking in the 1950s or 1960s was that cognition 
involved the manipulation of abstract symbols [and] could follow 
explicit rules. Information about the physical world could be 
transformed into symbols and processed according to a set formal 
logic. As such, because symbol processing is abstract, it is 
independent of a platform. Scientists therefore claimed that cognition 
is similar to computation: minds run on brains as software runs on 
computer hardware. (Weigmann, 2012, p. 1066) 

 

The ambitious aspirations in the field of AI were built on the false notion that human 

intelligence could be replicated in record time. They were symptomatic of the celebrated 

phrase attributed to Herbert Simon (1916-2001): “Machines will be capable, within twenty 

years, of doing any work a man can do.”  Such optimism culminated later on in what was 

known as the ‘Dark Ages of AI’. Warwick (2012) observes that after the initial excitement – 

which was fuelled by substantial research funding, mainly awarded on the basis of the 

promise that replication of human intelligence would be soon achieved – the optimism within 

the field began to falter (as did the funding) as many of the claims and expectations of the 

1960s failed to transpire. 

For Warwick (2012), one of the main problems of the AI enterprise was limited computing 

power: even in terms of the restricted requirements of computation at the time, there was not 

enough memory, speed or computing capacity to run even basic processes. Simple tasks, such 

as getting a computer to communicate in a natural language or to recognize the content of a 

picture in anything like a human way, required a lot of information and processing power. 
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These limitations would not be overcome until much later. But over and above this physical 

limitation is the fact that, as Dreyfus outlines, what human beings regard as common-sense 

reasoning also demands, in theory, a lot of background information. 

Things started to change when the field began to attract the interest of philosophers. For 

example, Searle, with his ‘Chinese room’ argument (discussed in the first chapter), explained 

that even when a machine manipulates symbols, it could not be described as ‘thinking’. 

Turing’s ideas of intelligence were more about computation and symbolic manipulation, 

whilst Searle argued that symbolic manipulation did not mean that computers understood 

what they were manipulating. Computers can manipulate symbols, but cannot attach meaning 

to these symbols. 

However, according to Warwick (2012), there was a lone, dissonant voice at the time: John 

McCarthy (2004) refuted the idea of the development of human-centric artificial intelligence, 

as he considered that what humans do is not directly relevant to AI. McCarthy believed what 

was needed were machines that could solve problems, not computers that could display 

intelligence in exactly the same way as people do. However, Warwick says that it was in the 

1980s that the field of AI began to experience a revival. He attributes this to three factors. 

First, many researchers, influenced by McCarthy, started to develop AI projects with a 

practical aim, creating expert systems to deal with specific applications in the industrial 

domain. This helped them avoid getting stuck in the ‘lack of common-sense’ argument. 

Secondly, the practical AI proposed by McCarthy ran parallel to all the philosophical 

discussions; the two schools of thought simply proceeded with their own work 

independently, systematically avoiding the claim that computers should or could think or 

behave like human beings. Thirdly, the development of robotics started to exert a substantial 

influence on the field. As Warwick observes:  
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In this respect a new paradigm arose in the belief that to exhibit ‘real’ 
intelligence, a computer needs to have a body in order to perceive, 
move and survive in the world. Without such skills, the argument 
goes, how can a computer ever be expected to behave in the same 
way as a human? Without these abilities, how could a computer 
experience common sense? So, the advent of a cybernetic influence 
on AI put much more emphasis on building AI from the bottom up, 
the sort of approach, in fact, originally postulated by McCulloch and 
Pitts. (Warwick, 2012, p. 6) 

 

Warwick (2012, p. 10) continues: “In the real world, humans interact with the world around 

them through sensors and motor skills.” From this point, the concept of a brain as a sort of 

standalone entity no longer dominated AI: 

What is of considerable interest now, and will be even more so in the 
future, is the effect of the body on the intellectual abilities of that 
body’s brain. Ongoing research aims to realising an AI system in a 
body – embodiment – so it can experience the world, whether it be the 
real version of the world or [a] virtual or even simulated world. 
(Warwick, 2012, p. 10) 

  

Other areas of research include a biological approach – growing artificial brains from living 

biological neural tissue (‘bio-inspired AI’) – that is no longer based on computer systems. As 

Pfeifer and Scheier observe: 

Rodney Brooks suggested that all the discussion about thinking, logic, 
and problem solving was based on assumptions that come from our 
own introspection, from how we tend to see ourselves. He suggested 
that we drop these assumptions, that we do away with thinking and 
with what people call high-level cognition and focus on the 
interaction with the real world. Intelligence must have a body. Brooks 
called it ‘embodied intelligence’. (Pfeifer and Scheier, 2001, p. xii) 

  



 104 

Pfeifer and Bongard (2007) understand that embodiment enables cognition or thinking; it is a 

prerequisite for any kind of intelligence. The body is not something troublesome that is 

simply there to carry the brain around, but is essential for cognition. 

Another consequence of these developments concerning the idea that the embodied condition 

enables cognition, thinking or the manifestation of intelligence is the increased interest of 

philosophers in the field of AI, and the introduction of discussions around models of 

intelligence, whether it be human, animal or artificial. 

 

The reconceptualization of intelligence  

The historical evidence within the field of artificial intelligence suggests that the biased, 

limited and human-centric view of intelligence was partially responsible for pushing AI 

towards its isolation and its so-called ‘Dark Ages’. By contrast, the embodied view of 

intelligence systematically denies that artificial human-centric intelligence can be developed 

in the absence of a human body.  

This research suggests, however, that intelligence is not a property that belongs to something, 

be it a machine, an animal or a human being, but is something that happens ‘in between’ 

these entities. Intelligence emerges through interaction, and as with cognition, it is both 

situated and distributed. As the second chapter demonstrated, contemporary developments in 

the cognitive sciences, particularly in the area of embodied cognition, foreground these 

aspects of how intelligence is understood. The paradigm of the embodied mind shifts the idea 

that intelligence is something that belongs solely to an individual agent, whether human or 

non-human, to a conception of it as emanating from the agent’s interaction with an intricate 
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set of conditions.18 The interpretation of intelligence as situated, sensitive to context, and 

driven by the agent’s activity within its environment also implies that intelligence is manifest 

through interaction.19 

 

Defining intelligence 

Arguably, this conceptualization of intelligence is not a literal one, as it lies within the scope 

of cognitive psychology, neither does it refer to intelligence as a quality that belongs to or 

empowers human beings alone; inspired by the philosophy of artificial intelligence, it  argues 

that intelligence is a manifestation that ‘emerges’ out of favourable conditions. In other 

words, intelligence occurs through interaction.20  

The field of AI (and its history) offers several perspectives on the interpretation of 

intelligence which create an appropriate theoretical context for developing this research. 

                                            
18 This argument is developed in Chapter Five, with the ideas of Latour, Heidegger, Bateson and 
Malafouris, and the principle of symmetry.  
 
19 This point that intelligence is manifested through interaction between agents is elaborated further in 
Chapter Four with the example of the ‘Turk’, the mechanical chess-player. When we also understand 
intelligence as not only a human quality but one that can also be attributed to animals or artificial agents 
(such as machines that in their own way manifest and express intelligence), this opens the way for a 
reinterpretation of how intelligence is situated. The expression ‘situated’ is not utilized here simply in terms 
of human agents interacting with the world, but also in terms of human beings interacting with non-human 
entities, as well as interactions between non-human entities, refuting the dualism that suggests a hierarchy 
between non-humans and humans (see Chapter Five). Looked at in these terms, we cannot say categorically 
what intelligence really is. The Turk machine described in the next chapter suggests that machines create 
cognitive conditions that allow intelligence to be manifested through interaction, but also argues that 
machines need to be designed more intelligently. Influenced by the ideas of Licklider, it suggests that 
machines should take on the cognitive tasks that human beings are not so good at; in other words, 
computers or machines can be intelligent in their own way. If they are therefore supposed to be artefacts 
that amplify our capacities, our interaction with computers needs to be softened and become more 
‘symbiotic’; the boundaries of the hierarchy need to be broken. This is what the Turk, as an experiment, 
does. Material engagement is also important to Malafouris and Renfrew (2010, p. 01) in terms of the 
“transformative potential of things in human life”. He suggests that material entities “make up our everyday 
worlds of thought and action”. Thus, human beings should be more than ‘operators’, but should ‘perform’ 
with computers as cybernetics suggests (as outlined in Chapter Five).  
20 This topic was also discussed in the first chapter, with the examples of the Turing test and the ‘Chinese 
room’ experiment. 
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According to Pfeifer and Scheier: 

Intelligence has always been a controversial topic. Science fiction 
stories involving intelligence robots abound. Super-intelligent 
machines have, for a long time, been the stuff of nightmares. 
Computers and, even more so, robots have inspired people’s fantasies. 
Because of the enormous developments in digital electronics and 
microtechnology in recent years, true artificial intelligence seems to 
be drawing near. So it is not really surprising that discussions 
concerning artificial intelligence are often highly emotional. (Pfeifer 
and Scheier, 2001, p. 3) 

 

Pfeifer (2001) explains that what we consider intelligent depends on our expectations. Most 

human beings can talk, and some also play chess, but you could say the same about an 

animal; talking and playing chess are not extraordinary feats, and such abilities are not 

attributed to the possession of an extraordinary intelligence. However, if a child plays chess 

at a high level, he is considered to be very intelligent. But it does not only depend on our 

expectations: even if someone playing chess against a computer loses, he/she can still argue 

that they were really playing, whereas the computer was using its enormous mechanical 

computing power to sort through alternatives in a completely unintelligent way. In fact, there 

is no real agreement on what constitutes intelligence.  

According to Warwick (2012), everyone has their own interpretation of intelligence, based on 

their individual experiences and personal views. It depends on the individual’s judgment as to 

what is important. Warwick (2012, p. 13) also emphasizes the situated-ness of the concept 

when he says that it is affected by change: “What may be deemed to be intelligent at one time 

and place may not be so deemed later or elsewhere.” According to Piaget (1963, p. 6), 

“[i]ntelligence is assimilation to the extent that it incorporates all the given data of experience 

within its framework … There can be no doubt either, that mental life is also an 
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accommodation to the environment. Assimilation can never be pure because by incorporating 

new elements into its earlier schemata the intelligence constantly modifies the latter in order 

to adjust them to new elements.” On the other hand, Minsky (1995) understands intelligence 

as “the ability to solve hard problems”, while for Kurzweil (2000), “[i]ntelligence is the 

ability to use optimally limited resources – including time to achieve goals”, and McCarthy 

(2004) contends that “[i]ntelligence is the computational part of the ability to achieve goals in 

the world. Varying kinds and degrees of intelligence occur in people, many animals and some 

machines.”   

Warwick argues: 

Clearly, intelligence in humans is important but it is not the only 
example of intelligence and we must not let it override all else. If we 
are comparing intellectual ability between humans, then standard tests 
of one type or another are useful. However, we need here to consider 
intelligence in a much broader sense, particularly if we are to 
investigate intelligence in machines. (Warwick, 2012, p. 14) 

 

Intelligence can be the ability to reason and to profit by experience. An individual’s level of 

intelligence is determined by a complex interaction between their heredity and environment, 

but, paraphrasing Warwick, we need to consider intelligence in a much broader sense, 

particularly if we are to investigate intelligence in machines. 

When considering this greater range of possibilities, one important aspect to take into account 

is the fact that intelligence can be found in living beings other than humans. According to 

Pfeifer and Scheier: 

Animals (and humans, for that matter) can survive in highly complex 
environments, and they sometimes display astounding behaviors. 
Termites build fantastic towers, and bees dance [to] communicate, in 
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sophisticated ways, the location of food sources. Other animals use 
tools in skilled ways. Certain vultures hurl a stone at an ostrich egg to 
break it. Galapagos woodpecker finches probe for termites. Primates 
exhibit sophisticated social behavior. We cannot help attributing some 
kind of intelligence to these creatures and those that engage in 
similarly sophisticated survival behaviors. (Pfeifer and Scheier, 2001, 
p. 11) 

 

Some species therefore present very complex and sophisticated intelligent behavior. They can 

communicate, adjust themselves intelligently to their environment, and display initiative and 

the capacity to plan, learn, reason, and so on. One classic example – an object of scientific 

study for many years – is the dance routine of bees. According to Warwick, all these 

capabilities can be extremely difficult to give a value to if human beings cannot interpret the 

messages they convey:  

Bees exhibit individual behavioral characteristics within a tightly knit 
society. They appear to communicate with each other by means of a 
complex dance routine. When one bee returns from a pollen collection 
expedition, it performs a dance at the hive entrance, wiggling its 
bottom and moving forward in a straight line. The distance moved is 
proportional to the distance of the pollen source and the angle moved 
indicates the angle moved indicates the angle between the source and 
the sun. In this way, others bees can learn which is a good direction to 
fly. (Warwick, 2012, p. 14) 
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Fig. 7 The Waggle dance: The dance routine of the honeybee is known as the ‘Waggle dance’. It 
consists of a specific, complex dance, describing a figure of eight, by which the bee 
communicates with other members of the colony and shares crucial information relating to their 
environmental adaptation and survival. 

Although the bee dance is a good example of non-human intelligence, it is unintelligible to 

any human being without specialized knowledge, and if viewed from a human perspective in 

accordance with human values. For example, the intelligence manifest in the behavior of the 

honeybees and their dance routine can be appreciated only by bearing in mind the limits of 

their organisms.  

As mentioned above, it is now recognized that the body plays an important role in human 

cognition, as opposed to past perspectives which, in the main, located intelligence solely in 

the individual’s brain. The human body not only enables us to sense, experience and 

understand things in the world, but it also imposes constraints. These constraints are the 

limits of our embodied condition. As Pfeifer and Bongard (2007, p.19) state, “the body is not 

something troublesome that is simply there to carry the brain around, but it is necessary for 

cognition”. 

Warwick (2012) argues that, as humans, our senses are limited; they take in a limited range of 

input. Our perception of the world is therefore limited by our physiological bodies – there is a 
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lot going on around us that we cannot perceive. Intelligence of course is crucial for the 

adaptation of the individual, but it does not depend solely on the functions of the brain; we 

perceive things through our senses and thus activate the world around us: 

The success of a being depends on it performing well, or at least 
adequately, in its own environment. Intelligence plays a critical part in 
this success. Different creatures and machines succeed in their own 
way. We should not consider that humans are the only intelligent 
beings on Earth; rather, we need to have an open concept of 
intelligence to include a breadth of human and non-human 
possibilities. (Warwick, 2012, p. 17) 

 

In this respect, there are two important things to consider in terms of intelligence: first, the 

fact that as humans, we have limited possibilities in terms of how we experience the world 

that surrounds us; and secondly, there are a set of non-human possibilities that can also be 

intelligent or at least can mediate our interaction with the environment in intelligent ways.21 

This particular idea – to explore the ways human and non-human intelligence cooperates, 

with a view to extracting the best qualities of this cooperation – was developed by Licklider 

in the 1960s.  Licklider (1960) came up with the idea of ‘man-computer symbiosis’ as a 

development in cooperative interaction between human beings and electronic computers. It 

was a bio-inspired idea which held that computers could facilitate thinking – as they now 

facilitate the solution of formulated problems – in a way that would enable human beings and 

computers to cooperate in making decisions and controlling complex situations without an 

inflexible dependence on predetermined programmes. Although Licklider never envisaged 

                                            
21 In Chapter Five, it is also suggested that humans do not only operate machines or computers, but they act 
and perform with them. 
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machines replacing humans, he has been credited as an early pioneer of cybernetics and AI. 

He explains the concept of symbiosis in the following fashion: 

The fig tree is pollinated only by the insect Balstophaga grossorum. 
The larva of the insect lives in the ovary of the fig tree, and there it 
gets its food. The tree and the insect are thus heavily interdependent: 
the tree cannot reproduce without the insect; the insect cannot eat 
without the tree; together, they constitute not only a viable but a 
productive and thriving partnership. This cooperative “living together 
in intimate association, or even close union of two dissimilar 
organisms” is called symbiosis. (Licklider, 1960, p. 4) 

 

Licklider’s hopes were that, in not too many years,  

[…] human brains and computing machines will be coupled together 
very tightly, and that the resulting partnership will think as no human 
brain has ever thought and process data in a way not approached by 
the information-handling machine we know today. (Linklider, 1960, 
p. 4) 

 

According to Licklider, once in a symbiotic partnership, human beings could set the goals 

and formulate the hypotheses needed to perform evaluations and the machines could operate 

the routine work, and together they could create insights that could support human decisions 

in technical and scientific thinking. Licklider’s ideas reveal some distinctive insights that 

could be developed further. First, the idea that computers can display ‘intelligence’ is, in one 

respect, aligned with the ideas that took AI beyond the dead-end of GOFAI. His insight was 

about more than just collaboration, it concerned recognition of the qualities that both humans 

and non-humans manifest in the cooperative performance of the sorts of intelligent activities 

that neither could perform alone. Licklider did not privilege any sort of ‘intelligence’, but 
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conversely –applying a ‘Latourian’ conceptualization of symmetry22 – he understood the 

qualities and limitations of both the human and non-human and how they could cooperate. Of 

course, Licklider’s ideas cannot be applied in the way that he first imagined, and neither can 

they be taken literally: they must be interpreted in a more contemporary way.   

Licklider’s ideas find this more contemporary interpretation in the work of Andy Clark. Clark 

states that we are all “natural born cyborgs”:  

For we shall be cyborgs not in the merely superficial sense of 
combining flesh and wires but in the more profound sense of being 
human-technology symbiotes: thinking and reasoning systems whose 
minds and selves are spread across biological brain and nonbiological 
circuitry. (Clark, 2003, p. 3)  

 

He continues:  

The cyborg is a potent cultural icon of the late twentieth century. It 
conjures images of human-machine hybrids and the physical merging 
of flesh and electronic circuitry. My goal is to hijack that image and 
to reshape it, revealing it as a disguised vision of (oddly) our own 
biological nature. For what is special about human brains, and what 
best explains the distinctive features of human intelligence, is 
precisely their ability to enter into deep and complex relationships 
with nonbiological constructs, props, and aids. This ability, however, 
does not depend on physical wire-and-implant mergers, so much as 
on our openness to information-processing mergers. Such mergers 
may be consummated without the intrusion of silicon and wire into 
flesh and blood, as anyone who has felt himself thinking via the act of 
writing already knows. (Clark 2003, p. 5) 

 

 Clark challenges the concept of the human mind as the only physical organ of reasoning. In 

his terms, we are not restricted by the boundaries of our biological skins, but we are so prone 

                                            
22 Bruno Latour’s (1994, 1999) conceptualization of symmetry is mentioned in Chapter Five. 
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to think that mental action happens exclusively inside us that the idea seems absurd. Clark 

understands that the human mind is not only situated in the head, but extends into the world – 

the smart world that we have created for ourselves. For Clark (2003, p. 10), “[as] technology 

becomes portable, pervasive, reliable, flexible, and increasingly personalized, so our tools 

become more and more a part of who and what we are”. Indeed, such tools are “best 

conceived as proper parts of the computational apparatus that constitutes our minds” (ibid., p. 

6).  

In fact, in the contemporary world, much of our competence and intelligence is evaluated 

according to how we operate and deal with computers, laptops, cell phones and digital 

artefacts. We have pejorative definitions of people who do not understand or cannot deal with 

technology well, calling them, for example, ‘computer illiterate’. According to Warwick, this 

happens because 

[… a] strong social bias runs through such human educational 
systems and this can result in completely different values associated 
with subject areas. A group’s view of intelligence arises from a 
consensus between individuals who hold similar social and cultural 
beliefs and share common assumptions. Everyone’s concept also 
partly reflects their own personal qualities. Sometimes we do not give 
value to non-human abilities, partly because we do not understand 
them. (Warwick, 2012, p. 19) 

 

However, it is important not to take a radical position when it comes to defining intelligence. 

Of course, intelligence plays an important part in the ability to be successful or perform 

adequately in one’s own environment, but as Warwick (2012, p. 17) points out, “[h]umans are 

able to manipulate the world in various ways ... Each being has different abilities in this 

respect”. It is not appropriate to say someone or something is not (or is less) intelligent 

because they cannot do some specific task: 
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Different creatures and machines succeed in their own way. We 
should not consider that humans are the only intelligent being on 
earth; rather, we need to have an open concept of intelligence to 
include other organisms and non-human possibilities. (Warwick, 
2012, p. 17) 

  

Intelligence also has more subjective attributes. One of the interpretations gaining ground is 

the importance of the intuitive or emotional aspect of intelligence. The most well-known 

proponents of these concepts are the neuroscientist Antonio Damasio and the American 

psychologist Daniel Goleman. According to Pfeifer and Bongard, emotions and intuition play 

as important a role as rational intelligence:  

We continue to place this premium on rational intelligence despite the 
recent surge of interest in emotional intelligence, which argues that 
rationality is limited and that we should also take emotions into 
account when measuring intelligence. In other words, in this view, 
intuition and the ability to emotionally judge a situation is considered 
just as important as the ‘cold’ kind of intelligence required to pass 
high school exams or to achieve high scores on intelligence tests. 
(Pfeifer and Bongard, 2007, p. 12) 

 

As we have seen, intelligence is a complex entity. How intelligence is interpreted also 

depends on the particular viewpoint of social groups, the cultural and social context, and 

common understandings shared between members of a society. The human tendency to look 

at things from a biased perspective creates social stereotypes that are incredibly difficult to 

dislodge. What a society deems worth knowing shapes the way that people look at knowledge 

and how they choose what to learn and how to articulate it on a daily basis. Warwick (2012, 

p. 17) observes: “Why is it that knowledge about politics, classical music or fine arts is seen 

by some to be more indicative of intelligence than knowledge about football, pop music or 

pornography?”. The answer, he believes, is because we tend see everything in terms of 
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human value sets, applying subjective measurements that are also extended to other creatures 

and machines. As humans, we give value to things by applying human ‘standards’ within our 

cultural context, simply because we are human beings and therefore give value to the things 

we do as human beings. Put in simple terms, it is difficult for us to give value to what other 

creatures or machines do unless they are merely mimicking what humans can do. This 

human-centric view contaminated AI for years. According to von Foerster:  

Projecting the image of ourselves into things or functions of things in 
the outside world is quite a common practice. I shall call this 
projection “anthropomorphization”. Since each of us has direct 
knowledge of himself, the most direct path of comprehending X is to 
find a mapping by which we can see ourselves represented by X. This 
is beautifully demonstrated by taking the names of parts of one’s body 
and giving these names to things which have structural or functional 
similarities with these parts: the “head” of a screw, the “jaws” of a 
vise, the “teeth” of a gear, the “lips” of the cutting tool, the “sex” of 
electric connectors, the “legs” of a chair, a “chest” of drawers, etc. 
(von Foerster, 2003, p. 169) 

 

AI and cybernetics: fundamental differences 

The characterization of the fundamental differences between artificial intelligence and 

cybernetics is important for the context of this research for two main reasons. First, this thesis  

demonstrates that the model applied to understanding how intelligence works is exemplified 

by machines such as the 18th-century chess-playing automaton, the Turk, and it elucidates, 

through the examples of ventriloquism and puppetry, ideas that complement those developed 
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in cybernetics.23 A parallel is built through comparison: both disciplines show individual 

qualities and limitations that, when combined, illuminate different aspects of HCI. 

The second reason is the fact that one discipline (AI) has been more inclined towards 

representation, whereas the other (cybernetics) has been concerned with a completely 

different approach, more inclined towards a theory of performative action, with deeper 

concerns about environmental adaptation. That said, cybernetics emphasizes machines that 

‘act’, to the detriment of machines that ‘think’.  AI, on the other hand, privileges a model that 

stresses the importance of knowledge, where a formalized model of the world is stored inside 

the agent or machine, enabling the manifestation of intelligence. Some of the concepts 

mentioned comprise part of the framework developed in the following chapters, where they 

will be explained more fully. 

According to Pangaro (2006), the term ‘cybernetics’ first gained popularity in 1947 when 

Norbert Wiener adopted the term to describe a field that touched on established disciplines 

such as electrical engineering, mathematics, biology, psychology, neurophysiology and 

anthropology, but was also a discipline in itself. Pangaro (2006) argues that AI differs in 

many respects to cybernetics; they are not the same thing: 

Artificial Intelligence (AI) grew from a desire to make computers 
smart, whether smart like humans or just smart in some other way. 
Cybernetics grew from a desire to understand and build systems that 
can achieve goals, whether complex human goals or just goals like 
maintaining the temperature of a room under changing conditions. 
(Pangaro, 2006) 

 

                                            
23 The Turk chess player and the concepts behind ventriloquism and puppetry are developed in more detail 
in the following chapters. 
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But, according to Pangaro (2006), there are even deeper underlying conceptual differences 

between the domains, some of which are captured in the diagram below: 

 

 

Fig. 8 Diagram comparison between AI and cybernetics © Paul Pangaro, 1990 

Pangaro (2006) contends that while both fields share some concepts, such as those of 

representation, memory, reality and epistemology, they exhibit more differences than 

similarities. For example, on the one hand, AI holds that understanding the world is not only 

possible but also necessary; on the other, cybernetics argues that it is simply necessary (and 

possible) to be sufficiently connected with the world in order to achieve certain goals. 

Pangaro explains: 
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The field of AI first flourished in the 1960s as the concept of 
universal computation (Minsky, 1967), the cultural view of the brain 
as a computer, and the availability of digital computing machines 
came together to paint a future where computers were at least as smart 
as humans. The field of cybernetics came into being in the late 1940s 
when concepts of information, feedback, and regulation (Wiener, 
1948) were generalized from specific applications in engineering to 
systems in general, including systems of living organisms, abstract 
intelligent processes, and language. (Pangaro, 2006) 

 

Basing physical systems on engineering concepts and their early applications helped to 

clarify the fundamental concepts of cybernetics, as well as the relevance of understanding 

that this functional model was common to all systems, including social systems. In this sense, 

cybernetics is the ‘science of observed systems’. Those working in the field also discovered 

that cybernetics could be applied to the process of cybernetics itself.  The science of observed 

systems cannot be divorced from what von Foerster (1974) calls the “science of observing 

systems”, once the role of the human observer is taken into account. This discovery is often 

characterized as representing a milestone in the development of the discipline from ‘first-

order’ to ‘second-order’ cybernetics. According to Pangaro (2006): 

The cybernetic approach is centrally concerned with this unavoidable 
limitation of what we can know: our own subjectivity. In this way 
cybernetics is aptly called ‘applied epistemology’. At minimum, its 
utility is the production of useful descriptions, and, specifically, 
descriptions that include the observer in the description. The shift of 
interest in cybernetics from ‘observed systems’– physical systems 
such as thermostats or complex auto-pilots – to ‘observing systems’ – 
language-oriented systems such as science or social systems – 
explicitly incorporates the observer into the description, while 
maintaining a foundation in feedback, goals, and information. 
(Pangaro, 2006) 
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Pangaro (2006) explains that AI and cybernetics alternate in terms of their influence on the 

history of the search for machine intelligence. Cybernetics started in advance of AI, but AI 

took over and dominated the field from the 1960s through to the mid-1980s, when its failure 

to achieve its promised goals culminated in GOFAI and its ‘Dark Ages’. AI researchers tried, 

without success, to create models of the world. Pangaro (2006) citing Minsky (1968), says 

they acted “with the presumption that knowledge is a commodity that can be stored inside of 

a machine and that the application of such stored knowledge to the real world constitutes 

intelligence”. They tried to create semantic networks and also worked with the 

implementation of expert systems. By contrast, cybernetics, according to Pangaro,  

[…] evolved from a ‘constructivist’ view of the world (von 
Glasersfeld 1987), where objectivity derives from shared agreement 
about meaning, and where information (or intelligence for that matter) 
is an attribute of an interaction rather than a commodity stored in a 
computer (Winograd & Flores 1986). (Pangaro, 2006) 

  

These differences are not merely a matter of semantics, but fundamentally determine the 

guidelines for conducting research in these two disciplines. Cybernetics is interested in the 

performative nature of the brain, the mind and the self, contrasting with the representational 

notions espoused by AI. The concept of representation in cybernetics is rather different, as 

can be seen in the diagram above (fig. 7). As Pangaro explains:  

Relations on the left are causal arrows and reflect the reductionist 
reasoning inherent in AI’s ‘realist’ perspective that via our nervous 
systems we discover the-world-as-it-is. Relations on the right are non-
hierarchical and circular to reflect a ‘constructivist’ perspective, 
where the world is invented (in contrast to being discovered) by an 
intelligence acting in a social tradition and creating shared meaning 
via hermeneutic (circular, self-defining) processes. (Pangaro, 2006) 
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AI has been more inclined towards creating representations of intelligent phenomena in order 

to artificially replicate them. Cybernetics, however, is not preoccupied with understanding 

living entities in terms of representation; instead, it concentrates on the practicality of the 

interaction that might be achieved by action upon matter, interaction with materials, and the 

relations between the human and the non-human. As such, it is a science that prioritizes 

action in preference to a more symbolic, manipulative approach. It recognizes the existence 

of the body, because the world is not only an internal model or representation but also 

comprises the body’s environment. 

These philosophical positions fundamentally divide AI and cybernetics. It is interesting to 

note how cybernetics, autopoeisis and embodied cognition seem to share the same concepts. 

According to Pangaro (2006), it was under the influence of Maturana (1970) and Maturana 

and Varela (1988) that cybernetics shifted the approach away from the perspective of AI, 

basing itself on Maturana’s interpretation of the concepts of ‘language’ and ‘living systems’.  

Winograd and Flores (1986, p. 45), for example, cite Maturana’s rejection of AI’s 

information-processing metaphor as the basis for cognition:  

Learning is not a process of accumulation of representations of the 
environment; it is a continuous process of transformation of 
behaviour through continuous change in the capacity of the nervous 
system to synthesize it. Recall does not depend on the indefinite 
retention of a structural invariant that represents an entity (an idea, 
image or symbol), but on the functional ability of the system to create, 
when certain recurrent demands are given, a behaviour that satisfies 
the recurrent demands or that the observer would class as a reenacting 
of a previous one. (Maturana, 1970, p. 45) 

 

If it wants to progress, it is crucial that HCI takes into account the comparison between AI 

and cybernetics, distinguishing between the models of human cognition and their different 
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nuances. Both disciplines are represented in the following chapters, with AI represented by 

the Mechanical Turk – a hoax machine that simulates playing chess. The example of the Turk 

allows us to explore aspects of materiality and experience, situated-ness and intelligence – all 

elements that have direct implications for an understanding of human computer interaction. 
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Chapter Four 

Automatons, Machines and Interaction: 

Intelligent Manifestation of Ingenious Devices  

 

 

 

 

 

 

 

Man is about to be an automaton; he is  

identifiable only in the computer. As a person of 

worth and creativity, as a being with an 

 infinite potential, he retreats and battles the  

forces that make him inhuman. 

 

William Orville Douglas 
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Prologue: Humanity’s fear of its own machines 

Brenda Laurel24 

Human Computer Interaction is obviously one scientific area of computer science where 

there is a great commotion and [which] delivers a high degree of anxiety. Human Computer 

Interaction puts together designers, programmers, psychologists and people from different 

backgrounds and levels of expertise to think how people and machines can interact in better 

and more efficient ways. 

On one side there are programmers, designers, engineers, psychologists and scholars trying 

to understand the other side called [in a] rudimentary [way], ‘the users’. Using a computer 

graphical interface modelled and based on the understanding of human behaviour, the 

science of Human Computer Interaction tries to anticipate human actions and goals, creating 

restrictions and constraints to avoid human error and consequent frustration, helping users 

to reach their goals, whether at home or at work in their daily activities. That said, computer 

interfaces also accommodate human behaviour, fears, anxieties and also their limitations. 

What is supposed to connect both sides – human and computer – separates instead, imposing 

serious limits and restrictions. 

Computer engineers, designers and developers might not notice these limits and restrictions. 

They are very absorbed with technicalities and in reaching their pragmatic goals. They live 

in a world dictated by numbers, codes and algorithms that need to fit into budgets, which 

need to generate incomes and profits. There is also a political layer, as well a strong cultural 

bias behind it, caused by different backgrounds and people with divergent understandings 

about how computers work or should work. There is an entire industry and also books to be 

                                            
24 Laurel, B. (1990). The Art of Human-Computer Interface Design, Addison-Wesley. 
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sold with the new trends of how interaction between humans and computers can be improved 

by new methods, rules and techniques. 

They are also specialists victimized by the software and hardware culture dominance. They 

are born in a world where the rules are already determined. They can just keep following the 

flow, fitting in to rigid standards difficult to change. One software runs under another 

software that needs to be run in a way where there is no space for creativity or 

expressiveness, because obviously, it also presents constraints. 

Add to that [the fact that] that human behaviour is not linear. It is not predictable enough. It 

fluctuates and changes to accommodate the complex world we live in. We improvise. Humans 

don’t know how to make the world fit into our machines very well. How to use the right tone 

of voice, language, how to store and accommodate ‘common sense’ inside the machine. How 

[to] try to create ‘artificial’ world-models. Humans also do not understand themselves very 

much and that is why they don’t understand computers either. Humans understand aspects of 

computation, but not very much about what escapes from the boundaries of logic, what 

constitutes intuition, creativity and imagination and how to formalize it. They try to 

accommodate their emotional aspects in terms of stimulus-response, in terms of input and 

output. So, humans create constraints to keep things in control. That is what HCI is all about. 

This is the scenario. 
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Introduction 

The following chapter is presented in two parts. The first uses Standage’s (2002) book, The 

Turk: The Life and Times of the Famous Eighteenth-Century Chess-Playing Machine, to 

explore the secrets of the fascinating machine know as the ‘Mechanical Turk’, or simply the 

‘Turk’, made by Wolfgang von Kempelen in 1770. For many years, before it was finally 

revealed to be a fraud, the Turk simulated an automaton that could play authentic games of 

chess.  

In the second part, the chapter develops connections between the characteristics of this 

artefact as an analogy of cognition and our interaction with objects and machines. Although 

the Turk was an illusion, constructed purely for the amusement of its audience, it is used here 

to explore ideas and concepts about the relationship between materiality, physicality and 

cognition, connecting mind, body and environment within a model of a distributed and 

embodied mind. The chapter proposes a critical way of thinking about human computer 

interaction, using the early automaton as a model to explore how intelligence is manifested 

through interaction. Although partially dedicated to the mythologies of artificial automatons 

and mechanical machines, its key concern is with HCI development and design, and it seeks 

to amplify our comprehension of various aspects of the relationship between human beings 

and machines by analyzing the Turk in order to clarify relevant research concepts.  

Although von Kempelen’s automaton was an elaborate hoax, the mechanical chess player 

speaks eloquently of the harmonious cooperation between the (human and mechanical) 

elements responsible for presenting it in such a way that it appeared to the audience as a 

seamless unity, rendering the trick itself invisible. The Turk continued to play chess, 

intimidating its opponents, for more than seven decades. Even in von Kempelen’s time, the 
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invisible power of this ingenious and elaborate device stimulated discussion and ideas 

concerning artificial intelligence, raising questions about whether a machine could be more 

intelligent than a human being and whether logical thinking could be mechanically 

formalized, as well as suggesting a range of other philosophical queries (Standage, 2002). 

The Turk exemplifies the proposition that it is possible to explain how users actively think 

‘distributively’ through devices (or objects) as part of an interactive solution, rather than 

simply developing interaction based on representations. Drawing on this model, the chapter 

uses images of the Turk to illustrate concepts that are applicable to the contemporary 

development of HCI, presenting a model of the mind as ‘embodied’ (Hutchins, 2010, p. 426) 

and the possibility of interactions using the intelligence of the ‘artificial’ world and focusing 

on the physicality of the ‘medium’. The chapter advocates thinking through devices as an 

alternative in the development of HCI. This is not just a simulation of the world as in, for 

instance, the dominant graphical user interface (GUI) paradigm, but it uses the world itself, 

regarding it as its own best ‘representation’ and therefore as central to the cognitive process.25 

 

Mechanical dreams 

An automaton (a mechanical self-operating machine) and Automatons (or automata) have 

been part of the intellectual history of artificial intelligence for centuries. “The 

term automaton is also applied to a class of electromechanical devices – either theoretical or 

real – that transform information from one form into another on the basis of predetermined 

instructions or procedures” (Franchi and Güzeldere, 2005, p. 27). According to Standage:  

                                            
25 Winograd and Flores (1986) have developed this idea further, expanding on Heidegger’s challenge to the 
dominant view of the mind, by arguing that cognition is not based on the systematic manipulation of 
representations, which denies the physical basis of human action.   
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Automata are the forgotten ancestors of almost all modern 
technology. From computers to compact-disc players, railway engines 
to robots, the origins of today’s machines can be traced back to the 
elaborate mechanical toys that flourished in the eighteenth century. 
As the first complex machines produced by man, automata 
represented a proving ground for technology that would be harnessed 
in the industrial revolution. (Standage, 2002, p. 2) 

 

According to Franchi and Güzeldere (2005, p. 26): “The claim that we can understand human 

nature by finding out about the mechanisms of its embodiment has been around for many 

centuries”; the roots of AI reach back over time, not only in academic thinking but also in the 

public imagination. Franchi and Güzeldere argue that the automaton did not carry, in itself, 

the ambition of making intelligent devices, although it is fundamental to what later became 

the conceptual basis for the development of AI. Automatons, according to these authors, were 

used to emphasize the imitation of the desired external behavior, neglecting the function of 

the internal mechanisms that could, in principle, be imbued with attributes such as 

intelligence and autonomy.  

Automatons were also considered the predecessors of electronic robots, and they came in 

various incarnations: monks, writers, musicians or animals. To give a small sample of these 

forms, three such curious machines are shown in the images below. One of the most famous 

automatons is the 18th-century life-size replica of a tiger mauling a British soldier,  

discovered in Tipu Sultan’s summer palace in 1799 in Mysore, India, and then dispatched to 

Britain. Hence, it is known as Tipu’s Tiger.  
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Fig. 9 Tipu’s Tiger or Tippoo’s Tiger: According to the V&A’s (2011) catalogue: “Tipu’s 
Tiger is an awesome, life-size beast of carved and painted wood, seen in the act of devouring a 
prostrate European in the costume of the 1790s. It has cast a spell over generations of admirers 
since 1808, when it was first displayed in the East India Company’s museum.” 

 
 

Fig. 10 An illustration of Tipu’s Tiger in an account of the British defeat of Tipu Sultan, co-
authored by Colonel Mark Wood in 1800, which haunts contemporary images of the tiger. 
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Another emblematic automaton came in the form of a duck. Created by Jacques de 

Vaucanson in 1739, it was known as the ‘Canard Digérateur’ or the ‘Digesting Duck’. The 

duck was an intricate piece of engineering, with more than 400 moving parts in each wing. It 

could flap its wings, drink water and eat kernels of grain, and was able to simulate digestion. 

According to Standage (2002, p. 7), “Vancauson was particularly interested in building 

machines capable of imitating the natural processes of living beings, including respiration, 

digestion, and the circulation of the blood”. 

 

 

Fig. 11 The Digesting Duck: an automaton created by Jacques de Vaucanson in 1739. The duck 
was an intricate and sophisticated work of engineering. 
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Fig. 12 The Draughtsman, the Musician and the Writer: three automatons built by Pierre 
Jacquet-Droz, his son, Henri-Louis, and Jean-Fréderic Leschot between 1768 and 1774.  

We can also add the work of Pierre Jacquet-Droz to these emblematic examples. Between 

1768 and 1774, Jacquet-Droz built, with the help of his son, an automaton known as ‘The 

Musician’. It became the first of a collection of three automatons, which included not only 

the female organ player, who could play her custom-built instrument quite well, but also a 

draughtsman who could draw four different images (a portrait of the French royal family; a 

dog with the inscription, ‘Mon Toutou’ (‘My Doggy’); and Cupid driving a butterfly chariot), 

and a writer, a young child who also moved on his chair and occasionally blew on his pen to 

remove dust. This last automaton was considered to be the most complex: he used a goose-

quill pen, which he inked from time to time, and could write any text of up to forty characters 

(these were coded onto a wheel from which they could be individually selected).  

The variety of machines and automatons built over the centuries is almost countless, but one 

of the most famous and most enigmatic automatons ever built is Wolfgang von Kempelen’s 
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chess-playing machine, the Turk. According to Sussman (1999), the Turk was constructed in 

response to a challenge: 

It began in 1769 with a challenge, or perhaps a boast, made by the 
Hungarian engineer and mechanician Farkas de Kempelen, born in 
1734, in response to the arrival of a French inventor named Pelletier 
at the court of the Empress Maria Theresa of Austria. Pelletier’s 
exhibition of “certain experiments of magnetism” prompted de 
Kempelen to suggest that he could produce “a piece of mechanism, 
which should produce effects far more surprising and unaccountable 
than those which she then witnessed” (Oxford Graduate 1819: 
12). Six months later he appeared before the Empress with the 
Automaton Chess Player, also known simply as the Turk. (Sussman, 
1999, p. 87)  

 

The chess-playing machine built to impress the Empress of Austria, however, was an 

ingenious fake. The Turk was in fact secretly operated over the years by various talented 

chess masters, and in this way, it was able to simulate playing very high-level games of chess 

against human opponents. For decades, the competitors believed they were pitting themselves 

against an authentic automaton. According to Sussman:  

The Chess Player was a dramaturgical hybrid of theatre, magic, and 
science, presented by an exhibitor – at once stage illusionist, conjurer 
and prestidigitator, sideshow talker, and mechanical engineer – and 
employing a choreography of momentary concealment and 
subsequent revelation, generating in the attentive observer alternate 
responses of skepticism at the impossible and belief that the secret of 
the trick, like the pea in the shell game, would be revealed. Like a 
traditional puppeteer, the exhibitor possessed a mix of verbal and 
manual dexterity, the reverence for objects and their capacity for 
enchantment. (Sussman, 1999, p. 83) 

 

He continues: 
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The life-sized figure was dressed in a fur-trimmed cloak and turban 
and held a long pipe in its right hand, its left arm resting on a pillow. 
The figure was seated at a large mahogany chest about a meter wide, 
80 cm high and 60 cm deep, with two swinging doors and one long 
drawer in its front. With the assistance of its exhibitor, it would 
publicly compete with volunteer players, using its mechanical arm to 
lift each chess piece and drop it into its new position (Hooper and 
Whyld 1984: 363). With its downcast eyes and mustache, the figure 
suggested the Orientalist fantasy of a sorcerer or fortune-teller. 
(Sussman, 1999, p. 83) 

 

The Turk was capable of convincing an audience that it could play chess, and therefore that it 

was able to formalize logical thought mechanically, albeit in a very restricted domain. Its 

secret – the human chess master inside its cabinet operating it in such a way as to produce a 

mechanical illusion of autonomy – persisted undisclosed for decades. As Sussman observes:  

De Kempelen’s Automaton Chess Player was a technological 
mysterium, a secret to be uncovered, and a riddle to be solved, 
whether it won its game or lost to its volunteer opponent. … [W]e 
could add an ancestor from the prior century: the mechanical puppet, 
costumed as a Turkish sorcerer, moving a chess piece from one 
square to another, conscious (or so it appeared) of the rules of the 
game. (Sussman, 1999, p. 83) 

 

When the automaton was exhibited, the show began with the ‘revelation’ of its inner 

mechanism, a set of moves intended to convince the spectator that its intelligent machinery 

was on display. As its true secret was never publicly revealed, and there appeared to be no 

reliable explanation of its success, it inspired a great deal of conjecture about how it actually 

worked. According to Reilly: 

While the Turk appears as a deceptively simple mechanical trifle, 
constructed for the pleasures of the aristocracy, it is actually a 
theatrical object upon which the historical and discursive practices of 
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Orientalism are staged. The automaton Turk was a bagatelle or 
playful illusion composed of working clockwork machinery: the left 
hand that held his pipe, the right hand that moved the chess pieces, 
and the noisy clockworks whirring inside his spine all provided 
concealment, keeping audiences from realizing that the ghost in the 
machine was no ghost at all. (Reilly, 2011, p. 4) 

 

Standage (2002) dedicates an entire chapter to explaining and describing the Turk’s secret, 

which had stimulated so many decades of speculation. According to Standage, it was only in 

1857 that an authoritative account appeared, written by Silas Wier Mitchell, whose father had 

been the Turk’s last owner. This appeared in the form of a series of articles entitled ‘Last of 

the Veteran Chess Players’, published in a New York magazine, Chess Monthly.   

Silas Mitchell’s description of the account was based on his own 
recollections and some notes made by his father. It repeats a number 
of myths about the Turk (such as it having played against George III 
and Louis XV) and contains several errors relating to the manner of 
the Turk’s presentation. But Mitchell’s articles, together with other 
documents dating from the Turk’s last days in Philadelphia, make 
possible a full explanation of the automaton’s secret. … As had been 
widely suspected, the Turk was indeed controlled by an operator 
concealed inside the cabinet, who remained there throughout the 
performance. There was no need for wires or pieces of catgut, nor for 
trapdoors beneath or behind the automaton. Nor was the automaton’s 
strategy guided in any way by the artful use of exterior magnets. 
(Standage, 2002, pp. 194-180) 

 

Standage concludes that the fact that the exhibitor, standing outside the cabinet, had no direct 

control over the automaton’s actions or strategies made the trick appear more plausible.  
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Fig. 13 Von Racknitz’s book on the Turk 

In an earlier bid to discover the Turk’s secret, Joseph Friedrich Freiherr von Racknitz  (1744-

1818) published a book based on his own observations (Ueber den Schachspieler des Herrn 

von Kempelen, nebst einer Abbildung und Beschreibung seiner Sprachmachine), with 

illustrations explaining how he believed the Turk operated (fig. 13). His assumptions, 

however, were later proved wrong (Standage, 2002, pp. 198-99). 
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Fig. 14  Von Racknitz’s wrong assumptions about the Turk  

According to Standage: 

Racknitz wrongly concluded that the operator had to fit solely 
into the space behind the machinery; there was even enough 
room for the operator to sit up. So there was no need for the 
operator to be a child, a dwarf, or an amputee; the cabinet was 
capable of concealing a full-size adult. … The clockwork 
machinery visible on the Turk’s left-hand side (as seen by the 
audience) did not extend all the way to the back of the cabinet, 
behind the drawer was pulled out, it appeared to have the 
same depth as the cabinet. (Standage, 2002, p. 87) 

 
























































































































































































































































































































































