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Integration of Action and Language Knowledge:
A Roadmap for Developmental Robotics

Angelo Cangelosi, Giorgio Metta, Gerhard Sagerer, Stefano Nolfi, ChrystophaniMeKerstin
Fischer, Jun Tani, Giulio Sandini, Luciano Fadiga, Britta Wrede, Katharina Rohlfiodl ui,
Kerstin Dautenhahn, Joe Saunders, Arne Zeschel

Abstract— This position paper proposes that the study of
embodied cognitive agents, such as humanoid robotsan advance
our understanding of the cognitive development of amplex
sensorimotor, linguistic and social learning skillsThis in turn will
benefit the design of cognitive robots capable ofearning to
handle and manipulate objects and tools autonomousl to
cooperate and communicate with other robots and huans, and
to adapt their abilities to changing internal, envionmental, and
social conditions. Four key areas of research chalhges are
discussed, specifically for the issues related the understanding
of: (i) how agents learn and represent compositioiactions; (ii)
how agents learn and represent compositional lexios; (iii) the
dynamics of social interaction and learning; and (i) how
compositional action and language representationsgea integrated
to bootstrap the cognitive system. The review of sgific issues
and progress in these areas is then translated inta practical
roadmap based on a series of milestones. These msitnes provide
a possible set of cognitive robotics goals and testenarios, thus
acting as a research roadmap for future work on cagjtive
developmental robotics.

Index Terms— Action learning, Humanoid robot, Language
development, Social Learning, Roadmap
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I. INTRODUCTION

HIS paper proposes a developmental robotics approac

to the investigation of action and language intégnain
embodied agents and a research roadmap for futork @n
the design of sensorimotor, social and linguiséipabilities in
humanoid robots. The paper presents a vision ohitiog
development in interactive robots that is strongfluenced by
recent theoretical and empirical investigationsaofion and
language processing within the fields of neurosmen
psychology, cognitive linguistics. Relying on sushdence on
language and action integration in natural cogeitsystems,
and on the current state of the art in cognitiveotizs, the
paper identifies and analyses in detail the keyeamh
challenges on action learning, language developnasmt
social interaction, as well as the issue of hovhstapabilities
are fully integrated. Although the primary targeidence of
the paper is the cognitive robotics community,tggdvides a
detailed roadmap for future robotics developmethis,article
is also relevant to readers from the empirical akwand
cognitive sciences, as developmental roboticsseame as a
modeling tool to validate theoretical hypothesiaii@elosi and
Parisi, 2002).

The vision proposed in this paper is that researttthe
integration of action and language knowledge irurstand
artificial cognitive systems can benefit from a eleymental
cognitive robotics approach, as this permits thenactment
of the gradual process of acquisition of cognitskélls and
their integration into an interacting cognitive tgys.
Developmental robotics, also known as epigenetiotios, or
autonomous mental development methodology, is aelnov
approach to the study of cognitive robots that sak@ect
inspiration from developmental mechanisms and pimema
studied in children (Lungarella et al. 2003; Cangeand Riga
2006; Weng et al. 2001). The methodologies for dogn
development in robots are used to overcome current
limitations in robot design. To advance our undgerding of
cognitive development, this approach proposes thdysof
artificial embodied agents (e.g. either robots, sonulated
robotic agents) able to acquire complex behavia@gnitive,
and linguistic/communicative skills through indivel and
social learning. Specifically, to investigate anflanguage
integration, it is possible to design cognitive otib agents
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capable of learning how to handle and manipulajeat$ and
tools autonomously, to cooperate and communicatte ether
robots and humans, and to adapt their abilitieshanging
internal, environmental, and social conditions. Thesign of
object manipulation and communication capabiliseeuld be
inspired by interdisciplinary empirical and thedcat
investigations of linguistic and cognitive develagm in
children and adults, as well as of experiments Wwitlanoid
robots. Such an approach is centered on one meardtical
hypothesis: action, interaction and language devielgarallel
and have an impact on each other thus favoringpérallel
development of action and social interaction pesntie
bootstrapping of cognitive development (e.g. Ria#toland
Arbib 1998). This is possible through the integmatand
transfer of knowledge and cognitive processes irawlin
sensorimotor learning and
categories, imitation and other forms of socialrézy, the
acquisition of grounded conceptual representatiand the
development of the grammatical structure of langualn
addition to advancing our understanding of nataoanition,
such a developmental approach towards the integrati
action, conceptualization, social interaction aadgliage can
have fundamental technological implications for igeisig
communication in robots and overcoming current ththbns
of npatural language interfaces and
communication systems.
This developmental
language integration is also consistent with relabrain-

following abilities (see also Fig. 1):

e Agents learn to handle objects, individually and
collaboratively, through the development of semsotor
coordination skills and thereby to acquire complaject
manipulation capabilities such as making artifftd®ls) and
using them to act on other objects and the enviemtim

* Agents develop an ability to create and use ereloiod
concepts. By embodied concepts we mean internaéssta
grounded in sensory-motor experiences that idemifycial
aspects of the environment or of the agent/enviemiai
interaction. Such concepts mediate the agents’ mettions
and are used in communication with other agentsy Tan be
organized in hierarchical representations, suclerabodied
semiotic schemata, used to plan interaction witle th
environment. Furthermore, embodied concepts cao bés

the construction of actioinfluenced through social and linguistic interantio

* Agents develop social, behavioral and communieati
skills through mechanisms of social learning suslnatation.
Interacting with other agents enables the agentshare
attention on a particular object or situation inder to
cooperate, and to benefit from social adaptatiothefpartner
in order to learn new skills and acquire embodieacepts.

» Agents develop linguistic abilities that alloweth to
represent situations and to communicate complexnimgavia

human-robdédnguage. They learn relationships between souad$ons

and entities in the world. These relations will ifitate the

robotics approach to action ardiscovery of word meaning and are a precursor amngratical

comprehension and production. More advanced

inspired approaches to mental development. For pkam communication skills develop based on the comtbnatf

computational neuroscience approaches to
development invoke the simultaneous considerationearal
development constraints and how these affect emimrdiand
cognition factors (Mareschal et al. 2007; Westemmant al.

2006; Weng and Hwang 2006; Weng 2007). For examplepnceptual
neurocomputdtiondevelopment  of

Sporns (2007) discusses in detail
approaches to studying the role of neuromoduladiah value
system in developmental robotics.

In short, a complete, embodied cognitive systemeisded
in order to develop communication skills. The arcdyskills
that are necessary to achieve this goal spansatige rfrom
sensorimotor coordination, manipulation, affordatearning
to eventually social competencies like imitationdarstanding
of the goals of others, etc. Any smaller subsetthedse
competencies is not sufficient to
language/communication skills, and further, the eliggment
of language clearly bootstraps better motor andrdéince
learning and/or social learning. The fact that thgent
communicates with others improves the acquisitibrotber
skills. By interacting with others agents receiveoren
structured input for learning (imagine a scenaridearning
about the use of tools). Generalization across dwnia also
facilitated by the ability of associating symboktructures
such as those of language.

To follow such a vision, it is necessary to aim the
development of cognitive robotic agents endowech vifte

develop proper

cognitiyeviously-developed embodied concepts and thelalewvent

of symbolic and syntactic structures.

e Agents are able to integrate and transfer knogded
acquired from different cognitive domains (perceptiaction,
and social representations) to suppbe t
linguistic communication. The co-
development, transfer, and integration of knowletigeveen
domains will permit the bootstrapping of the agembgnitive
system.

Action development Social development
(act on inanimate objects) (act on people)

\/

Conceptualization
(emergence of concepts)

]

Language
(emergence of)

Motivations
(exploration, curiosity)

Fig. 1. Connections between the various skills afegelopmental cognitive
agent. The focus on this paper will be on the aspeore closely related to
language and action development (boxes with coatisdines). The diagram
also acknowledges the additional contribution dfeotcapabilities related to
motivation and affective behavior (dotted box),ugb they will not be part
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of the core discussion in this paper.

Research on the further understanding and desigtiheof
above cognitive abilities in natural (children aadults) and
artificial (robots) cognitive agents can be cerdesgound four
key challenges:

(1) Understanding how agents learn and
compositionahkctions
(2) Understanding how agents learn and

compositionalexicons

(3) Understanding dynamics o$ocial interaction and
learning

(4) Understanding how compositional action and leg
representations ametegrated

In the following section (section 2) we first prdei a brief
overview of the state of the art in experimentadciilines
investigating embodied cognition
processing in natural cognitive systems (humansaanighals)
and the state of the art in artificial cognitivesms (robots)
models of language learning. This evidence on adéinguage
integration has important implications for the desiof
communication and linguistic capabilities in cogr@tsystems
and robots (Cangelosi et al. 2005, 2008) to pragbes/ond
the state of the art. Sections 3-6 will analyzedetail the
specific issues on the four sets of key challerrgepectively
for action, language, and social learning and fognitive
integration. Additional review of literature on thepecific
theoretical and empirical work on action, languagd social
learning will be included within the key challenggctions 3-7.
This will further support specific claims and prepts for
future developmental robotics investigations in tieéd. The
paper then concludes with the presentation of #search
roadmap and a description of key milestones.

Il. RELATION TO THE STATE OF THEART

A. Action and Language Processing in Natural Cognitive
Systems

Recent theoretical and experimental research aaraahd

(2003) review neuroscience evidence on neural lzde® of
nouns and verbs. They found a general agreemetiteofact
that the left temporal neocortex plays a cruci& fin lexical-
semantic tasks related to the processing of nolneseas the
processing of words related to actions (verbs) lire®
additional regions of the left dorsolateral prefedncortex.

represetierall, neuroscientific evidence supports a dycavigw of

language according to which lexical and grammatical

represegituctures of language are processed by distribnedonal

assemblies with cortical topographies that refléstical
semantics (Pulvermuller 2003). The mastery of finetor
control, such as non-repetitive action sequenceshiad in
making complex tools, is also seen as an abiligted to the
precursor of Broca's area in the modern brain, twhis
adjacent to the area that governs fine motor contrahe
hand. This is consistent with Rizzolatti and Arki{1998)
hypothesis that area F5 of the monkey's brain, e/tmairror

and  action/languagnheurons for manual motor activity have been idiif is

homologous to a precursor of Broca's area invohird
language processing and speech production and
comprehension.

This neuroscience evidence is consistent with grgwi
experimental and theoretical evidence on the rbraunding
of language in action and perception (Pecher andadw
2005; Glenberg and Kashack 2002; Barsalou 199®nl&rg
proposed that the meaning of a sentence is coietrury
indexing words or phrases to real objects or péuz@nalog
symbols for those objects, deriving affordancesmfrthe
objects and symbols and then meshing the affordannder
the guidance of syntax. The direct grounding ofjlage in
action knowledge has been recently linked to therami
neuron system (Glenberg and Gallese, in press)saRar
(1999) places similar emphasis on perceptual reptaton
for objects and words in his “Perceptual Symbolt&ys”
account of cognition. For Barsalou, words are aased with
schematic memories extracted from perceptual statésh
become integrated through mental simulators.

Developmental psychology studies based on emesgenti
and constructivist approaches (e.g. Bowerman andh&en,
2001; MacWhinney, 2005; Tomasello, 2003) also stppo

language processing in humans and animals cleaff,y of cognitive development strongly dependent the
demonstrates the strict interaction and co-depesglbatween . niribution of various cognitive  capabilities. he

language and actior.1 (e.9. Cappa and Perani,. 20@880&9  jemonstrate the gradual emergence of linguisticstcocts
and Kaschak, 2002; Pulvermuller et al. 2003; Ra#band it through the child’s experience with her socand

Arbib, 1998). In neuroscience, neurophysiology BUgatIoNS  ysical environment. This is consistent with cdigai
of the mirror neurons sy§tem (Fa@ga et al., 2@Mllese gt al, linguistics approaches (cf. Lakoff, 1987; Langack&®87)
1996) and brain imaging studies on language Prowess  here syntactic structures and functions, thatsismbolic
provide an abundance of evidence for intertwine®l@ge- g ctures in both lexicon and grammar, are cooeliin
action integration. For example, Hauk et al. (20088d fMRI . ~tarence to other cognitive representations.

to show that action words referring to face, arnbegractions Another area at the intersection between develotahen
(e.g. to lick, pick, or kick) differentially active areas along psychology and cognitive neuroscience that is eslevto

the motor cortex that either were directly adjacemtor cqgnitive and linguistic development is neurocamstivism
overlapped with areas activated by actual movenoérthe (Sirois et al. 2008; Westermann et al. 2007; Quantzl

tongue, fingers, or feet. This demonstrates thatréierential  gginowski 1997). This theoretical and experimefneahework
meaning of action words has a correlate in the smo@ic |, ;i5 5 strong focus on the role of embodiment amihkco-
activation of the motor and premotor cortex. Cappd Perani

IEEE Transactions on Autonomous Mental Development
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development during cognitive development. It coesidthe

sessions the interaction between the human usethanwbot

constraints that operate on the development of aheuis mediated by two types of linguistic informatiort)

structures that support mental representations explains

cognitive development as a trajectory emerging frtme

interplay of these constraints. This brain-inspiaggroach has
also been supported by computational models, thae lthe
potential to offer explanations of the interactiobstween
brain and cognitive development (Mareschal et &072

Westermann et al. 2006).

linguistic commands (e.g. “open right-hand”, “taddeject-x”",
“give-me object-y”, etc) that trigger contextuallydependent

or dependent behaviors, and (ii) ‘meta’ commands. (earn
macro-x”, “ok”, “wait”) that structure what the robis to learn

or regulate the human-robot interaction. In anothgreriment,
Dominey and Warneken (2009) designed robots able to
cooperate with a human user by sharing intentiotis lker in

All these studies on action-language integratiornveha a restricted experimental setting. This is achielvgdllowing

important implications for the design of communicatand

linguistic capabilities in cognitive systems andbaots

(Cangelosi et al. 2005, 2008). Amongst the varap@roaches
to design communication capabilities in interactizgents,
some provide a more integrative vision of language treat it
as an integral part of the whole cognitive syst&angelosi
and Harnad 2000). The agent’s linguistic abilitiee strictly
dependent on, and grounded in, other behaviors silld.

Such a strict action-language interaction suppotie

bootstrapping of the agent’s cognitive system, gagpugh the
transfer of properties of action knowledge to thiatinguistic

representations (and vice versa).

B. Action and Language Learning in Robots

the robot to observe the goal-directed behavioibédd by a
human and then to adopt the plan demonstrated doyighr.
The robot thus shows both an ability to determimal a
recognize the intentions of other agents, and dityaio share
intentions with the human user. These two skille at the
basis of social learning and imitation in humarss peoposed
by Tomasello et al. (2005). These abilities havenbesalized
by providing the robot with a model of the enviramt the
possibility to represent intentional plans congtitu by
sequences of actions producing specific effectd,tha ability
to recognize actions and to attribute them to it itself or
to a human agent.
Weng (2004) designed a developmental learning

architecture that allows a robot to progressivetpamd its

Recent models from cognitive robotics research haghayioral repertoire while interacting with a humtsainer

addressed some of the issues described abovepatribated
to the identification of the open research chakengn
language and action research. Before we discudstail the
key challenges, we review a few of the most intérgs
contributions.

Deb Roy (2005; Roy et al. 2004) propose the use
conversational robots able to translate complexkepo
commands such us “hand me the blue one on yout” iiigfio
situated actions. These robots are provided witboatrol
architecture that includes a three-dimensional madethe
environment (which is updated by the robot on thsid of
linguistic, visual, or haptic input) and sensorytarocontrol
programs. This model is consistent with the notibschemas
proposed by Piaget (1954), in which the meaningi@fds is
associated with both perceptual features and npiogram.
For example, the word ‘red’ is grounded in the mqimgram
for directing active gaze towards red objects. Birlyi, the
word ‘heavy’ is grounded in haptic expectationsoasxted
with lifting actions. Objects are represented asidies of
properties tied to a particular location along veticodings of
motor affordances for affecting the future locatioh the
bundle.

that shapes its behavior. Different learning meshacke used,
including learning by demonstration (in which tlubot learns
while the trainer drives the robot’'s actuatorsjnfacement
learning (in which the robot learns through a farhirial and
error process guided by the positive or negativediback
B?ovided by the trainer), and language learningw{irich the
robot learns to associate the current sensorysstatihie action
triggered by the trainer through language commaandd,also
learns to anticipate the next sensations and atiofhe
approach proposed by Weng is inspired by animahieg,
neuroscience evidence, and cognitive science modiefsng
to be general enough to be task independent di.allaw the
robot to learn any type of task through the sananiag
methods). This architecture has been successfully
implemented, for example, in an humanoid robot st
learns to associate four language commands to four
corresponding context-independent behaviors, tleanns to
associate a fifth language command to a compositiora
consisting of the execution of the four behaviocsuired
previously in sequence (thanks to the mediatioth@fuser that
trains the robot by producing the four correspogdanguage
commands after the fifth command), and (eventuatiylbe

Dominey, Mallet and Yoshida (2009) designed robotigyie o extinct one of the previously acquired tieas to

experiments with robots that, in addition to reagtito

language commands as a result of negative feedipackiled

language commands issued by the user (which mggﬁ{/the user (Zhang and Weng, 2007).

predesigned control programs), are able to acaquir¢he fly
the meaning of new linguistic instructions, as wall new
behavioral skills, by grounding the new commands
combinations of pre-existing motor skills. This ashieved
during experimental sessions in which the humam asd a
robot try to cooperatively achieve a shared goatiiy these

Sugita and Tani (2005) developed a model in whicbbet
_acquires the ability to both translate a linguistienmand into
'Bontext-dependent behaviors, and an ability to seuences
of sensory-motor state experienced while produ@ngiven
behavior into the corresponding verbal descriptioktore

IEEE Transactions on Autonomous Mental Development
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specifically a wheeled robot, provided with a 2D&# and a
CTRNN controller, is trained through a
demonstration method to carry out behavioral angulstic
tasks that consist respectively in: (i) interactmith the three
objects presented in its environment through trecetton of
three different types of behaviors such as “ingicaiject-x”,
“touch object-x", and “push object-x", and (ii) p@ssing the
corresponding language commands such as prediténgext
word forming the corresponding sentence. The tvestaare
carried out by two different modules of the newaintroller.
However these modules co-influence each other giv@ome
shared neurons (called parametric bias) that areedoto
assume similar states during the execution of wee related
tasks. At the end of the training process the rabaws an
ability to translate the language commands into
corresponding situated actions as well as an abdigenerate
the right language output when the robot is forttepgroduce a
given behavior. The fact that the robot reacts apately to
sentences never experienced during the trainingcess
moreover, demonstrates how it is able to reprebentneaning
of words and the corresponding behavior in a coitiposal
manner.

Steels, Kaplan and Oudeyer have studied the atiquisif
language in both developmental contexts (Steelskamlan
2000; Oudeyer and Kaplan 2006) and evolutionaryades

learning byreference)

transformation circuits (i.e. changing coordinatesrame of
revealed a deeper
characteristics. This deeper structure includestisemisory
neurons (e.g. visuo-motor in F5, visuo-haptic-piageptive in
F4), generalization (the same neuron fires irrehpeof the
effector used), and compositionality (differentasepecialize
to different goals —reaching, grasping, etc.— nathan just
reflecting a generic somatotopy. This is not a lIsing
homunculus, but rather multiple representationghef body
with respect to the different action goals. Modityawas
discovered in the cerebral cortex but also dowth® spinal
cord. In a recent experiment (Borroni et al. 20(f&) so-called
“motor resonance” effect has been demonstrated) ubim H-
reflex technique of the peripheral nerves and ti@msal

thmagnetic stimulation (TMS). Additional experimengsich as

those in Sakata et al. (1995) showed a link betwten
“shape” of objects and the actions that can subdéss
manipulate these objects. Further Gallese et ad9q)L
observed neurons in the premotor cortex (area Fighafire
selectively for certain combinations of grasp tyel object
shape (F5 canonical neurons). It seems that thie brares a
“vocabulary” of actions that can be applied to ckgeand the
mere fixation of a given object activates potentrator acts
even if, the monkey in this case, did not move.

This new evidence generated a surge of interefidimy

(Steels 2005b). For example, Oudeyer and Kapla®gR0 the cognitive sciences on one side and, the rabotmmunity

investigated the hypothesis that children
communication as a result of exploring and playiith their
environment using a pet robot (Sony AIBO robot)nsec@. As
a consequence of its own intrinsic motivation, tfudbot
explores
communicative activities and then discovering tkarhing
potential of certain types of interactive behavidrhis
motivational capability results in  robots
communication skills through vocal interactions heitit
having a specific drive for communication.

The following sections will discuss in detail theeyk
research challenges for cognitive robotics mode&ction and
language integration, also referring to additioffitdrature
work addressing the specific research issues.

Ill. KEY CHALLENGE 1: LEARNING AND REPRESENTATION OF
COMPOSITIONALACTIONS

The investigation of grasp-related functions in ltinain and
the successive discovery of the mirror neuronsegyshave
changed the perception of the importance of maatmd and
its relationship to speech (Rizzolatti and Arbib 9&%8
Although, the mirror neuron system is the quinteSaé
example of this changed understanding of the néwysiplogy
of action, the study of the control of action i iéntirety
revealed modularity and compositionality as keyrelsts of
flexible and adaptable behavior generation (Mussddl and
Giszter 1992; Mussa-lvaldi and Bizzi 2000; Rizztlat al.
1997; Graziano et al. 1997). The important poinehe that
areas of the brain that were considered as mesogamtor

discovarn the other (see Clark 2001 for a summary). Caschige

that of Gibsonian affordances started to be comstiend
modeled in robotics (Metta and Fitzpatrick 2003) #me links
between imitation and manipulation were exploreun(8ons

this environment by focusing first on nonand Demiris 2006; Metta et al. 2006). In this respthe link

between internal models, prediction, and the atitimaof a
mirror-like system was approached in many diffengays by

acquiringusing most disparate models (Oztop et al. 2006tit&d. 2006,

to name a few). Clearly, this effort is even magkevant given
the special relationship between mirror neurons)ipudation
and language (Fadiga et al. 2002). In the expetilmgiradiga
and colleagues (2002), it was possible to measupéorm
effects when listening to words of different catege in strict
congruence with the muscular activation requiregramounce
the same set of words, which provides evidence tifar
presence of a speech-mirror system in humans akithe
grasp mirror system of the monkey. A more recepeerent
confirms these findings and enters into the detdithe motor
resonance effect depending on the phonology vethas
frequency of words (Roy et al. 2008). The resultidate that
rare words require a stronger activation of therter cortex
as if the increased difficulty of the task requirekance on the
premotor activation and, conversely, common worde a
recognized because of a consolidated and largebeumf
cues which lower the premotor cortex activation.

Further,
pervasiveness of this principle in several domaimnsluding
reaching (e.g. Graziano et al. 1997; Fogassi etl896),
attention (Craighero et al. 1999), and motor imgger

IEEE Transactions on Autonomous Mental Development
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(Jeannerod 1997) to name a few. It remains to bsidered
that none of these skills is innate, but rathery tdevelop
through experience and in many cases require deyeaas
before reaching maturity (von Hofsten 2004). Aspéelite
prediction (prospective behavior) and explorativel aocial
motives have to be considered in motor learningesithey
seem to be crucial also for the engineering of adajystems
in any meaningful sense. In this respect, it sedhat

development that are compatible with this scenarid reject
those that are mere engineering shortcuts. Inqodeti, two
core properties of biological motor control systerase
considered: compositionality and generalization.
Compositionality refers to the ability of exploitinthe
combinatorial explosion of possible actions for atiy a
space of expressive possibilities that grows exptaléy with
the number of motor primitives. The human motonesysis

newborns are sensitive to their own and other's omotknown to be hierarchically organized (with primés/

movements and use these to assess social cuesxdmple,

motion during eye gaze and human facial expressionsised
in judging social interaction (Moore et al. 199%ri®ni et al.

2004). Children use these early sensory commodities
bootstrap cognitive development, which includesangkills.

They subsequently go through an extensive period
exploration and development guided by various naditivis

(including the motivation of exercising the motoystem,

known as “motor babbling”). This leads to the asdign of

several motor skills like the ability of directingaze, of
coordinating head and eye movements, of coordigageze
and attention together with reaching and eventualfy
manipulating the external world via grasping (vowfsten

2004).

In the light of these results, modular motor cohtiar
articulation is a prerequisite for speech in humamsl it can
be certainly considered as a prerequisite for $pedso in
artificial systems. This follows in some sense dpproach of
Liberman and Mattingly (1985) who first formulatéide so
called “motor theory of speech perception”, whicksvexactly
proposed because of the difficulty of performingifigral
speech recognition (ASR) entirely on acoustic asialyMotor

implemented as low as at the spinal cord level) @ni
simultaneously adaptive in recombining the basimiives
into solutions to novel tasks (via sequencing, satfon, etc.).
The hierarchy is implemented in the brain by expigi
muscle synergies as well as parallel controlleraching
different degrees of sophistication apt to eithddrass the
global aspects of a motor task or the fine contequired for
the use of tools (Rizzolatti and Luppino 2001).

The aspect of generalization is equally cruciakefers, in
this context, to the ability of acquiring (read rfeiag) motor
tasks by various means, using any of the body teffecand
even via imagination of the motor execution its@f for
example in Jeannerod 1997). Naively, one could nassa
common representational framework defined in somlmk t
independent system of coordinates. However, asdhge time,
neuroscience seems to be indicating that repressntés
effector-dependent (Fogassi et al. 1996). Thisléarty a
question that needs to be addressed with links &mym
different aspects of the representation of lingeisbnstructs
(e.g. actions vs. the description of actions).

In artificial systems, this translates into thelizsdion of a
modular controller which, on the one hand, combmémited

activation and sensory processing seem to be deeglt of motor primitives in realizing global contrstrategies,

intertwined in the brain (not only in the premotoortex).

Conversely, in robotics, it was possible to dematst an
improvement due to learning in multisensory (seinsotor)

environments (Metta et al. 2006; Hinton and NailO&0
Manipulation plays a pivotal role in this picturgharing a
similar “grammatical/hierarchical” structure witanguage but
also owing to the close homology between F5 innttmakey
and Broca’s in humans (Rizzolatti and Arbib 1998).

The next sections will highlight and discuss sonfighe
main open research issues in action learning trethaghly
relevant to future cognitive robotics research.c8mally, the
focus will be on (i) the properties of generaligati and
compositionality in action development, (ii) thesuss of
recursive and (iii) hierarchical motor represemwtasi (iv) the
issues in embodied concept representation anchévjrental
representation of concepts during development. d hesearch
issues will then be used to identify specific mibe®s on
action learning in the roadmap.

A. Generalization and Compositionality

and on the other, learns to finely move single degrof
freedom to affect particular complex motor mappitgmilar
to what happens in the brain between the contfekt&fd by
the premotor cortex versus that generated by thmapy
motor cortex). Simultaneously, the adaptation asiiiration
of bodily parameters must be considered both on the
developmental and on the single task/session tahest is
then particularly important that artificial systersisow these
properties if their motor controller has to fornswtable basis
for further development in more higher-order caoggit
scenarios such as language.

One interesting topic of research concerns theteteof a
generic endpoint for subsequent actions (motor riaxae)
and fast adaptation to disturbances (changes irandigs,
weight, etc.). One example of flexibility in humais the
possibility of dynamically select the end point Eubsequent
tasks and reducing/increasing the number of degies
freedom employed given the precision, noise, ankerot
parameters required (e.g. imagine how humans reduee
number of degrees of freedom by laying objects aiakde

The development of complex action and manipulatiofnen precision is required such as in insertingraad into a

capabilities constitute the foundation for the d$yooous
development of motor, social and linguistic skifar this it is

fundamental to identify the characteristics of amti

needle). This flexibility in choosing the effectir use seems

. fundamental to adaptability and relates to theterize of a

IEEE Transactions on Autonomous Mental Development
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peripersonal sensorimotor space (Fogassi et a6)18&other
example of flexibility in humans is in adapting axdded
perturbations (e.g. increased weight or changedrmics). In

the latter case, the motor system adapts aftew aéeen trials
and does it by estimating and modeling the chanfe
dynamics maintaining a very energetically efficiemgntrol

strategy (for example see Lackner and DiZio 1998).

B. Recursive and Hierarchical Primitives

As previously pointed out, motor and linguisticllskshare
a relevant structure. Specifically, the modularamigation of
biological motor systems has been shown to be based
hierarchical recursive structures which have lisgai
analogues in grammatical/syntactical structures.

Primitives have been identified in the spinal cofdfrogs
and rats, thus revealing that a modular structuisteat the
movement execution level (the lowest level in thetan
hierarchical structure). Interestingly these moduiave very
simple combinatorial rules (linear superpositiof)ich have
led to interesting applications (Wolpert and Kawa$98).

Higher hierarchical structures seem to play a afucile in
movement planning while still preserving a subgsint
modularity. As to this concern, there is evidence the
existence of individual cortical substructures vkhicode
increasingly higher movement related abstractidrsere is
evidence supporting the existence of structuresngodl)
hand kinematics (Georgopoulos et al. 1982), (2)cifipe
action goal, timing and execution (Rizzolatti et 2988), (3)
movement sequencing (Carpenter et al. 1999), (duali
action descriptions (i.e. actions which do not haveoncrete
goal yet) (Nakayama et al. 2008) (5) object affoda in

As to bottom up approaches, one of the first to tioans
LeNet, which uses a convolution network with muétiayers
for handwritten digit recognition (LeCun et al. 199 More
recently, Serre et al. (2007) have developed a otatipnal
model of the lower levels of the visual cortex. 9model
alternates levels of template matching and maxinp@oling
operations, similar to the role of simple and cawptells as
found in the visual cortex (Hubel and Wiesel 1962his
model has shown excellent performance on immediate
recognition benchmark problems, whereas extenstmse
been used for action recognition (Jhuang et al7p@6d facial
expression recognition (Meyers and Wolf 2008). The
underlying principle of these systems is to gralguialcrease
both the selectivity of neurons to stimuli alongthwitheir
invariance to (2D) transformations in a series aicpssing
levels (Giese and Poggio 2003). Further, the réaefield of
the neurons increases along the hierarchy. In tefthese
hierarchies serve to extract relevant features ftben data

stream and to combine these in compact, high level
representations.
Besides having a biological foundation, hierarchica

architectures are also believed to have computation
advantages over single layered architectures. Hieical
architectures trade breadth for depth and can d¢hiealy
achieve a logarithmic decrease in the number oframsu
needed to learn certain tasks (Bengio and LeCur?,20@ih
and Hinton 2009). However, hierarchical architeesurare
notoriously hard to train and may therefore notcheap to
their full potential. Hinton et al. proposed a nblearning
method for deep belief networks, which is a variaa multi-
layered neural network, to address this problenmt@i et al.

terms of correspondences Dbetween object and moidne) |n this method each layer is trained seplrab output

prototypes (Murata et al. 1997) and (6) movemeobgaition
(Gallese et al. 1996) (Rizzolatti et al. 1996).

At present, the rules governing the combinationlitierent
action executions have been widely studied and Hzeen
successfully applied in the area of motor cont@inversely,
the rules governing the combination of goals inicact
planning appear to be more complex and not yet tetelp
understood. Remarkably, these rules seem to beafueutal
in order to fully exploit the properties of compamnality and
generalization embedded in a modular architecMgeover,
the “definition” (here to be understood as “devehgmt”) of
suitable compositional rules appears to be an ideatlidate
for providing theoretical insights into the intetjoa of action,
social and linguistic skills

C. Hierarchical Learning

The observation that the brain uses
organizations in various sensory and motor systdras
inspired the development of similarly organizedifiaiél
systems. Essentially, two different approaches hheen
followed within this context: a bottom-up approaehich falls
within the mathematical framework of function apgnoation
and a top-down approach based on the propertiggeahotor
output.

hierarchick

a compact and sparse representation of its ingsttilelition.

Only the most relevant aspects of the input distiiim remain

at the top level, therefore facilitating generdiiza. If used in

the opposite direction, i.e. from output to ingben each layer
will attempt to reconstruct the original input frahre compact
output representation. An interesting direction foovel

research is to apply these hierarchical learninghaus for

motor control.

In contrast to bottom up approaches, top down subres
are based on the input/output properties of theomejgstem.
As to this concern, one of the most interestingotégcal
results has been proposed by D. M. Wolpert in taméwork
of multiple paired forward and inverse models (Wrtpand
Kawato, 1998). By devising a modular structure Whias
strong similarities with the modularity present ithe
prebellum, it was proposed that multiple forwand &nverse
models can be simultaneously learnt in order tor@pmate
complex sensory motor mappings (module learnindplpro).
Interestingly it was observed that the problemtajasing the
correct subset of inverse models to handle theentigontext
(module selection problem) can initially be solvéxy
exploiting forward model predictions. Simultanegqushese
predictions can be used to train suitable respditgib

IEEE Transactions on Autonomous Mental Development
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predictors which can be used later to solve thecsien
problem by exploiting contextual cues only.

New research in cognitive robotics should focus tbe
acquisition of hierarchical and compositional atsioTypical
experimental scenarios might involve robotic agehtt use
proprioceptive and visual information to activelyptore the
environment. This will allow agents to build embedii
sensorimotor categories of object-body interactidxgually,
such trials have been demonstrated in (Yamashith Tami
2008). It was shown that a humanoid robot can Idarn
generate object manipulation behaviors in a contiposil way
by self-organizing functional hierarchy by whichettower
level primitives such as
sequentially combined in the higher level by uitiliz inherent
time constant differences in the employed dynamécral
network model. However, the experiment was limitedts
scalability and lacked developmental aspects. [Sawdies
should include more advanced experiments to look
developmental processes of acquiring manipulatictioa
patterns based on combination and sequences ofmeoNs.
For example, new robotics experiment might stadmfr
situations in which robot agent learns to use d {(eog.
“stick”) to push an object. Other tasks might imdua cascade
of inter-dependent actions, such as making a comeptmsol
(e.g. combine a stick with a cuboid object — ashie handle
and head of a “hammer”) and using this tool onialtbbject
(e.g. to crack open a spherical object — “nut”)skscan be
inspired by object manipulation and tool making/abserved
abilities in primates and humanoids, and theirti@hship with
the development of linguistic capabilities (e.griGlis 2002;
Greenfield 1991). A possible starting point couédtb attempt
object manipulation in order to get an agent tateelone
object with another in a particular combination, eayoung
infant would (Tanaka and Tanaka 1982). In conjumctivith
the research undertaken by Hayashi and Matsuza®d@8)dn
the development of spontaneous object manipulaticapes
and children, language experiments can focus ofotlmving
tasks: (i) Inserting objects into correspondingesain a box;
(i) Serializing nested cups; (iii) Inserting vausly shaped
objects into corresponding holes; (iv) Stacking wipoden
blocks. A first instance of the experiments coukd dble to
isolate the agent from the human, so as to letlibate its
joints and hand-eye coordination,
form/shapes and moving objects. The second partdnme to
introduce the agent to a “face to face” situatidmere a user
would use linguistic instructions in order to expahe object
“knowledge acquisition”, taking the form of somendi of
symbolic play.

D. Embodied Learning of Representation and Concepts

A fundamental skill of any cognitive system is tiality to
produce a variety of behaviors and to display thlealvior that
is appropriate to the current individual, socialjteral and
environmental circumstances. This will require dgefil) to
reason about past, present and future eventso(®)ediate
their motor actions based on this reasoning proaeds(3) to

communicate using a communication system that share
properties with natural language. In order to dis,thobots
will need to develop and maintain internal catecgristates,
i.e. ways to store and classify sensory-motor mégion. To
properly interact with the objects and entities fhe
environment, agents should possess a categoriceégi®n
ability which allows them to transform continuougrels
perceived by sensory organs into internal statesnt@rnal
dynamics in which members of the same categorymilse
one another more than they resemble members ofr othe
categories (Harnad 1990). These internal statesearalled
“embodied concepts” and can be considered as epaDNS

touch/liftfmove objects e ar grounded in sensory-motor experiences that iderifycial

aspects of the environment and/or of the agent/emriental
interaction.

In the literature there are two orthogonal appreacto
representing concepts in artificial systems: onenroonly
khown as the symbolic approach, the other as thsysubolic
approach. In the symbolic approach, conceptuatnmdion is
represented as a symbolic expression containingrsiee
expressions and logical connectors, while in thesgmbolic
approach concepts are represented in a continumuaid, for
example in connectionist networks or semantic spgoé
Gardenfors, 2000). Both approaches serve theirgserpbut
none seems to resonate well with human concepatializ
Humans use symbolic knowledge in representations fo
communication and reasoning (Deacon, 1997), busethe
symbols are implemented on a neural substrate,iwhiaon-
symbolic and imprecise. There have been few attenpt
reconcile both, and new research should focuseati¢isign of
a conceptual representation which has the precisfdigic
symbols, but the plasticity of human concepts. This
representation should also support the acquisgfoconcepts
through embodied sensorimotor interactions.

Embodied concepts can be immediately related tsosgn
or motor experiences, such as motor action conaapitsual
shape/object concepts, in which case we call therogptual
concepts. On the other hand, concepts can alsodiedtly
related to perceptual input, in which case we ttain abstract
embodied concepts (e.g. Wiemer-Hastings and Xu ;2005
Barsalou 1999). These concepts are typically hiaieal
constructs based on other abstract concepts arcbpieal

recognizing coloiconcepts. Categories, in our approach, will be dase

commonalities and structure of concepts that exasteng
items (cf. Rakison and Oakes 2003).

In line with a dynamical system view of cognitive
development (Thelen and Smith, 1994), embodied eymisc
should be conceived at the same time as pre-réegiifsir the
development of behavioral, social, and communieaskill
and as the result of the development and co-der@ap of
such skills. In this respect, the development ofedied
concepts might play the role of a scaffold whiclaldes the
development of progressively more complex skills.

An important challenge for cognitive robotics tremnsists
in identifying how embodied agents can develop and

IEEE Transactions on Autonomous Mental Development
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progressively  transform  their = embodied
autonomously while they interact directly with tpbysical
and social environment (without human interventiand
while they attempt to develop the requested behalvikills.
This objective can be achieved through experimstitdying
different aspects of categorization and concephétion, with
the goal of progressively integrating into a singletup
categorization aspects previously studied in ismhatThese
experiments require that the robot is left compyefece to
determine how they interact with the environmenbider to
perform the categorization task. For example, atrplaced in
front of objects (one at a time) varying with resipto their
shape, size, and orientation will be trained far Hbility to
categorize the shape of the object by producirfgrifit labels
for objects with different shapes. The robot widl kewarded
on the basis of its ability to label the shapehaf bbject and
will not be asked to produce any specific behavier. it will
be left free to determine how to interact with tigects).

The goal of this research methodology is twofolsh @he
side, these experiments can pose the basis fanthstigation

conceptaction can facilitate or enable categorical peroapt(ii) the

identification of how internal categories can beresented,
(iii) the identification of the adaptive mechanismhkich can
lead to the development of two interdependent skithe
ability to act so to favor categorical perceptiord ahe ability
to categorize perceived sensory-motor information
codetermined by agents’ motor behavior).

Another important focus of future research on enimbd
concept learning and representation regards thelaj@went
of abstract perceptual categories based on regetari
distributed over time. The regularities that can used to
categorize  functionally different  agent/environnant
circumstances are not necessarily available witnisingle
sensory pattern and often require an ability toegrdte
sensory-motor information through time. Considerérample
the problem of grasping objects of different shapasthe
basis of tactile information or the problem visyatcognizing
an object by visually exploring it through eye mments. To
functionally categorize the nature of these agawmifenmental
situations, the agent should take into accountaspich as

of more complex experimental scenarios in which ththe duration of an event or the sequence with wiHifferent

development of an ability to linguistically categmr selected
features of the environment will be integrated withe
development of an ability to display certain bebaai and
social skills. On the other side, these experimestanarios
can be used to study the role of active categopeateption
and the role of the integration of sensory-motdorimation
over time.

Active categorical perception refers to the faett h agents
which are embodied and situated, the stimuli wisich sensed
do not depends only on the structure of the enwemt but

events occur. This problem is further complicatgdthe fact
that regularities that should be integrated oveetmight be
distributed at different time scales (e.g. rangifipm
milliseconds, to seconds or minutes). Recent rebeir this
area has demonstrated how robotic agents can shabes
develop categorization abilities and abstract pered
categories provided that certain pre-requisites anet
(Wolpert and Kawato 1998; Nolfi and Tani 1999; Tamd
Nolfi 1999; Beer 2003; Sugita and Tani, 2005; ltalk 2006;
Gigliotta and Nolfi 2008; Yamashita and Tani, 2008hese

also on the agents’ motor behavior. This impliest th studies also provide useful hints which might heip to

categorization is an active process that requie3: the
exhibition of a behavior which allows the agentexperience
the stimuli that provide the necessary regularities
perceptually categorize the current agent/envirgriatestate,
and (b) the development of an ability to internahaborate
the experienced sensory states. The ability todioate the
sensory and motor process, however, does not ephgsent a
necessity but also an opportunity, since the poggito alter
the experienced sensory stimuli might significarglynplify
the perceptual categorization process or might lEadhe
generation of the regularities that are necessapgtceptually
categorize functionally different agent/environnatrsituation.
The goal of this set of experiments, therefore| bd that to
identify how such possibility can be exploited, hdtgh
pioneering research in this area has provided itapor
theoretical contributions (Chiel and Beer 1997; esehet al.
1998; Pfeifer and Scheier 1999; Nolfi and Flore&aO0;

identify the characteristics of the developmentakpss and of
the robots which represent a pre-requisite for ahdity to

develop abstract concepts. However, whether and thege
models can be scaled to more complex scenariosingraa

open question which deserves further investigations

E. Social Learning of Concepts

In order to understand how humans represent kngeled
much can be learned from studying how infants aodng
children acquire concepts. There are many expetahen
studies and theories on concept acquisition in gothildren
(Rakison and Oakes, 2003). Children, for exampiepley a
number of strategies to facilitate concept acqoisjtsuch as
mutual exclusivity, where a word is only relatedotme object
in a context and not to others (Markman, 1989), tloe
preference to bind unfamiliar words with unfamilgrceptual
input: the novel name novel category principle (Merand

O'Regan and Noé 2001; Keijzer, 2001) as well as fefgertrand, 1994). Also, language seems to play eiartole in

preliminary demonstrations of how artificial embediagents
can develop active categorization skills (Nolfi akidrocco
2002; Beer 2003; Nolfi 2005), some themes still etes
substantial further investigations. In particulapen questions
concern: (i) the identification of the modalitiesttwwhich

concept acquisition. Although linguistic relativism-the

interaction between language and thought— used to be

controversial, recent studies have convincingly wshahat
language and conceptualization do interact in a bmunof
different domains, such as time, space and cotorgkample
(Boroditsky 2001; Gilbert et al.,, 2006; Gumperz and
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Levinson, 1997; Roberson et al., 2005; Winawei.e2807),
but see Pinker (2007) for a critical note. Althbuthe
evidence for the interaction between language amdepts is
convincing, it is only recently that the importarafelanguage
for the acquisition of concepts has been noted.i @hal.
(1999), for example, show how young children (18¥&ths)
are already sensitive to linguistic concepts faacgp(see also
Majid et al., 2004). This does not tell whetherddtan actively
use language to acquire concepts. However, XuPéllows
how 9-month olds use of language can play an iraporole
in learning object concepts and more recently, kdtin Hu
and Cohen (2008) show how linguistic labels plagaasal
role in concept learning of 10-month olds.

In the tightly controlled experimental settings albove
mentioned psychological studies, children are esgoto
unidirectional communication: objects and lingwidtibels are
presented to the infants and they induce concepis these
experiences. These experimental conditions howeeenot
reflect reality, where children and caretakers gega a rich
interaction with joint attention, referential andhdéexical
pointing, and implicit and explicit feedback. Itégpected that
rich, cultural interaction is essential to cognitiéromasello,
1999). New research should explore the influenceridf
interaction on the mental development of robotdads been
argued and, to a certain extent, it has been ewpatally
shown that this tight interaction is bi-modal, ilwinog both
language and action and that this occurs from aly eae.
Locke (2007) reports how 16.5-month old infantsidigantly
join vocalizations and referential points, whichulb suggest
an integrated system.

Concerning the mental representation of categosied
concepts, it is important to first distinguish betm categories
and concepts. For the pragmatic purposes of dewsotal
robotics and cognitive systems, categories are asetirectly
related to perceptual experiences and conceptgyhsrievel
representations, based on categories, but possgaydeduced
from contextual information without necessarily figpirelated
to perceptually grounded categories. Categorization
artificial intelligence and by extension in recectgnitive
systems work has often been considered to be a\isgpa
learning task (e.g. Ponce, 2006), whereby pairsstofiuli
(often images) and labels are offered to a learaiggrithm.
In recent years progress has been made in thesespagion of
images, using either local or global features, amdthe
learning algorithms. However, nearly all focus oasgive
learning of categories and concepts from annotedted (cf.
however (Oudeyer, 2006)). Future research in devedmtal
robotics could explore active learning, in whick tearner (in
this case the robot or cognitive system) engagesdyad with
its caretaker and actively invites the caretakeroffer it
learning experiences while at the same time usiagaretaker
to refine categorical and conceptual knowledge.sTiki an
extension of classical symbol grounding (see Hari&90).
Instead of meaning only being defined in perceptibobjects
in the environment, social and cultural interactibas an

equally important influence on meaning. This is \knoas
extended symbol grounding (Belpaeme and Cowley,7R00
The cultural acquisition of categories has beenloggd in
simulation and robotic environments (see for exangpteels,
2006; Vogt, 2003) and close parallels have beeredot
between simulated cultural learning of words antkgaries
and human category acquisition (Belpaeme and BR2§85;
Steels and Belpaeme, 2005). However, while extesgatbol
grounding has not been explored in environmentsliing
both humans and robots (although see Roy, 2005&hr&e
Lopes and Chauhan, 2007), this offers an excitppyoaunity
for cognitive systems research, with a possibleaichpn other
disciplines, such as semantic web research andniation
search technology.

IV. KEY CHALLENGE 2: LEARNING AND REPRESENTATION OF
COMPOSITIONAL LEXICONS

In this section we outline what we see as the nngsortant
challenges for automatic language learning in dognrobots.
Amongst the various aspects and level of analys&nguage
(e.g. phonetics, lexical-semantic, syntactic andgpratics),
the discussion below will mostly focus on the issuglated to
the acquisition of meaning and words and the dewveéntal
emergence of syntactic constructs. This restridtmzlis is
justified by the main aim of the paper on the moudglof
lexicons acquisition in developmental robots. Wgibevith a
necessarily brief sketch of what needs to be madelemawing
on state-of-the-art accounts of language acquisitio
cognitive linguistics and developmental psychol@dA). In
section 1V.B, we turn to the question of how théisdings can
inform experimental research in developmental riokot
Section IV.C then presents theoretical and expetiatéssues
on acoustic packaging of action and language krdydein
robot-directed speech, as well as adult- and dhilgeted
speech.

A. Language Acquisition: Insights from Linguistics and
Psychology
Recent empiricist approaches to language acquisiiid.
Tomasello 2003 and Goldberg 2006 for surveys) have
amassed considerable evidence that natural languagg be
learnable without the aid of substantial langugmecsic
cognitive hardwiring (‘Universal Grammar’). Key @imgs of
this ‘usage-based’ approach to language acquisiéiiate to:
e the crucial role of general cognitive skills ofltowal
learning and intention reading;
e the grounding of language in both sensorimotor
embodiment and social interaction;
e the significance of statistical learning and the
distributional structure of children’s linguistieput;
¢ the item-based nature of early child language;
e the gradual emergence of grammatical abstractions
through processes of schematization.
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Given a sophisticated capacity for statistical hésgy (cf. disproportionately heavy use of a single prototgpieerb in
Gobmez 2007 for a recent review) as well as the lrcu the pattern; cf. Goldberg et al. 2004; Zeschel &isther,
structural properties of the specialized linguigtijgut that they 2009). At the same time, when it comes to the qoestion of
receive (Pine 1994; Snow 1994), children are asdutoe precisely how and exactly when specifically whidhds of
acquire complex compositional grammars through griegal abstractions are formed during language developnmahy
schematizations over a massive body of memorized adetails of learning-based approaches to languagaisition

categorized chunks of linguistic experience. Gradhth a set
of specifically human skills of social cognitionsifared
intentionality’; cf. Tomasello et al. 2005) and sy
interwoven with aspects of general cognitive depelent, the
emergence of grammar is thus described as a sldwradlual
transition from rote-learning lexical formulae (bphrases) to
increasingly abstract (pivot schemas, item-basedtoactions)
and ultimately fully schematic grammatical resosrabstract
constructions, i.e. maximally generalized morphtesytic
rules). Syntactic categories of adult language
‘determiner’, ‘verb phrase’, ‘infinitival complemerclause’
etc.) are assumed to have no correlate in earlyndea
grammars but only to arise during ontogeny (cowttar the
‘continuity assumption’ of nativist linguistic thaes; cf.
Pinker 1984). Strictly speaking, it is in fact ragsumed that
the learning process ever reaches an unchangiraj tate’ at
all — instead, linguistic knowledge is seen as tatly
adapting to experience, and it is not assumedstieakers will
always extract the highest conceivable generatinatirom the
data (Dabrowska 2004; Zeschel 2007). The co-existeof
massive regularity and likewise massive residu@lsighcrasy

in the system points to a cognitive architectureat th

redundantly represents both entrenched linguistemplars
(memorized tokens of linguistic experience thatsariciently
frequent) and schematizations over such exemplas
‘emergent’ generalizations that are immanent ietao$ stored
instances), thus spanning a continuum from condegieal to
abstract grammatical structure in a unified repreg@nal

are as yet unresolved. For instance, are genetalize
constructional schemas only formed after an initexh-based
phase of syntactic development, and possibly offlgr ea
certain critical mass of relevant ‘verb islands’shbaeen
acquired (Tomasello 1992; Akhtar 1999)? Or aregheeak’
representations of such generalizations from varjyeon in
development that just need to accrue salience éd¢fmy can
be evidenced in learner productions (Tomasello AbHot-
Smith 2002; McClure et al. 2006; Abbot-Smith et26008), or

. (e.grimitive semantic structures to be found in CDSatth

correspond in some way to the grammatical constmgtthat
are to be learned (Tellier, 1999; Fulop 2004; Satw
Saunders, forthcoming)? Is there a facilitatingeeff of
semantic similarity on schema formation (Tomas&l@00;
Morris et al. 2000)? Or is transfer of learningsimtax purely
form-based (Ninio 2005a, 2005b)? It is by modelsch
issues in appropriately designed artificial leasnéivat future
simulation studies and grounded robotic experimehtst
permit a systematic manipulation and full contrdl all
supposedly relevant variables can make a uniqu#ilotion
to language research within developmental science.

B. Application to Automatic Language Learning

Since the 1990s, there has been a sea change $othard
se of statistical, corpus-based methods in allasaref
computational linguistics, including the computatib
modeling of language acquisition. Work in this diel
constitutes a relatively recent addition to the hodblogical

format (Bybee 2006: Abbot-Smith and Tomasello 2006)'epertoire of developmental science (cf. Cartwrightl Brent

Crucially, due to the assumed tight feedback loepwvben
speakers’ linguistic experience and the elementssamcture
of their internalized linguistic systems, quantitat
distributional properties of the input take cerstage in usage-
based approaches to language acquisition.

We suggest that research in cognitive robotics Ishou

capitalize on this important aspect of the learrmpngpblem for
the design of psycholinguistically informed expesits.
Specifically, the design of learner input for suetperiments
should accommodate the following relevant insigimto
structural properties of child-directed speech (ED8e
linguistic input that children receive is considdya less
variegated (i.e. it uses fewer words and constustithan
speech directed at adults; cf. Cameron-Faulknat. &003), it
is highly stereotypical (words and constructions ased in
their most common senses/functions; cf. Karmilofida
Karmiloff-Smith 2001), it is heavily redundant (i.strongly
repetitive and reformulative; cf. Kiintay and Slohi#96) and
also distributionally skewed in terms of word-couostion-
combinatorics (i.e. abstract constructions are lfarized via

1997; Elman 2006; Kaplan et al. 2008), and it hasvided
support for several important tenets of usage-btssaties of
language and its acquisition (cf. e.g. Solan et 24105;
Borensztajn et al. 2008; Alishahi and Stevensor8208Iso in
the community of theoretical computational lingigist which
had traditionally seen the grammar learning probtembe
intractable without Universal Grammar in view of I&s
results (Gold 1967), biases in the data such asatiy found
in CDS are beginning to be recognized as factoet th
ameliorate learning difficulty (Adriaans 2001; (HaR004;
Elman 2006). However, the algorithms which suchrapphes
use to distil grammars from corpora are usually ooty
semantically blind, but also provided with certgiammatical
information from the outset (e.g. part-of-speechadation).
From a developmental perspective, neither of thase
features carries over to human learners — childyeund
linguistic signs in embodied experience, and thegy @aot
assumed to be equipped with adult syntactic caegsuch as
‘preposition’ or ‘conjunction’ from birth. Moreoverearly
caretaker-child interaction is restricted to joiattention
scenarios (Dominey and Dodane 2004), which is ¢héur
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property that lacks in these approaches.

By contrast, language research in cognitive roBofi.g.
Steels 2004) not only seeks to ground linguistimtsyls in
aspects of agents’ sensorimotor experience,
recognizes the need to address various socialdbogrand
interactional underpinnings of the learning scemdsuch as
joint attention or perspective taking) that aredrey/the scope
of purely structure-oriented approaches to gramimduction
from linguistic corpora. Regarding the present foan the
emergence of compositionality from holophrasticnfatae,
previous research (e.g. Sugita and Tani 2005) haady
provided successful demonstrations of small-scatsions of
this task: much in the same way that children le@mrruse
holophrases like ‘lemme-see!’ to express complexamimgs
like ‘show me this object that we are jointly atlery to’,
robot learners can come to associate internally ptexn
utterances with concurrently experienced perceptabr
patterns, and subsequently break these patternsn dow
different formal and semantic constituents in dritigtionally
driven ‘blame assignment’ process of the type alwibed to
child language learners (Tomasello 2003). Howeube
compositional patterns acquired in previous
experiments on grounded learning are extremely Isirapd
bear little resemblance to natural language grammBut
differently, robot learning of holophrases with sefuent
decomposition and generalization of an underlyirguaent
structure construction constitutes an importantqueisite for
higher-order grammar learning, but it is not thémate goal
in itself. Key challenges that remain to be addrdssn the
way to truly naturalistic and successful (i.e. dgdmsnanlike)
language acquisition can be grouped into threeyoaitss:

e Social complexity: ultimately, all linguistic slsl should

distributional properties.
For the moment, these objectives remain long-teaalsy
that are beyond the scope of current experimentgromnded

bub allnguage acquisition. In fact, some researchersskegtical

that higher-order grammar learning along theseslioen be
achieved with current neural network technologgla{Steels
2005b; Steels and De Beule 2006) and advocate dbeofi
symbolic grammar architectures such as Fluid Coostm
Grammar (FCG; Steels 2005a) and Embodied Congtructi
Grammar (ECG; Bergen and Chang 2005) instead. Hewvev
if the initial focus is on the emergence of compiosality in
language, action and action-language mappingsanedi on
these mechanisms that include them cannot be intdltthe
system as a design principle already, and any kgerspecific
parameterization on which the learning should takace
should not be presupposed and should generallyitienined
as far as possible.

In sum, the logical next step thus consists in damf
learning scenarios to allow for learning on the ibasf
distributional cues yet connected to real world,bedied
experience. The first major challenge involved fisist the

robotidevelopment of a suitable learning architecture tidbows

grammar induction from large amounts of linguistata that
are connected to categorized patterns of sensotygrmo
experience. It should permit the representation of
constructional exemplars both as records of pdaticu
observed linguistic tokens and as records of ptevio
successful analyses of these tokens (as implemeinted
symbolic approaches such as Batali, 2002). In #ufdit
learners must be capable of mapping recognizediithdil
elements in a string as well as properties of teeguential
configuration to representations of objects, evearsd

be learned in an unsupervised manner from natticalisrelations obtained from sensory-motor processirg Jecond
social interaction with human communication parsner major challenge then relates to the identificatadnsuitable

thus requiring a working implementation of varique-
linguistic  (i.e. language-independent)
prerequisites for human

reduced-complexity learning scenarios and intevaeli tasks

pragmatifor robot language learning experiments that néedets
ostensive-inferentiahccommodate relevant properties of the correspgnaial-life

communication (Sperber and Wilson 1995; Tomasdllo ehallenge that children are facing. Starting owtfrcorpus-

al. 2005).
e Linguistic complexity: ultimately, the system shabibe

based identifications of statistical properties @DS that
permit child language learners to extract the systaderlying

able to reanalyze learned expressions as a condpacteeir earliest productively assembled multi-worenbanations
encoding of many grammaticalized dimensions inlfgra from the input, useful operationalisations/adaptatiof these

(e.g. participant structure, tense, aspect, voimepd,
polarity, information structure, number, case, miedhess
and reference tracking/binding to name but a feww to
combine the ensuing multilayered
iteratively to produce and interpret progressiveigre
complex (recursively embedded) syntactic structures
e Quantitative complexity: ultimately, the learnitgrget
should approximate the statistical structure ofurat

representatiori§e

properties for the necessarily more restricted tiguiobots in
grounded language learning experiments must besekgvi
Finally, a third major challenge for future resdarelates to
implementation of various social-cognitive and
interactional prerequisites for child language asitjan in
which the process of grounded distributional gramiearning

is embedded. These include Ilearners’ pre-establishe
understanding of the triadic structure of interasi between

languages as they are actually experienced by amuntwo interlocutors and an object that is being jgiattended to

learner, thus taking experiments from
laboratory settings involving just a handful of il

restricte§Tomasello 1988, 1995; Carpenter et al.

1998a),ir the
understanding of the behavior of others as inteati¢gBehne

items and even fewer grammatical patterns to eisignt et al. 2005a, 2005b; Carpenter et al. 1998b; Toliwaseal.
open-ended massive noisy input with naturalisti@005), their understanding of the normative stmectof
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conventional activities such as symbolic commuitcat
(Rakoczy 2007; Rakoczy et al. 2008) and their aness of
the cooperative logic of human communication (Liszkki

2005, 2006; Tomasello et al. 2007). Especially whealing

up from highly restricted experimental settings léarning

from more natural kinds of social interaction, thedinition of

useful operationalisations of these prerequisimsstitutes a
further important issue on the agenda of autonlatiguage
learning research.

Steels (2005) has recently proposed a model ofigwahry
stages in the complexity of human language thatiges a
clear operational definition of qualitative changedanguage
development that can be easily tested in robotpeegments.
If the above challenges are met, it is not onlysgae to
systematically investigate the transition from Iptiases to
simple compositionality (stage Ill) in embodiedteiractional
experiments, but also from sequentially unorderedtirword
speech to the item-based constructions of a sycadgt
structured grammatical language (stage V) andnalily to
the abstract constructions of Steel's stage V-laggs (higher-
level constructions encoding the structural systeitya and
internal coherence of a grammatical system at Jar8¢
investigating these issues along the lines of (aitkd special
attention to unresolved questions in) current udmged
models of language acquisition in linguistics asggnology,
such results promise to be of interest also to Idpmeentalists
outside the narrower field of cognitive robotics.

C. Acoustic Packaging

In developmental research, it has been recentlyistbat
infants can use speech also as a signal structuisogl input.
Brand and Baldwin (2005) suggested a tight intéact
between speech and actions calling it "prosodicelapes".
This term refers to segments of both, the actioth speech
stream that reliably coincide. An example would theat
important points in the action stream might be higfted in
the speech stream by a change in prosody or a hineak
ongoing stream (Brand and Baldwin, 2005). This ithed the
presence of a sound signal helps infants to ati@méarticular
units within the action stream was originally prepd and

other hand the accompanying action provides pragrpatver
to the linguistic information making it more pencalble and
thus bootstraps language learning processes. B wéin,
Gogate and Bahrick (2001) showed that moving aedatk
synchrony with a label facilitated long-term memoiyr
syllable- object relations in infants as young amahths. By
providing redundant sensory information (movememntd a
label), selective attention was affected (Gogaté Bahrick
2001). However, Zukow- Goldring and Rader (2005jirel
us that synchrony does not always refer to simatias
occurrence, and that the exact parameters and etisdr
background for the notion of synchrony have to beetbped
in order to understand how nonlinguistic and liisgjai
information is linked. In this point, it is of intest to
investigate:

e how the speech stream overlaps with the actiodet&
fulfill the task, i.e. which parts of the motiongea
highlighted by what aspects of speech;

e how is the velocity profile of the action duringet
performance of the task and does the velocity diffeen
speech accompanies a motion;

e how do the intonation contours of the speech strea
correlate with the action, i.e. when the contours a
raising, is there also an up-motion noticeable whith
parts of the motions are prosodically highlightedy. by
falling or raising contours?

e do the pauses in both channels (speech and motion)
coincide?

KEY CHALLENGE 3: SOCIAL INTERACTION AND LEARNING

Traditional approaches for the study of communaratnd
learning are based on a metaphor of signal andnssp(Fogel
and Garvey, 2007). Recently, however, interactive social
aspects of learning have been emphasized (e.g.nNehad
Dautenhahn, 2007). Accordingly, for language to gmea
learner — even when not fully able to signal andpoad
appropriately in an interaction, like a child thddes not yet
speak or, as investigated in human-machine interac robot
that does not function smoothly (Wrede et al., nesp) —

termed acoustic packaging by Hirsh-Pasek and Gafink N€€ds to treated as a partner, to which the otirticipant will

(1996). The authors argue that infants can use‘dleisustic
packaging’ to achieve a linkage between sounds emaahts
(see also Zukow-Goldring, 2006) and to observe teatain
events co-occur with certain sounds, like for exieng door
being opened with the word “open!”. In fact, redgnmany
authors highlight the benefit of words or labelssamals that
highlight the commonalities between objects (Waxni&99)
and situations (Choi et al.,, 1999), facilitate alje
categorization (Balaban and Waxman, 1997; Xu, 2006&ye
the power to override the perceptual categorieolgécts
(Plunkett, Hu and Cohen, 2008) and reason abousiqddy
events (Gertner, Baillargeon, Fisher and Simon8920Thus,
specific sound patterns and categories or typesooind
patterns are suggested to help infants to gettarb®tnse of
the units within the action stream on the one hadd.the

attempt to adapt. Thus, de Ledén (2000: 151) empbaghat
children “by the time they begin to speak, theyehalready
‘emerged’ as participants”. In this section, we uér topics
that focus on the learning processes within thetecanof
social interaction. It is becoming increasingly aclethat
children’s conceptualization of the external woddd their
language system are scaffolded by interaction pestmvho
adapt to them (Wood, Bruner and Ross, 1976).

What does this approach mean for a robot thatppased
to learn action and language? Imagine a childgbas a round
thing that can roll. Adults call it “ball”. What &m gives the
child a basis for assuming that that “ball” refevsthe object
and not to the action of rolling? For a long tint@s central
challenge of language acquisition had been explaimeéerms
of mapping: A word typically has to be mapped «qittee an

IEEE Transactions on Autonomous Mental Development



©CoO~NOUTA,WNPE

Page 14 of 31

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATIONNUMBER (DOUBLE-CLICK HERE TO EDIT) < 14

object, an action, or a relationship that holds ragsb them.
This mapping mechanism suggests a link but doesolet
the question how the link is actually achieved. #lseady
pointed out by Quine (1960), it is not clear howtdld can
achieve such mapping, because it is not the cadeatichild
can fully rely on inner mechanisms allowing hehon to map
the correct referent (an object or an action) ateord. In
addition, once a link between e.g. an object andoad is

established, it is dynamic and can be changed r{dzte or
specified) in the course of further experience. Erample,
children may map the word “ball” to the action ofling but

can define it more precisely later. Tomasello (908ttacks
the metaphor of mapping as false and suggestsathdteat
learning is not only about cognitive achievement bilso

about embodied social interaction, in which a perases a
symbol for the purpose of redirecting another persawards
the entity that is referred to. Moreover, childrenderstand
intangible situational concepts such as ‘sleep*boeakfast’

from a very early age (Tomasello 2003). In thigigo
approach, it is not only the word that is the safermation

available to the hearer for the resolution of refiee. Also the
behavior of the speaker and the circumstanceseosithation
as well as the hearer’s experience contribute eofdhmation
of the concept (Tomasello, 2001; Dausendschon, ;2B08,

Hanheide and Rohlfing, submitted). We aim, themfoat
investigating different forms of learning and so#dfng

processes that help a learner to resolve referémcan

interaction. Since human behavior is variable, fetdihg as a
form of tutor behavior varies across persons. Vaigability

causes problems in artificial systems that are ebepeto react
appropriately to, for example, any form of showang object
(like pointing to it, holding it or waving with itand to learn
from examples that differ in certain aspects. Here, goal is
firstly to identify different forms of the tutoringehavior and
then to seek for stability i.e. structure on diéfier levels of
analysis. As Conversational Analysis shows (Good®&D00;

Schegloff, 2007), the variability of human behavior

interaction can be assessed by discerning more rajen

principles of communicational organization suchuas taking
behavior. It is our goal to investigate such pipfes of
organization in order to cope with variability inutimodal
behavior.

Nevertheless, as for children, a robot's acquisitiof
language will necessarily reflect many charactessbf the
linguistic behavior of those particular personshwithom it
interacts (Saunders et al, submitted). Many progerbf

language development comprise evidence of mechanis

consistent with recent research in neurosciencegsiog dual
pathways, dorsal and ventral, e.g. in processingrtidulation
vs. processing of meaning (Saur et al., 2009). iRstance,
before they are able to use language to manipulage
intentions of others in the social world aroundnthenfants
are already learning to
interaction with their carers (Swingley, 2009). Mover, the
roles of mechanisms of intersubjectivity (Trevarthd 979,

recognize word forms thhoug

1999) such as timing, turn-taking, or joint attengl reference
(Tomasello, 2003) will scaffold and shape language
acquisition in a social context.

The next sections will look at some of the most on@nt
issues in social learning and interaction in cagaitobots. In
particular the focus will be: (i) contingency anghshrony in
social interaction, (ii) cognitive architecturesr fimtermodal
learning, (iii) the scaffolding of behavioral, linigtic and
conceptual competencies through social interactiand
finally, (v) a list of the main open research cbatjes.

A. Intermodal Learning: Contingency and Synchrony

Our perspective on developmental learning is basethe
idea that learning is driven primarily through natetion with
persons as well as the ambient environment (Sasreteal.,
2007a; Saunders et al., 2009; Wrede, et al., 20083.idea is
supported by Csibra and Gergeley (2006) and Zukow-
Goldring (2006), who state that learning througlfitation is
limited because the observed action does not alveeal its
meaning. First-person experience as well as sscaifolding
may be necessary to acquire certain behavioral etanpies
(Saunders et al., 2007a). In order to understandction, a
learner will typically need to be provided with ditthal
information given by a teacher who demonstratestwba
crucial: the goal, the means and — most importantithe
constraints of a task (Zukow-Goldring, 2006). Thé&t, on
the other hand, has to make sure that the leasneceptive,
and thus ready to learn. They both follow certaiteractive
regularities. Such interactive rules have beensasskin terms
of “grounding” (e.g. by Clark 1992) on a more ahstrlevel
but also in terms of “turn-taking” or “contingencgh a more
perceptual level. With this sequential organizatioh an
interaction, more systematicity can be derived frdéne
variability of the behavior.

Clark (1992) provided one of the first grounding dats
with the claim that every individual contributiom & discourse
has to be registered by the listener; that is liftener has to

Provide a signal of understanding in order for bpaiticipants

to add the content to their pool of commonly shared
information and beliefs (“common ground”). On a mor
perceptual level, the term contingency refers ttemporal
sequence of behavior and reaction, and it has Sleann that

it plays an important role in the process of depsmiental
learning (e.g. Kindermann, 1993; Gergeley and Wxqt$699;
Markova and Legerstee, 2006). In the literatureyehis an
agreement that contingency is an important factorthe
fpgnitive development of infants — as researchegl, within

the still face paradigm (e.g. Tronick et al., 19R8uir and
Lee, 2003). There is evidence that parents intlitiproduce
contingent actions, e.g. mothers have been showledcease
their level of contingency with their infant's irease of
development for a certain task (Kindermann, 1993fants
have been shown to develop a sensitivity to coetihg
interactions around 3 months of age (Striano ¢2805), and
typically by the middle of the first year infantedin to move
from canonical babbling towards syllable productietated to
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their carers’ speech (Vihman and Depaolis, 2000)is T
development is rooted in contingent interactionthvadults.
On this basis, infants not only detect contingebcy also
expect and try to elicit it (Okanda and Itakurap@pD Thus,
infants prefer persons who are and have previobslgn
interacting contingently with them (Bigelow and &ir 1999).

Against this experimental background, we argue that
order to pursue a social interaction, a system si@edbe
equipped with mechanisms that detect and producgngent
behavior. Tanaka and his colleagues (2007) haversitbat
when a system produces a contingent behavior,ifisgaore
attention. The authors provided such a systemrtdekgarden
children and found out that toddlers socializedhwlitis system
for a sustained period of time. This suggests gtyothat the
capability of producing a contingent behavior faaibs
human-robot interaction. Yet, for a system to leform a
human, it is necessary that it not only can prodia&ingent
behavior but also detect it. This can be achiewedaithering
features that tutoring behavior exhibits in diffgrenodalities
(Rohlfing et al.,, 2006). These features will guidiee
development of tutoring spotter for human-robotiattion
systems. This will enable the system to pay attentd an
ostensive action and the crucial parts or circunt®s, which
is helpful in resolving the question of what andewho imitate
(Nehaniv and Dautenhahn, 2000).

Mechanisms that detect (and produce) contingenaybeaa
precursor of later dialogical competencies as dasdrin the
framework of grounding. While contingency mainlysdebes
a temporal pattern, where one event occurs as smueano a
previous one, grounding relies on semantic infoionain the
sense that one event (or speech act) needs toobadgd by
an interaction partner through a signal of undeditay.

In recent developmental research, the problem aifrgting
a symbol has been assessed by analysing intergaetations
between multimodal signals. The idea is that e.grd& as
acoustically perceived signal and actions as Vigyrceived
signal may become paired by the shared temporahsyny
(Bahrick et al., 2004). In experimental settingdants have
been shown to learn a label for a new object mas#ywhen
the verbal referent was uttered in synchrony withavement
of the named object. In contrast, the name of gaoblbeing
moved out of sync was not learned (Gogate and Blghri
2001). While temporal synchrony has been descriaech
means to provide ‘“invariance”, we are at the same t
analysing the variability of the tutor behaviordarder to better
understand how tutors structure their actions tdeanfants.
Here we follow the idea of “acoustic packagingedssection
IV.C of this paper) that has been pushed forward
experimental work by Brand and Tapscott (2007)ldvahg

based on their co-occurrence with speech. Thagivgn an
action sequence and a verbal utterance overlappithgonly
part of this sequence, infants are likely to intetnly those
action sequences as belonging together that fahirwithe
range of the verbal utterance.

B. Intermodal Learning Architecture

Synchrony and contingency are two of the fundantenta
phenomena in tutoring and social learning. Whiler¢his a
growing body of research on the phenomenon of spmgh
there exist only few models of synchrony on anfiaidi
system (Prince et al., 2004; Kose-Bagci et al.,.92@®Yoz et
al. 2009; Rolf et al, submitted). Based on curresgults
reported in literature, models have to addressfeliewing
questions:

e What is synchrony (in terms of a higher level and
temporal structure as well as correlation measure)?
(Definition)

e What are the entities that synchrony works on?
(Segmentation)

e How can it be detected in the interaction? (Reitmgm)

e What functions does it serve? (Model)

e How does it vary in different speakers with theay of
“acoustic packaging” and different situations (Arsis)

e What is the role of the different modalities (edpes
vision provide primarily spatial information whesea
auditory synchrony is more related to temporal
structure?) and how do they interplay?

Currently, the scientific debate (Workshop on Intedal
Action Structuring, in ZiF, Bielefeld in July 200&8eems to
converge towards a consensus that the importat@riarifor
synchrony are (1) temporal co-occurrence of an tewen
different modalities and (2) a correlation betweéme
characteristics of these events. In contrast, fewe
synchrony”, meaning that events in two modalitié®ve a
temporally exactly disjunct distribution — such asequence
of speech being followed by a speech pause withuads of
noise that is deliberately being framed by thertstotterance
— does not constitute an instance of synchrony rhather
describes the characteristics of causality or -hiwitthe
context of interaction — contingency.

The importance of contingency has been recognized b
computer scientists and there exist already sonmputational
models for contingency (e.g. Movellan, 2005; Di Iagt al.,
2008). However, these models tend to be focused single
modality and rigidly limited to specific concretgmications
where an “event” has been clearly defined (e.g.rayet al.,
i2006). In order to foster research with respect to
developmental learning on robots, the following stioms

Hirsh-Pasek and Golinkoff (1996), they suggesteat thneed to be addressed in the near future:

acoustic information, typically in the form of nation,
overlaps with action sequences and provides infais a
bottom-up guide to find structure within events.aBd and
Tapscott’'s (2007) results support this idea indigatthat
infants appear to bind sequences of (sub)actiogether

e What is contingency (in terms of temporal struetas
well as with respect to semantic content, if any)?
(Definition)

e What are the entities that contingency works on?
(Segmentation)
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e How can contingency be detected in the intera@tiorconceptual competencies will be required. Suchadization

(Recognition)

e What functions does it serve? (Model)

e How is it related to further sequential organiaatiof
interaction such as turn-taking? (Analysis)

e What is the role of the different modalities armivhdo
they play together?

will not only allow better understanding of possibl
mechanisms for such learning in humans, but alsactoeve
similar competencies in artificial agents and reb(ven if
they are not acquired by exactly the same routes).

Social interaction may also allow meaning to beugded in
early childhood language through shared referemtfakence

Against this background knowledge about synchrong a in pragmatic interactions, whereby shared refergowides

contingency within the framework of developmentbatics,
the question of how these two phenomena are intemwaean
be tackled. Our current hypothesis is that in ofdean infant
to learn new actions she or he can rely (1) onctitrad
information provided by the tutor through the apation of
synchrony as well as acoustic packaging, and (roanding

the necessary statistical bias to allow focusethieg to take
place. In order to create appropriate conditiarsldnguage
learning in robots it would therefore be necesdargxpose
the robot to similar physical and social conteXtsis might be
achieved via an interaction environment betweeanraam and
a robot where shared intentional-referencing anaé th

on a more semantic and Contingency on a more Mep associations between physical, visual and Speeaﬂallities

level.

can be experienced by the robot. In fact the bidlseolearning

Since we assume a continuous mutual adjustment (eS§ntext may.requi.re the h.uman interaction partoerdat the
Fogel and Garvey, 2007; Wrede et al., 2009) betweéfbot as an intentional being, even though the tratmy have

participants in the process of learning, it is impot to
investigate the role that contingency plays in togor's
behavior with respect to synchrony. For instantenight be
the case that it is the infant, through her ordvism feedback,
who is actually designing the way the tutor is cing the
demonstrated action. The second issue regards
interdependence between the development of comtygend

no intentional capability (Cowley, 2008). The outpd such
studies if combined to yield word or holophraseuctires
grounded in the robot’s own actions and modalitéeg, as in
(Saunders et al., submitted), would provide scdifg for
further proto-grammatical usage-based learnings Tieiquires
ipkeraction with the physical and social environtriemolving
human feedback to bootstrap developing linguistic

synchrony. Here we aim to understand how synchrenogGompetencies. These structures could then fornbéses for

behavior can be a basis for contingent behavior. &k
convinced that experiments of human-robot inteoacti
coupled with observations of parent-children tutgri
situations, can shed light on these topics. In taadi the
application of learning through interaction parawég(Wrede
et al.,, in press; Kose-Bagci et al., 2010) can Heipher
robotic research to approach recognition or int&ac
capabilities (e.g. automatic speech recognitiond@log /
contingency mechanisms), as it allows as it alldvesanalysis
of more modalities (e.g. gaze, facial expressiams rmore
socially related functions and hand movements fuges for
more task oriented functions), to develop new nedhmgies
and to conduct evaluation cycles facilitating tdchh
improvement.

C. Scaffolding of Behavioral, Linguistic and Conceptua
Competencies

In learning to use language to communicate and poéate
the world around them, human children benefit fppositive
feedback loop involving individual learning (by énacting
with their hands and bodies with objects aroundanihesocial
learning (via close interaction with parents anbees), and
gradual acquisition of linguistic competencies. sTféedback
cycle supports the scaffolding of increasingly ctawrpskill
learning and linguistic development giving the dhiéver
greater mastery of its social and physical envireminas well
as supporting the development of cognitive and epnal
capabilities that would seem impossible withoufglaage. To
realize communication in robots a similar kind ekdback
cycle supporting the scaffolding of behavioralglirstic and

further studies on language acquisition, includitige
emergence of negation (see below) and more complex
grammar.

A possible direction (Saunders et al, 2009) fori@dhg
such competencies is to study mechanisms wherdintgmr
other synthetic agents are expected to exhibit:

¢ holophrase learning

e segmentation of utterances down to word level

e the grounding of words and lexicon usage frames in

action and object learning via physical interaction

e the bootstrapping of simple usage-based proto-

grammatical structure via human scaffolding and
feedback.

D. Negation

The emergence of various forms of negation (Nehanial.
2007; Forster et al., in press) through the medcmasiof
communicative social interaction is consideredaweehbeen an
extremely important qualifier in the emergence wimbBolic
representation capabilities. Very early in the lzage
development of children negative speech acts emetgh as
the rejective and holophrastic “No!”, e.qg. to refueertain food
or a particular activity. Other functions of negatiin early
child language include nonexistence, prohibitiorenidl,
inability, failure, ignorance, expressing the viaa of a norm,
and inferential negation (Choi, 1988).

The mentioned examples show that the various fonstof
early negation are not necessarily related to edtwdr and that
the term encompasses a set of functions that isrkanly
larger in scope than the well known negation oppsitions in
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particular. Which function a particular case of aégn has is
obviously highly context-dependent in more than semse. It
depends on the linguistic context on one hand Isat @n the
situational context. An artificial agent that ispposed to
appropriate negative humanlike speech acts therefannot
derive the meaning of these utterances througmplsilexical

analysis. It has to take into account the situatiowhich the

dialogue takes place (joint attentional frame).r€ar models
either choose the representation of objects (RO@5B) or

actions (Saunders et al. 2007) as basic represmraht
building blocks. Different functions of negatiomtketo operate
on the other hand more on objects (nonexistence)are on

actions (rejection, prohibition), which suggestitne support
for certain forms of negation may be rather wealkdatch of
these existing models. Thus, for achieving the gamre of
the full range of early negation, ways have to benfl to

bypass these difficulties.

Future studies should consider questions suchLagVhich
features must be supported by frameworks for grednd
language learning and imitative learning to enalhe
representation and production of speech acts thabhie

negation? (2) To what degree and in which form must,

motivation in the robotic platform be modeled fhistpurpose,
as the majority of early negative speech acts ats af
volition and not acts of description? (3) Can niEgaemerge
as purely syntactical construction or is it necessa modify
the underlying grounding mechanism?

E. Open and Challenging Research Questions in Social
Learning and Language

Insights of Wittgenstein (1953) and Millikan (2004nd
more constructively Steels (1998, 2007), suggest tio
understand signaling and linguistic behavior, oeeds to take
into account usage in its pragmatic embodied samatext.
The learning of communicative signaling and lingais
systems (at the ontogenetic, diachronic, and eeoiaty
levels) are moreover shaped, not only by detailses€eption
and embodiment, e.g. Cangelosi and Parisi (1998)also by
details of transmission, sources of error and iy, as well
as feedback and repair mechanisms e.g. (Ste€d8, Binith
et. al., 2003, Wray 1998)).

The overall approach is to understand construgtivéiat
mechanisms could be responsible for the ontogefipgdistic
competencies. That is, for such a constructive rtheaf
language to be successful it is necessary to baiid
instantiation that exhibits the phenomenon to bplamed,
and, moreover, different constructive mechanismsldcde
assessed against each other by comparing whatattteglly
generate. Preferably these constructivist evalnatést-beds
must involve learning in embodied social interaasiowith
humans and physical interactions with rest of tbéot's
environment.

Open and challenging research questions in thig ar

include:
e To what extent can the methods be scaled for huikan-
acquisition of linguistic abilities?

e What ‘cognitive' capabiliies are necessary for
recruitment in the development of human-like lirgjiai
competencies?

e Is it necessary to build in universal mechanismos f
categorization and generalization, propositionagidp
predication, compositional syntax, etc?

e Can these emerge from more elementary processds, s
as Hebbian learning, ‘chunking’, sequential protegs
and locality principles or more general cognitive
capacities such as perspective taking; action tubies;
expectation, prospection and refusal?

e How can different types of linguistic negation be
acquired by a robot or synthetic agent?

e To what extent are these mechanisms for the

development of linguistic abilities universal, i.e.

applicable for any given target natural language?

What are appropriate semiotic frameworks for praiign

acquisition of language usage (e.g. fluid consionct

grammar in Steels and Wellens, 2006, embodied
construction grammar in Bergen and Chang, 2005, or

dynamic syntax in Kempson et.al. 2001)?

To what extent are purported explanations congistet

only with individual ontogeny of linguistic capaitiis

but also with diachronic (transmission) and evoludiry

(philogenetic) considerations?

VI. KEY CHALLENGE 4: PUTTING ACTION AND LANGUAGE
TOGETHERAGAIN

The three sections above have considered, in part
independently, the key research issues on actiamite,
lexicon acquisition and social interactions. Howevas
discussed in the introduction, and as supported by
neuroscientific and psychological evidence, coueiti
development and general cognitive processing aecan the
strict interaction and co-dependence between layeguand
action. This section focuses on the research isshas
specifically address the form of language/actioterection
and the phenomena underpinning it. Initially theu® is on
research based on neurorobotic models for investgdhe
neural representations of action and language. Waen t
consider cognitive robotics approaches to the pdgpgical
phenomena of language grounding in action. Finahsg
consider the phylogenetic dimension of cognitioroletion
and how robotics models can help us investigatihg t
contribution of action cognition in the originslahguage.

A. Neural Representations of Action and Language
Knowledge

Neuropsychological and neuroscientific literaturen o
language processing in the brain is quite extensivel
consistently demonstrates the close integratioaabibn and
anguage processing (Pulvermuller 2003). For eXxemp
various studies have analyzed the neural correlatethe
processing of various word classes and the verlo-nou
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dissociation in patients. In Cappa and Perani (2@08view
of the neuroscience studies on the neural progesgiverbs
and nouns is presented. The authors found a geagnegment
on the fact that the left temporal neocortex playsucial role
in lexical-semantic tasks related to the processihgnouns
whereas the processing of words related to act{wegbs)
involves additional regions of the left dorsolatepeefrontal
cortex. For example, in the well known neuropsyopalal

of learning to process different classes of worlgents are
selected for reproduction according to their apilito
manipulate objects and to understand nouns (objeatees)
and verbs (manipulation tasks). Synthetic brain gimg
techniques (Arbib et al. 2002) are then used tani@ the
functional organization of the neural networks. lRissshow
that nouns produce more integrated neural actiiitythe
sensory processing hidden layer, while verbs predmore

study on verbs and noun processing, Damasio andelraintegrated synaptic activity in the layer where ey

(1993) reported that most of the patients with ctele
disorders of noun retrieval had lesions in the tefnporal
lobe. Instead, verb impairment was associated dathage on
the left prefrontal cortex. In a PET study, Martand
colleagues (1995) compared color naming (nouns)aation
naming (verbs). They observed a selective actimdto color
naming of the left fronto-parietal cortex, the mademporal
gyrus, and the cerebellum. Perani, Cappa et abq)also
used PET for the processing of concrete and alvstealss and
nouns in Italian. Results indicated that left déaseral frontal
and lateral temporal cortex were activated onlyénps. In the
comparison of abstract and concrete words, onlyrattsvord
processing was associated with selective activatfdahe right
temporal pole and amygdala and the bilateral iafefriontal
cortex. Finally, in evoked potential studies it waported that
there is selective activation of the frontal lobfes action
words (Preissl, Pulvermueller et al., 1995). Thifecence is
related to the semantic content of words rathem tha
grammatical differences, since no difference waseoked

information is integrated with proprioceptive inpusuch
findings are qualitatively compared with human brianaging
data (Cappa and Perani 2003) that indicate thatshaativate
more the posterior areas of the brain related tsay and
associative processing while verbs activate moeeathterior
motor areas.

These results indicate how neuro-robotic modelssctly
constrained on known neuroscientific and psychalalgi
phenomena, can be used to directly address sorie afpen
guestions on the neural representations of actionlanguage
knowledge. In particular, future developmental ridxo
studies based on neuro-robotics agents can be inséuk
computational modeling of issues such as (i) qatahe and
guantitative differences in the neural represematiof action
and language concepts, (ii) amount of overlap/difiee
between motor representation patterns and linguiséural
activations, (iii) graduality of motor representeti
components in  various syntactic classes and (iv)
developmental timescale and dynamics in the adopisof

between action verbs and nouns with a strong actionotor and linguistic concepts.

association (Pulvermuller, Mohr and Schliecher@94)9

Brain simulation models, such as those of computati
neuroscience, have rarely focused on complex Igtigui
behavior, except for a few studies (e.g., Just.€t¥99). This
is due to the complexity of the various linguisfimctions
(speech processing, lexical and semantic knowlegg®ax)
to be included in a model. However, brain simulatmodels
have been commonly developed for a variety of bielnavand
cognitive abilities, such as vision, memory, andancontrol.
More recently, in such models the method of syithietain
imaging (Arbib et al. 2000; Horwitz et al. 1999)shaermitted
a more strict integration of experimental
computational models and a direct comparison diopmiance
in artificial and natural brains. In addition, citjre models
based on neuro-cognitive robots can be used tctigate the
neural correlates of motor and linguistic behavidn
Cangelosi and Parisi (2004) a computational modelction
and language learning is proposed that specifidalbks at
action/language integration. This model if basedsionulated
robots (i.e. agents with 2D robotic arm for manging
objects) that are evolved for their ability to (aanipulate
objects such as a vertical and a horizontal bat,(ejto learn
lexicons describing the respective agent’s intévacivith the
objects. The agent's motor and linguistic behavier
controlled by an artificial neural network. We sjuthe
consequences in the network’s internal functiongaiization

B. Action Bases of Language Processing

Psycholinguistic data on Action-Compatibility Effec
(ACE) during language comprehension tasks (Gleniaerd
Kaschak, 2002) support an embodied theory of laggubat
strictly relates the meaning of sentences to huawion and
motor affordances. Glenberg and Robertson (2000)e ha
proposed the Indexical Hypothesis to explain théaitbel
interaction of language and action knowledge. Thiggests
that sentences are understood by creating a sionlaf the
actions that underlie them. When reading a senteheefirst

data anfrocess is to index words and phrases to objectshén

environment or to analogical perceptual symbolse $acond
process is deriving affordances from the objecperceptual
symbol. Finally, the third process is to mesh tfferdances
into a coherent set of actions. The meshing proisegsided
by the syntax of the sentence being processed.sligigests a
parallel between syntax and action. Syntax hasrdfe of
combining linguistic components into an accepteaaetence.
Motor control has the role of combining movements t
produce the desired action. Moreover, Glenberg s(pel
communication) suggests that syntax emerges froimgus
linguistic elements to guide mechanisms of motantiad to
produce effective action or a simulation of it. But view is
compatible with construction grammar hypothesis t tha
suggests that linguistic knowledge consists of kection of
symbolic form-meaning pairs reflecting, amongsteotthings,
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action roles and properties.

Developmental robotics experiments can be used
specifically investigate language grounding and ioaet
compatibility effects in syntax processing. Robeas initially
be trained to acquire an action repertoire prodyciarious
motor affordance representations and constructs @@ve-
object-to, receive-object-from, lift-object etclih parallel the
robots will learn the names of actions and objetisne.
Further testing of the robot responses to ACE-ikaeations,
and systematic analyses of the robot’s internal. (eeural
patterns controlling the robot motor and linguidtiehavior)
can provide insights on the fine mechanisms
microaffordance action representations with languag

C. Evolutionary Origins of Action and Language

Compositionality

The relationship between language and action iscpéarly
important when we consider the striking similasti@nd
parallels that have been demonstrated to exist dstvthe
linguistic structure and the organization of actiorowledge.
As discussed in section 3, action knowledge canrbanized
into compositional and hierarchical components.dLeage has
two core characteristics: Compositionality and Rsicun.
Compositionality refers to the fact that a seridsbasic
linguistic components (i.e. word categories suchnasans,
verbs, adjectives etc.) can be combined togeth@otstruct
meaningful sentences. Recursion refers to the tfedt these
words and sentences can be recursively combinexkpgeess

new sentences and meanings. These mechanisms aeat

parallel between the structure of language andahateaning
(including sensorimotor representations). When icleming
such remarkable similarities between language astibra
some fundamental questions arise: Why do languagk
action share such hierarchical and compositiomatstre and
properties? Is there a univocal relationship betwtbem (e.g.
the structure of action influences that of languyage vice
versa), or do they affect each other in a recigroey? Do
these two abilities share common evolutionary,
developmental, processes?

These scientific questions will be investigatedtigh new
robotic experiments based on the combination ofutiemary
algorithms and ontogenetic/developmental learniggrahms.
These experiments will be based on robotic sinutatidue to
time constraints involved in evolutionary compudati(i.e.
parallel testing of many robots within one generatito be
repeated for hundred of selection/reproduction es)l
Experiment will directly address some of the largguarigins
hypotheses on action/language interaction. For planone
study will consider Corballis (2002) hypothesisttlenguage
evolved from the primates’ ability to use and makels and
the corresponding cognitive representation thathswuc
compositional behavior requires. Evolutionary siatigins will
first look at the evolution of tool use and objetnipulation
capabilities. Subsequently, agents will be allowed
communicate about their action and object repextoirhe
analysis of evolutionary advantages in pre-evolviigect

aO

manipulation capability will be considered. Anotlsénulation

wall consider Greenfield's (1991) study on sequaingorting
behavior and its relationship to language and motor
development (evolutionary and ontogenetic). Chiidnese
different dominant strategies in sequential taskshsas
nesting cups, e.g. from an early “pot” strategy y@one cup

at a time) to a later “subassembly” strategy (mopeds or
triples of stacked cups). Greenfield suggestslérauage and
sorting task processes are built upon an initi@immon
neurological foundation, which then divides intopamate
specialized areas as development progresses. Such a

linkingypothesis will be studied in simulation on the ipafations

of the topology of the neural network controllifgetagents’
linguistic and motor behavior. Simulations will pide further
insights on the evolutionary relationship betweetioa and
language structure, as well as providing new maitugdes for
the combination of evolutionary and ontogeneticriga
mechanisms in communicating cognitive systems.

VII. 7.A ROADMAP FORFUTURE RESEARCH

The above research issues constitute some of the ke
challenges for research in developmental cognititics, in
particular regarding ongoing and future work ongliistic
communication between robots and human-robot ictiera
Other core issues in developmental robotics regaditional
linguistic/lcommunicative  capabilities, such as new
developments in phonetic and articulatory systearspew
Bsights in concept acquisition and the influenédanguage
on the process, as well as additional cognitive lagttavioral
abilities. These include research on motivation ambtions,
on perception and action, on social interactior, an higher-
rder cognitive skills such as decision making plaghning.

In addition to research specifically addressingivicdial
cognitive skills and their interaction, other cocegnitive
robotics research issues regard general cognitipatilities.
In particular, two main challenges regard the frth

md/development of learning techniques (e.g. developrmEnew,

scalable learning algorithms) and the design oinkrespired
techniques for robot control.

If we consider future advancements on developmental
robotics and the parallel progresses in the varimagnitive
and behavioral capabilities, we can identify a pt&t
sequence of milestones for what regards specificaearch
on action and language learning and integratiorblgrd).
These milestones provide a possible set of goals tast-
scenarios, thus acting as a research roadmaptéoefwork on
cognitive robotics. That it, we do not intend topose a fully
defined and rigid sequential list of milestonegeesally as
there will be overlap of cognitive capabilities é&pment in
the transition between milestones/stages. We ratlaet to
suggest specific experimental test scenarios andetta
cognitive capabilities that should be studied intuffe
developmental robotics research. These experimscgalarios
can also be used to evaluate the progress in thieusa
milestones.
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For practical reasons, milestones are grouped al@ngalso necessary in building a robot that developsteHour

temporal scale from the next two 2, 4 and 6-8 mantb a
more distant times scale of 10, 15 and 20 yeanspaetive.
The descriptions of the closest (2-8 years) thréestones
will be more extensive that those for the more atdise
milestones (10 years and over), as it is verydliffito foresee
now the detailed development for longer term goals.

<MILESTONES TABLE ABOUT HERE>

A. Milestone for Action Learning Research

This section gives an overview of the six milestoron
action learning. We will describe in more detatils first three
milestones given current state of the art andedl&dreseeable
advancements in action learning research. The renggi
longer term milestones will be briefly introduceds their
detailed specification will depend much on
achievements in the preceding 2-8 years of research

Action Learning Milestone | (~ next 2 yearg)he first
milestone, crucial to human development, has tavib the
acquisition of the simplest possible actions. Aasidnere are
intended not as simple movements and, thereforearaenot
considering a purely motor — read muscular — aspmat
rather a complete sensorimotor primitive. We se@oaqas

hypothetical milestone has to include: the ability detect
objects (though not necessarily their identity), t@ze
(although not as smoothly as in adults), reach aadp the
hand around the object. These abilities are supgdoly an
improvement in the ability to predict internal dymas (self-
generated forces), sitting (thus freeing the hafnds their
support function) and by an improvement in visiomécular
disparity develops by m3 or so), smooth pursuiobees fully
operational and by an increased social interac{mrect
hemisphere of gaze). On the computational sideigeicly a
similar milestone requires methods for learningt tehow
certain “good properties” like incremental learnirmgpunded
memory and representation complexity and that pvi
certain guarantees (formal) of convergence. Idealyy would
like to combine full online methods with the goorbjperties
of convergence of batch methods, although typicaliine

acludhethods are evaluated by the number of mistakesbéto

bound) rather than convergence which lacks of clear
significance (Bengio and LeCun, 2007).

Action Learning Milestone Il (~ next 4 year§ur second
milestone refers to the flexible acquisition ofiactpatterns
and their combination to achieve more complex goals
Evidence from neurophysiology shows that this ésdhse also

in the brain — for example, in non-human primatesftexible

opposed to movement or reflexes) as goal-directglle of actions with respect to external visual doas been

movements, initiated by a motivated subject andlcétipg
prospective capabilities (predicting the future rseuof the
movement) — see (von Hofsten, 2004). This diffeeeie
important because it shifts the focus of obsermafiom the
control of the muscles to the connection betweegoal, a
motive and predictive information (e.g. the contektaction
execution). Actions are in a sense defined by tfual” not by
how the goal is achieved — that is, grasping cgpéa with
the left or right hand as well as with the mouthisTis why the
capacity of categorizing, perceiving objects, esaard states
parallels the development of action

demonstrated (Fogassi et al., 2005; 1998) . Miresponses
have been found in the parietal cortex that depsnthe goal
of the action (e.g. eat vs. place) as a functiothefpresence of
certain objects (e.g. a tray for placing instrutis monkey to
execute a place). Some neurons in this area gspbnding
before the hand action becomes unambiguous shdhénghe
extra visual cue (the tray) determines their atitva In a
sense, the other’s intention is encoded in thegmess of the
specific context (exemplified by the tray). For dBpmental
robots the possibility of exploiting external orfsgenerated

tion  (primitives) g rces together with the flexible reuse of motiaimitives is
Developmental psychology supports this view as ig. e

one step forward towards the acquisition of a “gremt of

(Woodward, 1998) together with neurophysiology aSction (or a vocabulary of actions as describedAagiga et

summarized in (Jeannerod, 1997). It is also evidbat in
humans, these abilities are pre-linguistic (e.gaching
develops at around m3, early grasping and manipualaoon
after — m4-5 —, the hand is adjusted to the olgesize at
around m9 and they're finally integrated in a singimooth
action at around m13 of age). It is worth notingttim human
infants, action develops from pre-existing basicicuring —
both of the motor system (de Vries et al., 1982) ah the
somatotopy of the sensory system (Johnson, 199@rtRand
Sejnowski, 1997; von der Malsburg and Singer, 1988)s
prestructuring seems to emerge from very speciéchranisms
already in operation in the fetus. Similarly, sorhasic
knowledge about objects (e.g. that motion boundaaee
representative of objects), about numbers (e.g. vanewo,
guantities) and about others (the presence of gteeple)
seems to be available to the newborn (Spelke, 2000)

This step, fundamental to human development, seéerbe

al., 2000)). Here many different methods have hweposed
in robotics, in particular, to represent compleXiats as
subactions and to combine them smoothly. Theseeréagn
the use of multiple forward-inverse models as ia thell-
known MOSAIC method (Haruno et al., 2001) and theren
recent HAMMER (Demiris and Khadhouri, 2006) to éetpry
decomposition as in Billard et al. (2004) or in &havarthy
and Kompella, 2003) using a formalism derived from
catastrophe theory. The problem of exploiting gelfierated
forces has been addressed recently by Nori eNaki €t al.,
2009) and requires the autonomous acquisition ofdhcal
models of the body. This skill also requires “deyshental
learning” methods that can operate in high-dimeraispaces
as in e.g. (Schaal et al, 2000). An important eldnie the
definition of motor primitives, their combinationand
generation of action is the detection of affordancéhe term
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affordance was originally used by James J. Gibsgibson,
1977) to refer to “action possibilities” on a céntabjects,
with reference to the actor’s capabilities. Moreemly, neural
responses which can be made analogous to the piercepd
affordances have been found in the monkey (Gaksal.,

abilities to correlate recursive and composite casti with
recursive syntactic construct.

Action Learning Milestone VI (~ 20+ year§)his milestone
regards further development of an open-ended chityatu
learn rich action repertoires based on complexatoand

1996) and computational approaches were formulated linguistic descriptions, as also detailed in thdestiones VI of

robotics (Metta and Fitzpatrick, 2003). It is padsito build
formal models of affordances and relate learningtection
and imitation. This approach has been pioneeredddels of
the mirror neurons (Metta et al., 2006) and extdnaently
to include wvarious modalities
associations as in (Krunic et al.,, 2009). Bayesiagthods
form a very natural formalization of affordance rldag by

taking into account the uncertainty of the physicétraction

between effectors and objects as well as the niltition

possibilities provided by objects to complex maiagion (e.g.

with multiple fingers).

Action Learning Milestone Ill (~ next 6-8 year3he third
milestone regards the processes when social (ionjat
learning word to object association starts to dgvel
Simultaneously it is possible to imagine simple tagtic
associations between actions and objects via tfuedahce
mechanism discussed above. At this stage, aroendrtbet of
the first single world-single object associationgfants are
perfect at reaching and getting possess of objectgtouring
around barriers and in separating the “line of Sijftom the
“line of reach” thus effectively enabling interaariiin complex
scenarios (Diamond, 1981). While social behavicas be
already seen in newborns, at this stage (12m)nisfacquire
the ability to use pointing for sharing attentiarrequesting an
object. Requests can be more subtle as askinghéopbbject
name, or information about the object. Some stustiesv that
pointing at 12 months predicts speech productidgesrat 24
months (Camaioni et al., 1991) and that the contioinaof
pointing and a word which differs from the objedgned
precedes two-word sentences, the first
construction (Goldin-Meadow and Butcher, 2003).

Action Learning Milestone IV (~ next 10 yearBhis longer
term milestones refers to (i) the acquisition oftiat
generalization rules through social learning ang the
development of an ability to correlate action aadguage
generalization capabilities though the sharingepiresentation
and rules. For action generalization rules we rbére to the
development of higher-order representation of
constructs that share common sensorimotor actuadods
strategies.

Action Learning Milestone V (~ next 15 year$)ne
component of this milestone refers to the acqoisitof the
ability to generalize over goals. Once the roba theveloped
goal-directed behavior for a larger set of indegendyoals,
we expect robots to acquire generalization capgghidr goals
that share the same action and social roles. Tistone also
focuses on further extension and enhancement ofhheed
action/language integration system. For example exgect
research to focus on the development of higherrardgnitive

grammatica

actio

the language and social learning components.

B. Milestone for Language Learning Research
We propose to address these issues with incremental

including word-objectjncreases of the complexity of the learning architee,

scenario and task:

Language Learning Milestone | (~ next 2 year$his
milestone documents the general feasibility of didgpa
grounded neural network approach to learning amei¢ary
repertoire of lexical items and productive basietsace types
(argument structure constructions) and provides recige
empirical characterization of the initial learnitgrget, i.e.
children's actual experience with the most basigliEm
sentence types and their most common realizationshé
input. In addition, work in this period lays thengputational
foundations for embodied robotic learning of theestigated
patterns in restricted learning by demonstratiorsksa
Specifically, the consortium will present a demosison of
abstract grammatical construction learning thateeas from
the acquisition of holistic utterance-scene pairgerothe
segmentation of recurrent constitutive elementhefacquired
holophrases to their compositional recombinatione. (i
generalization).

Language Learning Milestone Il (~ next 4 year3he
milestone scales the lexicon up to multiple granaht
constructions that are acquired in parallel, ulteha
embracing all five of the basic sentence type/agum
structure constructions of English and the evepésythat are
associated with their prototypical uses.
jLanguage Learning Milestone Il (~ next 6-8 yearBhis
introduces implementations of the most elementargios
cognitive/pragmatic capabilities that are requifed simple
linguistic interactions (e.g. joint attention, pegstive taking,
turn taking). With these capabilities in place, gaage
learning experiments can shift from learning by dastration
to more naturalistic forms of language learningnfrsocial
interaction (albeit initially confined to fairly gidly restricted
language games proceeding by fixed protocols).

Language Learning Milestone IV (~ next 10 year®)is
milestone marks a progressive diversification @ lihguistic
resources employed, as well as a more naturalistic
approximation of their actual quantitative propoms in
children's linguistic input, extending current Ieag
architectures progressively to combine groundechieg with
large scale distributional learning. Using corpara child-
directed speech as an empirical yardstick, more @mode

words and constructions are fed into the still riestd/non-

spontaneous  tutor-learner interaction according to
distributional patterns extracted from naturallycaing
child-directed speech.
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Language Learning Milestone V (~ next 15 yeaf)is
relates to advanced skills of social cognition thatist
eventually be incorporated into robotic systemsaahe point
or other (however simplified) if serious progressvards
human-like communicative capabilities is to be matthese
higher-level prerequisites for
communication
contingent capabilities as action recognition, godérence,
belief ascription and everything else that is comiyo
subsumed under the notion of “shared
(Tomasello et al. 2005). In general, the more dspeicthese
distinctly human traits can be adapted and relmwilrtificial
systems, the more open-ended the learner's capémity
flexible intelligent interaction during languageataing tasks
and communication experiments will be.

include such complex and contextuallgrevious milestones.

units and thus there is synchrony between langaadesvents.
Social Learning Milestone Il (~ next 4 yearshe roadmap
development in a 4-year perspective within theadearning
scenarios expects that an ability to detect andoéxpitoring
interactions will be developed in humanoid robatsis would

ostensive-inferdntiabe achieved by extending and enhancing the develofsin

Scaffolded learning of hidneal
behaviors in social interaction and the learninggedmmar
and vocabulary complement and enhance each other.

intentiorfalityAdditionally further research on joint intentiofahming and

referential intent should be carried out togethih whe basic
ideas for acquisition of negation usage of varityes (e.g.
refusal, absence, prohibition, propositional dgniddost of
the latter require some modeling of motivation tvoh and
affect) on the part of the robot, as well as terap@cope

Language Learning Milestone VI (~ next 20+ years)encompassing memories and habits.

Finally, to the extent that all of the above hasrbtegrated
more or less successfully into a running systenestine VI
marks the stepwise addition of further grammatiead
distributional complexity in order to further apghmate the
real-life challenge facing child language learn&mmong other
things, this additional complexity may relate to clsu
dimensions as the relation between speech actipanis and
the proposition expressed (with the grammaticalretate
sentence mood), the relation between speech aet ginu
event time (grammatical reflex: tense) or
conceptualization of event structure and event eecjng
(grammar: aspect). Likewise, the input used fortipent
learning experiments should increasingly
guantitative properties of naturally occurring dhilirected
speech. In this, milestone VI marks incrementatdases both
in the grammatical and in the quantitative compiexaf
learners' linguistic input, thus paving the wayptogressively
open-ended interactional scenarios for groundedyuiage
learning experiments.

C. Milestone for Social Learning Research

Social Learning Milestone | (~ next 2 yearEhe first target
in social research involves studying and implenmgntion-
verbal social cues for language and skill learnifige second
target is modeling holophrase acquisition via imiedal
learning; this entails sensitivity to aspects ofoustic
packaging (cf. Sec. IV.C). The first target attésn exploit
biased learning via a form of rudimentary intendibn
reference. This can be achieved via joint attentbetween
robot and human whereby the robot responds to diagetion,
mirroring and turn-taking in the interaction withet human
interaction partner. The non-verbal clues direbbtaattention
to the actions or objects. Language acquisitiorcgeds by
associating the robot's focus of attention (inaigdits full
sensorimotor feedback) with salient aspects of htbhman’s
speech modality.

The second challenge regards the modeling of hodseh
acquisition via intermodal learning. This partialjarefers to
the implementation of the acoustic packaging
automatically permits the division of a sequencents into

Tutoring plays an important role in understandimgjcms.
Research would consider how tutoring could be ufed
learning, how complex actions could be structuvedch kind
of units could be observed and how speech/soundalsig
(acoustic packaging) could be modeled. Studies dvaldo be
carried out to extend previous research in ordeest@ablish
how to enhance rudimentary intentional referencemimre
sophisticated mechanisms for joint intentional firagnand
referential intent. This would take into accounthbimteraction

thepartners’ gaze, speech, gesture and motion clueirther

outcome of this milestone would be the acquisitafnthe
meaningful usage of many forms of negation. Negatias

resemble tbeen considered as a primarily grammatical phenomen

However negation appears to be quite varied andgaradéong
before the production of grammatical utterancesyaung
children. The part of the roadmap would lead to edtep
understanding of how negation fits into developraknt
learning and with the rest of language acquisition.

Social Learning Milestone Il (~ next 6-8 yearg)t this
stage we would expect that research will build ocevipus
achievements to focus on two main areas of scegahing and
language. Firstly the development of architectuasable of
exploiting pragmatic skills such as sequential rextéonal
organization (contingency, turn-taking) and usemisody for
grammatical learning and secondly being able tondes
Model/Rival (M/R) learning, motivational systems dan
predictive models of social interaction. Prosodidasb
occurring in speech directed at infants could bgociated
with gestural indications to not only highlight kearts of
speech but also provide clues to the grammaticalr@aof
language in the interaction.

A key issue in language research is also thatdividuating
participants and the acquisition of pronoun anghnga usage
and grammatical agreement based, e.g., on pergsbnumber
and, in some languages, gender. For example, terstachd
that “I” means the speaker need not necessarige an pure
two-way interaction (one interaction partner migise “I” to
refer to themselves but not to the other partneégwever “I”

thatan be obtained from 3-way interaction. Furtheemnibrhas

IEEE Transactions on Autonomous Mental Development



Page 23 of 31
> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATIONNUMBER (DOUBLE-CLICK HERE TO EDIT) < 23

©CoO~NOUTA,WNPE

been shown from animal studies that a 3-way iotema

(introducing a rival who also acts as a model €orctional use
of utterances) accelerates (language) learning.th&ur
investigations of the role of these interaction mmeena are
necessary.

Social Learning Milestone IV (~ next 10 yeai®)e 10 year
goal would be to exploit interactions of prosodgiernal
motivation, inter-subjectivity and pragmatics inndmage
acquisition and dialogue whilst developing architees based
on intermodal learning and sensitivity to a tutor.

Social Learning Milestone V (~ next 15 year&)longer
term goal would be that of temporally extended usi@ading
of the social motivations and intentions of otheinds,
context, and (auto)biographic and narrative (re3troction.
Thus rather than focusing and responding to eweetsrring
in the immediate moment the robot language leagrpands
their scope to encompass a wider temporal horiZdns
necessarily would require the development of meishas to
cope with extended context including both the r&botvn
history and the ability to construct such eventeelation to an
interaction partner. We would envisage thereftie
development of first systems that are capable cbbtearning
and sequential organization of interaction in sjiescenarios.

Social Learning Milestone VI (~ 20+ years) very long
term goal would be the development of systems Hrat
capable of social learning and pragmatic orgaronatof
interaction related to grammar, language, and hiehan
various open-ended scenarios. Clearly this wouittl tnf the
achievements of earlier parts of the roadmap.

D. Milestone for Cognitive Integration Research

All previous milestones, though grouped for sakelafity
in the three research challenge areas of actimgutge and
social learning, already include foreseen developntaat
imply the integration of the tree cognitive capdig$. In the
section below we will list additional future progsemilestones
not explicitly discussed in the previous section.

Cognitive Integration Milestone | (~ next 2 year3his
milestone explicitly refers to the development obatics
cognitive models able to integrate basic action aathing
representations into emergence shared representatis for
both actions and names, implicitly integrating tapabilities
discussed in the previous set of milestones. Fampie, we
expect here that any experiment of the learnin¢pbéls for
individual objects and action categories is implljclinked,
and integrated with, the experiment on the acdoisiof new
motor primitives and their application to objectnipalation
contexts. This integration assumes the sharing ntérnal
representation and processes for both sensorimatat
linguistic knowledge. And we expect that such agpess in
the acquisition of new action and language concspabvays
developed in a social learning and imitation contex

Cognitive Integration Milestone 1l (~ next 4 yeard)
further area of research achievable in a four-yeaspective
will be the simulation of embodiment phenomenaainguage
learning robots such as the Action-Language Corbilisiti

effects (Glenberg and Kashark 2002; Tucker and 2iI04).
Another milestone regards the development of eigiaty
models demonstrating the co-evolution of action Emguage
skills for simple grounded lexicons and simple agtit
constructs (e.g. agent-verb-patient, agent-verpgmigion).

Cognitive Integration Milestone Il (~ next 6-8 ysh
Expected ongoing progress on the development gélacale
computational neuroscience models could lead to the
application of these brain models to robotics actiand
language integration systems. This would for exanpiild up
on previous milestone reproducing behavioral aelimguage
compatibility effects to computational neuroscienvedels
investigating fine neural mechanism explaining Ifetion and
inhibition effects in multiple object scenarios I{Elet al.
2007).

Cognitive Integration Milestone IV (~ next 10 y@arBhis
longer-term milestone refers to the developmengereral-
purpose grammatical constructions for the creatitbrmew
complex motor and perceptual concepts. As specifiethe
language milestone IV section, at this stage weeex@
progressive diversification of the linguistic reses and
acquisition of large scale distributional learnintn this
integrative milestone the focus in on how more aded
sensorimotor knowledge systems and richer soctbifa can
help this complexification of the linguistic system

Cognitive Integration Milestone V (~ next 15 yeaidpw
developments consequent to the acquisition or l&gieons
and syntactic capabilities will allow the testing fobotics
models of challenging research issues in embodiment
literature. For example, the sensorimotor grounaihgbstract
concepts is a challenge for embodiment theory afnitimn
(Barsalou 1999; Andrews et al. 2009; Kousta et1899).
Embodied theories should be able to explain theritrion
of sensorimotor and affective knowledge can expldie
acquisition of abstract concepts, such as happeedbeauty,
or non-semantic words such as the function word$ &nd
“and”.

Cognitive Integration Milestone VI (~ 20+ years)his
longer term milestone refers to robotics experimahat can
demonstrate the acquisition of open repertoires of
compositional actions and lexicons sharing natiaafuage
properties. This could include emergent syntactigpprties
such as morphology, tense and case agreement.

VIIl. CONCLUSION

Overall, our vision for cognitive robotics reseamhaction
and language integration within the social learnoantext
proposes the combination of a developmental apprdac
embodied machine learning with usage-based modéls o
natural language acquisition (Tomasello 2003) and
construction-based theories of grammar (Goldber®519
2006; Langacker 2008). In this, it subscribes tsidhgenets of
cognitive-linguistic theories of child language aisifion such
as the assumption that language learning

e does not require substantial innate grammatical an
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sensorimotor hardwiring;

e is grounded in recurrent patterns of embodied gapee [1]
and situated social interaction;

e builds on a set of pre-acquired social cognitivcr\z]
capabilities that are required for cooperative mste-
inferential communication in general,

e proceeds through tacit distributional analysisaofioisy
but also richly structured linguistic input.

(3]

[4]
In order to implement these assumptions in a cdacre
agenda that can serve as an experimental roadnaesthed 5
for pertinent developmental research, we propobkatl three
key scientific challenges must be met:

» the development of scalable language processimg a[6]
learning architectures that can (in principle) Harttie full
combinatorial complexity of natural language; (7]

« the development of suitable implementations oiba
social cognitive prerequisites for language actjaisias [g]
identified by experimental research in developnienta
psychology;

e the  development of empirically  substantiateqg)
characterizations of the actual learning target ésd
stepwise appropriation by the learner as determimgd

empirical research on child language acquisition. [10]

Consistently with the above developmental pringpla

this paper we have identified a series of core ame [11

challenges in the different areas of action, lagguand social [12]

learning, as well as challenges regarding theiegrstion
leading to the bootstrap of further cognitive amuuistic

capabilities. These principles have been translateda [13]

practical roadmap based on a series of researdstoiles
within the next 20 year perspective. These milessgorovide
a possible set of goals and test-scenarios, thtisgaas a

research roadmap for future work on cognitive raisot [15]

Although we do not propose that these milestondxeta rigid

set of fully defined and fully sequential reseagdals, they [16]

can however provide operational definitions of exsh
objectives for the next two decades of researcls milestone

list, together with other proposals on languageetigyment 17

stages (see for example Steels, 2005b, grammatitialh [18]

stages), can contribute to the evaluation of ad¥sifar future
developmental cognitive robotics research (e.g.g€ksi et
al., 2008).
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Developmental learning of
simple actions (primitives)

Acquisition of hierarchical
and compositional actions

Learning the association
between syntactic

Social based acquisition of
action generalization rules

Acquisition of the ability to
generalize over goals

Ability to learn rich action
repertoires based on

language skills for simple
grounded lexicons

E’ constructions and composite social/linguistic descriptions
c Capacity to categories and actions via social learning Ability to correlate action Ability to correlate recursive
3 name objects, events and and language generalization | /composite actions with
= states capabilities recursive linguistic
2 expressions
< Ability to detect objects,
gaze, reach and clasp the
hand around the object
Grounded acquisition, Grounded acquisition, Grounded interactive Learning from increasingly Progressively more human- Learning progressively more
=X decomposition and decomposition and language learning games in more complex/diversified like cooperative ostensive- complex grammars from
= generalization of simple generalization of the five simple joint attention linguistic input within inferential communication quantitatively naturalistic
g transitive holophrases in basic argument structure scenarios based on the progressively less restricted based on the input
°© learning by demonstration constructions of English implementation of learner-tutor interactions implementation of more
= tasks from holophrastic instances elementary socio- advanced socio-
2 in learning by demonstration | cognitive/pragmatic cognitive/pragmatic
= tasks capabilities capabilities
-
Harnessing of elementary Development of a tutor Development of Exploiting interactions of Temporally extended Development of systems
non-verbal social cues spotter for social learning architectures capable of prosody, internal motivation, | understanding of the social that are capable of social
(gaze, turn-taking, mirroring scenarios exploiting pragmatic skills inter-subjectivity and motivations and intentions of | learning and pragmatic
etc) to enhance social such as sequential pragmatics in language other minds, context, and organization of interaction in
o learning for language and Joint intentional framing and | interactional organization acquisition and dialogue (auto)biographic and various scenarios
g skill acquisition referential intent (contingency, turn-taking) narrative (re)construction
5 and use of prosody for Developing architectures
2 Modeling holophrase Acquisition of negation grammatical learning based on intermodal Development of first
© acquisition via intermodal usage of various types (eg learning and sensitivity to a systems that are capable of
S learning (acoustic refusal, absence, Harnessing of Model/Rival tutor social learning and
n packaging) prohibition, propositional (M/R) learning, motivational sequential organization of
denial) systems and predictive interaction in specific
social interaction scenarios
Integration of basic action Simulation of Action- Computational neuroscience | Use of general purpose Scalable lexicons of abstract | Acquisition of open
o S | and naming representations | Language Compatibility models of action and grammatical constructions concepts based on the repertoires of compositional
= 2 and emergence of shared effects language integration for the creation of new developmental acquisition of | actions and lexicons sharing
g) g representation roles for both complex motor and a grounding kernel natural language properties
8 g actions and names Co-evolution of action and perceptual concepts
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Next 15 Years
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