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Abstract

Name: Claire Earlie

Title: Field Observations of Wave Induced Coastal Cliff Erosion, Cornwall, UK

Coastal cliff erosion is a widespread problem that threatens property and infrastructure along many of the world’s coastlines. The management of this risk calls for robust quantification of cliff erosion rates, which are often difficult to obtain along rocky coasts. Quantification of sea-cliff rates of retreat on annual to decadal time scales has typically been limited to rapidly eroding soft rock coastlines. Rates of erosion used for shoreline management in the UK are generally based on analysis of historic maps and aerial photographs which, in rocky coast environments, does not wholly capture the detail and timing at which the processes operate and the failures occur across the cliff face.

The first stage of this study uses airborne LiDAR (Light Detection and Ranging) data at nine sites around a rocky coastline (Cornwall, UK) to gain a quantitative understanding of cliff erosion where average recession rates are relatively low (c. 0.1 m yr\(^{-1}\)). It was found that three-dimensional volumetric changes on the cliff face and linear rates of retreat can be reliably calculated from consecutive digital elevation models (DEMs) several years apart. Rates of erosion ranged between 0.03–0.3 m yr\(^{-1}\). The spatial variability in recession rates was considered in terms of the relationship with the varying boundary conditions (rock mass characteristics, cliff geometries, beach morphology) and forcing parameters (wave climate and wave exposure). Recession rates were statistically correlated with significant wave height (\(H_s\)), rock mass characteristics (\(GSI\)) and the ratio between the two (\(GSI/H_s\)). Although the rates derived using airborne LiDAR are comparable to the longer term rates of retreat, the detail of erosion to the cliff-face provides additional insight into the processes occurring in slowly eroding environments, which are vital for understanding the failure of harder rock coastlines. In addition to this, the importance of the wave climate and rainfall needs further attention on a more localised scale. Monthly cliff face volume changes, at two particularly vulnerable sites (Porthleven and Godrevy, Cornwall, UK), were detected using a Terrestrial Laser Scanner (TLS). Using these volumes alongside information on beach profile, beach-cliff junction elevation changes and nearshore hydrodynamics have allowed an insight into how the cliffs respond to seasonal fluctuations in wave climate and beach morphology. Monthly variability in beach morphology between the two sites over a one-year survey period
indicated the influence that beach slope and the elevation of the beach-cliff junction have on the frequency of inundation and the power of wave-cliff impacts. Failure mechanisms between the two sites ranged from rotational sliding of superficial material to quarrying and block removal over the entire cliff elevation, according to the extent of wave-cliff interaction. This particular survey period highlighted the sensitivity of cliff erosion to the variability in wave climate and beach morphology at two different locations in the south-west of the UK, where the vast majority (over 85% of the annual value) of cliff face erosion occurs during the winter when extreme storm waves prevail.

Coastal cliff erosion from storm waves is observed worldwide but the processes are notoriously difficult to measure during extreme storm wave conditions when most erosion normally occurs, limiting our understanding of cliff processes. Over January-March 2014, during the largest Atlantic storms in at least 60 years with deep water significant wave heights of 6 – 8 m, cliff-top ground motions of a rocky cliff in the south-west of the UK (Porthleven, Cornwall) showed vertical ground displacements in excess of 50–100 μm; an order of magnitude larger than observations made previously. Repeat terrestrial laser scanner surveys, over a 2-week period encompassing the extreme storms, gave a cliff face volume loss 2 orders of magnitude larger than the long-term erosion rate. Cliff-top ground motions and erosion volumes were compared at two different locations, one a reflective beach with steeply shelving bathymetry (Porthleven, Cornwall) and the other an intermediate, low tide bar-rip beach with a wide coastal slope (Godrevy, Cornwall). Under similar wave conditions (6–8 m $H_s$ and 15–20 s $T_p$) the vertical ground motions were an order of magnitude greater at the cliffs fronted by steeply shelving bathymetry, where the breaking waves plunge right at the shoreline, with little prior dissipation, leading to large energetic runup impacting the cliff. These storm results imply that erosion of coastal cliffs exposed to extreme storm waves is highly episodic and that long-term rates of cliff erosion will depend on the frequency and severity of extreme storm wave impacts as well as the wave dissipation that occurs as a function of the nearshore bathymetry. Having recorded microseismic cliff-top motion on this scale for the first time and determined an effective method of monitoring the energetic wave impacts, this study emphasises how investigations of cliff behaviour during storms is not only obtainable, but paramount to understanding coastal evolution under extreme conditions.
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Chapter 1

Introduction and background to the study area

1.1 Preamble

Cliff erosion and the associated risks to coastal properties has been a topic of investigation for many decades; however, in the context of climate change, sea-level rise and the potential for increased storminess, the majority of coastal morphological literature has tended to focus on depositional, rather than erosive coasts (Emery and Kuhn, 1982; Stephenson, 2006; Naylor et al., 2010). The vulnerability of different coasts can be characterised by the response to and the relaxation times between return intervals of extreme events (Pethick and Crooks, 2000). In this respect, cliffed coastlines are highly vulnerable as their erosive nature makes them non-recoverable. Naylor et al. (2010) identified a significant difference between the amount of research carried out on erosive compared to depositional coasts over the last 20 years, leading to a limited understanding of the vulnerability of rocky coastlines. In particular, this refers not only to rocky coastlines alone, but also erosive coastlines with complex morphologies, such as cliffs fronted by beaches or shore platforms and composite cliffs that vary in hardness throughout their vertical profile (Sunamura, 1992; Naylor et al., 2010). The majority of cliff erosion studies in the UK have focused along the eastern and south-east coast of the country due to the very high rates of recession that are a consequence of the ‘soft rock’ geology (till, chalk, clays and heavily weathered shales) (Hall et al., 2002; Damgaard and Dong, 2004; Dong and Guzzetti, 2005; Lee, 2008; Dawson et al., 2009; Brooks and Spencer, 2010; Ashton et al., 2011; Brooks et al., 2012). Both in the UK and globally, limited literature exists on the evolution of more resistant and lesser-weathered ‘harder’ rock coastlines (sandstones, mudstones, shales and granite) and their response to coastal erosion.

There are a number of different variables that control the rates of and processes involved in cliff erosion. Field-based studies on rocky coastlines have attempted to consider the influence of multiple variables on the rates of erosion, e.g., geotechnical controls on slope failure (Shail et al., 1998; Lee, 2008), the role of waves on the erosion and weakening of the cliff-base (Emery and Kuhn, 1982; Lim et al., 2011) and/or the influence of weathering and groundwater on cliff instability (Pierre and Lahousse, 2006). Seldom have observational
studies however, been able to successfully consider the relationships between the multiple variables that can influence erosion holistically, likely due to the limitations associated with quantifying the different processes. Likewise, only recently has research has been carried out from a marine perspective; investigating the direct influence of wave impacts on cliffed coastlines (Stephenson and Kirk, 2000; Young et al., 2011a; Dickson and Pentney 2012; Young et al., 2012; 2013; Earlie et al., 2015; Ogawa et al., 2015; Van Jones et al., 2015).

A large variety of methods have been used to assess cliff erosion rates and analyse cliff morphology. Cliff erosion studies in the UK have typically involved using historic mapping, photogrammetry or Terrestrial Laser Scanning (TLS) to determine cliff-face volumetric changes and rates of retreat (Rosser et al., 2005; Ridgewell and Walkden, 2009; Lim et al., 2010). Rates of erosion in harder rock coastlines found using these techniques range from 0.02 to 0.5 m yr$^{-1}$. The variation in rates depends on not only the geological characteristics, the wave exposure and meteorology, but also on the type of technique used during the analysis and the temporal and spatial scale under consideration. For example, historic map analysis of the recession of a cliff-top over decades at a coarser spatial scale will miss some of the detail of changes to the cliff-face (Earlie et al., 2013), whereas bi-annual/monthly surveys of a cliff using photogrammetry or TLS will identify regions of failure across the cliff-face and will help identify any seasonality that may be apparent in the erosion activity (Rosser et al., 2005; 2007). The lack of accurate data that currently captures the evolution of rocky coastlines and the parameters, which explain the variability in erosion rates, mean that most proxies for wave-cliff interaction remain theoretical.

Over the past few years (since 2010), the south-west of the UK has seen some very significant landslips, cliff falls/failures in these hard-rock environments (BBC, 2012; BGS, 2013; SWCP, 2014). Both the general public and coastal managers have begun to ask: what is causing this recent dramatic increase in cliff-failure? The winter of 2013/2014 was one of the stormiest and most energetic wave periods in over 60 years, and regions of the south-west experienced large scale erosion of many beaches and cliffs, with flooding and damage to coastal infrastructure (Masselink et al., 2014; Poate et al., 2014; Earlie et al., 2015; Masselink et al., in press). Sea-level rise and more frequent stormy conditions (heavier rain and large sea swells) induced by a changing climate have the potential to increase this rate of coastal erosion in the future. Cliff retreat, in particular, often occurs as sudden failures and
can potentially pose a great threat to public safety and existing infrastructure. Obtaining data in this dynamic environment and understanding the kinematics of the cliffs and the linkage between the forcing parameters and the rates of erosion will not only feed into cliff erosion models, but ultimately inform future coastal management strategies. It is intended that the results of this research will also help the National Trust (the largest coastal landowner in Cornwall) improve management and adaptation strategies for their coastal assets and infrastructure and contribute to the wider rocky coastal erosion research community.

1.2 Aims and Structure of Thesis

The broad aim of this study is to gain a quantitative understanding of coastal erosion along exposed cliffed coastlines characterised by a combination of harder bedrock cliffs and less resistant superficial quaternary deposits, and to assess how the spatial and temporal variability in the boundary conditions and forcing parameters affect the rates of coastal cliff erosion. In order to achieve this, the project takes a top-down approach, investigating the factors attributing to cliff erosion over three decreasing time and spatial scales:

1. The long term time scale quantifies rates of retreat over a period of 3–4 years at nine vulnerable locations located around the Cornish peninsula using airborne LiDAR and characterises the geological setting and wave climate at each site.

2. The medium term time scale uses TLS to obtain monthly high-resolution 3D point cloud data at two particularly vulnerable locations over one year (July 2013–July 2014). This sophisticated data set, alongside beach morphological and nearshore hydrodynamic data relates the monthly evolution of the cliffs to the weather and wave conditions.

3. On a shorter time scale, in-situ observations of cliff behaviour during a particularly stormy winter using a seismometer, video camera, wave buoy data, beach profiles and TLS, offers, for the first time, insight into the evolution of the cliffs and beach under extreme wave conditions.

In order to understand this spatial and temporal variability, the following specific research questions are examined throughout the thesis:
• What factors explain the spatial variability in erosion around a rocky coastline?
• How useful are remote sensing techniques, such as airborne LiDAR and terrestrial laser scanning at capturing coastal cliff change?
• What role do the nearshore hydrodynamic regime, offshore bathymetry and beach type play in the variability of cliff erosion?
• How do the cliffs respond to a highly energetic wave environment and which factors contribute to controlling the energy expended on the cliffs?
• How do wave induced cliff-top ground motions respond to waves under different coastal settings i.e., cliffs fronted by a reflective versus a dissipative/intermediate beach?

The thesis chapters are organised as follows:

Chapter 1 introduces the main research questions of the thesis and places the research into context. This chapter contains a brief overview of the broader cliff erosion literature; a theoretical framework including mechanisms of cliff failure and methods of measuring cliff erosion. Note that more detailed literature reviews specific to the research methods and time and spatial scales in question are also provided in Chapters 2, 3 and 4. Chapter 1 encompasses a detailed geological and geomorphological overview of each site, which is referred to in the subsequent chapters.

Chapter 2 considers cliff erosion over a long-term time scale where cliff erosion over a 3–4 year period is quantified using airborne LiDAR at nine locations around the Cornish coastline. A sensitivity analysis of the airborne LiDAR method and its suitability for monitoring slowly eroding ‘harder rock’ coastlines are also explored here.

Chapter 3 investigates cliff erosion at two vulnerable locations on opposite facing coastlines using continuous wave data, monthly point cloud cliff comparisons and beach profile surveys to determine the variability in erosion rates on a reduced time scale and relate cliff response to varying forcing and resisting factors.

Chapter 4 explores the findings of the previous two chapters by examining the geophysical behaviour of the cliffs and the cliff-top ground motions according to the wave conditions and beach morphology in-situ using a seismometer, video camera and continuous wave and water
level data. Intermittent terrestrial laser scanning allows for a qualitative and quantitative analysis of the changes detected under such conditions.

Chapter 5 synthesises the main findings of the thesis in the context of the research questions, drawing upon the main themes that emerge throughout. The original contributions to broader knowledge are identified and recommendations for further research are proposed.

1.3 Literature review – Theoretical Framework

1.3.1 Coastal cliff erosion – mechanisms of cliff failure

Coastal cliff erosion is understood to be due to a complex combination of sub-aerial and marine processes weakening the structural integrity of the cliffs, leading to gradual erosion and episodic mass failure (Pethick, 1984; Trenhaile, 1987; Sunamura, 1992). The variety of cliff profiles and cliff types along every cliffed coastline around the world indicates that there are a wide range of processes (both sub-aerial and marine) that are involved in shaping these coasts. These processes may include erosion due to wave-attack via abrasion, attrition, quarrying and hydraulic action, or physical and chemical weathering of cliff material as a result of rainfall, changes in temperature, biochemical and biophysical erosion (Emery and Kuhn, 1982; Trenhaile, 1987; Sunamura, 1992; Masselink and Hughes, 2003). The mechanism via which failure occurs can sometimes help indicate the cause of failure. For example, rotational landslides and mudslides often result from a period of prolonged rainfall and hence an increase in pore water pressures in the ground leading to slope failure (Wyllie and Mah, 2004). Rock falls, topples, planar and wedge failures, however, often occur more suddenly, and their failure is a result of the assailing force (e.g., waves) exceeding the resisting force (e.g., rock mass structure and the lithology) over time (Sunamura, 1992; Lee, 2002). Failed material accumulated at the toe, known as talus deposits, provide a form of protection to the base of the cliff, and is subsequently removed by waves, forming part of the nearshore sediment supply (Pethick, 1984; Sunamura, 1992). The erosive nature of cliffs makes understanding their history difficult as the stages of evolution are not preserved, but removed from the coastal ‘system’ (Masselink and Hughes, 2003). The absence of preserved evidence required by many studies makes it difficult to infer processed from cliff form. The
mechanisms of cliff failure and conditions leading to the erosion of cliffs have therefore been the topic of investigation for many decades.

The behaviour of cliffed coasts can be characterised into four main cliff system categories (Lee, 2002) (Fig. 1.1). *Simple cliffs* are cliffs where failure mechanisms and sediment inputs into the nearshore occur in a single sequence due to topples and falls, rotational landslides and mudslides. *Composite cliff* failure occurs in partly coupled sub-systems, for example, when rotational landslides occur over harder bedrock or where harder rock block slides occur over more cohesive material. *Complex cliffs* fail when strongly linked subsystems cause failure with complex feedback mechanisms. Examples of failure within this type of system are deep-seated landslides with failures throughout or seepage in an already eroding cliff. *Relict cliff systems* involve failures in pre-existing landslides where reactivation or ‘slope-over-wall’ failure has occurred due to progressive retreat of the current sea cliff position and subsequent failure of upper cliff material (Emery and Kuhn, 1982; Lee, 2002). Due to the geological characteristics of the cliffs along the south-west coastline, the cliff systems apparent in this study are mainly simple cliffs, (rotational land sliding and toppling of superficial deposits), composite cliff systems and relict cliff systems where rotational land sliding of weaker superficial head deposits has occurred over more resistant bedrock. Evidence of complex and relict cliffs are apparent in some locations where reactivation or seepage has occurred. The complex nature of cliff failure makes it difficult to categorise the cliffs into one specific cliff system or another, as processes and failure mechanisms vary considerably around the coastline (Emery and Kuhn, 1982). The significant lack of information and understanding of the detail in the processes involved in shaping these coastlines means that predicting failure and developing management strategies is a very complex task.
Figure 1.1. Cliff system failure categories (Lee, 2002). Many of these examples are noted around a rocky coastline such as the south-west peninsular of the UK (Arber, 1949).

1.3.2 Coastal cliff erosion – topics of investigation

The tectonic history preserved in the rocks exposed along the south-west coastline means that the stratigraphy of cliffs has been a topic of interest for many decades (Arber, 1949; Steers, 1964; Pethick, 1984; Leveridge and Shail, 2011). Numerous studies have provided evidence of the deformations that occurred during the Devonian to Carboniferous periods (Shail and Wilkinson, 1994; Alexander and Shail, 1995; 1996, among many others). These studies have
been vital in contributing toward the geological understanding of the chronology of the Variscan Orogeny; the mountain building event caused by Palaeozoic collision between Laurussia and Gondwana to form the supercontinent, Pangea (Leveridge and Hartley, 2006).

Geotechnical slope stability studies are often carried out on a site-by-site basis, analysing the geological properties and structural integrity of the cliffs for coastal or risk management and development purposes (Coggan et al., 2001; Westgate et al., 2003; Leveridge and Hartley, 2006; Shail and Coggan 2010). Monitoring of hard-rock coasts for these purposes has helped identify spatial and temporal patterns (magnitude-frequency relationships) in rockfall activity as a precursor to cliff or slope failure (Rosser et al., 2007; Lim et al., 2010; Barlow et al., 2012; Norman et al., 2013; Rosser et al., 2013); but challenges remain linking previous failure to forcing events.

The sensitivity of cliffs to climatic variability in terms of precipitation has been considered where the hydraulic stability of cliffs has been modelled using rainfall and pore water pressures as thresholds for failure (Pierre and Lahousse, 2006; Collins and Sitar, 2008; Brooks et al., 2012). The effects of wave climate variability on recession rates has also been modelled (Hall et al., 2002; Damgaard and Dong, 2004; Dong and Guzzetti, 2005; Brooks and Spencer, 2010; Ashton et al., 2011; Caplain et al., 2011; Brooks et al., 2012; Castedo et al., 2012), although this research tends to focus on soft-rock, as opposed to hard-rock cliffs.

Various process-based numerical models have been developed to predict the evolution of cliffed coastlines, although many of the models often assume a vertical and lithologically homogenous cliff profile (Lee et al., 2001; Milherio-Oliveira, 2007; Walkden and Dickson, 2008; Quinn et al., 2010; Walkden and Hall, 2011; Barlow et al., 2012) with the exception of Carpenter et al. (2014) who modelled the evolution of a lithologically varied soft-cliff profile. Physical process cliff recession studies have also assessed the influence of varying beach morphology (Dickson et al., 2004; Lee, 2008; Walkden and Dickson, 2008; Kennedy et al., 2011; Stephenson et al., 2012), water levels and wave climate (Xeidakis et al., 2007; Lim et al., 2009; Taibi et al., 2009; Nunes et al., 2011), yet very few studies attempt to draw relationships between these influential variables, the rock mass characteristics and failures (Hack and Huisman, 2002; Dickson et al., 2004; Dickson and Pentney, 2012). Establishing empirical relationships between wave exposure, rock strength and cliff erosion will help to better understand the processes occurring and also predict future erosion risk.
Basal cliff erosion is largely understood to occur as a function of the interaction between the resisting force of the cliffs and the assailing force of the waves (Sunamura, 1992, Equation 1.1).

\[ x = f(F_W, F_R, t) \]  

Equation 1.1

where \( x \) is the eroded distance, \( t \) is time and where erosion only occurs when the assailing force of the waves \( F_W \) is greater than the resisting force of the cliffs \( F_R \). Wave action is understood to weaken the cliff at the toe and remove the protection that talus material provides (Sunamura, 1992; Masselink and Hughes, 2003). However, surprisingly limited research has been directed towards relating the rate of cliff-face erosion directly to the wave climate (Adams and Chandler, 2002; Adams et al., 2002: 2005; Young et al., 2009; Young et al., 2011a; 2011b; Dickson and Pentney, 2012), particularly in the UK (Lim et al., 2011; Vann-Jones et al., 2015). In the last decade, seismometers buried in the cliff-top have explored the relationship between the offshore wave field and the resultant vibrating, shaking and swaying of the cliffs (Adams et al., 2002; 2005; Young et al., 2011a; 2011b; 2012; 2013; Earlie et al., 2015, Vann-Jones et al., 2015) leading to a deeper understanding of the geotechnical implications of microseisms on cliffed coastlines (Adams et al., 2005; Brain et al., 2014). With the potential for rising sea-levels and increased storminess, field observations of cliff-top microseisms and cliff failure in highly energetic wave and storm surge conditions have until now (Earlie et al., 2015), not yet been obtained. The abundance of research in soft-rock cliffs and the investigations that have highlighted the significance of wave climate, rainfall and rock mass strength in shaping them, emphasises the opportunities for understanding harder rock coastlines in more detail. Previous investigations tend to consider failure from either a geotechnical perspective, a sub-aerial or a marine perspective, where one factor is assumed to influence cliff erosion more than another; rarely are the interactions between the systems considered holistically, especially in hard-rock cliff environments (Naylor et al., 2010; Norman, 2012).

1.3.3 Quantifying coastal cliff erosion

A frequently used method of quantifying long-term shoreline change for coastal management purposes (50–150 years) involves using historic maps and aerial photos. A shoreline/cliff top/
cliff toe position is digitised using GIS software such as DSAS (Digital Shoreline and Analysis Software) tool within ArcMap (ESRI, 2011; USGS, 2012). The rate at which this ‘line’ retreats is determined using transects cast perpendicular to the shore at specified alongshore intervals and estimating the rate of retreat over the time period (Brooks and Spencer, 2010; Brooks et al., 2012). Shoreline Management Plans in the UK use DSAS to quantify future shoreline retreat rates (Ridgewell and Walkden, 2009; Earlie et al., 2012). The shoreline is divided up into 25 m lengths and a modified version of the cliff equilibrium erosion equation (Equation 1.2) for soft-rock shores (Walkden and Hall, 2005; Walkden and Dickson, 2008) is used to determine the equilibrium recession rates subjected to an increased rate in sea level rise.

\[
\varepsilon_2 = \varepsilon_1 \sqrt{\frac{S_2}{S_1}}
\]

where the modelled cliff response to future sea level rise \(\varepsilon_2\), is calculated using normalisation constants for the historic rate of equilibrium recession \(\varepsilon_1\) and sea-level rise \(S_1\) and future rates for sea-level rise \(S_2\). This algorithm is based on recession of soft-cliffs of a vertically homogenous lithology and where beach volume is small, leading to limitations when using this technique in topographically complex hard-rock coastlines.

Maps from 100–150 years ago show coastlines which have been determined at the surveyors’ discretion, with high water mark, mean sea level and position of the cliff-toe and/or cliff-top used as coastline indicators. Interpreting cliff-top lines from these coarse maps and also from recent aerial photographs means that this method, although useful in visualising change and understanding the scale of retreat, is not universally useful for determining accurate rates of retreat. Furthermore, coastline interpretation errors could occur based on the difference in surveyor’s perception of the sea-cliff position during the surveying stage leading to variation in cliff position. This becomes more apparent when digitising hard-rock cliffs due to their complex three dimensional nature (Figure 1.2). Other errors may be due to different revisions, distortions in the printing process, continuity of process and also geological and environmental changes not accounted for (Lee, 2002). If the error is greater than or equal to the rate of retreat between the editions, then no reliable estimate of coastal retreat is possible (Lee, 2002; Brooks and Spencer, 2010).
The accuracy of such a method has been challenged in the past for long term trends in cliff erosion (Adams and Chandler, 2002; Hall et al., 2002; Runyan and Griggs, 2003), where the amalgamation of events mean that episodic failures are often missed between surveys within the data.

1.3.4 Recent methods of monitoring change

Airborne LiDAR (Light Detection and Ranging) has been used as an accurate and reliable method of obtaining georeferenced geospatial data since the 1980’s (Adams and Chandler, 2002; Young and Ashford, 2006; Young et al., 2009; Lim et al., 2011; Nunes et al., 2011; Young et al., 2012) and has proven to be useful for determining volumetric changes in a variety of different types of terrain. Large-scale data sets can be obtained at a high spatial resolution (0.5–1 m) and repetitive annual surveys can be overlain and compared to assess coastal erosion. LiDAR has been used extensively in the UK for fluvial and coastal flood risk assessment over the last decade (Geomatics Group, 2012) and is often used to assess sediment budget and pathways for coastal defence construction and for existing and future coastal developments all over the world (Sallenger et al., 2003; Zhang et al., 2005; Xharde et al., 2006; Young and Ashford, 2006; Brooks and Spencer, 2010; Nunes et al., 2011; Schmidt et al., 2011; Young et al., 2012). The coast of California, for instance, is frequently surveyed and monitored due to the high levels of coastal erosion and the high value of properties at risk. Here, airborne LiDAR has been used to assess volumetric changes to the cliff-face and sediment inputs into the nearshore (Young and Ashford, 2006; Young et al., 2009, 2011b,
and also to determine a linear rate of retreat (c. 0.03–0.13 m yr⁻¹). The public availability of LiDAR data in the UK makes this an ideal method of assessing coastal change at a range of spatial scales, from metres to tens or hundreds of kilometres. LiDAR data also makes coastal change assessments possible in inaccessible/unsafe regions.

Another common method to monitor cliff changes has been to use photogrammetry (Buckley et al., 2002; Waters and Payne, 2006; Wangensteen et al., 2007) to develop Digital Elevation Models (DEM) of the cliff face and identify regions of change. In complex topography, however, such as rocky coasts, the accuracy of this method (10’s of cm) can inhibit the capture of small scale change and the determination of precise volume differences (Adams and Chandler, 2002). More recent techniques such as ‘structure-from-motion’ range imaging may overcome this accuracy issue, where a 3D structure can be obtained with high accuracy from a high resolution 2D image sequence (Westoby et al., 2012).

The development of sophisticated technologies such as TLS, used alongside Global Positioning Systems (GPS) and survey data, enables the collection of highly accurate topographic data. Its applications have been used as a means of mapping and identifying regions of topographic change in a number of environments. Examples include dune morphological analysis (Montreuil et al., 2013), fluvial morphology (Jaboyedoff et al., 2009; Alho et al., 2011; Schurch et al., 2011; Lague et al., 2012), beach morphology (Poulton et al., 2006), rocky platform analysis (Dewez et al., 2009) and recently TLS has been adopted for monitoring both hard and soft-rock cliffs (Rosser et al., 2005; Poulton et al., 2006; Rosser et al., 2007; 2013; Abellan et al., 2010; 2011; Brodu and Lague, 2012; Lague et al., 2012; 2013; Santana et al., 2012; Dewez et al., 2013; Rohmer and Dewez, 2013). Using methods such as LiDAR, aerial photography or photogrammetry, means that the detail of the complex nature of cliff topography is often missed as such detail is often smoothed during the data processing. TLS is able to capture data to millimetre resolution and repetitive surveys can be compared to obtain overall volumes of change. Sensitive regions of failure can be detected and probability-density functions of rockfalls can help determine failure likelihood and scale for risk management purposes (Rosser et al., 2007; Vaaja et al., 2011; Dewez et al., 2013).

The origin of microseisms (the displacement of the ground due to waves) and their interference with terrestrial seismic investigations has been a topic of interest for many years since Longuet-Higgins (1950). More recently, this research has been taken into the nearshore
to investigate the influence waves and shear stresses have on cliff flexing and the strength of the cliff using seismometers in the cliff-top and water level data at the toe of the cliff (Adams et al., 2002, 2005; Young et al., 2011a; 2012; 2013; Dickson and Pentney, 2012, Norman, 2012; Brain et al., 2014; Earlie et al., 2015; Vann Jones et al., 2015). This has been highly significant in highlighting the influence wave energy has on the integrity of cliffs. Wave-induced vertical cliff-top ground motions have been measured in a number of international locations (California and Hawaii, USA, Australia, New Zealand and the east coast of the UK) and found displacements of 0.5–10 μm under wave climates < 5 m $H_s$ (significant wave height). Such investigations have suggested that this repetitive flexure of the cliff is conducive to the growth of microcracks and ultimately triggers cliff failure (Adams et al., 2005). Cliff-face rockfall activity has also been correlated with cliff-top ground motions (Lim et al., 2011; Vann Jones et al., 2015), however, more recently (Brain et al., 2014; Earlie et al., 2015) research has suggested that it is the larger-scale displacements (50–100 μm) that occur as a result of extreme storm wave activity, as opposed to ongoing, repetitive small scale flexing that is responsible for sudden and substantial failure (Earlie et al., 2015).

1.3.5 Cliff erosion in the south-west UK

Although there is an absence of recent research into cliff erosion in Cornwall, localised and regional studies into the geology, hydrodynamics and beach morphology have been useful in contributing toward the broader understanding of cliff erosion processes in the south-west UK (Arber, 1949; Buscombe and Scott, 2008; Ridgewell and Walkden, 2009; Shail and Coggan, 2010; Leveridge and Shail, 2011; Poate et al., 2014; Masselink et al., in press). The second generation Shoreline Management Plan (SMP2) for Cornwall and the Isles of Scilly (Ridgewell and Walkden, 2009) provides a high-level overview of the historic evolution, geomorphology, wave climate, tides, sediment sources and transport pathways. In order to understand the erosion of a rocky coast environment and its variability with the resisting and assailing forces, more localised, detailed investigations are necessary (Sunamura, 1992; Lee, 2002; Naylor et al., 2010).
1.4 Study sites

Cornwall forms the south-west peninsula of the UK, with a 525-km long rugged coastline protruding into the Atlantic (Shail et al., 1998). The coastline has relatively low rates of erosion in comparison to the rest of the UK; however, a high spatial variability in these rates has been noted with elevated rates in local ‘hot spots’ (Cosgrove et al., 1998). Nine sites were selected initially (Chapters 1 and 2) to represent a range of rock mass characteristics and varying wave exposures (Fig 1.3). These sites, which are all owned by the National Trust, were also identified as having particularly pressing issues with coastal erosion, where property and/or infrastructure (i.e. access roads, coastal paths) are at risk. Two of these nine sites have been used for more detailed monitoring on a finer temporal scale (Chapters 3 and 4).

The variability in geology around the south-west of England (the Cornish coastline in particular) and the spatial differences in the resistance of rock to erosion (Bird, 1998), means that the region experiences localised rates of erosion which result of a combination of episodic failures and gradual erosion over the longer term (Shail et al., 1998; Ridgewell and Walkden, 2009). The rugged nature of the Cornish coastline is a product of not only the hard-rock geology, but also the highly energetic wave climate from the Atlantic Ocean (Scott et al., 2011).
Coastal landsliding in Cornwall has recently been of interest due to specific active regions placing the coastal path and other valuable assets at risk. The National Trust own 420 miles of the 630 mile long south-west coast path; stretching from Minehead in Somerset around the Devon and Cornwall coastline to Poole in Dorset. This footpath is an integral part of the Cornish coastline, not only providing access to the beaches, coves and historic and natural sites of interest but is economically important, drawing millions of visitors each year, generating about £300 million a year and supporting about 7500 jobs (Ridgewell and Walkden, 2009). Understanding the changing coastline and anticipating the impacts these changes have on the coast path will be vital in its long term sustainability.

1.4.1 Geological and geomorphological setting of Cornwall

Cornwall is one of the most complex geological regions in England (Bird, 1998). The coastline is dominated by marine basin sediments, formed in the Devonian and Carboniferous periods, and subsequently metamorphosed by intrusions during the Carboniferous to Permin times. Metasedimentary rocks developed during the Devonian to Carboniferous rifting (Bird, 1998) are present in most of the cliffs around the coastline, mainly formed of sandstones, mudstones, shales and slates. The deformation of these rocks during the Variscan Orogeny
and the horizontal stresses exerted on the rocks led to the folding, faulting, thrusting and regional low-grade metamorphism noted in the exposed cliffs along the coast (Leveridge and Shail, 2011). Following this period, these rocks were all cut by a variably reactivated network of Carboniferous-Triassic faults, formed as a result of the vertical pressures applied during the late Carboniferous. 

**Figure 1.4:** Simplified map of the geological setting of the south-west of England, with study sites marked by red dots (Shail and Leveridge, 2009). Granites are in magenta and the different intrusions are denoted as LEG, Land’s End; CG, Carnmenellis; SAG, St Austell; BMG, Bodmin Moor; DG, Dartmoor; SM, St Mellion klippe; SPZ, Start-Perranporth Zone.

All sites are situated on the Gramscatho Basin and the Looe Basin, both formed of sedimentary/metasedimentary bedrock, with the exception of Porthcurno at Land’s End peninsular, which is a granite outcrop (Fig 1.4). Nearly all of the sites, including Bedruthan Steps, Trevellas Porth, Portreath and Godrevy on the north coast, and Porthleven and Church Cove on the south coast, are characterised by Lower Devonian lithology comprising medium to coarse-grained sandstones or dark grey mudstones/shales interbedded with fine-grained silty sandstones. Porthcurno on the south coast is an igneous intrusion, a granite headland from the Permian to Carboniferous age. Pendower, Hemmick and Seaton, all on the south coast, are characterised by Upper, Middle and Lower Devonian lithology with fine to medium sandstones or mudstones/shales interbedded with coarse sandstones (Shail *et al.*, 1998; Westgate *et al.*, 2003; Leveridge and Hartley, 2006). Most of the sites are capped with a layer of superficial Quaternary deposit (poorly consolidated periglacial sedimentary head deposits comprising clay, silt, sand and gravel), the thickness of which varies around the coast from 0 to 15 m (Shail *et al.*, 1998; Westgate *et al.*, 2003).
The spacing, frequency and orientation of the principal discontinuities that formed during the post-Variscan deformation towards the upper Carboniferous (Leveridge and Hartley, 2006; Shail et al., 1998; Leveridge and Shail, 2011), as well as the subsequent joints and cleavages within the rock, are all important for dictating the potential for cliff failure and the mechanism via which it may occur (Wyllie and Mah, 2004). Cliff failure or mass wasting tends to occur through different mechanisms characterised by different cliff systems (Fig. 1.1). Typical failure mechanisms noted around the Cornish coastline are either translational (planar or wedge failure), rotational or toppling (Shail et al., 1998; Westgate et al., 2003; Leveridge and Hartley, 2006).

### 1.4.2 Wave climate and tidal regime

The wave climate around the Cornish coastline is the most energetic of UK coastal waters (Ridgewell and Walkden, 2009; Scott et al., 2011) and derives all its waves, both sea and swell, from the Atlantic. The north-west (from the Cornwall Devon border to Land’s End), south-west (from Land’s End to Lizard Point) and south (from Lizard Point to Rame Head) coastlines experience varying wave climate. The north-west coast is exposed to swells from the west and north-west (2.5–3 m 10% exceedance significant wave height $H_s$), with south and south-westerly swells refracting around Land’s End Peninsular around to the west-facing beaches. The south-west coast tends to be more sheltered from westerly and northerly Atlantic swell (2–2.5 m 10% exceedance $H_s$). Southerly and south-westerly swells affect the south-west coast more than the south coast. To the east of Lizard Point the wave climate is significantly less energetic (1–1.5 m 10% exceedance $H_s$), with locally fetch limited wind waves generated in the English Channel. All of Cornwall’s beaches are macrotidal with spring tidal ranges between 4–7 m. The north coast generally experiences greater tidal ranges than the south coast, with the south and south-west coast varying between 4–4.8 m, and between 5.4–6.5 m along the north coast (UKHO, 2012) (Fig 1.5).
1.4.3 Climate

The climate of Cornwall is influenced for the most part by temperate maritime air. Temperatures in the south-west are generally warm compared to the rest of the country, with mean annual temperatures (between 1981 and 2010) of 9–11 °C (Fig 1.6). The south-west is one of the wetter regions of the country with annual averages (1981 – 2010) of 1000–1500 mm with little variability around the Cornish coastline. Compared with the rest of the UK, temperatures that are cold enough to bring ground frost are only found 15–20 days out a year and are rarely found at sea level (Met Office, 2012).
1.4.4  Hemmick cove – 50°13’44.84”N 4°48’51.77”W

Hemmick cove is a remote pocket beach situated along the south facing coast of Cornwall, to the west of ‘Dodman Point’ headland (Fig 1.7a). The tidal regime is macrotidal with a Mean Spring Range (MSR) of 4.7 m. The cliffs are fronted by a swash aligned, intermediate low-tide terrace beach ($\tan \beta = 0.05$) facing south-west into the English Channel. Sheltered from easterly waves from the English Channel by Dodman Point, Hemmick cove is mostly exposed to waves from the south-west and west. Average wave statistics (2009–2015) measured at the Looe Bay wave buoy (30 km to the east) show significant wave heights $H_s$ of 1 m during the winter (Oct–Mar) and 0.67 m in the summer (Apr–Sept) and peak wave periods $T_p$ of 9 seconds and 8 seconds respectively.

Figure 1.7: Hemmick cove a) aerial perspective of study site, b) beach and cliffs looking west and c) section of failing cliff at the upper western end of the beach.

The cliffs rise up to >30 m towards the east of the cove and 10–15 m ODN (Ordnance Datum Newlyn) to the west (Fig 1.7 b and c). They are formed of mainly two units, a lower bedrock formed of calciferous slates (De la Beche, 1839) from the Dodman Phyllite series thrust over the Pendower formation (brecciated slates and limestones) (Bird, 1998), capped by a layer of superficial Quaternary deposit and wind-blown sand. The cliffs towards the western end of Hemmick Cove are undergoing ongoing erosion of the upper Quaternary material (Fig 1.7b and c). Very little infrastructure is at risk here, but the National Trust owned property, situated behind a small seawall at the back of the beach has experienced land-loss issues, related to erosion.

1.4.5  Pendower - 50°12’18.95”N 4°56’43.33”W

Pendower is a 2.5 km beach situated along the south coast of Cornwall, facing south-east into the English Channel. These cliffs are fronted by a wide intermediate low-tide terrace beach
with an exposed shore platform to the west and a thin sandy medium to coarse grained beach to the east (tan $\beta = 0.09$). The tidal regime is macro-tidal (4.6 m MSR) and the bay is protected from south-westerly and westerly swells by Land’s End peninsula and mainly exposed to lower energy waves from the east-south-east (Ridgewell and Walkden, 2009).

![Figure 1.8: Pendower a) aerial perspective of study site, b) beach and cliffs looking west and c) wave-undercutting of the cliffs.](image)

The cliffs rise 10–15 m ODN above the beach in this section (Fig 1.8a) and 10–20 m ODN towards the eastern and the western ends of the beach. These cliffs are formed of three major units; Quaternary head deposits (well-stratified brown and grey earthy gravel) (5–8 m thick) overlying a late Pleistocene emerged beach (1–2 m thick layer of quartz pebbles and sandy material with faint beach bedding inclined seaward), sitting above an emerged shore platform (1–2 m thick), dissected into the slates of the Pendower Formation (Bird, 1998). Evidence of cliff-toe undercutting due to waves is apparent in the caves that have formed in the slates (Fig 1.8c). Local landowners have noted rotational sliding of the head deposit and occasional failure due to undercutting of the emerged shore platform, placing at risk the coast path, an access road and the car park.

### 1.4.6 Church Cove - 50°02’18.70"N 5°16’01.11”W

Church Cove is a small pocket beach situated to the north-west of Lizard Point (Fig 1.3 and Fig 1.9a) facing south-west towards the Atlantic Ocean. The tidal regime is macro-tidal (4.7 m MSR) and the beach experiences higher energy wave conditions from the south-west and west. The beach is borderline intermediate/reflective low-tide bar/rip, low-tide terrace, with a tan $\beta$ of 0.05. The bathymetry here is very steep, with the 20 m contour, less than 1 km from the shoreline (Orford et al., 2002). Average significant wave heights (2011–2015) ($H_s$), taken from the Porthleven wave buoy (3 km to the north-west) are found to be 1.52 m in the winter and 0.9 m in the summer, and wave periods ($T_p$) are 11 seconds and 9 seconds respectively.
The cove has been cut out of low lying head deposits and soft weathered rock by marine erosion (Bird, 1998). The cliffs at either end of the cove rise high above the beach (20–30 m ODN) and are formed of two units, a lower bedrock unit of schists and shales of the Lizard series, overlain by significant (5–10 m thick) head deposits (Bird, 1998). Ongoing erosion of the cliff-toe (Fig 1.9b) and rotational landsliding of the upper Quaternary material in the cliff-top (Fig 1.9c) has placed the coastal footpath and wall at risk.

1.4.7 Porthleven - 50°04’26.18”N 5°18’04.95”W

Porthleven beach is an exposed swash-aligned beach, facing directly south-west towards the Atlantic (Fig 1.3 and 1.10a). The tidal regime is macrotidal with a MSR of 4.7 m. The cliffs are fronted by a reflective, steeply-sloping (\(\tan \beta = 0.14\)) beach formed of coarse-to very coarse sand (1–2 mm) and fine to medium gravel (2–16 mm) (Buscombe and Scott, 2008). Much like Church Cove, the bathymetry is fairly steep here with the 20 km contour approximately 1 km from the shoreline. Wave statistics are taken from the Porthleven wave buoy and are similar to those noted at Church Cove (section 1.4.6).
The cliffs are formed of Devonian Mylor slates, (grey-blue slates with interbedded sandstones and mudstones), overlain by a layer of quaternary head deposits (2–4 m thick poorly consolidated sand, silt, clay and gravel) (Bird, 1998; Leveridge and Shail, 2011) capped by a thin layer (0.5–1.5 m) of ‘made ground’; a remnant of 19th century mining activity. The cliffs along this section of the coast rise 8–10 m above the beach (10–12 m ODN) and are bounded at either end of the bay by Porthscatho beds of grey-green sandstone and dark-grey mudstone (Leveridge and Shail, 2001). Above the Porthscatho beds, the cliffs rise steeply to 20–25 m ODN. Porthleven cliffs are geologically important as they provide evidence of the order of the deformation phases (faulting and folding) that occurred during the Variscan Orogeny. The cliffs dip gently south-eastwards and have been cut by a network of late Carboniferous–Triassic joints and faults dipping SSW and NNE (Fig 1.10b).

This site has been noted to have ongoing issues with erosion of the upper Quaternary head deposits, and failure along the shore perpendicular faults (Zawn) at either end of the bay (Shail and Wilkinson, 1994), placing the coast path at risk.

1.4.8 Porthcurno - 50°02’36.35”N 5°38’39.70”W

Porthcurno is a large southerly-facing pocket beach, situated to the east of Gwennap Head, 5 km from Land’s End, the south-western most point in the UK (Fig 1.3 and Fig 1.11a). The tidal regime here is slightly more macro-tidal than the south coast with a MSR of 5.4 m. The beach is an intermediate low-tide terrace and rip/low-tide terrace (low and high energy beach types respectively) (tan β and D_{50} unknown). Located on the south-western most point of the peninsula, Porthcurno is highly exposed to westerly and south-westerly waves from the Atlantic Ocean.

Figure 1.11: Porthcurno a) aerial perspective of study site, b) cliffs looking eastwards and c) evidence of cave formation at the toe of the cliffs.
Although this is one of the most exposed sites in this study, it is also one of the most resistant in terms of geology. The cliffs at Porthcurno rise up to 70–80 m above the beach and are mainly blocky, coarse grained megacystic Land’s End Granite, formed during large-scale igneous intrusions during the Carboniferous to early Permian times (Leveridge and Hartley, 2006). This site has been identified as having issues with weathering and erosion of the upper face of the cliff and concern has been raised over the stability of the caves formed at the toe of the cliffs.

1.4.9 Godrevy - 50°13’57.84”N 5°23’31.04”W

Godrevy, situated on the northern coast of Cornwall faces directly west, towards the Atlantic. The cliffs are located at the western side of St. Ives Bay, a deep concave bay formed from marine erosion cutting into less resistant Devonian slates, mudstones and sandstones, between the more resistant headlands of St Ives Head and Godrevy Head (Ridgewell and Walkden, 2009) (Fig 1.12a). The tidal regime becomes more macro-tidal along the north coast, with a MSR of 5.88 m. The beach is a wide, gently-sloping (tan β = 0.02) intermediate low-tide bar/rip and is highly exposed to Atlantic swell waves from the west and south-west. The coastal slope is relatively wide and shallow-sloping with the 20 m contour 10 km from the shoreline (UKHO, 2012). Average significant wave heights ($H_s$) taken from the Perranporth wave buoy (20 km to the north-west, from 2011–2015) are 1.91 m in the winter and 1.22 m in the summer, with wave periods ($T_p$) of 12 seconds and 11 seconds respectively (CCO, 2015).

![Figure 1.12: Godrevy a) aerial perspective of study site, b) beach and cliffs c) evidence of failure of superficial head deposit.](image)

The cliffs rise 8–15 m above the beach and are formed of two major units, underlying bedrock of weakly metamorphosed Devonian sandstones and mudstones (Shail and Coggan, 2010), with evidence of Carboniferous deformation during the Variscan Orogeny, much like
most of the cliffs in this study. These bedding planes dip gently towards the south-east and are cut by a network of ENE-WSW, NE-SW and NW-SE oriented joints and faults (Bird, 1998). The bedrock is overlain by a layer of superficial head deposit of a poorly sorted silty cohesive matrix, varying in thickness along the cliff frontage as the boundary between the two units rises from almost beach level at the northern end of the cliffs to 15 m ODN at the southern end. Towards the northern end of the cliffs, the superficial units lay above an emerged Pleistocene beach, situated at about 0.5–1 m above beach level. Godrevy is one of the most visited National Trust properties in SW England (Shail and Coggan, 2010) attracting more than 250,000 people per year. The access road to a car park which generates a high amount of revenue for the National Trust is situated alongside the south-west coast path at the very edge of the cliff-top. Ongoing erosion of the cliffs at Godrevy has placed this road and footpath at immediate risk over the last few years.

1.4.10  Portreath - 50°15’41.05”N 5°17’46.99”W

Portreath is a north-west facing pocket beach along the north coast of Cornwall, 7 km to the north-east of Godrevy Head (section 1.4.9). The tidal regime is macro-tidal, with a MSR of 6.1 m. The cliffs towards the west of the harbour are sheltered from southerly and south-westerly Atlantic swell by Western Hill, yet exposed to swell from the west and north-west Atlantic. The beach is a gently sloping (tan β = 0.03) intermediate low-tide terrace and bar/rip (Buscombe and Scott, 2008), with the 20 m coastal slope contour 2 km from the shoreline. Average wave conditions obtained from Perranporth wave buoy (12 km to the NNE) are comparable to those in section 1.4.9.

The cliffs are Upper Devonian (Frasnian) slate, siltstones and fine sandstones of the Porthtowan Formation with evidence of uplift and erosion from plate collision during the
Variscan Orogeny (Bird, 1998). The deformation occurring during the later Variscan led to low and high angled faults where the bedding dips about 10° towards the west and is intersected by steep NW-SE faults and N-S joints. The relationships between these intersecting faults have led to the variation in the cliff instability (Marks, 1999). Historic quartz mining activity of the cliff beneath ‘Battery House’ (Fig 1.13b and c) exacerbated by wave action has caused overhanging of the cliffs. This has led to periodic slips, placing the property and road at the top of the cliff at risk.

1.4.11  Treellas Porth - 50°19’23.36”N 5°11’46.81”W

Trevellas Porth is a small cove to the north-east of St Agnes (Trevaunance Cove) at the mouth of the Trevellas Coombe stream, an area historically used for mining. The beach faces towards the west and is exposed to Atlantic swell from the south-west to the north-west. The tidal regime is macrotidal (6.1 m MSR) and the beach is mostly a rocky shore platform covered with a thin veneer of sand and variably sized boulders at the toe of the cliffs. The bathymetry shelves fairly steeply with the 20 m contour less than 2 km from the shoreline.

Figure 1.14: Treellas Porth a) aerial perspective of study site, b) beach and cliffs looking north-east from southern headland. Evidence of undercutting present in the cliffs above the beach c) ongoing failure of material via weathering and erosion of the cliff toe.

The cliffs are formed of predominantly metamorphic Devonian slates with interbedded sandstones and limestones of the Gramscatho group. The cliffs have been cut into marine erosion platforms, uplifted during the Tertiary period (Bird, 1998), rising about 70 m to the south of the cove and about 20 m to the north. The erosion processes appear to differ within this bay, where weathering of the cliffs to the south, combined with wave attack of the toe, leads to rotational slips of the cliff. Towards the north, evidence of wave attack is apparent in the undercut, overhanging sections of cliff (Fig 1.14b). The coast path and the small car park are at risk of erosion.
1.4.12  **Bedruthan Steps - 50°29'09.85"N 5°02'05.51"W**

Bedruthan Steps forms a series of rocky headlands and stacks along the north coast of Cornwall, facing west towards the Atlantic. Macro-tidal, with a MSR of 6.5 m, the beach is fine-grained, wide and gently sloping ($\tan \beta = 0.01$). Bedruthan Steps is classified as intermediate low-tide bar/rip to dissipative, and is exposed to swell from the south-west, west and north-west. The bathymetry shelves steeply, with the 20 m contour about 1 km from the shoreline. Average wave conditions obtained from Perranporth wave buoy (17 km to the south) are comparable to those in section 1.4.9.

![Figure 1.15: Bedruthan Steps a) aerial perspective of study site, b) cliffs and stacks looking northwards from southern headland, c) ongoing failure of material via weathering and erosion of the cliff toe.](image)

The cliffs rise high above the beach along the frontage, (75–80 m) and have been cut by marine-action into grey and green Devonian slates with bands of limestone and quartz veins (Bird, 1998). The stacks visible on the beach contain remnants of slope-deposited late Pleistocene periglacial head and indicate the coastline has retreated about 250 m over the last 6000 yrs.

Bedruthan Steps is an important geological feature of the coastline owned and managed by the National Trust. Cliff falls appear to have been a problem regarding access to the beach via a staircase and cliff stabilisation and engineering measures have been taken to protect the steps and allow access onto the beach. This measure has temporarily halted the erosion around the steps, however the highly active nature of the cliffs hints towards a potential larger slip in the future. The stability of the cliffs here will determine whether continued access onto the beach is possible.
1.5 Summary

This wide range of geomorphological characteristics around the coast of Cornwall provides an ideal setting upon which to draw comparisons and explain the spatial variability in erosion around the coastline. The sites selected for this study are either currently experiencing issues related to coastal cliff erosion or have been identified as regions where infrastructure is threatened by potential failure in the future. The sites chosen also provide a range of coastal orientations (S, SW, W, NW), offshore bathymetric profiles, and beach types, (e.g., reflective, intermediate, low-tide terrace and low-tide bar/rip) with different geomorphological settings (i.e., pocket beaches, coves, rocky platforms and wide sandy beaches); which will help explain the influence of various wave exposures on cliff erosion rates. Seven out of the nine sites (excluding Portreath and Porthcurno) are characterised as complex cliffs, with a unit of softer superficial head deposit overlaying a more resistant bedrock unit. Cliff heights vary from 8–80 m and although all sites (apart from Porthcurno) are mostly meta-sedimentary/sedimentary, they differ in their resisting force - the rock mass characteristics (spacing, orientation and frequency of joint sets and fractures).

This study uses two different techniques to quantify cliff volume erosion under varying temporal and spatial scales:

1. Airborne LiDAR data allows for large scale, high-resolution (0.5 m) quantification of cliff erosion volumes at nine sites over a 3–4 year time scale (Chapter 2). These data are used alongside rock mass characteristics and wave exposures to explore the spatial variability in erosion around the coastline.

2. Monthly Terrestrial Laser Scanning (over 12 months) at two particularly active and vulnerable locations (Porthleven and Godrevy) facilitates a high temporal and spatial resolution (10 cm) chronology of cliff face erosion (Chapter 3). Previous research has suggested the morphology of the beach and nearshore hydrodynamic regime plays a vital role in controlling cliff erosion rates (Trenhaile, 1987; Sunamura, 1992; Masselink and Hughes, 2003; Ashton et al., 2011; Caplain et al., 2011; Brooks et al., 2012), however most field studies (and as a result, most theoretical models) are based on the erosion of soft-rock cliffed coastlines. This study uses monthly quantification of cliff volume erosion, combined with
beach profiles and continuous wave and water level data, to explore these forcing parameters in a harder rock environment.

Monitoring and quantifying the impacts of high-energy extreme storms on coastal cliffs is hindered by the difficulties associated with deploying instrumentation in such conditions. Therefore, most models for wave-cliff interaction under elevated water level and high energy wave conditions remain theoretical. This study employs, for the first time, \textit{in-situ} observations of cliff-top ground motions, waves and water levels and subsequent cliff erosion and beach morphology (Chapter 4). The forcing parameters (waves, water levels) and boundary conditions (lithology, beach morphology, bathymetry) explored in this study will aim to explain the spatial and temporal variability in harder rock cliff erosion in the south-west UK and ultimately contribute towards the broader understanding of the oceans’ role in shaping our coastlines.
Chapter 2

The spatial variability in cliff erosion around the south-west UK coastline

2.1 Introduction

2.1.1 Measuring rates of retreat

Cliff erosion studies have typically involved historic mapping, photogrammetry, LiDAR (Light Detection and Ranging) or terrestrial laser scanning to determine cliff face volumetric changes and rates of retreat. Rates of erosion used for shoreline management purposes for rocky coastlines using these techniques range from 0.02 to 0.5 m yr\(^{-1}\) (Rosser et al., 2005; Ridgewell and Walkden, 2009; Lim et al., 2010), and in rocky coast environments, do not tend to wholly capture the detail in the processes and the failures occurring across the cliff-face. This chapter examines the usefulness of airborne LiDAR technology to gain a quantitative understanding of cliff erosion along rocky coastline where recession rates are relatively low (c. 0.1 m yr\(^{-1}\)) and determine linear retreat rates. In this chapter, the relative resistance of rocks is characterised by the lithology of the rock as well as the rock mass characteristics that control the intrinsic resistance to erosion. The variation in the erosion rates depends largely on the local geological characteristics, wave exposure and meteorology. The spatial and temporal variations in the type of analysis technique will also influence the resultant rate of erosion, and hence the interpreted amount of vulnerability, due to the resolution of data capture in the method itself.

In many shoreline management strategies, historic shorelines are digitised and recession rates calculated using the ArcGIS DSAS tool (Ridgewell and Walkden, 2009; USGS, 2012). The site-specific detail is missed using this method as the rates are summarised on a larger scale (10’s 100’s km) and, for the purposes of policy formulation and development, only the cliff top position is considered. The nature of rocky coastlines and the modes in which failure occurs (often on the cliff face) calls for a more detailed understanding of the way in which the cliffs behave (Rogers et al., 2009). Erosion rates derived from historic mapping techniques are often the only data available and are consequently used in coastal management
strategies. The spatial scale at which this technique quantifies the rates of erosion alongside the low rates noted in slowly eroding harder rock coastlines, means this method has a tendency to over-estimate rates of change, only capturing larger changes over a longer time period (Lim et al., 2010). Although sporadic failures on a large magnitude are very difficult to predict, smaller rock falls can often be a precursor to these larger failures (Rosser et al., 2007). It is important to identify areas of weakness to attempt to manage this risk.

With advances in technology, the three-dimensional nature of the evolution of cliffs has become easier to capture. Terrestrial Laser Scanning (TLS) and photogrammetry are methods that allow for very high-resolution georeferenced data to be obtained for cliff faces (Rosser et al., 2005; Young et al., 2009). However, there are often issues with photogrammetry regarding accuracy (Adams and Chandler, 2002). TLS is useful for more site-specific and localised changes (10–100 m), yet such methods may not be feasible in some difficult to reach locations.

2.1.2 Applications of airborne LiDAR

Airborne LiDAR has been used as an accurate and reliable method of obtaining georeferenced geospatial data since the 1980s (Wood and Fisher, 1993; Cosgrove et al., 1998; Adams and Chandler, 2002; Hall et al., 2002; Young and Ashford, 2006; Young et al., 2009; Lim et al., 2011; Nunes et al., 2011; Young et al., 2011b; Jaboyedoff et al., 2012) and has proven to be useful for determining volumetric changes in a variety of coastal landscapes. Large scale data sets can be obtained at a high spatial resolution (0.5 m²) and repetitive annual surveys can be compared and used to assess coastal erosion. The application of LiDAR in the coastal zone has allowed for future coastal erosion rates to be projected to account for sea-level rise (Walkden and Hall, 2005; Ridgewell and Walkden, 2009), and for local and regional sediment budgets to be quantified via volumetric beach, dune, gully and cliff change over time (Young and Ashford, 2006; Young et al., 2009). Other uses have included; analysing coastal response to extreme events (Zhang et al., 2005), habitat mapping (Schmidt et al., 2011), coastal and fluvial flood risk analysis (Brock and Purkis, 2009; Ridgewell and Walkden, 2009), coastal defence construction, and for existing and future coastal developments all over the world (Sallenger et al., 2003; Zhang et al., 2005; Xharde et
Detection of beach changes in terms of shoreline position (HW mark) and dune dynamics has successfully been monitored using LiDAR (Zhang et al., 2005; Young and Ashford, 2006); however, its application in cliffed environments has typically been limited to rapidly eroding soft-cliff regions (Kidner et al., 2004; Xhardé et al., 2006). Erosion of hard-rock coasts is understood to occur episodically and at a slower rate. The ephemeral nature of the erosion in these environments means that the perceived risk is lower and therefore studies looking at the evolution of hard-rock erosive coasts are limited (Xhardé et al., 2006; Naylor et al., 2010). The high resolution of LiDAR (footprint of 0.5 m$^2$) means that in coastal slopes and non-vertical cliffs, the face of the cliff can be surveyed and changes occurring on the cliff face can be captured. Cliff erosion can take place via a number of different modes of failure, translational, toppling, rotational, slumping, depending on the lithology of the rock and the rock mass characteristics (Wyllie and Mah, 2004). Using LiDAR data to analyse changes over relatively short periods of time, in this case a few years, provides a method of understanding of the variety of these failure mechanisms that occur spatially. The public availability of LiDAR data makes this an ideal method of assessing coastal change at a range of spatial scales, from metres to tens or hundreds of kilometres. LiDAR data also enables the assessment of coastal change at inaccessible/unsafe regions.

### 2.1.3 Using airborne LiDAR to measure slowly eroding coastlines

Digital Elevation Models (DEMs) produced using airborne LiDAR data allow a comparison between years to be made to generate a volume difference surface plot and highlight sensitive regions. The accuracy of these DEMs has been greatly improved over the years as the technology has developed. Advances in computer capabilities and laser ranging technology, alongside increasingly accurate kinematic global positioning system (GPS) technologies (Brock and Purkis, 2009) has meant that vertical Root Mean Squared Errors (RMSE) between the LiDAR acquisition data and ground survey data obtained using Real Time Kinematic GPS are in the order of 0.03–0.1 m (Young and Ashford, 2006; Young et al., 2011b; Geomatics Group, 2012).
Erosion rates in softer rock coastlines are typically higher than this RMSE value (Walkden and Hall, 2011); however, the rates observed in more slowly eroding harder rock coastlines may potentially be lower or of the same magnitude (Ridgewell and Walkden, 2009; Shail and Coggan, 2010, Lim et al., 2010). This, then, begs the question whether LiDAR data can actually be used to quantify cliff recession rates along such slowly eroding hard-cliff coasts. If so, how confident can we be of the derived recession rates? The need for robust erosion rates is vital to accurately quantify historic morphology of the coast and evaluate and manage future risk.

This study uses LiDAR data from two different periods (2007/2008 and 2010/2011) to derive rates of retreat from volumetric changes to the cliff face, top and toe at 9 coastal sites in the south-west of England. Firstly, this chapter aims to quantify the spatial variability of coastal cliff erosion at these different sites, which are located around a lithologically resistant, highly energetic coastline with three different coastal orientations. These rates are also considered in terms of their relationships with the spatial variability in boundary conditions and forcing parameters (rock mass characteristics and wave climate). Secondly, this chapter investigates the accuracy of using airborne LiDAR technology to derive linear rates of retreat in a slowly eroding coastline and tests the sensitivity of the data to varying thresholds of error removal that may be inherent in using such a technique. Thirdly these annual cliff retreat rates are compared with the annual rates obtained from longer time periods (used for shoreline management purposes) to evaluate whether short-term LiDAR data can be used as a suitable method to estimate long-term cliff recession along rocky cliffed coastlines.

2.2 Study Area

2.2.1 Geological setting

All sites are situated on sedimentary/metasedimentary bedrock, with the exception of Porthcurno on Land’s End peninsular, which is a granite outcrop. Nearly all of the sites, including Bedruthan Steps, Trevellas Cove, Portreath and Godrevy on the north coast, and Porthleven and Church Cove on the south coast, are characterised by Lower Devonian lithology comprising medium to coarse-grained sandstones or dark-grey mudstones/shales interbedded with fine-grained silty sandstones. The Porthleven site incorporates an additional
site, Caca Stull Zawn, which is a shore-perpendicular thrust fault formed as a result of
deformation processes during the Variscan Orogeny (Leveridge and Shail, 2011). Porthcurno
on the south coast is an igneous intrusion, a granite headland from the Permian/Carboniferous
age. Pendower, Hemmick and Seaton, all on the south coast, are characterised by Upper,
Middle and Lower Devonian lithology with fine to medium sandstones or mudstones/shales
interbedded with coarse sandstones (Shail et al., 1998; Westgate et al., 2003; Leveridge and
Hartley, 2006). Most of the sites are formed of two geological units, with Carboniferous to
Devonian bedrock overlain by a layer of superficial Quaternary deposit (poorly consolidated
periglacial sedimentary head deposits comprising clay, silt, sand and gravel), the thickness of
which varies around the coast from 0 to 15 m (Shail et al., 1998; Westgate et al., 2003). A
detailed description of the geological and geomorphological characteristics and
hydrodynamic setting of each site is provided in Chapter 1, section 1.4.

2.3 Method

2.3.1 Quantification of geological parameters

Typical methods of quantifying the rock mass strength characteristics include statistically
analysing results from multiple triaxial tests on core samples or using a Schmidt hammer to
determine the compressive strength of a rock sample (Wylie and Mah, 2004). In rocky coastal
environments, studies have highlighted how it is primarily the intrinsic structural controls on
the rock mass that ultimately determine its vulnerability to erosion more than the compressive
strength of the rock itself (Shail et al., 1998; Wyllie and Mah, 2004; Dornbusch and
Robinson, 2005). The spacing, frequency and orientation of the principal discontinuities that
formed during the post-Variscan deformation towards the Upper Carboniferous (Shail et al.,
1998), as well as the subsequent joints and cleavages within the rock, are all important for
dictating the potential for cliff failure and the mechanism via which it may occur. The
Geological Strength Index (GSI) classification proposed by Hoek et al. (1998) (Fig. 2.2), is a
method of quantifying the rock mass strength (dimensionless) and deformability parameters
based on a visual impression of the rock structure. It allows an assessment of the condition of
the rock surface based on the extent of weathering apparent and the level of alteration the
surface of the rock has undergone. The classification scheme also considers the spacing,
frequency, roughness and orientation of the visible discontinuities to determine the kinematic stability of the rock (Cai et al., 2004; Wyllie and Mah, 2004).

The GSI produces high values (100–70) along a contour system (Fig. 2.2) for rocks that have an unweathered or unaltered surface condition and a well interlocked rock mass with few discontinuities and a low GSI value (0–20) for highly weathered, heavily broken rock mass with numerous poorly interlocked discontinuities. As it was not possible to obtain core samples for triaxial testing or carry out extensive in-situ kinematic analysis, rock mass characteristics obtained from field observations were applied to the GSI method as a simplified means of determining the relative strength of the bedrock at each site (Table 2.1).
2.3.2 Wave climate analysis

Cliff erosion studies have previously focused on the following cliff failure factors: rainfall, strength of rock, rock mass characteristics and slope stability. Aside from the general understanding that waves tend to weaken the cliff at the toe and remove the protection talus material provides (Chapter 1), only recently has research been directed towards linking the potential for weakening of the rock mass structure with exposure to waves (Adams and Chandler, 2002; Adams et al., 2005; Young et al., 2009; Young et al., 2011b; Dickson and Pentney, 2012, Lim et al., 2011). It was not possible in this stage of the study to compare a time series of wave climate with cliff failure as the time period between consecutive LiDAR flights was too long to identify individual failures with a particular event. However, the relationship between the spatial variability in erosion rates and that of the wave exposure around the south-west peninsular was worth considering.

A SWAN regional wave model for the south-west peninsula of the UK, provided hindcasted wave statistics for the study area. The model outputs significant wave height ($H_s$) peak spectral wave period ($T_p$) and wave direction ($\theta$) (Austin et al., 2012) every 30 minutes, with data for a 3-year period statistically analysed. These values were used to determine the percentage occurrence statistics for wave heights and periods from different directions. The purpose of using these data was to characterise the nearshore wave climate at each of the sites and determine the variability in energy that is delivered to the cliffs around the coast.

2.3.3 Rocky Coast Evolution Model

Rock coast evolution is typically understood to be a function of wave height, and relative rock strength, as proposed by Sunamura’s rocky coast evolution model (1992).

$$\frac{S_c}{\rho g H_1}$$

Equation 2.1

Where $S_c$ represents the resisting forces (compressive strength of the cliff material (MPa)) and $\rho g H_1$ represents the assailing forces (where $\rho$ is the density of water (1025 kgm$^{-3}$), $g$ is the gravitational acceleration (9.81 ms$^{-2}$) and $H_1$ the height of the maximum significant wave height (max $H_S$ in the area under consideration (in m)) (Sunamura, 1992). Five wave breaking
scenarios are considered in Sunamura’s model, and rock strength is qualitatively categorised into three categories; very strong, moderately strong and weak. Although it assumes the rocks are insoluble and uniform, and no sediment accumulation takes place in the nearshore, Sunamura’s model is applicable in the rocky coast environment as it effectively captures the relationship between the boundary conditions (rock strength) and forcing (wave climate). In our study, GSI was substituted for compressive rock strength in order to account for the discontinuities and rock mass characteristics and the average significant wave height ($H_s$), to represent the wave climate (Eqn 2.2).

\[
\frac{GSI}{H_s}
\]  
Equation 2.2

2.3.4  **LiDAR data collection and analysis**

The LiDAR surveys were carried out by the Environment Agency Geomatics Group and were provided in raster format by the Channel Coastal Observatory. The surveys were flown using different instruments for 2007/2008 and 2010/2011; however, the flights were all based on a laser scan rate of 34 Hz with a swath angle of 25° and flight altitude of 900–1000 m (Geomatics Group, 2012). In 2007/08 the LiDAR data was acquired using the Optech ALTM 2033 and 3100 LiDAR instruments and in 2010/11 the Optech ALTM Gemini 06SEN191 and 08SEN230 LiDAR instruments were used.

Prior to publication, the LiDAR data underwent a series of checks and quality controls (Geomatics Group, 2012). These included checking the data against the aircraft trajectory using the Global Navigation Satellite System (GNSS), smoothing and interpolating to output a georeferenced point cloud. Flight line overlaps were checked to be less than 0.1–0.15 m and if greater they were then recomputed with corrections for systematic errors. Alongside the LiDAR flights, RTK-GPS surveys were undertaken over a paved, unchanged surface and used to ground truth the LiDAR data (Geomatics Group, 2012). A bare earth Digital Elevation Model (DEM) was generated by passing the point cloud data through classification routines and interpolated using specialist software (Geomatics Group, 2012). A ground truth check was repeated, the Root Mean Squared Error (RMSE) calculated and the DEMs edited to provide a more realistic bare earth. Last returns were used here as they produce the most accurate bare earth DEMs (Leigh et al., 2009; Hladik and Alber, 2012). Once removed of
error and any vegetation filtered, the data are provided to the Channel Coastal Observatory for publication in georeferenced raster format (CCO, 2015).

The downloaded raster tiles for each site were processed using ArcGIS version 10 (ESRI, 2011). The raster data were compared with georeferenced aerial photography (CCO, 2015). The purpose of this was to ‘mask’ the cliff toe and the cliff top, so volume differences unrelated to cliff processes (e.g., due to beach change) could be excluded, and only changes to the cliff toe, face and top were considered. The masked regions were converted into ASCII format and exported for volume difference calculations.

2.3.5 Sensitivity analysis

Normally when considering magnitude of change between two DEMs it is standard procedure (Zhang et al., 2005) to remove any data that fall within a certain threshold that may be attributed to error (e.g., acquisition errors, positional errors, or post processing errors). As the actual accuracy of the LiDAR data itself has already been checked and errors removed, the relative change between flights as opposed to the relative accuracy of data to the ground truth survey is of interest to determine volumes of change. For each LiDAR tile, a paved surface (about 10 m²) was selected to represent zero change between flights. The RMSE of the paved surface (control RMSE) represents an average of error between the two years, and the RMSE of the masked data (cliff RMSE) represents an average magnitude of change between the two years \( z_a \) (2010/11) and \( z_b \) (2007/08) (Zhang et al., 2005).

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (z_{ai} - z_{bi})^2}{n}}
\]  
Equation 2.3

The ratio between the two values was calculated for each site to give the percentage error in the data.

\[
Percentage = \frac{RMSE_{(control)}}{RMSE_{(cliff)}} \times 100
\]  
Equation 2.4

The ‘control RMSE’ calculated for each site was used as a threshold above which data were removed. Only values larger than the positive RMSE value or smaller than the negative value
were considered. This provided a new difference grid which was used to sum all the differences to obtain an overall net erosion volume. Positive values represent slumped material on the cliff face. This material essentially still forms part of the cliff volume, yet accumulation of eroded material at the cliff toe that may be considered to be removed from the system by waves was ‘masked out’ of the cliff area. The rates of retreat were calculated using the following equation

\[ R = \frac{V}{(H_c \cdot L_c \cdot T)} \]  

Equation 2.5

where \( R \) = linear rate of retreat (m yr\(^{-1}\)), \( V \) = net volumetric erosion (m\(^3\)), \( H_c \) = average cliff height (m), \( L_c \) = longshore length of cliff (m) and \( T \) = time interval between consecutive surveys (yr.) (Young and Ashford, 2006). The longshore length was estimated across the masked area using ArcGIS and the cliff height was deduced by calculating the mean elevations along the cliff-top in each particular masked section of data.

The LiDAR surveys are carried out over the UK coastline annually; however, only certain sections of the coast are flown each year and therefore it was not possible to compare all sites within the exact same time frame. For the purpose of this study this is not an issue as we are attempting to understand the variability in recession rates on a larger spatial scale and not relate failure events to each other or individual storm events. Intermediate values are not available for these sites as there is no current method of continual monitoring. Apart from the long-term rates in the Shoreline Management Plan (SMP2) (Ridgewell and Walkden, 2009), LiDAR data are the only easily accessible means of assessing the evolution of the Cornish coastline.

The DEM of difference plots allowed for both a quantitative and qualitative view of the changes occurring to the cliff face. Cliff profiles were interpolated along the face of the cliff to provide a visualisation of the failure mechanisms occurring at the different sites. Frequency distribution plots provide information on the varying magnitudes of change detected at each site.

An important parameter to consider with respect to the various processes occurring at each site was the frequency and extent of inundation of the cliffs to the waves. The exposure of the
toe of the cliff ($Z_b$) was determined at each site from the LiDAR data, where elevation of the beach relative to the toe of the cliff was compared with mean sea levels.

2.4 Results

2.4.1 Rock mass characteristics

Cliff failure or mass wasting tends to occur through different mechanisms, according to the rock mass characteristics and principal discontinuities. Typical failure mechanisms noted around the Cornish coastline are varied and range from translational (planar or wedge failure), rotational to toppling and rockfalls as described in Chapter 1 (Shail et al., 1998; Westgate et al., 2003; Leveridge and Hartley, 2006). Alongside terrestrial processes leading to slumping of superficial material, wave-induced block removal or quarrying at the toe of the cliffs tends to be apparent at all of the sites. A summary of the geology, failure mechanisms and coastal recession potential, based on site visits and a national shoreline behavioural study carried out by Orford et al. (2002) for each stretch of coast is presented in Table 1. What is interesting to note is how the sites are identified as active or inactive according to their recession potential values (<0.1 m yr$^{-1}$ for 5 of the 9 sites and 0.1–0.5 m yr$^{-1}$ for 4 out of the 9 sites) and classified according to Emery and Kuhn (1982). The GSI values identified from recent field observations in this study provide additional detail of the potential for recession, suggesting that the cliff surfaces exposed at sites have a much lower rock mass strength at Porthleven (25–30), Bedruthan Steps (30–34) and Trevellas (33–36) compared to Hemmick (55–58) and Porthcurno (70–75) (Table 2.1).
**Table 2.1:** Characteristics of the study sites. Average cliff height determined from LiDAR data; lithology taken from Ridgewell and Walkden (2009); and failure information (activity) based on Emery and Kuhn (1982), Bird, (1998), Orford *et al.*, (2002) and Leveridge and Shail (2011). GSI values calculated from recent (2012) field observations.

<table>
<thead>
<tr>
<th>Location</th>
<th>Average cliff height (m)</th>
<th>Lithology</th>
<th>GSI</th>
<th>Failure mechanism</th>
<th>Activity</th>
<th>Recession potential (m yr(^{-1}))</th>
<th>Site photo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemmick</td>
<td>11</td>
<td>Hard sandstones and mudstones with some superficial deposits. Cliffs (Dodman Phyllites) thrust over Pendower Formation (brecciated slates and limestones with igneous intrusions)</td>
<td>55-58</td>
<td>Mainly rotational failure of superficial material, block removal or planar failure unlikely. Debris slides and rockfalls possible</td>
<td>Inactive</td>
<td>&lt;0.1</td>
<td></td>
</tr>
<tr>
<td>Pendower</td>
<td>20</td>
<td>Superficial head deposits above emerged beach, above emerged shore platform, above Pendower formation bedrock</td>
<td>37-40</td>
<td>Undercutting, some block removal and collapsing, low potential for planar failure or slippage</td>
<td>Inactive</td>
<td>0.1 – 0.5</td>
<td></td>
</tr>
<tr>
<td>Church Cove</td>
<td>20</td>
<td>Sandstones and mudstones overlain by head deposits</td>
<td>30-35</td>
<td>Block removal, of toe material and wedge and planar failure of upper cliff material. Topples occurring in superficial deposits</td>
<td>Inactive</td>
<td>&lt;0.1</td>
<td></td>
</tr>
<tr>
<td>Porthleven</td>
<td>5-25</td>
<td>Sedimentary gramsctatho beds with interbedded slates and sandstones. Mylor slates overlain by head of clay, silt, sand and gravel. Porthleven cliffs are SSSI, Devonian sediments with basaltic intrusions</td>
<td>25-30</td>
<td>Mainly block removal and wedge failure leading to slumping or collapse of superficial material. Block removal in fault (Caca Stull Zawn) leads to toppling and planar failure</td>
<td>Inactive</td>
<td>&lt;0.1</td>
<td></td>
</tr>
<tr>
<td>Porthcurno</td>
<td>50</td>
<td>Mostly granite</td>
<td>70-75</td>
<td>Block removal rarely, some topples and rockfalls</td>
<td>Inactive</td>
<td>&lt;0.1</td>
<td></td>
</tr>
<tr>
<td>Godrevy</td>
<td>15</td>
<td>Rubbly head, varying from 3-8 m over pebbly emerged beach, sitting upon Pleistocene emerged shore platform, cutting over Porthtowan slates with interbedded sandstones</td>
<td>40-50</td>
<td>Block removal of bedrock and toppling leading to slumping or rotational failure of superficial deposits. Also terrestrial processes leading to slumping of head</td>
<td>Active</td>
<td>0.1 – 0.5</td>
<td></td>
</tr>
<tr>
<td>Portreath</td>
<td>25</td>
<td>Porthtowan formation slate with mudstones and sandstones</td>
<td>45-50</td>
<td>Failures look more fault controlled than block removal, orientation of discontinuities suggests toppling failures or undercutting within faults leads to collapse</td>
<td>Active</td>
<td>0.1 – 0.5</td>
<td></td>
</tr>
<tr>
<td>Trevellas Porth</td>
<td>50</td>
<td>Metasedimentary Devonian slate with sandstones and limestones some superficial deposits</td>
<td>33-36</td>
<td>Block removal at the toe of the cliffs have led to material above translating down the cliff slope. Rotational sliding and slipping apparent in superficial material</td>
<td>Active</td>
<td>&lt;0.1</td>
<td></td>
</tr>
<tr>
<td>Bedruthan Steps</td>
<td>50</td>
<td>Large exposed slate outcrops on the beach, cliffs are grey and green slates with limestone bands some head</td>
<td>30-34</td>
<td>Block removal of lower material leading to rotational sliding of upper cliff, rockfalls, topples and slipping apparent</td>
<td>Active</td>
<td>0.1 – 0.5</td>
<td></td>
</tr>
</tbody>
</table>
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2.4.2  Waves, tides and beach morphology

Wave rose diagrams illustrate the SWAN output for the mean significant wave height $H_s$ at certain nodes around the coastline (Fig. 2.3). The north coast experiences a spatially-varying mean significant wave height ranging from 1 m for the north-facing (more sheltered) stretches of coast and 1.42 m along the more exposed west and north-west regions, with 10% of the waves during this period exceeding 2–3 m at all three nodes. Statistics for the south-west coast showed a mean $H_s$ of 1.33 m, with 10% of the waves exceeding 2–3 m. The south-facing coast is less energetic, with a mean $H_s$ of 0.87 m and a 10% exceedance $H_s$ of 1–2 m. The peak wave periods tend to average 9 s for the north and south-west coast, and 5 s on the south coast. The maximum wave period reaches a maximum of 16 s around the whole coastline. For Porthcurno, wave climate is determined from the Loe Bar node (Fig. 2.3). This is because the nearest node (Penzance) is situated in a sheltered region and would not accurately represent the wave climate in Porthcurno. One would, however, expect to see a slightly less energetic wave climate than depicted by the Loe Bar node, because Porthcurno is south facing and is therefore, slightly more sheltered. Therefore an average between the Loe Bar and Loo Bay node has been used to characterise the wave climate here. The exposure of the cliffs to the waves and the vertical runup extent will vary locally and seasonally according to the tidal range, beach morphology, surge and significant wave height. The local tidal ranges and mean beach/cliff junctions presented in Table 2.2 provide a general indication of the frequency of tidal inundation of the cliffs. The greatest tidal ranges are seen on the north coast with mean spring ranges in the region of 6 m. The coincidence of the tidal levels with the cliff toe will depend on the beach elevation and beach morphology. The sites that experience the greatest water inundation in terms of still water levels in relation to beach/cliff junction levels are Bedruthan Steps, Porthcurno and Trevellas, and the least ‘exposed’ sites are Porthleven, Godrevy and Hemmick.
Table 2.2 Beach/cliff elevations (obtained from LiDAR data) and tidal levels and ranges for the nearest secondary ports (UKHO, 2012), and mean significant wave heights from the nearest SWAN output nodes.

<table>
<thead>
<tr>
<th>Beach/Cliff elevation (m ODN)</th>
<th>MHWS (m ODN)</th>
<th>Tidal Range (m)</th>
<th>$H_s$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemmick</td>
<td>2.7</td>
<td>2.4</td>
<td>4.7</td>
</tr>
<tr>
<td>Pendower</td>
<td>1.7</td>
<td>2.5</td>
<td>4.6</td>
</tr>
<tr>
<td>Church Cove</td>
<td>1.8</td>
<td>2.4</td>
<td>4.7</td>
</tr>
<tr>
<td>Porthleven</td>
<td>5.3</td>
<td>2.5</td>
<td>4.7</td>
</tr>
<tr>
<td>Caca Stull Zawn</td>
<td>4.4</td>
<td>2.5</td>
<td>4.7</td>
</tr>
<tr>
<td>Porthcurno</td>
<td>0.7</td>
<td>3.0</td>
<td>5.4</td>
</tr>
<tr>
<td>Godrevy</td>
<td>4.8</td>
<td>3.2</td>
<td>5.8</td>
</tr>
<tr>
<td>Portreath</td>
<td>3.5</td>
<td>3.5</td>
<td>6.1</td>
</tr>
<tr>
<td>Trevellas</td>
<td>2.7</td>
<td>3.5</td>
<td>6.1</td>
</tr>
<tr>
<td>Bedruthan Steps</td>
<td>0.5</td>
<td>3.5</td>
<td>6.5</td>
</tr>
</tbody>
</table>

Figure 2.3 Wave climate around the coastline derived from SWAN wave model data (Austin et al., 2012). Roses represent percentage occurrence statistics for $H_s$ from different directions at various nodes around the coastline. Nearest nodes for each site; A for Bedruthan Steps, B for Trevellas and Portreath, C Godrevy and, D for Porthcurno, E for Porthleven and Church Cove, F for Hemmick and Pendower. Wave buoy locations are noted as triangles within the map.

42
2.4.3 LiDAR Survey Accuracy

The root mean squared difference between the two surveys was calculated to check that no large systematic offset exists between the two surveys (Table 2.1). With an average mean difference of -0.06 m this suggests that this is not the case (Zhang et al., 2005). The magnitude of error between flights (‘control RMSE’) is of the same order of magnitude at each site, ranging again from 0.03–0.11 m (Table 2.3). This, then, is the limit to which LiDAR technology is capable of detecting change.

Table 2.3: Study areas, mean differences and RMSE values used as error thresholds for each site.

<table>
<thead>
<tr>
<th>Site</th>
<th>Area (m²)</th>
<th>Mean difference (m)</th>
<th>Control RMSE (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemmick</td>
<td>201</td>
<td>-0.11</td>
<td>0.07</td>
</tr>
<tr>
<td>Pendower</td>
<td>3734</td>
<td>-0.13</td>
<td>0.11</td>
</tr>
<tr>
<td>Church Cove</td>
<td>2332</td>
<td>-0.11</td>
<td>0.09</td>
</tr>
<tr>
<td>Porthleven</td>
<td>1665</td>
<td>-0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>Caca Stull Zawn</td>
<td>1219</td>
<td>-0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>Porthcurno</td>
<td>62446</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>Godrevy</td>
<td>6512</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>Portreath</td>
<td>1591</td>
<td>-0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Trevellas</td>
<td>14929</td>
<td>-0.05</td>
<td>0.07</td>
</tr>
<tr>
<td>Bedruthan Steps</td>
<td>16296</td>
<td>-0.04</td>
<td>0.05</td>
</tr>
</tbody>
</table>

2.4.4 DEM’s of difference and rates of retreat

The DEMs of difference plots not only provide an illustrative method of highlighting active regions within the vulnerable sites, but also allow for the changes that have occurred over the time period to be quantified and erosion rates calculated (Eqn 2.5). Two sites have been presented here (Fig. 2.4) to demonstrate the capability of LiDAR data in capturing changes to the cliff face and highlight the variability in the magnitudes of failure noted around the coastline. At Bedruthan Steps, the erosion/accretion patterns along the cliff face are spatially highly variable, and, as illustrated in the large mass movement in the centre of the study area (Fig. 2.4b and e; cross section B-B’), negative changes greater than 10 m in the vertical can be seen. This event is largely responsible for the large long-term recession rate deduced from these data, highlighting the sensitivity of the result on single events. In addition to the large mass movement, various smaller changes are obvious along the upper cliff edge. The cliff profile at Godrevy is much steeper (69°) than Bedruthan Steps (43°), therefore, the footprint of the DEM from the LiDAR is much narrower. Plotting profiles across the cliff, however,
shows how the volume change is still captured and a net loss of material can be quantified even on steeply sloping cliff faces.

**Figure 2.4:** DEMs, frequency distributions and cross-shore profiles for Bedruthan Steps (a-f) and Godrevy (g-l). Figures a and g show contoured DEM with the x-axis as cross shore distance and the y-axis, longshore distance. Colour bar shows elevations from 0 m (blue) to 50 m (red). Figures b and h are DEMs of difference, with the colour bar indicating surface change (erosion) of up to -8 m (blue) and accumulation of material (red) of up to +5 m. Frequency distributions of the percentage of vertical change (dz) between the two years are illustrated in Figures c and i. The A-A’, B-B’ and C-C’ profiles are plotted in Figures d-f and j-l with the solid line indicating the 2008 profile and the dotted indicating the 2010/11 profile in relation to MHWS. The bold line in these plots indicates the difference in elevation between the two years across these profiles.
The changes to the cliff-face are further illustrated in cross-shore profile lines interpolated from the DEMs, where removal of material higher up the cliff-face and deposition of this material lower down is apparent. Gradual erosion of material across the whole vertical profile of the cliff face is also shown in the cross-shore profiles of Godrevy and in the high percentage of smaller changes in the frequency distributions.

### Table 2.4 Cliff dimensions and resultant rates of retreat obtained from LiDAR-derived DEM comparisons

<table>
<thead>
<tr>
<th>Site</th>
<th>Net Volume loss (m$^3$) ($V$)</th>
<th>Ave cliff height (m) ($H_c$)</th>
<th>Average slope (°)</th>
<th>Longshore length (m) ($L_c$)</th>
<th>Time interval (yrs) ($T_c$)</th>
<th>Rate of Retreat (m yr$^{-1}$) ($R$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemmick</td>
<td>40.37</td>
<td>11</td>
<td>68</td>
<td>40</td>
<td>3.8</td>
<td>0.03</td>
</tr>
<tr>
<td>Pendower</td>
<td>39.66</td>
<td>10</td>
<td>66</td>
<td>370</td>
<td>3.8</td>
<td>0.01</td>
</tr>
<tr>
<td>Church Cove</td>
<td>1091.80</td>
<td>20</td>
<td>42</td>
<td>64</td>
<td>3</td>
<td>0.29</td>
</tr>
<tr>
<td>Porthleven</td>
<td>1373.50</td>
<td>17</td>
<td>73</td>
<td>265</td>
<td>3.5</td>
<td>0.09</td>
</tr>
<tr>
<td>Caca Stull Zawn</td>
<td>642.00</td>
<td>24</td>
<td>60</td>
<td>20</td>
<td>3.5</td>
<td>0.37</td>
</tr>
<tr>
<td>Porthcurno</td>
<td>0.053</td>
<td>50</td>
<td>73</td>
<td>780</td>
<td>3</td>
<td>0.00</td>
</tr>
<tr>
<td>Godrevy</td>
<td>677.83</td>
<td>15</td>
<td>69</td>
<td>660</td>
<td>2</td>
<td>0.04</td>
</tr>
<tr>
<td>Portreath</td>
<td>623.54</td>
<td>26</td>
<td>75</td>
<td>135</td>
<td>3</td>
<td>0.06</td>
</tr>
<tr>
<td>Trevellas</td>
<td>1078.50</td>
<td>70</td>
<td>51</td>
<td>200</td>
<td>1</td>
<td>0.08</td>
</tr>
<tr>
<td>Bedruthan Steps</td>
<td>5422.10</td>
<td>45</td>
<td>43</td>
<td>380</td>
<td>2.5</td>
<td>0.17</td>
</tr>
</tbody>
</table>

The highest cliffs in the study are found at Porthcurno (50 m), Trevellas (70 m) and Bedruthan Steps (45 m), and the smallest at Hemmick (11 m), Pendower (10 m) and Godrevy (15 m); the steepest cliffs are found at Porthleven (73°), Portreath (75°) and Godrevy (69°). The sizes of the regions of interest at each site (longshore length of cliff ($L_c$)) vary, but this does not affect the rate of retreat as this figure is normalised to the length of cliff (in m). The largest volume changes during this 3–4 yr period occurred at Bedruthan Steps (5422 m$^3$), Porthleven (1374 m$^3$), Church Cove (1092 m$^3$) and Trevellas (1079 m$^3$), with little change noted at Hemmick, Pendower and Porthcurno (all < 40 m$^3$). With information about the area of the region of interest ($H_c$ and $L_c$) and the time period between consecutive surveys (Eqn 2.5) ($T_c$), the rate of recession of the cliff ($R$) can be calculated (Table. 2.4). These rates vary by an order of magnitude around the coastline, from 0.00 at Porthcurno to 0.37 m yr$^{-1}$ at Caca Stull Zawn.

### 2.5 Discussion

Fig. 2.5 provides the DEMs of difference between, and the frequency distributions of the vertical surface elevation change for all ten sites. Although the coastline of the south-west of the UK is characterised as a slowly eroding coastline in comparison to the south and eastern
coasts of the country, variability in the magnitude of erosion that is apparent using this method is suggestive of some of the processes occurring at each site. The DEMs and the frequency distributions very clearly highlight the sites that experienced greater activity during the study period. For example, Bedruthan Steps, Porthleven, Caca Stull Zawn and Church Cove prove to be much more active (more negatively skewed distributions; meaning more losses than gains) than Pendower and Porthcurno. This suggests that there are regions where failure occurs and material remains part of the system (e.g., at Bedruthan Steps where positive and negative changes are noted), whereas at other sites material that is removed from the cliff face is removed by waves (e.g., at Godrevy and Porthleven where there distributions are more negatively skewed).

The accuracy of LiDAR is understood to decrease as cliff slope angle increases (Adams and Chandler, 2000; Xharde et al., 2006). It is not possible to test this notion in this situation as the only locations within the LiDAR tile that are certain to have not changed between the LiDAR surveys are on flat ground. A method of assessing whether the change seen on sloping surfaces is actual change or error inherent in the LiDAR method, is by applying a gradually increasing threshold (0 to 10 m at 10 cm intervals) to the volume differences to remove any data that may potentially be construed as error (Earlie et al., 2013). This allows us to determine whether the net rate of retreat is influenced by this ‘cut-off’ (Figure 2.5c (i-v)). This sensitivity testing allows us to assess how the resultant rate of retreat will change according to how much of the data is considered error; hence, how much valid data are eliminated (Earlie et al., 2013).

All ten sites (nine plus Caca Stull Zawn) are presented here to demonstrate the sensitivity analysis process. All plots show a decrease in net erosion with an increasing threshold. The point at which this value reaches zero varies, depending on the size of the failures noted in relation to the threshold (Figure 2.5c (i-v)). What is apparent from these plots is that LiDAR is able to accurately detect failure on sloping surfaces, as even if the conservative cut-off threshold of 0.5 m is used to eliminate potential error, very little reduction in the net volume difference is seen, compared to using no threshold. Using this method allows for the smaller changes that are often difficult to detect using historic mapping or photogrammetry to be accountable for the change in volume, as well as the larger mass failures.
Figure 2.5: Panels a and d (i-v) - DEM’s of difference (x-axis; cross-shore, y-axis; longshore); where red regions represent accumulation of material, black regions represent erosion and yellow shows no change. Panels b and e (i-v) - frequency distribution (vertical change, dz versus %). Panels c and f (i-v) - sensitivity analysis of recession rate (y-axis) to a gradually increasing error threshold (x-axis) for all ten sites. The small dashed line in these plots represents the total positive changes (accumulation of material), the thick dashed line represents total negative changes (erosion) and the solid line represents the net change (V).
2.5.1 Physical parameters and rates of retreat

It is rare for both the geotechnical resisting forces (lithology and rock mass characteristics) and the erosive forces (tide data, wave climate) to be included in process-based cliff erosion studies (Rosser et al., 2005; Rosser et al., 2007; Naylor et al., 2010). Many investigations are site-specific and, although in this study a relatively small data set has been obtained, it represents one of the first longitudinal data sets that considers both the boundary conditions and the forcing parameters, and attempts to draw relationships between these spatially-varying parameters (Fig. 2.6).

![Figure 2.6: Rates of retreat, mean $H_s$, mean $T_p$, toe exposure (elevation of beach level above/below MHWS ($Z_o$)), cliff height ($Z_c$) and GSI at each site. Wave statistics are taken from nearest SWAN output node locations, representative of the regional wave climate](image)

What is initially apparent from Figure 2.6 is that the sites along the west, north-west and south-west facing coast (Church Cove, Porthleven, Caca S.Z., Porthcurno, Godrevy, Trevellas, Portreath and Bedruthan Steps) experience greater rates of erosion than the sites along the south-east coast (Hemmick and Pendower), varying by almost an order of magnitude from 0.00–0.03 m yr$^{-1}$ to 0.05–0.37 m yr$^{-1}$. The more sheltered sites along the south-east coast experience smaller significant wave heights and peak wave periods than those along the north-west coast. The wave exposure values ($Z_o$) refer to the average elevation of the beach at the cliff toe relative to mean high water springs (MHWS). Negative
values indicate that the cliff base is located above MHWS and therefore not affected by wave action over most of the tidal cycle, whereas positive values indicate that the cliff base is located below MHWS and is subjected to wave action over most of the tidal cycle. This parameter varies around the coastline, with the majority of the toe of the cliffs (6 out of 10 sites) undergoing regular inundation. The beach levels are extracted from the LiDAR data and therefore represent an average between two points in time. It is important to note however, that these levels are subject to seasonal variation and the beach slopes and beach/cliff junction elevations can change according to the wave climate by several meters (Ridgewell and Walkden, 2009).

Some preliminary inferences can be drawn from Fig. 2.6. For example, sites with higher GSI values appear to be more resistant to erosion: Porthcurno has a GSI of 70–75 and a 0.01 m yr$^{-1}$ rate of erosion, whereas Church Cove has a GSI of 30–35 and an erosion rate of 0.29 m yr$^{-1}$. However, there are also regions where low rates of erosion are apparent in cliffs with a low rock mass strength: Pendower has a GSI value of 37–40, yet a relatively low erosion rate of 0.01 m yr$^{-1}$. Clearly, other variables are influential, for example, wave exposure parameterised by $H_s$ and the protection afforded to the cliff toe due to the elevation of the beach ($Z_o$).

Erosion rates identified in this study are not only a function of the boundary conditions and wave forcing, but also the scale at which the data are captured. The variables that are investigated and the associated scale at which they occur have strong bearing on the results (Naylor et al., 2010). The two most active areas detected in the LiDAR data (Church Cove and Caca Stull Zawn), characterised by erosion rates of 0.2–0.4 m yr$^{-1}$, are related to the presence of very localised regions of structural weakness or faults. Therefore, the associated erosion rates are perhaps not representative of the stretch of coastline as a whole. For the purposes of statistical analysis, these two sites have been removed to ensure the correlations represent the changes occurring due to processes such as abrasion, quarrying and erosion due to weathering. This produces a limitation in the data set, where only considering eight sites produces 6 degrees of freedom. With a 0.05 alpha level, this gives a critical value of 0.707, meaning only variables whose correlation coefficients exceed this value are statistically significant.
2.5.2 **Statistical relationships**

It is important to consider the relationships between the various boundary conditions and forcing factors at each site to understand what is causing failure on a local scale. The correlation coefficients ($r$ values) between the various parameters and cliff erosion rates allows for these relationships to be drawn. Although this is a relatively small data set, correlations are apparent between the rates of retreat and the variables acting to control them.

Cliff height is generally considered to play a significant role in the rate of erosion, e.g., along the south coast of the UK; (Pethick, 1984), yet, some studies have proved cliff height to be a poor predictor of cliff retreat (Dornbusch and Robinson, 2005). The fact that both the highest and the lowest rates of retreat are found in cliffs of the same average height (20–25 m) emphasises how this variable tends to be influenced by the rock mass structure that controls the failure mechanisms of the cliffs rather than the height of the cliff itself.

Table 2.5: $r$ values for correlations between rate of retreat and variables of significant wave height ($H_s$), the 10% exceedance wave height ($H_{10}$), peak spectral wave period ($T_p$), the elevation of the beach relative to the cliff ($Z_o$), the cliff height ($Z_c$), the Geological Strength Index (GSI), and a simplification of Sunamura’s ratio (GSI:$H_s$)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Correlation coefficient ($r$ value) of variable to rate of retreat (removing Caca Stull Zawn and Church Cove)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_s$</td>
<td>0.78</td>
</tr>
<tr>
<td>$H_{10}$</td>
<td>0.76</td>
</tr>
<tr>
<td>$T_p$</td>
<td>0.64</td>
</tr>
<tr>
<td>$Z_o$</td>
<td>-0.40</td>
</tr>
<tr>
<td>$Z_c$</td>
<td>0.29</td>
</tr>
<tr>
<td>GSI</td>
<td>-0.66</td>
</tr>
<tr>
<td>GSI/$H_s$</td>
<td>-0.77</td>
</tr>
</tbody>
</table>

The highest $r$ values (also the only relationships that exceed the critical value (0.707)) between the variables and the rates of retreat were found between the significant wave height ($H_s$) (0.78) the 10% exceedance wave height ($H_{10}$) (0.76), the GSI values (-0.66), and the ratio of the GSI to the significant wave height (-0.77) (Fig. 2.7). The high $r$-value (-0.77) for rate of retreat and a simplification of Sunamura’s rock coast evolution model (Equation 1b) supports the notion that the ratio of the rock strength to the wave exposure is highly influential in the rate of erosion.

Fig. 2.6 illustrates a number of variables that influence and control hard rock cliff dynamics. It is unlikely that any one factor on its own explains the cliff behaviour and it is more likely
that a combination of the different factors should be considered. This indicates how these relationships can only really be drawn between failures and processes in the longer term. Directly linking large scale failures and forcing would require more detailed, perhaps even *in-situ*, investigations of the variables at a particularly vulnerable site.

![Figure 2.7: Relationship between rates of retreat and significant wave height ($H_s$), GSI and the ratio $H_s$/GSI.](image)

These three plots represent some of the strongest correlations between the variables and observed recession

### 2.5.3 Comparison with existing rates of retreat

One of the aims of this study was to compare the rates derived using LiDAR data with the rates used in shoreline management (Table. 2.6) and evaluate whether LiDAR data can be used as a suitable tool to estimate longer term rates of retreat. The rates derived from historic maps and the LiDAR rates tend to agree on the whole, however statistically, the two methods have a low correlation ($r$ value of 0.5). As there are no SMP2 erosion rates for Hemmick and Bedruthan, this leaves eight sites for comparison. With an alpha value of 0.05 and 6 degrees of freedom, this produces a critical value of 0.7, therefore the $r$ value found from comparing the two data sets does not satisfy this requirement. Using this method across more sites in the region could potentially improve this correlation as the failures noted at each of these sites are very locally variable and site specific. There are regions where large failures have occurred during the time period of the LiDAR study, causing the LiDAR-obtained average retreat rates to be close to the upper bound of the range of the longer term recession rates (e.g., at Church Cove, Porthleven and Caca Stull Zawn). Likewise, there are regions where the rate of retreat is much lower than that detected using historic maps, perhaps due to the time constraint of using a relatively modern technology, when only a shorter time period of data are available (e.g., Godrevy and Portreath). Larger scale failures are not detected during this time meaning that an epoch of a few years may not be sufficient. Rates of retreat may be too
slow to be captured using historic maps, and not accounted for within the existing rates of retreat. LiDAR data is however able to provide recession data in regions that are not identified in large scale coastal behaviour analyses (e.g. Hemmick and Bedruthan Steps).

The uncertainty of the recession rates associated with the SMP2 method (Ridgewell and Walkden, 2009) (indicated with a range of values for each site) is decreased with the LiDAR method as the rate of change to the cliff face over a period of time can be accurately quantified with some degree of certainty (Earlie et al., 2013; 2014). These retreat rates differ slightly to those derived in Earlie et al., (2013; 2014) as a higher threshold of error was used in this study, to derive more robust erosion rates and eliminate any data that may be attribute to error (Zhang et al., 2005).

Table 2.6: Comparison of recession rates derived in this study, using airborne LiDAR with the existing rates of retreat used for shoreline management (SMP2 rates).

<table>
<thead>
<tr>
<th>Site</th>
<th>SMP2 (historic rate (m yr$^{-1}$))</th>
<th>LiDAR method (m yr$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemmick</td>
<td>n/a</td>
<td>0.03</td>
</tr>
<tr>
<td>Pendower</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>Church Cove</td>
<td>0.15-0.25</td>
<td>0.29</td>
</tr>
<tr>
<td>Porthleven</td>
<td>0.10-0.25</td>
<td>0.09</td>
</tr>
<tr>
<td>Caca Stull Zawn</td>
<td>0.01-0.10</td>
<td>0.37</td>
</tr>
<tr>
<td>Porthcurno</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Godrevy</td>
<td>0.10-0.50</td>
<td>0.04</td>
</tr>
<tr>
<td>Portreath</td>
<td>0.02-0.50</td>
<td>0.06</td>
</tr>
<tr>
<td>Trevellas</td>
<td>0.00-0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>Bedruthan Steps</td>
<td>n/a</td>
<td>0.17</td>
</tr>
</tbody>
</table>

The processes involved in the evolution of rocky coastlines are not entirely captured with current methods used for shoreline management purposes. Casting a line along the top of the cliff to represent change does not wholly capture the three-dimensional detail of the important changes occurring to the face of the cliff which contribute to overall failure. LiDAR data provides a means of obtaining large scale, high resolution geospatial data sets and can be used to accurately and confidently quantify rocky coast evolution for the purposes of informing coastal management and coastal conservation policies and practices.
2.6 Conclusion

In the first part of this study we have tested the suitability of using Airborne LiDAR on a regional scale over 3–4 yrs at nine different sites, to determine volumetric changes to the cliff-face and calculate linear rates of retreat for a slowly eroding geologically ‘resistant’ coastline exposed to a highly energetic wave climate.

Digital Elevation Models (DEMs) of difference provide volumetric change information for a variety of cliff geometries and allow for not only frequency distributions of failure but also cross-sectional detail on the types of failure mechanisms occurring. Rates of retreat around the Cornish coastline range from 0.01–0.37 m yr$^{-1}$ and were found to vary according to the spatially varying boundary conditions (rock mass characteristics, beach elevation/cliff toe exposure) and forcing parameters (significant and maximum wave height and peak wave period). The strongest correlations were apparent between the rate of retreat and a) the significant wave height ($H_s$) (0.78) b) the 10% exceedance wave height ($H_{10}$) (0.76) and c) the ratio between the rock mass strength and $H_s$ ($GSI/H_s$).

It is well understood that the accuracy of LiDAR decreases with an increasing slope angle (Adams and Chandler, 2002); however, the sensitivity analysis carried out here and by Earlie et al. (2013) shows that even if vertical changes in excess of 0.5 m are disregarded, this has a minor effect on the computed recession rates.

The overall rates of retreat determined using LiDAR data are similar to the long term rates developed in the SMP2, yet has provided an additional level of detail that the historic map analysis method is not able to provide. This method has indicated that localised studies are vital to obtaining a more accurate understanding of the rates of erosion on a shorter time scale, especially in hard rock coastlines where failure is often episodic. In terms of understanding hard rock cliff erosion, this study has emphasised the complexity of these coastal systems. The variety of factors that influence the rates of erosion means there is no single factor causing cliff erosion; the whole system of the physical interactions must be considered holistically in order to understand their evolution.
Chapter 3
Quantifying cliff erosion on a monthly time scale

3.1 Introduction

Investigating hard-rock cliff erosion using airborne LiDAR data on an annual timescale has highlighted the importance of localised studies and data collection methods which encompass the complexity of coastal cliff systems. Chapter 2 provides one of the first erosion rate investigations in hard rock coasts along the south-west coast of England, where cliff erosion has quite recently posed a significant threat to infrastructure (SWCP, 2012). Although the rates derived using LiDAR are comparable to the longer term rates of retreat, determined by analysing decades of change using historic mapping, Chapter 2 has indicated how capturing the detail of the cliff-face that is lacking from map analysis is vital to understanding the failure mechanics of harder rock coastlines. In addition to this, the importance of the beach morphology, wave climate and rainfall, alongside an understanding of the lithology and cliff failure mechanisms, needs further attention on a more localised scale.

Typical methods of obtaining information about coastal change for coastal management purposes include readily available airborne LiDAR data and aerial photography or photogrammetry (Ridgewell and Walkden, 2009; Young et al., 2006, 2009, 2011b). These techniques have proved highly valuable for identifying flood risk zones, or regions sensitive to coastal erosion on a large scale (hundreds of meters to kilometres) and over a long time period (years to decades) as highlighted in Chapter 2. For rocky coast geomorphology in particular, the time scales addressed with such methods allow for both the smaller scale continuous and the larger scale episodic changes to be captured within a longer frame (Naylor et al., 2010). These changes are then averaged out to provide an indication of the change to a cliff per year based on numerous years of change (rate of erosion in m yr^{-1}).

Long-term retreat rates of rocky coasts in the UK, such as the south-west peninsular, are currently understood to be in the order of 0.01 to 0.10 m yr^{-1} (Ridgewell and Walkden, 2009; Earlie et al., 2014). These values are based on the landward migration of the cliff edge over decades. Shoreline Management Plans in the UK, which inform local and regional management decisions, are based on these rates of retreat. When this method is applied to
rocky coastlines, erosion of the cliff face as well as the cliff toe is missed. The failure mechanisms occurring in such a complex three-dimensional environment are important to capture as they contribute to the overall cliff failure. To consider the more imminent risks to infrastructure in particularly vulnerable and eroding stretches of coastline, displaying dynamics on a much smaller time and spatial scale (months to years, over tens of metres) that cannot be covered by map analysis, an in-situ method that is confidently able to quantify change at a higher temporal (monthly or weekly) and spatial scale (centimetres to metres) is required.

It is typically understood that wave action leads to erosion of the cliff-toe and subsequent cantilever failure (Trenhaile, 1987; Sunamura, 1992), and that rainfall and ground saturation are responsible for a great deal of coastal landsliding (Wyllie and Mah, 2004). Annual monitoring of cliff morphology is not suitable for investigating inter-annual dynamics related to, for example, wave height and rainfall variability. With the potential for increased storminess and sea level rise in the future (Dodet et al., 2010) this begs the question of ‘how will the cliffs stand up to more extreme and frequent assailing forces?’ Monitoring the evolution of the cliffs at a high spatial and temporal resolution will help to fill in the gaps that currently exist in our understanding of the processes leading to cliff erosion. Specifically, it will help with understanding the processes that govern short-term cliff dynamics (waves, rainfall, water level) – it is the integration of these short-term cliff dynamics that determine long-term cliff recession.

Terrestrial Laser Scanning (TLS) has been selected as a method for investigating short-term (monthly) cliff dynamics, due to its high-resolution data capture and suitability for rapid deployment in the field. Coastal retreat and threats to property and infrastructure on a more immediate timescale can be understood with greater confidence and detail using methods such as TLS. Its applications have been used as means of mapping and identifying regions of topographic change in a number of environments. Examples include dune morphological analysis (Montreuil et al., 2013) fluvial morphology (Jayboyedoff et al., 2009; Alho et al., 2011; Schurch et al., 2011; Brodu and Lague, 2012; Lague et al., 2012), beach morphology (Poulton et al., 2006) and rocky platform analysis (Dewez et al., 2009). Recently, TLS has been adopted for monitoring both hard and soft-rock cliffs (Rosser et al., 2005; 2013; Poulton et al., 2006; Rosser et al., 2007; Abellan et al., 2011; Dewez et al., 2013; Rohmer and Dewez, 2013).
Obtaining an accurate three-dimensional surface of a cliff face may provide insight into where failures are occurring and when (Rosser et al., 2005; 2007; Norman, 2012; Kuhn and Prüfer, 2014; Travelletti et al., 2014), and frequent surveys provide a chronology of material failure relative to the forcing conditions (Lim et al., 2011). Obtaining a record of wave and weather conditions may help to identify this relationship between assailing forces and failure events, allowing the exploration of the notion that material is removed from the top of the cliff during rainy conditions, and bedrock and cliff-toe material are removed during periods of energetic wave conditions.

The development of sophisticated technologies such as TLS has meant that topographic data can now be captured at a very high resolution; when used alongside global positioning systems (GPS) and survey data, the TLS data are also highly accurate. TLS is able to capture data to millimetre resolution, providing additional detail that contributes to understanding the erosion of the cliffs. Many TLS are equipped with a high resolution camera and, when viewing the data, the imaged can be draped over the point cloud, providing further detail on dynamic features such as the surface roughness, beach elevations and talus deposits. Repetitive surveys can be compared to obtain overall volumes of change. Sensitive regions of failure can be detected and help determine failure likelihood and scale for risk management purposes (Rosser et al., 2007; Vaaja et al., 2011; Dewez et al., 2013).

In order to understand the relationship between the assailing forces and cliff failure mechanisms an accurate quantification is also needed of nearshore wave energy and water levels, the morphology of the beach and meteorological conditions (Ruggerio et al., 2001; 2004). Studies have previously related the interplay between wave runup, offshore wave climate and beach levels using models (Shih et al., 1994; Lee, 2008; Young et al., 2013); yet, few studies use *in-situ* observations, and those that do tend to use proxies or modelled data for wave conditions and water levels (Lim et al., 2011; Norman 2012). Recent studies (Rosser et al., 2013; Brain et al., 2014; Vann Jones et al., 2015) found that as well as cliff toe erosion, rock falls propagating progressively upwards are a result of marine processes and result in failure extending the full height of the cliff. Cliff-toe inundation *duration* was not found to be responsible for increased rock fall activity in the Vann Jones et al., (2015) study, however the relative wave energy expended on the cliffs during these inundation periods although not considered here, was believed to be influential. TLS has been used in coastal settings in many different countries (Rosser et al., 2005; 2007; Abellan et al., 2010; Lague et
al., 2013; Travelletti et al., 2014; Vann Jones et al., 2015); however, no studies as of yet compare erosion volumes and locations directly with the nearshore hydrodynamics and beach morphology.

This chapter firstly introduces the two study sites, (Porthleven and Godrevy) their coastal, geological and hydrodynamic setting (section 2) and describes the field instrumentation deployment and data processing methodology (section 3). Observations of cliff face erosion, beach morphology, beach-cliff junction elevation, wave climate and water levels are presented in section 4 and a discussion of the relationships between the variables and the geomorphic implications of the findings is provided in section 5.

3.2 Study area

This chapter focuses on two particularly vulnerable sites situated on the south-west peninsula of the UK, facing south-west (Porthleven) and west (Godrevy) towards the Atlantic Ocean (Fig 3.1). Both sites are subject to a highly energetic wave climate being exposed to both locally generated wind waves and Atlantic swell from the south and south-west (Scott et al., 2011).

![Figure 3.1. Location of study sites, wave buoys and tide gauges.](image)
The two sites, along with many others around the south-west, experience current management issues due to recent and ongoing cliff instability impacting on infrastructure and posing risks to beach and coast path users. These two sites have similar geology (e.g., cliff height, lithology and rock mass characteristics), but differ in their coastal settings, where the beach morphology and offshore bathymetry influence the dissipation of wave energy differently.

3.2.1 Porthleven

The study site at Porthleven (Fig. 3.1) is situated along a 300-m stretch of uninhabited cliffed coastline just southeast of the small town of Porthleven, UK. The tidal regime is macrotidal with a mean spring range of 4.7 m. The cliffs rise 8–10 m above a steeply-sloping (\(\tan\beta = 0.12\)) beach (Poate et al., 2009), and the beach elevation at the cliff-toe varies from anywhere between 2.5 m and 4.5 m seasonally (in m Ordnance Datum Newlyn (ODN) which is c. 0.2 m above MSL). The coastal slope at Porthleven is relatively steep, with the 10 m contour about 1 km offshore and the 20 m contour about 2.5 km offshore (Lee, 2002; CCO, 2015).

![Figure 3.2:](image)

**Figure 3.2:** (a) Sketch and photograph of a profile through a section of cliff at Porthleven summarising the stratigraphic sequence of bedrock and superficial units; and (b) panoramic perspective of the cliff frontage.

The cliffs are mainly formed of Late Devonian Mylor slate lithofacies and comprise pale grey-green mudstone with interbedded-siltstone and fine-grained sandstone (Leveridge and
Shail, 2011) (Fig. 3.2). These cliffs are bounded at either end of the bay by Porthscatho lithofacies of alternating beds of green-grey sandstone and dark-grey mudstone (Leveridge and Shail, 2011). The Porthleven cliffs are geologically important as they provide evidence of the order of the deformation phases that occurred during the Variscan Orogeny (Leveridge and Shail, 2011). The cliffs are oriented at $200^\circ$, dipping gently south-eastwards and exhibit evidence of deformation during this period (Alexander and Shail, 1996); cut by a variably reactivated network of late Carboniferous – Triassic fractures, joints and faults steeply dipping SSW and NNE (Fig 3.2a). It is the orientation, spacing, roughness and frequency of these features that ultimately dictate the likelihood and mode of failure (Wyllie andMah, 2004). The Mylor slates are overlain by a c. 2–4 m thick Quaternary head deposit of poorly-consolidated clay, silt, sand and gravel capped with a thin layer of ‘made ground’ (0.5–1.5 m); a remnant of mining activity in the late 19th century (Bird, 1998).

3.2.2 Godrevy

Also situated on the south-west peninsula, but along the west-facing coast, lies the settlement of Godrevy. Exposed to a similarly energetic wave climate, the cliffs are subject to both south-westerly and westerly Atlantic swell. The tidal regime at Godrevy is macrotidal with a mean spring range of 5.88 m. The cliffs are fronted by a gently sloping beach ($\tan \beta = 0.02$) composed of well-sorted medium sand ($D = 0.25–0.5$ mm) with a slightly steeper upper beach ($\tan \beta = 0.06$) composed of mixed sand and gravel/pebbles ($D = 16–30$ mm) (Scott, 2012). The cliffs rise 8–15 m above the beach and the beach elevation at the cliff toe varies seasonally by 3–6 m ODN.

The geological units at Godrevy consist of underlying, more resistant bedrock of weakly metamorphosed sandstones and mudstones overlain by superficial head deposits, varying in thickness along the cliffs. The boundary between the two major units rises from beach level at the northern end of the embayment to an elevation of about 15 m ODN at the southern end (Fig 3.3). The bedrock (Porthtowan formation) comprises weakly metamorphosed Upper Devonian sandstones and mudstones (Shail et al., 1998).
Figure 3.3: a) Sketch and photograph of a profile through a section of cliff at Godrevy summarising the succession of bedrock and superficial units and b) panoramic perspective of the cliff frontage.

Much like the cliffs at Porthleven, this bedrock displays evidence of complex deformation during the late Carboniferous tectonic evolution of the southwest of the UK (Shail et al., 2010). The bedding planes are gently inclined towards the southeast and the main fractures (joints and faults) cutting the rocks are oriented ENE-WSW, NE-SW and NW-SE (Fig. 3.3a). A unit of superficial head deposit overlying the bedrock is composed of a poorly sorted mixture of variably sized fragments in a silty cohesive matrix overlain by a layer of wind-blown sand (Shail et al., 2010). The coastal slope offshore of Godrevy is very wide and flat, with the 10 m contour about 1–2 km offshore. The seabed then slopes gently out to the 30 m contour which lies at about 15 km offshore to the WNW (Lee, 2002; CCO, 2015).
Table 3.1 Summary of physical characteristics at each site. Cliff heights, beach-cliff elevation and tidal elevation (Mean High Water Springs (MHWS)) are shown in meters relative to Ordnance Datum Newlyn (m ODN). Tidal elevations (MHWS) are also presented in metres relative to Chart Datum (m CD).

<table>
<thead>
<tr>
<th>Site characteristic</th>
<th>Godrevy</th>
<th>Porthleven</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cliff height</td>
<td>15 – 17 m ODN</td>
<td>17 – 20 m ODN</td>
</tr>
<tr>
<td>Length of cliff</td>
<td>~300 m</td>
<td>~300 m</td>
</tr>
<tr>
<td>Lithological units</td>
<td>Devonian sandstones and mudstones (2 – 15 m) overlain by Quaternary head deposit (2 – 12 m)</td>
<td>Mylor slates (5 – 10 m) overlain by Quaternary head deposit (2 – 4 m)</td>
</tr>
<tr>
<td>Beach – cliff elevation</td>
<td>2.5 – 4.5 m ODN</td>
<td>3 – 6 m ODN</td>
</tr>
<tr>
<td>Beach slope (tan β)</td>
<td>0.01</td>
<td>0.12</td>
</tr>
<tr>
<td>Offshore slope</td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>Tidal range</td>
<td>5.88 m</td>
<td>4.7 m</td>
</tr>
<tr>
<td>MHWS</td>
<td>3.2 m ODN (6.6 m CD)</td>
<td>2.5 m ODN (5.5 m CD)</td>
</tr>
<tr>
<td>Winter $H_s$ (Oct - Mar)</td>
<td>1.7 m (mean) 5.6 m (max)</td>
<td>1.4 m (mean) 10 m (max)</td>
</tr>
<tr>
<td>Summer $H_s$ (Apr - Sep)</td>
<td>0.8 m (mean) 3.6 m (max)</td>
<td>0.7 m (mean) 3.8 m (max)</td>
</tr>
<tr>
<td>Winter $T_p$ (Oct - Mar)</td>
<td>12 s (mean) 22 s (max)</td>
<td>9 s (mean) 28 s (max)</td>
</tr>
<tr>
<td>Summer $T_p$ (Apr - Sep)</td>
<td>9 s (mean) 20 s (max)</td>
<td>7 s (mean) 22 s (max)</td>
</tr>
</tbody>
</table>

3.3 Method

3.3.1 Site setup

The same site setup was adopted at both sites for a survey period of one year (July 10th 2013 – July 17th 2014). Inshore waves and nearshore water levels were measured continuously using directional wave buoys, tide gauges and pressure transducers, and the cliffs and beach were surveyed every month during a spring tide. Extreme storm conditions between December and March led to damage of the wave and water level monitoring instruments and alternative data were used in place. Surveys during this time were carried out when beach levels and wave and water level conditions permitted access.

3.3.2 Wave climate

3.3.2.1 Inshore wave climate

Inshore wave conditions were obtained from directional Waverider wave buoys located directly offshore of Porthleven in 10 m water depth and Perranporth, located 20 km to the north of Godrevy, in 10 m water depth (Figure 3.1) (CCO, 2015). Bad data were flagged and removed from both time series and half-hourly statistics of significant wave height ($H_s$), peak
wave period ($T_p$) and wave direction ($\theta$) were derived. During the extreme energetic wave conditions over February 2014, both wave buoys malfunctioned, causing a 34-day data gap between 8th Feb and 12th March at Godrevy and a 28 day gap between 4th Feb and 5th March at Porthleven.

To extend the Porthleven wave record, a nearby wave buoy located at Looe Bay, 70 km from the site (Figure 3.1) was used as an alternative source of wave data. Over a three-year (2011-2014) wave record, significant wave heights at Looe Bay (under southerly and south-westerly swell directions; 180° – 240°) were 5% smaller than those at Porthleven. During this 28-day missing data period, 87% of the waves originated from this quadrant with a mean $\theta$ of 200°. Significant wave height statistics for Looe Bay were increased by 5% for this period and used to represent the nearshore wave climate at Porthleven.

No alternative wave buoy data were available for Perranporth (representing nearshore conditions at Godrevy); therefore, regional SWAN modelled data were used to extend the Perranporth wave record. The model is run daily and is forced by initial wind and wave output from the NOAA Wave Watch III Global wave model, providing half-hourly statistics of $H_s$ and $T_p$ from a 2D spectra, at 30-minute intervals at a number of output nodes around the coastline (Austin et al., 2012). Data from the same SWAN model was also run at Gwithian (2 km from Godrevy) between 2011 and 2012. The two wave data sets were compared for the 2011 – 2012 record to estimate the suitability of using the Perranporth wave buoy to represent inshore wave conditions at Godrevy. For this period, significant wave heights from westerly and west north-westerly swell directions (270° and 325°) (the dominant swell direction: 98% at Gwithian) were found to be 26% bigger at Perranporth than those at Gwithian and the correlation between the two gave an $R^2$ of 0.93. The combined Perranporth wave buoy and SWAN data wave record (for the 34-day data gap) were therefore reduced by 26% to represent nearshore wave conditions at Godrevy.

The inshore data for both sites (using a combination of Porthleven and (adjusted) Looe Bay wave buoy data for Porthleven and a combination of Perranporth and SWAN modelled Perranporth data for Godrevy (both adjusted)) were de-shoaled to 100 m depth according to linear wave theory (a detailed explanation is provided in Chapter 4) to obtain deep-water wave conditions.
3.3.2.2 Nearshore hydrodynamics

Linking the response of the cliffs to the wave climate over the period of one year requires reliable water level data. Using a combination of nearshore water levels and inshore wave data it was possible to obtain a comprehensive picture of the wave climate over the year and the hydrodynamics at the coast. Nearshore water levels were obtained at each site using two self-logging RBR tide wave recorders (TWR 2050) deployed for the duration of the survey period (Jul 2013 – Jul 2014). Holes were drilled into a nearby section of rock using a heavy-duty drill and in-filled with a quick drying anchor adhesive resin holding the anchor sockets in place. Each sensor was placed inside a length of scaffold tube and bolted to the rock anchors.

![Figure 3.4: Rock mounted pressure sensors held within scaffold tubes, deployed at Godrevy and Porthleven.](image)

The sensors were configured to burst-sample waves at 2 Hz for 17 minutes (1024 burst length) every 38 min 24 s and average tidal elevation at 2 Hz over 2 min every 4 min 16 s. At this configuration, the battery and memory of the sensor allowed for a 35-day deployment, and data were downloaded every month during the cliff scanning survey.

The RBR processing software Ruskin (RBR, 2013) calculates water depth using a default value for atmospheric pressure. Limited availability of meteorological data at both sites (daily averages, when available) meant that the atmospheric pressure record was interpreted from the low-tide (i.e. dry) pressure sensor readings and the water pressure record were adjusted
according to these values. After adjusting for atmospheric pressure, the corrected pressure was converted to depth using the simple approximation (SBE, 2002);

\[
\text{depth (metres)} = \text{pressure (decibars)} \times 1.019716
\]

The nearshore pressure sensor at Godrevy functioned for the duration of the survey period, yet during the stormy period the Porthleven sensor was lost to the sea. Access to replace the sensor was hampered by large waves for the month of February, thus leaving a large data gap at Porthleven of 43 days between 20\(^{th}\) January and 5\(^{th}\) March 2014.

3.3.2.3 Tidal levels

Measured water levels were obtained from the nearest National Tidal and Sea Level Facility tide gauge: The Newlyn tide gauge (20 km distant) for Porthleven and the Ilfracombe tide gauge (130 km distant) for Godrevy (NTSLF, 2014). The nearshore pressure sensors at the study sites were both deployed above mean low water neaps (MLWN), therefore only capturing mid-high-mid tide and were exposed to bores and broken waves in the swash zone at lower tidal elevations. To obtain a full tidal record, without the effects of bores and broken waves, mean half-hourly water levels for a 2-hr period either side of high-tide from the pressure sensors were compared with measured tidal level. The average ratio between the nearshore sensor and the tide gauge was applied to the whole time series of measured tide gauge data to represent measured tidal levels at each site. The water levels at Porthleven were 10\% larger than those at Newlyn and Godrevy water levels were on average 35\% smaller than those at Ilfracombe, and the gauge data were adjusted accordingly.

3.3.2.4 Wave runup

The total measured water level is made up of the tidal elevation and the wave runup which includes both the infragravity and incident components of the wave setup and swash fluctuations (Ruggerio \textit{et al.}, 1996). Estimates of the 2\% exceedance level for vertical wave runup \((R_2)\) (for intermediate beaches) were calculated using the Stockdon \textit{et al.} (2006) equation for runup;

\[
R_2 = K \left( 0.35 \tan \beta \left( H_0 L_0 \right)^{\frac{1}{2}} + \frac{H_0 L_0 (0.563 \tan \beta^2 + 0.004)}{2} \right)^{\frac{1}{2}}
\]

Equation 3.2
Where \( \tan \beta \) is the slope of the beach face, and \( H_0 \) and \( L_0 \) are the deep-water wave height and length, respectively, obtained from the deshoaled inshore wave record (section 3.2.1). Stockdon et al. (2006) concluded that this equation was suitable for beaches where the Irribarren number (Eqn. 3) \((\xi)\) (Battjes, 1974) lies between 0.3 and 1.25, representing intermediate beach conditions, i.e., those at Godrevy.

\[
\xi = \frac{\tan \beta}{\sqrt{\frac{H_0}{L_0}}}
\]

Equation 3.3

However, recent field investigations of extreme wave runup on gravel beaches under energetic conditions (Masselink et al., in press) have revealed that the Stockdon equation under predicts the runup by almost a factor of 2. Therefore, for Porthleven, an adjusted version of Stockdon et al. (2006), proposed by Masselink et al. (in press) was used where the fitting parameter \((K)\) \((K = 1.1\) in Stockdon et al. 2006) when applied to gravel beaches (calculated for Porthleven beach), was increased to \(K = 2\) for Porthleven.

3.3.3 Beach morphology

Monthly beach surveys at both sites were conducted using real time kinematic global positioning systems (RTK dGPS). At each site a 300 m alongshore section of beach was surveyed, from the toe of the cliff to the shoreline, using cross-shore transects at 50 m spacing at Godrevy and 10 m at Porthleven. The cross-shore profiles were used to determine the average slope of the beach for each month and the beach volume differences between surveys. As each survey area differed from month-to-month, the beach volume differences were normalised by the surveyed area to represent the vertical volumetric erosion/accretion per m to represent an average change in beach level.

The GPS beach profiles began in September; therefore, the elevations of the beach for the initial three months of the survey are unknown. As no other data were available, the beach slope from September was used for these summer months for the wave runup calculations. Difficulties associated with poor precisions due to reduced satellite coverage when surveying within close proximity to the base of the cliff meant that it was not possible to obtain a full profile towards the cliff-toe at every survey. Therefore, the beach-cliff junction elevation was
extracted from the monthly point cloud data as these could be confidently obtained for every survey (Jul 2013–Jul 2014).

3.3.4  **Cliff volume loss**

3.3.4.1  **Point cloud data acquisition**

Both sites were surveyed using a Leica ScanStation 2 Terrestrial Laser Scanner (TLS) (Leica, 2015) for the first 5 months of the year (Jul–Nov 2013) and a faster and more lightweight Leica P20 for the following 8 months (Dec 2013–Jul 2014) (Fig 3.5). Both are ‘time-of-flight’ laser scanners and provide high-resolution high-range point cloud data. The ScanStation 2 scans at 50,000 points/sec scan rate, and the P20 has a 1,000,000 points/sec scan rate. A similar set up was adopted for all of the monthly scans at both sites, where point clouds of the cliff face were obtained at 2 cm resolution at a 40 m range. The scanners were mounted on a survey tripod, levelled and situated about 20–30 m from the cliff face. To acquire optimum coverage of the cliff face and minimise occlusion effects due to shadowing/ blinding of complex surfaces, the scanner was repositioned 4–5 times along the beach (Fig 3.6). A full scan of the 300 m length of cliff at each site took about 5–6 hrs using the ScanStation 2 and 3–4 hrs using the P20.

Technical issues with surveying equipment at Godrevy in Sep 2013 caused the entire cliff face to shift forwards by 20–30 cm. As this site had no known positions within the scan area and the survey was georeferenced using mobile targets (surveyed using a total station from known benchmarks at the top of the cliff), it was not possible to re-register the Sep 2013 scan using alternative benchmarks. Instead of attempting to shift the face of the cliff to, essentially, an unknown position, this month was removed from the data set, as the true position of the cliff was unknown. At Porthleven, low beach levels, and large waves hindered scanning for most of December. Therefore, this month is also missing from the data set. Storm-impact related research during Feb 2014 (Chapter 4) provided interim scans at Porthleven, providing an insight into the impacts of particularly high-energy storms on the erosion of the cliffs (Chapter 4).
3.3.4.2  **Point cloud data georeferencing**

Each individual scan (ScanWorld) contains common points that are used to ‘stitch’ the point clouds together. The Leica scanner software *Cyclone* (Leica, 2015) performs this registration of the ScanWorlds using a system of *constraints* which are pairs of equivalent or overlapping objects that appear in two scan worlds. The optimal alignment transformation for each component is computed, resulting in one single georeferenced ScanWorld point cloud. As the cliffs were constantly changing from month-to-month, features such as rock corners/ faces were not suitable to use as common points as in previous studies (Rosser et al., 2005; 2007; Norman, 2012). High Definition Surveying (HDS) targets were situated within the scan, providing *constraints* and remained in place as the scanner was repositioned along the beach (Fig 3.6c and d).

At Porthleven, the HDS targets were fitted to fixed brackets along the cliff top (Fig 3.6d) and at Godrevy the targets were attached to weighted magnetic mounts and placed on the beach (Fig 3.6c). The central points of the targets were surveyed using a total station and using these known positions, the point cloud was retrospectively registered and geo-referenced using Leica Cyclone software.
Figure 3.6: Point clouds of a) Porthleven and b) Godrevy with the image from the camera within the scanner draped over the point cloud. The fixed target locations are identified by yellow T values and scanner set-up positions are represented by green dots. HDS targets at c) Godrevy, attached to a magnetic weighted mount and positioned on the beach, and d) in fixed brackets (facing towards the scanner) at Porthleven.

3.3.4.3 Point cloud data processing

The geo-referenced registered point clouds were removed of any noise (i.e. birds, people, dogs) manually and exported as .xyz files for further analysis. The first step in performing point cloud difference analysis is typically to create a mesh of the point cloud surface (Rosser et al., 2005; Dewez et al., 2013). A number of approaches were used to attempt this stage, ranging from using various meshing software to using the raw data in programs such as Matlab to manually create meshed surfaces. However, these methods highlighted a number of difficulties and sources of inaccuracy. In complex surfaces such as rocky cliff faces, meshing becomes inaccurate due to the errors involved in interpolating across regions that may show occlusion (Lague et al., 2013). Unless the different surveys are carried out from the exact...
same location (highly unlikely in such an environment) there is often overestimation of volume change due to the surface roughness, creating differences in occlusion patterns as a result of varying scanner position during different survey periods. Most point cloud meshing software does not allow for such sources of uncertainty and are therefore not entirely appropriate for complex topographies.

3.3.4.4 Point cloud data comparison: The M3C2 algorithm

Multiscale Model to Model Cloud Comparison (M3C2) is an algorithm developed to overcome issues associated with comparing complex surfaces and computing accurate point cloud to point cloud distances (Lague et al., 2013). It uses surface normal estimations along the 3D surface, with orientations varying according to the surface roughness, and computes the distances between two point clouds along these normal directions. Typically, meshing/gridding techniques are unable to account for vertical or overhanging parts and tend to reduce the resolution of fine-scale details due to grid size. Eliminating the need for surface meshing, the software reduces computation time and retains the high-resolution detail of the cliff-face. TLS point clouds of complex surfaces often contain occluded patterns due to the viewpoint of the scanner and variations in ground surface topography (Girardeau-Montaut et al., 2005). Directly comparing point-to-point cloud, as opposed to meshing across blinded regions makes volume calculations more robust as the algorithm is only able to compare two surfaces where data are present. Each point cloud distance is provided along with a confidence interval, which is related to the surface roughness and the point cloud registration error (Lague et al., 2013).

The algorithm requires two user-defined parameters in order to compute distances between the point clouds: the normal scale \( D \) and the projection scale \( d \) (Figure 3.7). The basic principles of the algorithm are discussed in this section, and a more detailed description of the algorithm and a discussion on the validity of the method compared with meshing techniques is provided by Brodhu and Lague (2012) and Lague et al. (2013).

Prior to running the algorithm, the first point cloud is subsampled to 10 cm and used as a ‘core point’ file. This simplifies the point cloud and rapidly enables the algorithm to calculate the relevant normal scale and determine point cloud distances based on a coarser resolution file. The two point clouds are compared based on this information and no subsequent detail is
lost. Further details of the M3C2 algorithm and the definitions and sensitivity analysis of the normal and projection scales are provided in the Appendix 1.

Figure 3.7: Principles of the M3C2 algorithm, taken from Lague et al. (2013)

3.3.4.5 Point cloud data comparison: volume change analysis

Volumes of change are calculated by multiplying the distances computed by the M3C2 algorithm by the area of the cylinder surface and then by the number of cylinders. The projection scale (Fig. 3.7a) was tested between 0.05–0.5 m and optimum scale was defined as 0.3 m to provide the most robust difference calculation (details of the sensitivity analysis is provided in Appendix 1). As the core point cloud upon which the projection is based is spaced at 0.1 m, this means that there is a significant overlap in the projection ‘cylinders’ (Fig 3.7). Using smaller projection cylinders, however, reduces the number of points per cylinder (and hence the statistical significance of the calculation) and also results in gaps across the surface (Fig 3.8a). To account for this tessellation issue, the projection cylinder volume was based on squared cylinders, where, instead of multiplying the distance of the change by \( \pi r^2 \) it was multiplied by \((2r)^2\). The optimum projection scale of 0.3 m results in a ‘cylinder’ whose cross-sectional area is 9 times greater than the resolution of the core subsampled point cloud it is calculated on (0.1 m). Therefore, the sum of the differences is largely overestimated and as a result is divided by 9 \((30^2/10^2 = 9)\) (Girardeau-Montaut, 2014).
3.3.5 Meteorological conditions

Meteorological controls on cliff erosion are typically a function of ground temperatures where repetitive freezing/warming of the ground leads to instability of the soil (Durperret et al., 2005) and an increase in pore water pressures from precipitation (Sunamura, 1992). In the southwest UK, temperatures very rarely fall below freezing at the coastline (< 5 days a year) (Met Office, 2014), therefore, the variability of air/ground temperature is not considered here. Cornwall is however, one of the wettest regions in the country with rainfall totals of 1000 – 1500 mm yr\(^{-1}\) (Met Office, 2012). Monthly rainfall totals were obtained from nearby weather stations; Camborne (7 km from Godrevy) and Culdrose (3 km from Porthleven) as a proxy for ground saturation (and hence instability) due to rainfall. The monthly totals represent values for the same time periods as the scan and survey periods.
3.3.6 Time series

The nature of monitoring processes in a dynamic environment presents difficulties with selecting temporal and spatial scales at which to capture change. Wave buoys and tide gauges provide a continuous time series of data for one year at hourly or half-hourly intervals. This affords a detailed quantification of the behaviour of the waves and water levels at the nearshore over an extended period of time. Cliff falls and changes to beach morphology tend to occur either sporadically via topples, rockfalls or landslides or over a prolonged period via spalling (Sunamura, 1992), dependant on the forcing conditions. To capture the activity at both sites, monthly surveys were carried out over a one-year period. This provided a time series consisting of 12 cliff erosion volumes and 12 beach profiles. In order to draw relationships between forcing (waves, water levels and rainfall) and failure (cliff erosion volumes), monthly total wave energy values (for periods where water levels exceeded the beach-cliff junction) and monthly rainfall totals were compared with the volume of material lost from the cliff face.

3.4 Results

3.4.1 Wave climate

The wave climate at both sites was highly variable over the year, with inshore significant wave heights ranging from 0.5 to > 6 m and wave periods between 5 and 22 s along both the north and the south coast. Spring/summer wave conditions between Jul and Oct 2013 and May and Jul 2014 were much calmer than the rest of the year with significant wave heights less than 3–4 m and wave periods less than 12 s, whereas between Nov 2013 and Apr 2014 wave heights ranged from 4 to 9 m and periods from 15 to 25 s. The winter of 2014 was one of the most energetic periods the region has experienced in over 60 years (see Chapter 4 for further details) with inshore significant wave heights exceeding 5 m and wave periods between 12 and 22 s. at both sites on more than five occasions (Fig 3.9 and 3.10) between Dec 2013 and Mar 2014. The durations of the storms were relatively short, lasting from 4 to 8 hrs; however, the persistent nature and frequency of the storms provided the coast limited opportunity for recovery between events.
Figure 3.9: Wave and water level data for Godrevy. Measured tide data obtained from Ilfracombe and adjusted accordingly to the ratio between the mean values over a 4hr high tide period at the Godrevy pressure sensor and the Ilfracombe tide gauge. Significant wave height ($H_s$) and peak spectral wave period ($T_p$) for the survey period from directional Waverider wave buoy deployed in 10 m water depth 1 km offshore of Perra nporth. Red data indicates SWAN modelled data for the missing data period. The full wave data time series was adjusted according to the ratio between the SWAN modelled Perranporth and Gwithian (2 km from Godrevy) data. Significant wave heights at Perranporth for waves from W-NW (98% of the dominant swell direction) were 26% percent greater than those at Gwithian, and were therefore reduced to represent conditions offshore of Godrevy. Monthly mean and maximum values are illustrated in the legend.

The mean significant wave height ($H_s$) at Godrevy over the year was 1.3 m with a standard deviation of 0.6 m. Wave periods ($T_p$) averaged 11 s with a standard deviation of 2 s. At Porthleven, average conditions over the year were similar with a mean $H_s$ of 1.1 m and a standard deviation of 0.5 m and a mean $T_p$ of 9 s with a standard deviation of 3 s. Monthly mean significant wave heights reached their maximum in Feb 2014 at both sites with $H_s$ of 5.8 m and $T_p$ of 22 s at Godrevy and a maximum $H_s$ of 10.3 m and $T_p$ of 22 s at Porthleven. Although the average significant wave heights and wave periods indicate that whilst Porthleven was overall slightly calmer over the year than Godrevy, there were much more energetic extreme conditions at Porthleven. Maximum monthly significant wave heights exceeded 8 m and wave periods were greater than 20 s on three occasions (Jan 2014, Feb 2014 and Mar 2014) (Fig 3.10). In comparison with Porthleven, maximum wave statistics at Godrevy indicated calmer extreme conditions, with significant wave heights exceeding 5 m and wave periods exceeding 18 s during the same three winter months (Fig. 3.9).
3.4.2 Water levels

Adjusted water levels were derived from offsetting the measured levels at the nearest tide gauge by the ratio between it and water levels (2 hrs either side of high tide) at the nearshore pressure sensor. The values were adjusted accordingly (Newlyn to Porthleven; + 10% and Ilfracombe to Godrevy; - 35%) and represent nearshore water levels at each site, minus the influence of breaking waves and bores. Both sites are macro-tidal with the greatest measured tides occurring during the winter months (Dec 2013 – Mar 2014).

3.4.3 Monthly rainfall totals

The wettest periods at both sites correspond with the most energetic periods in terms of wave climate. Greatest monthly total rainfall values were recorded between Oct–Nov 2013 (> 170 mm) and Dec 2013–Feb 2014 (> 200 mm at Godrevy and > 170 mm at Porthleven).
The annual variability of rainfall is fairly similar between the north and south coast however the north coast is on average wetter than the south. Over the year Godrevy experienced total of 1324 mm with mean monthly rainfall total of 110 mm and standard deviation of 67 mm. Porthleven was somewhat drier with a total annual rainfall of 1055 mm, mean of 88 mm and standard deviation of 54 mm. On average, the north coast was 22 mm a month wetter than the south coast. The driest period for both sites was Aug–Sep 2013 (65 mm at Godrevy and 25 mm at Porthleven) and the wettest period for Godrevy was Dec 2013–Jan 2014 (250 mm) and Oct–Nov 2014 at Porthleven (180 mm).

![Figure 3.11: Monthly rainfall totals for Godrevy (Camborne) and Porthleven (Culdrose) from Jul 2013 – Jul 2014. Monthly periods correspond to monthly survey periods.](image-url)

### 3.4.4 Beach morphology

At Godrevy, the beach elevation varied by up to 2 m at the toe of the cliff and in the lower intertidal zone (Fig 3.12a–c). Alongshore, the elevation of the beach tended to remain fairly constant where an increase or decrease in elevation occurred across the whole beach face, with no beach rotation apparent within the bay; however, changes tended to be slightly emphasised at the northern end of the beach. The slope of the beach at Godrevy remained around 0.02 (standard deviation 0.005) throughout the year; yet, the elevation of the beach-cliff junction varied by up to 2.5 m at the toe (Fig 3.12d).
Figure 3.12: Cross-shore profiles for Godrevy from either end of the bay (a) and (c) and the centre of the beach (b). d) Beach volume differences from one survey period to the next obtained from beach profiles between Sept 2013 and July 2014. Beach-cliff junction (e) obtained from an average of the junction across the whole cliff frontage from combining the beach survey data with the cliff face point cloud.

Towards the beginning of the survey period, the beach elevation at the cliff-toe fluctuated between 2.5 and 3.5 m until after the winter, when the junction was as its lowest following extreme storm conditions (Mar 2014; 2.2 m). The beach-cliff junction elevation rapidly increased to 4 m ODN in Apr 2014 and remained at this elevation for the rest of the survey period.
The beach at Godrevy is subject to substantial volume changes from one survey to the next. The beach experienced maximum erosion between Oct and Nov 2013 with a loss of 6848 m$^3$ over the survey area. Normalised to the beach area this equates to erosion of 0.16 m. Further erosion occurred over the winter with an additional 5724 m$^3$ between Nov 2013 and Jan 2014.
(0.04 m (Nov–Dec 2013) and 0.14 m (Dec 2013–Jan 2014)). Following the stormy period of Jan–Feb 2014 the beach recovered by 3000 m$^3$, however the volume of sand removed during the stormy period in Feb 2014 is unknown due to the timing of the surveys. For the remainder of the year Feb–July 2014 the beach experienced both erosion and accretion from month-to-month with the overall beach elevation fluctuating around +/- 0.15 m per month. The beach elevation at Porthleven fluctuated by up to 2–3 m across the whole beach face, cross-shore and alongshore, with more emphasised changes towards the northern end of the bay (Fig 3.13a–c). In terms of volume, this equates to a fluctuation of up to +/- 0.8 m (+/- 10,000 m$^3$) from month to month. Between Oct and Nov 2013 the beach eroded by 4290 m$^3$ (0.29 m) yet recovered by 12,580 m$^3$ (0.7 m) the following period, between Nov 2013 and Jan 2014. The beach-cliff junction fluctuated between 4.5 and 6 m throughout the year, apart from in February when elevations were at their lowest (2.8 m). The stormy conditions in February led to considerable changes in the beach-cliff junction elevation and beach volume of +/- 0.5 – 0.6 m (+/- 10,000 m$^3$) over a 12 hr period, suggesting the temporal resolution of surveying for this beach was too low to capture the significant beach changes at Porthleven. Although these monthly surveys provide an indication of the fluctuation in beach elevation at each site, they do not adequately capture the changes which occur on a daily/hourly time scale.

3.4.5 Cliff volume changes

Overall, from Jul 2013–Jul 2014 the cliffs at Porthleven experienced more than twice as much erosion as Godrevy, with a total volumetric cliff loss of 3326 m$^3$ compared with 1579 m$^3$ (Table 3.2). Normalised according to the length of the cliff face (~ 300 m at each site), this equates to a total annual volume loss of 11 m$^3$ per m length of cliff at Porthleven and 5.26 m$^3$ per m length of cliff at Godrevy. Assuming a cliff height of 10 m and averaging this erosion over the year, this equates to an equivalent cliff retreat rate of 1.1 m yr$^{-1}$ at Porthleven and 0.5 m yr$^{-1}$ at Godrevy. Erosion at Porthleven although higher, was more variable than Godrevy with a standard deviation of 650 m$^3$ compared with 213 m$^3$ (Table 3.2). During the summer months, Godrevy was more susceptible to erosion than Porthleven with monthly total volumes ranging between 8 and 29 m$^3$ compared with volumes between 1 and 17 m$^3$ at Porthleven. At both sites, the erosion volumes were greatest in the winter of 2013–2014, with the largest losses measured between Dec 2013 and the end of Feb 2014. Comparing the means of erosion at two sites proves the data to be highly variable from month to month.
(variance) and therefore a difference between the means that is not significant. A t-test produces a t-value between the means of 0.78, which at the 95% probability level (p = 0.05) with 20 degrees of freedom ((n1+n2)-2) is lower than the value of t required to prove the difference as significant (2.09).

### Table 3.2: Net cliff erosion volumes for Godrevy and Porthleven from July 2013 – July 2014

<table>
<thead>
<tr>
<th>Survey Period 2013 – 2014</th>
<th>Godrevy erosion (m$^3$)</th>
<th>Porthleven erosion (m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jul – Aug</td>
<td>27</td>
<td>4</td>
</tr>
<tr>
<td>Aug – Sep</td>
<td>51</td>
<td>1</td>
</tr>
<tr>
<td>Sep – Oct</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>Oct – Nov</td>
<td>88</td>
<td>35</td>
</tr>
<tr>
<td>Nov – Dec</td>
<td>54</td>
<td>1184</td>
</tr>
<tr>
<td>Dec – Jan</td>
<td>499</td>
<td>1958</td>
</tr>
<tr>
<td>Jan – Feb</td>
<td>629</td>
<td>140</td>
</tr>
<tr>
<td>Feb – Mar</td>
<td>148</td>
<td>140</td>
</tr>
<tr>
<td>Mar – Apr</td>
<td>28</td>
<td>10</td>
</tr>
<tr>
<td>Apr – May</td>
<td>20</td>
<td>18</td>
</tr>
<tr>
<td>May – Jun</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Jun – Jul</td>
<td>30</td>
<td>4</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1582</strong></td>
<td><strong>3363</strong></td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td>144</td>
<td>306</td>
</tr>
<tr>
<td><strong>Standard deviation</strong></td>
<td>213</td>
<td>650</td>
</tr>
<tr>
<td>Equivalent annual cliff retreat rate</td>
<td>0.5 m yr$^{-1}$</td>
<td>1.1 m yr$^{-1}$</td>
</tr>
</tbody>
</table>

The point cloud comparison plots not only provide quantitative volume differences, but are also a qualitative means of determining the locations of failure across the face of the cliff. Figures 3.14 and 3.16 compare the cliff surfaces between Jul 2013 and Jul 2014 and Figures 3.15 and 3.17 compare the cliff surfaces from month-to-month. Over the one-year survey period (Jul 2013–Jul 2014) at Godrevy, the majority of failure occurred at three locations, the northern extent of the cliffs, the middle of the bay and at one particularly steep region of cliff at the southern end. Smaller scale failures of both the bedrock and the head deposit can also be seen across the cliff face. Towards the northern end of the cliffs, where the boundary between the bedrock and quaternary unit falls to beach level, erosion of the entire cliff face has occurred via rotational sliding of superficial material. This has led to steepening of the cliff face and a cliff-normal retreat, mid-way up the cliff elevation by a maximum of 2.3 m (Fig 3.14bi). Failure in the central section of the cliff (Fig 3.14bii) has occurred via ‘slope-over-wall’ failure where superficial material has been removed above the underlying bedrock by a maximum of 2 m. Towards the southern end of the cliffs, the cliff has retreated in the upper superficial unit by 0.9 m and in the bedrock at the cliff toe by 1.1 m.
Figure 3.14: a) Point cloud of Godrevy cliff face in July 2013 with colours from the scanner camera draped over the point cloud. Dotted red line indicates the boundary between underlying bedrock of Mylor slates and overlying, less resistant quaternary head deposit. b) Point cloud comparison plot for July 2013 – July 2014, with colour bar scale ranging from blue (-5m) to red (5 m). i – iii) 3-D sections through the cliff at three locations where the majority of failure has occurred. Initial surface (July 2013) is depicted in brighter green, superimposed over the later scan (July 2014, yellow-green).

The monthly comparison plots indicate that the failure of these three sections took place during the winter months. Between Dec 2013 and Jan 2014 slope-over-wall failure can be seen in the upper unit of the central and southern sections of the cliff (Fig 3.15). The majority of failure at the northern end of the cliffs occurred during Jan–Feb 2014 and then Feb–Mar 2014. Erosion of the bedrock at the central and southern sections of cliff can be seen again between Jan–Feb 2014. The volumes of erosion for all the other months do not appear to be in the form of a sudden failure, and are likely to be from a gradual spalling of material from the cliff face.
Figure 3.15: Point cloud comparisons for each survey period at Godrevy, erosion/accretion is scaled from blue/red (-3 to 3 m). Boundary between geological units denoted by dotted red line.

At Porthleven, the retreat of the overall cliff face was a lot more dramatic and the annual difference plot indicates failure occurred in almost all regions of the cliff, both in the alongshore and the vertical profile, with erosion visible in the upper superficial and lower
bedrock units (Fig 3.16). Three sections selected in Figure 3.16 indicate a horizontal retreat of the cliff face by 2 m towards the northern extent of the cliffs (Fig 3.16bi), 2.3 m in the central section of cliffs and up to 4.8 m horizontally towards the south. The failure mechanisms via which these failures have occurred are difficult to determine from the annual difference plots as there is no remaining material (i.e., talus deposit) present to indicate rotational sliding or slope-over-wall failure. The entire cliff elevation has retreated almost homogeneously alongshore.

Figure 3.16: a) Point cloud of Porthleven cliff face in July 2013 with colours from the scanner camera draped over the point cloud. Dotted red line indicates the boundary between underlying bedrock of Mylor slates and overlying, less resistant quaternary head deposit. b) Point cloud comparison plot for July 2013 – July 2014, with colour bar scale ranging from blue (-5m) to red (5 m). i – iii) 3-D sections through the cliff at three locations where the majority of failure has occurred. Initial surface (July 2013) is depicted in brighter green, superimposed over the later scan (July 2014, yellow-green).
Much like Godrevy, the majority of failure at Porthleven occurred during the winter months between Nov 2013 and Mar 2014. The period Nov 2013–Jan 2014 shows a large amount of erosion across the entire cliff face over a period of two months.

Figure 3.17: Point clouds comparisons for each survey period at Porthleven, accretion/erosion is scaled from red/blue (-3 to 3 m). Boundary between geological units denoted by dotted red line.
Further erosion can be seen in the two week period Jan (mid)–Feb (early 2014) in both the lower bedrock (towards the centre of the cliffs) and in the upper material at certain locations across the cliff face. In the following two week period (Feb (mid)–Feb (end) 2014) an overall volume of 1770 m$^3$ was lost over almost the entire cliff elevation across the whole cliff face (Fig 3.17). Further failure of the upper superficial material from overhanging material occurred towards the southern end of the cliffs following this particularly active period (Feb – Mar 2014).

### 3.5 Discussion

Wave and weather conditions over the study period proved to be spatially and temporally consistent between the two sites yet the difference in erosion volumes, cliff failure patterns and timings tend to suggest a disparity in assailing and/or resisting forces. Seasonally and monthly, wave heights and rainfall totals showed the same trend on the north and south coasts with more energetic and wetter conditions in the winter compared with the summer. Yet cliff erosion volumes over the year at Porthleven were almost double those at Godrevy (1580 m$^3$ compared with 3362 m$^3$).

Average seasonal wave conditions tended to be higher at Godrevy in both the winter (Oct 2013–Mar 2014); 1.7 m $H_s$ and 12 s $T_p$, and the summer (Jul–Sep 2013 and Apr–Jul 2014); 0.8 m $H_s$ and 9 s $T_p$, than at Porthleven (1.4 m and 9 s (winter) and 0.7 m and 7 s (summer)). Monthly rainfall totals also indicated that Godrevy experienced wetter conditions compared to Porthleven in both the winter (totalling 803 mm compared with 618 mm) and the summer (74 mm compared with 62 mm). In contrast, the total cliff erosion volume for the same winter months at Godrevy was half that of Porthleven (1418 m$^3$ compared with 3317 m$^3$) yet over the summer, the total erosion volume at Godrevy was three times greater (164 m$^3$) than at Porthleven (46 m$^3$) (Fig 3.18). This then raises the question; what is causing the considerable difference in cliff erosion volumes between the two sites when the data suggest the north coast is exposed to on average, greater assailing forces than the south coast? Recent studies have highlighted the importance of the elevation of the beach in relation to the cliff-toe (Lee, 2008; Young et al., 2014; Vann Jones et al., 2015) and the influence of extreme wave conditions on the resultant erosion of sea-cliffs (Young et al., 2013; Brain et al., 2014; Vann Jones et al., 2015). The elevation of the beach-cliff junction proved to be highly variable at
both Godrevy and Porthleven, fluctuating between +/- 2 – 3 m at both sites elevations ranging between 2.5–4.5 m ODN at Godrevy and 3–6 m ODN at Porthleven. Beach volumes however were much more variable from month-to-month at Porthleven (- 0.3 to 0.7 m) compared with Godrevy (-0.16 to 0.1 m) (Fig 3.18).
Figure 3.18: Summary of results from the monthly surveys, i.e., total erosion volumes, total rainfall, maximum and mean monthly significant wave heights ($H_s$) and wave periods and normalised vertical beach volume change (m) for Godrevy and Porthleven.
The maximum significant wave heights and wave periods for each month indicate that although the average monthly values for Godrevy are greater than Porthleven, the extreme values are typically much greater at Porthleven than Godrevy in both the winter (10 m $H_s$ and 28 s $T_p$ compared with 5.6 m $H_s$ and 22s $T_p$) and the summer (3.8 m $H_s$ and 22 s $T_p$ compared with 3.6 m $H_s$ and 20 s $T_p$).

Tables 3.3 and 3.4 compare the variables in Fig. 3.18. With n = 12 (months), therefore 10 degrees of freedom, at the 0.05 significance level, the critical value for R is 0.576. Therefore all variables apart from beach volume satisfy these criteria. At both sites, the highest correlation is found between cliff erosion and significant wave height ($H_s$), with R values of 0.89 for Godrevy and 0.84 for Porthleven. At Godrevy, rainfall tends to bear stronger significance with cliff erosion than at Porthleven with an R value of 0.82 compared with 0.71. This implies that the rainfall totals are almost as significant in determining erosion volumes as the wave climate. At Porthleven, however, a strong correlation exists between erosion volumes and maximum wave heights (0.82), implying that the erosion at Porthleven is strongly related to the nearshore wave climate. Under a similar forcing conditions (waves and rainfall), Porthleven is therefore more sensitive to the wave climate than Godrevy.

**Table 3.3:** Correlation matrix for all variables at Godrevy.

<table>
<thead>
<tr>
<th></th>
<th>Erosion</th>
<th>Rainfall</th>
<th>$H_s$</th>
<th>Max $H_s$</th>
<th>$T_p$</th>
<th>Max $T_p$</th>
<th>Beach volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>Erosion</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rainfall</td>
<td>0.82</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_s$</td>
<td>0.89</td>
<td>0.80</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max $H_s$</td>
<td>0.68</td>
<td>0.65</td>
<td>0.90</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_p$</td>
<td>0.65</td>
<td>0.52</td>
<td>0.88</td>
<td>0.91</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max $T_p$</td>
<td>0.69</td>
<td>0.61</td>
<td>0.91</td>
<td>0.86</td>
<td>0.92</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Beach volume</td>
<td>0.03</td>
<td>-0.23</td>
<td>-0.22</td>
<td>-0.45</td>
<td>-0.40</td>
<td>-0.30</td>
<td>1.00</td>
</tr>
</tbody>
</table>

**Table 3.4:** Correlation matrix for all variables at Porthleven

<table>
<thead>
<tr>
<th></th>
<th>Erosion</th>
<th>Rainfall</th>
<th>$H_s$</th>
<th>Max $H_s$</th>
<th>$T_p$</th>
<th>Max $T_p$</th>
<th>Beach volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>Erosion</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rainfall</td>
<td>0.71</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_s$</td>
<td>0.84</td>
<td>0.76</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max $H_s$</td>
<td>0.82</td>
<td>0.65</td>
<td>0.91</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_p$</td>
<td>0.61</td>
<td>0.35</td>
<td>0.79</td>
<td>0.82</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max $T_p$</td>
<td>0.53</td>
<td>0.52</td>
<td>0.70</td>
<td>0.78</td>
<td>0.72</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Beach volume</td>
<td>0.49</td>
<td>0.46</td>
<td>0.16</td>
<td>0.14</td>
<td>-0.03</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>
3.5.1  Beach morphology and tidal elevations

The variability in beach volume and beach-cliff elevation over the year and from month-to-month suggests that the temporal resolution of the monthly beach surveys was too coarse to capture the rapid nature of beach response to incident wave conditions. The complex nature of these rapid changes implies that wave set-up and swash appear to be more influential than a single value for beach volume. This is further supported by the beach response under highly energetic wave conditions at Porthleven in Feb 2014. Three surveys were carried out over three consecutive low-tides during the storm on the 1\textsuperscript{st}–2\textsuperscript{nd} Feb 2014 (6.5 m $H_s$ and 15 s $T_p$). The beach volume from the first (low tide on 1\textsuperscript{st} Feb 2014 (am)) to the second survey (low tide on 1\textsuperscript{st} Feb 2014 (pm)) showed 0.7 m of accretion and then 0.6 m of erosion between low tide on the 1\textsuperscript{st} Feb 2014 (pm) and the low tide on the 2\textsuperscript{nd} Feb 2014 (pm). This change to the beach is also noted by a sudden drop from 5.5 to 2.5 m and then an increase in beach-cliff elevation to 6 m ODN over a two week period. During low tide on the 2\textsuperscript{nd} Feb (am) access to the beach was hindered by a substantial drop in beach levels beyond the point of access. This implies that the minimum beach volume, beach-cliff junction and beach slope are underestimated here and under certain storm conditions levels are much lower than recorded, by possibly up to 1–2 m.

The variability in the slope of a beach, will ultimately dictate the vertical extent of the wave runup (Shih \textit{et al.}, 1994; Stockdon \textit{et al.}, 2006; Masselink \textit{et al.}, in press) as the vertical runup is a function of the square of the beach slope ($\tan \beta$) (Eqn 3.2); therefore the steeper the beach, the greater the runup. A steeper beach is also associated with a higher beach-cliff junction; and this in turn affords the cliffs more protection from wave attack. Due to the highly variable nature of the beach at both sites relative to the low temporal resolution of the surveys, three \textit{scenarios} have been derived, where the beach slopes and beach-cliff elevations are based on a minimum, maximum and mean value to calculate wave runup and determine scenarios when the wave runup exceeds the beach-cliff junction. Maximum beach slope is associated with the maximum beach-cliff junction, minimum slope with the minimum junction and mean slope with the mean beach-cliff junction (Fig 3.19). From this, three different wave energy impact scenarios can be drawn, providing the number of hours per month where the waves exceed a mean maximum and minimum beach-cliff junction.
The elevation of the beach-cliff junctions relative to tidal levels imply that Godrevy is exposed to more frequent inundation than Porthleven (Fig 3.19). Under a mean and minimum beach slope and cliff junction scenario, the cliffs at Godrevy are inundated every spring high-tide; however, tidal levels only reach the base of the cliff at Porthleven under a minimum beach slope and beach cliff junction elevation. A recent study along coastal cliffs in the north
of England has suggested that cliff failure is not a function of cliff-toe inundation duration (Vann Jones et al., 2015) or frequency, however, the energy expended on the cliffs during inundation periods could be responsible for failure progressing upwards on the cliff-face. The results from the volumes of erosion at Porthleven, compared with Godrevy agree with this notion as inundation duration and frequency are higher at Godrevy, i.e., the site with lower erosion volumes, suggesting cliff failure is not a function of cliff-toe inundation duration or frequency. Although a range of wave conditions are captured in Vann Jones et al. (2015) significant wave heights were < 6 m and wave periods < 18s, therefore no extreme storm events were captured. As both studies agree that cliff-toe inundation duration and frequency is not directly linked to cliff failure, it is possible that the massive increase in erosion detected at Porthleven and to a lesser extent, Godrevy during the stormy periods is a product of sudden and dramatic changes to the morphology of the beach combined with the energy expended on the cliffs during these extreme storm conditions.

3.5.2 Beach morphology and wave runup

The runup measured at Godrevy is approximately 60% of the offshore significant wave height \(H_s\) (Fig 3.20a) which agrees with the understanding that runup on intermediate to dissipative beaches tends to be approximately 60–70 % of the significant wave height (Ruggerio et al., 1996; Stockdon et al., 2006). At Porthleven, using the adjusted equation for runup (Masselink et al., in press) wave runup values are 2.2–2.5 times greater than the significant wave height (Fig 3.21a), which agrees with the notion that wave runup on reflective beaches can be > 2 times the offshore significant wave height (Masselink et al., in press).

The slope of the beach at Porthleven is considerably steeper than the slope of the beach at Godrevy (mean \(\tan\beta = 0.17\) compared with mean \(\tan\beta = 0.02\)). The slope of the beach and offshore bathymetry ultimately dictate the dissipation of wave energy and hence the amount of residual wave energy expended on the cliffs. On more dissipative beaches, vertical runup is less dependent on the slope of the beach and more-so on the offshore significant wave height (Ruggerio et al., 1996). This implies that the vertical runup extent and therefore the times when the water level exceeds the beach-cliff junction are more sensitive to the slope of the beach at Porthleven than at Godrevy.
Figure 3.20: a) Time series of vertical runup under the three beach slope scenarios for Godrevy. b) Combined measured tide and runup for all three beach slopes. The relevant beach-cliff junctions are depicted across the time series to illustrate frequency of cliff inundation.

Figure 3.21: a) Time series of vertical runup under the three beach slope scenarios for Porthleven. b) Combined measured tide and runup for all three beach slopes. The relevant beach-cliff junctions are depicted across the time series to illustrate frequency of cliff inundation.

This is illustrated in Figs 3.20a and 3.21a with a noticeable difference between the vertical runup at Porthleven. The vertical runup predicted using Eqn 3.2 with a fitting parameter ($K$) of 1.1 for intermediate beaches (i.e., Godrevy) shows an average increase in vertical runup of 0.1 m between the maximum and minimum slope with a standard deviation of 0.06 m. At
Porthleven, using a fitting parameter of $K = 2$ for gravel beaches (Masselink et al., in press) the average difference in runup between the minimum and maximum slope values is 1.4 m with a standard deviation of 0.9 m. Combining the predicted runup values (based on the three beach slope scenarios) with the measured tidal levels provides an indication of the water level conditions at the toe of the cliffs (Fig. 3.22b and 3.23b). At Godrevy, the total water level tends to depend on the tidal elevations and the contribution of the runup component to the total water level is minimal, whereas at Porthleven, the total water level is highly dependent on the offshore wave conditions and the tidal modulation of the signal is dampened, especially under energetic wave conditions. At Godrevy with the combined measured tidal levels and wave runup, the beach-cliff junction is exceeded every high tide. At Porthleven however the minimum beach-cliff junction is only exceeded when water levels exceed 3.1 m ODN and the maximum water level required to exceed the maximum beach-cliff junction is 5.9 m ODN. The minimum elevation is exceeded during most spring high tides; however the mean and maximum elevations are exceeded only under highly energetic wave conditions in the winter months (Dec 2013 – Mar 2014). The mean and maximum levels are exceeded at some points during the spring/summer months, however only when significant wave heights are greater than 3 m $H_s$ (Fig 3.21b).

3.5.3 Cliff erosion volumes and wave energy

As cliff-toe inundation duration and frequency has not been found to be responsible for cliff failure along other coastlines (Vann Jones et al., 2015), the amount of energy expended on the cliffs during these inundation periods may however explain the elevated volumes of erosion under storm conditions. The inundation durations were calculated by summing the periods when the runup extent exceeds the beach-cliff junction. The assumption was then made that when this junction was exceeded, all offshore wave energy was expended on the cliffs and this energy was integrated across the time where the cliffs are affected by the runup. Therefore the wave energy values in Fig 3.22c and 3.23c signify deep water wave energy flux values and do not take wave dissipation into account. Further modelling of wave dissipation across the two beaches would be required for accurate quantification of the residual wave-cliff impact energy.
Figure 3.22: a) Cliff erosion volumes for each survey period for Godrevy (scaled logarithmically), b) the total number of hours per month where water levels exceed a minimum (blue), mean (red) and maximum (green) beach cliff junction, and c) the total deep water wave energy flux during the relevant exposure scenarios, scaled by the number of days in the survey period.

The number of hours per month where the water levels are exceeded at Godrevy gradually increases with a decrease in beach slope and beach cliff junction elevation. The greatest cliff-toe inundation period is between Aug and Oct 2013 (260 hrs), however this is also because this is the longest survey period. Normalising the deep water wave energy flux by the number of days in the survey period indicates that during Dec 2013 to Feb 2014 the cliff received the highest deep water wave energy flux values with an average of 200 kW/m/hr for a total of 80 hrs in from Dec 2013 – Jan 2014 under a maximum beach elevation scenario, and approximately 600 kW/m/hr for 200 hrs under a minimum beach scenario. Between Jan – Feb 2014 (i.e. the storm period), when the cliffs experienced the maximum erosion volume (629 m$^3$) the deep water wave energy values were also at their maximum, with approximately 700 kW/m/hr for 220 hrs under a minimum scenario and 200 kW/m/hr for 50 hrs under a maximum scenario. The higher erosion volumes tend to agree with the periods where the maximum deep water wave energy reaches the cliffs. The wave exposure at Godrevy depends linearly on the slope of the beach and the elevation of the beach cliff junction. A gradual increase in slope and junction results in a decrease in the duration of inundation along with a decrease in the wave energy expended on the cliffs.
Figure 3.23: a) Cliff erosion volumes for each survey period for Porthleven (scaled logarithmically), b) the total number of hours per month where water levels exceed a minimum (blue), mean (red) and maximum (green) beach cliff junction, and c) the total deep water wave energy flux during the relevant exposure scenarios, scaled by the number of days in the survey period.

At Porthleven, the cliff erosion volumes also tend to agree with the deep water wave energy values, and the duration of exposure. Maximum erosion volumes measured between Nov 2013 – Jan 2014 (1184 m$^3$) and Jan – Feb 2014 (1958 m$^3$) occurred when the wave climate was at its most energetic (500 kW/m/hr for 300 – 500 hrs and 1000 kW/m/hr for 280 – 300 hrs). Although the vertical runup extent is more sensitive to the variability of the slope of the beach at Porthleven (Fig 3.23a), the variation in beach-cliff junction does not tend to influence the duration of wave-cliff exposure as linearly as at Godrevy. Comparing the mean, minimum and maximum beach-cliff junction and beach slope scenarios suggests that the influence of the beach morphology is important in dictating the runup extent. Due to the amplification that occurs with wave runup on reflective beaches (Masselink et al., in press), the resultant increase in beach-cliff junction elevation then plays a minor role in the protecting of the cliffs from wave energy. This amplification in runup therefore results in a greater number of hours where the total water level reaches the cliffs combined with higher average wave power, especially during the winter months.
3.5.4 *Wave breaker type*

The average monthly Iribarren numbers are a dimensionless means of using the ratio between the beach slope and the square root of the offshore wave steepness to determine the wave breaker type. This was calculated according to Battjes (1974) (Eqn 3.3) and characterises the difference in wave breaker types over time between the sites. Spilling waves tend to dominate at Godrevy ($\xi < 0.4$) under a minimum and mean beach scenario and on the boundary between spilling and plunging under a maximum scenario (Fig. 3.24a). Waves on a reflective beach however tend to break as plunging waves and under higher beach elevation and slope scenarios, waves tend to surge onto the beach or at the toe of the cliffs (Fig 3.24b).

![Figure 3.24: Mean Iribarren numbers for Godrevy and Porthleven. The mean, max and min beach scenarios are depicted with error bars. Wave breaker types have been calculated using Battjes (1974) equation for Iribarren numbers (Eqn 3.3).](image)

3.4.5 *Geomorphic implications and conclusions*

Monthly surveys of cliff erosion volumes at two particularly vulnerable sites indicate that the variability from month-to-month is dependent on a combination of rainfall totals and offshore wave climate (Fig 3.18), where stormy conditions during the winter months produce an increase in rainfall together with an increase in wave energy leading to elevated rates of erosion.

As well as considering the influence of offshore wave conditions, this study has examined the interplay between the morphology of the beach and the wave climate. It has been found that although Porthleven and Godrevy have similar physical settings, i.e., similar lithology, cliff height, exposure to waves and weather conditions (exposed to highly energetic Atlantic swell), the beaches fronting the cliffs are very different; with a reflective beach at Porthleven and dissipative – intermediate beach at Godrevy.
The implications of this are as follows;

The slope of the beach at Porthleven and the variation in beach-cliff junction elevation is highly variable over a short period of time. Higher beach-cliff elevations under calm conditions provide protection to the cliffs from wave attack. The elevation of the beach-cliff junction relative to tidal levels means that the cliffs are only exposed to inundation during spring high tides and under a minimum beach-cliff elevation. This is illustrated in the monthly erosion volumes where under calm conditions (regardless of beach cliff elevation and slope), the cliffs experience erosion in the order of 0.003 – 0.12 m$^3$ per m length of cliff. Under extreme storm conditions however, the reflective nature of the beach with deep water offshore delays the onset of wave breaking so that plunging waves break right at the shoreline with little prior dissipation, leading to amplified wave runup (Masselink et al., in press) and frequent beach-cliff junction exceedance. This mechanism explains the massive and sudden nature of cliff erosion which took place over these survey periods, where erosion increased to 6.5 m$^3$ per m length of cliff during the stormy period of Jan–Feb 2014. Under these stormy conditions cliff material was removed from the entire elevation and width of the cliff, homogeneously (also apparent in supplementary material of Earlie et al., 2015).

At Godrevy, under similar forcing conditions, the volume of cliff erosion was half the volume measured at Porthleven. Much like the cliffs at Porthleven, the cliffs at Godrevy are formed of two units, a lower more resistant bedrock unit capped by poorly consolidated, less resistant superficial head deposit, so there is nothing that suggests the cliffs at Godrevy are more resistant to erosion. The gently sloping beach fronting the cliffs at Godrevy, however, plays an important role in influencing the extent of wave energy reaching the cliffs. Vertical wave runup on intermediate-dissipative beaches is 60 – 70% of the offshore significant wave height (Ruggerio et al., 1996; Stockdon et al., 2006) and much wave energy is dissipated across a wide surf zone before reaching the cliffs. The erosion volumes measured at Godrevy during the same stormy period (Jan–Feb 2014) were three times smaller than those measured at Porthleven and failure was concentrated to the superficial unit of the cliff (Fig 3.15).

The results imply that two important parameters need to be considered when investigating monthly/seasonal changes to the cliffs. Firstly the morphology of the beach fronting the cliffs (i.e.; the slope of the beach, the volume of the beach and the elevation of the beach at the toe of the cliffs), and secondly the influence these parameters have on the resultant nearshore
hydrodynamics, particularly wave breaking patterns and surf zone dissipation under extreme storm conditions.

Erosion volumes were found to greatly increase in winter when wave conditions are more energetic and accompanied by more rainfall. Beach slope, wave breaker type and the elevation of the beach-cliff junction were found to directly control the extent of wave energy flux reaching the cliff toe and resultant erosion volumes at both sites. Cliffs fronted by an intermediate/dissipative beach were less vulnerable to wave energy reaching the cliffs as wave energy under larger wave conditions is dissipated offshore, before reaching the cliff toe. Cliffs fronted by a reflective beach, however are more vulnerable under highly energetic wave conditions as beach elevations fluctuate about the cliff toe and waves with greater energy are able to reach the toe of the cliffs.
Chapter 4 – Cliff top ground motions and cliff face erosion under extreme wave conditions

4.1 Introduction

Coastal cliff erosion in response to storm waves is observed worldwide, but is notoriously difficult to measure, especially during extreme wave conditions when most erosion is likely to occur (Chapter 3). Periodic terrestrial scanning surveys are an effective method of quantifying cliff face volume losses (response) from such events, (Rosser et al., 2005; Poulton et al., 2006; Norman 2012) while inshore wave buoys characterise the wave climate (forcing) (Young et al., 2011a; 2012; 2013). Direct observations of the energy expended from extreme waves as they impact coastal cliffs are hindered by the difficulties associated with deploying instrumentation in extreme conditions. In this chapter we use seismically detected cliff-top ground motions alongside remotely sensed (terrestrial laser scanning and video footage) and in-situ (wave data and beach profiles) measurements of the inshore and offshore hydrodynamics to allow, for the first time, an insight into the processes occurring real-time under extreme wave events.

4.1.1 Cliff top microseismic ground motions

Wave pressure fluctuations on the ocean floor generate microseismic ground motions both at the coast and hundreds of kilometres inland. When orbital water particle motions come into contact with the seabed, pressure fluctuations of the same amplitude and frequency as ocean waves cause what are known as primary microseisms (Longuet-Higgins, 1950; Bromirski and Duennebier, 2002). Interference of waves with the same wavelength travelling in opposite directions creates pressure fluctuations that do not attenuate with depth. As a result, these propagate to the seafloor and create microseisms double the frequency of the waves creating them (because the opposing waves have the same wavelength) (Longuet-Higgins, 1950).

Seismologists and oceanographers have used this ocean-driven microseismic activity as a proxy for hindcasting wave climate (Zopf et al., 1976; Tillotson and Komar, 1997) since as far back as the 1930’s (Gutenberg, 1931; Ramirez, 1940; Longuet-Higgins, 1950). More recently, combined observations of coastal ground motions and in-situ nearshore
hydrodynamic data have advanced our understanding of the impacts of wave energy on different coastal morphologies and shelf bathymetries under varying tidal and wave conditions (Adams et al., 2002; 2005; Young et al., 2011a; Dickson and Pentney, 2012; Young et al., 2012; 2013; Norman et al., 2013; Brain et al., 2014) (Table 4.1). In most instances considered, cliff top ground motions increase with increasing wave height and with the exception of elevated shore platform fronted cliffs (Dickson and Pentney, 2012), tidal elevations.

The cliff top ground motion generated from local ocean waves can be categorized into three major frequency bands: (1) high frequency (HF) 1 – 50 Hz (1 – 0.02 s), reflecting the natural frequency of the ground as it ‘rings’ in direct response to wave impact and breaking waves (Young et al., 2013); (2) low-frequency cliff motion or ‘flexing’ generated by individual seaswell or single-frequency waves associated with the dominant nearshore wave period (SF) 0.1 – 0.05 Hz (10 – 20 s.) (Adams et al., 2005); and (3) infragravity frequencies (IG) < 0.05 Hz (> 20 s) (Young et al., 2011) which load the foreshore, causing pressure fluctuations (Agnew and Berger, 1978). Microseisms are also detected at double-frequencies (DF, twice the primary sea swell frequency) (0.1 – 0.2 Hz, 1 – 5 s) and exhibit similar amplitude at the coast and tens of kilometres inland (Young et al., 2011a; Norman, 2012; Young et al., 2013). As DF microseisms are created by waves of the same wavelength, their source is difficult to identify as they can originate globally as well as locally. Their generation is not linearly related to ocean wave height and can therefore occur with a group of interacting waves with the same wavelength but small amplitude (Bromirski et al., 1999; Traer et al, 2012).

### 4.1.2 Geomorphic implications of cliff-top ground motions

Locations for previous cliff top microseismic experiments have included southern and northern California (Adams et al, 2002; 2005; and Young et al., 2011a; 2012; 2013), eastern Australia (Young et al., 2013), northeast New Zealand (Dickson and Pentney, 2012 and Young et al., 2013), northeast UK (Lim et al., 2011; Norman, 2012 and Brain et al., 2014, Vann Jones, et al., 2015) and Hawaii (Young et al., 2013). Seismometers and in-situ hydrodynamic instrumentation has been deployed in a variety of coastal morphologies, tidal regimes and wave climates (Table 4.1).
All previous cliff top ground motions measured under wave conditions with significant wave height $H_s$ less than 3 m show vertical ground displacements in the region of 0.5 – 10 $\mu$m during each wave loading cycle (Adams et al., 2005; Young et al., 2011a; Young et al., 2013). It has been suggested that this repetitive flexure of the cliffs may ultimately fatigue rock strength and lead to cliff failure (Adams et al., 2005). Furthermore, an increase in cliff face rockfall activity has been found to correlate with an increase in preceding seismic events (Lim et al., 2011, Vann Jones, et al., 2015), indicating a lag in the geomorphic response of the cliff. Experiments using cross-shore seismometer arrays show an exponential decay in the ground motion signal (in the infragravity IG and single frequency SF bands) with distance inland (Adams et al., 2005, Young et al., 2011a; Dickson and Pentney, 2012; Norman, 2012; Young et al., 2012). The stresses created by the decrease of displacement inland are thought to be responsible for potentially weakening the integrity of the rock structure (Adams et al., 2005). Brain et al. (2014) revisited this theory and argued that ‘background’ microseismic cliff top motion caused by cyclical loading is usually not of sufficient amplitude to drive growth of microcracks. However, Brain et al. (2014) also suggest larger displacements associated with episodic wave events can be responsible for less frequent, cliff-normal displacements, leading to an interaction between groups of microcracks that could ultimately damage the integrity of the rock structure.

Cliff face volume change related to microseismic activity was monitored during three experiments carried out in the north-east UK (Lim et al., 2001; Norman 2012, Vann Jones et al., 2015). Monthly terrestrial laser scan surveys over an 8 month (Lim et al., 2001) and 2-year (Norman, 2012, Vann Jones et al., 2015) period were related to tidal elevations and prevailing wind speeds and directions (Lim et al., 2010) and nearshore wave climate (Norman, 2012). A recent study (Vann Jones et al., 2015) investigating marine controls on cliff erosion found that whilst nearshore wave conditions were correlated with rockfall activity, the distribution of rockfalls extended above the inundation zone, and wasn’t directly related to inundation durations alone. All experiments found an increase in the normalized volumes of cliff change with an increase in shaking from direct wave impacts and quarrying of material across the cliff face during higher tides and energetic conditions.
## Table 4.1: Summary table of cliff top microseismic studies

<table>
<thead>
<tr>
<th>Author</th>
<th>Setting</th>
<th>Duration</th>
<th>Tidal Regime</th>
<th>Max wave conditions</th>
<th>Instrumentation</th>
<th>Frequencies considered</th>
<th>Maximum displacements and main findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adams et al., 2002</td>
<td>Monterey Bay, California, cliff height ~10 m. Upper Miocene mudstone bedrock capped by marine terrace deposits (1-2 m thick), fronted by submerged shore platform</td>
<td>133 days (Jan–May)</td>
<td>Micro tidal MSR – 2.5 m. Mixed semi diurnal</td>
<td>5 m, 20 s (deep water)</td>
<td>Broadband velocity seismometer in cliff top, sampling frequency 50 Hz. Hourly Offshore deep water (~2000m) wave buoy data transformed nearshore Tide gauge</td>
<td>Total velocities were squared to gain energy per unit mass and then summed over each hour.</td>
<td>146 μJ/kg (vertical), 633 μJ/kg (N-S), 1000 μJ/kg (E-W)</td>
</tr>
<tr>
<td>Adams et al., 2005</td>
<td>As above</td>
<td>40 days (April–June)</td>
<td>As above</td>
<td>1.5 m, 15 s (nearshore)</td>
<td>Cross shore array of three broadband velocity seismometers 2 m, 13m and 33 m from the cliff edge sampling at 50 Hz Hourly Offshore deep water (~2000m) wave buoy Nearshore wave data (pressure sensors) 17 min bursts at 2 Hz. Tide gauge for water levels</td>
<td>Considered frequencies &gt; 0.033 Hz (30 s). Found agreement with 0.1- 0.05 Hz (10-20 s) and incident wave period. Investigated the cyclical flexing motion of cliff top ground displacement.</td>
<td>50 μm horizontal 10 μm vertical</td>
</tr>
<tr>
<td>Lim et al., 2011</td>
<td>Staithes, Yorkshire, UK 70 m high Jurassic sedimentary cliffs capped with 10 m of glacial till fronted by a 200 m wide shore platform</td>
<td>8 months (Sept–April)</td>
<td>Macro tidal MSR – 5 m semi diurnal</td>
<td>Tidal elevations, wind speed and direction. No wave data used.</td>
<td>Seismic triaxial geophone Airborne LiDAR Terrestrial Laser Scanner Uses wind characteristics and water levels as a proxy for wave climate</td>
<td>Considered the number of seismic events per hr and related to tidal cycle, wind conditions and directions. Compared total seismic events per month with volume loss above and below cliff inundation level and found the cliff responded to the microseismic events in the preceding month.</td>
<td>n/a</td>
</tr>
<tr>
<td>Young et al., 2011b</td>
<td>Del Mar, California 24 m cliffs formed of Eocene sandstone capped with Pleistocene deposits fronted by a narrow sand beach</td>
<td>64 days (Feb–April)</td>
<td>Micro tidal MSR – 2.5 m. Mixed semi diurnal</td>
<td>3 m</td>
<td>Broadband velocity seismometer sampling at 100 Hz 26 m shoreward of the pressure sensor Nearshore wave data from a pressure sensor sampling at 8 Hz on the shore platform 10 m wave climate from virtual wave buoy network</td>
<td>Found shaking in HF (&gt; 0.3 Hz), swaying at incident frequencies (0.05-0.1 Hz) and slow swaying at infragravity frequencies (0.006 – 0.05 Hz) and double frequency levels were the same inland as cliff top (0.1-0.3 Hz), Found ground displacements increased with Hs and tides.</td>
<td>5 – 10 μm vertical</td>
</tr>
<tr>
<td>Young et al., 2012</td>
<td>As above</td>
<td>2-4 week deployments (November 2010 – April 2011)</td>
<td>Micro tidal MSR – 2.5 m. Mixed semi diurnal</td>
<td>2 m</td>
<td>3 broadband velocity seismometers located at 7 different locations in a cross shore array 2-4 week deployments 10 m wave climate from virtual wave buoy network Tide gauge</td>
<td>Frequencies from (0.1 – 0.01). SF = 0.04-0.1 Hz, IG = 0.01 – 0.04 Hz. DF = twice the sea swell frequency. HF = 0.2-0.5Hz. Suggests that at lower frequencies (0.001 – 0.01 Hz) vertical ground motions were caused by pressure loading and gravitational attraction of low frequency ocean waves Agnew and Berger (1978)</td>
<td>5 – 10 μm vertical</td>
</tr>
<tr>
<td>Author(s)</td>
<td>Location</td>
<td>Description</td>
<td>Duration</td>
<td>Methodology</td>
<td>Data Collection</td>
<td>Findings</td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
<td>-------------</td>
<td>----------------</td>
<td>----------</td>
<td></td>
</tr>
<tr>
<td>Dickson and Pentney, 2012</td>
<td>Okakari Point, New Zealand</td>
<td>Rocky coastline, 35 m cliffs of flysch and alternating mudstone and sandstone fronted by 100 m wide shore platform</td>
<td>20 days</td>
<td>Meso tidal MSR 3 m semi-diurnal</td>
<td>2 broadband velocity seismometers in the cliff top, one on the cliff toe and one 75 m inland sampling at 100 Hz and 250 Hz</td>
<td>Investigated frequencies between 1-100 Hz, hourly mean absolute voltage values for each channel were computed. Horizontal motion dominates at the cliff top, vertical at the toe. Ground motions were greatest at low rather than high tide. Waves impact shoreward platform edge, over the cliff toe.</td>
<td></td>
</tr>
<tr>
<td>Norman, 2012</td>
<td>Boulby cliff, Yorkshire, UK</td>
<td>70 m high Jurassic sedimentary cliffs capped with 10 m of glacial till fronted by a 200 m wide shore platform</td>
<td>2 years</td>
<td>Macro tidal 6 m semi-diurnal</td>
<td>5 velocity seismometers in a cross shore array Terrestrial Laser scanner scanned cliff surface every 1-2 months. Modelled wave climate from an offshore wave buoy in 65 m depth of water 18 km NW of the site Monitored wind data Tide gauge</td>
<td>Long period peak (0.01 Hz). Microseismic band (1-0.07 Hz). Anthropogenic band (1.1-2.5 Hz and 1.1-2Hz due to people and farm machinery) High tide (12.5 Hz), wind frequency band (45 Hz)</td>
<td></td>
</tr>
<tr>
<td>Young et al., 2013</td>
<td>8 different sites; 4 cliff top locations in southern California fronted by submerged platforms, (see Young et al., 2011) and three beach sites (2 in California, one in North Carolina)</td>
<td>Over 3 yrs, 8 deployments ranging from 13 – 52 days</td>
<td>All micro-meso tidal regimes (0.7 – 2.6 m)</td>
<td>Broadband velocity seismometer (see Young et al., 2011), offshore wave buoys and nearshore pressure sensors at all sites except NZ, Australia and Hawaii. ADCP used in NZ.</td>
<td>At all sites – 0.01 – 40 Hz. Between 0.01 and 0.1 Hz ground flexing is seen at all sites in phase with IG and sea swell waves, shaking at higher frequencies (0.5 – 40 Hz). Displacement amplitudes greater at flexing than shaking frequencies. Largest vertical energy component in the 0.2 Hz and 0.014 Hz frequencies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brain et al., 2014</td>
<td>Staithes, Yorkshire, UK</td>
<td>70 m high Jurassic sedimentary cliffs capped with 10 m of glacial till fronted by a 200 m wide shore platform</td>
<td>32 days</td>
<td>Macro tidal 6 m semi-diurnal</td>
<td>Broad band velocity seismometer sampling at 100 Hz Weather station data (wind direction and velocity, rainfall, atmospheric pressure) Tide gauge Wave climate from an offshore wave buoy in 65 m depth of water 18 km NW of the site</td>
<td>Due to tilt effects, only considers the 0.14 – 1 Hz (1.7secs). Ground tilt increases with increasing period (Webb and Crawford, 1999). Tilt contamination in the vertical is minimal (Grazier, 2006)</td>
<td></td>
</tr>
<tr>
<td>Vann Jones et al., 2015</td>
<td>N Yorkshire, UK, 55 m high near vertical Lower Jurassic mudstone, shale, siltstone and sandstone cliff</td>
<td>2- yrs (25 July 2008 – 28 June 2010)</td>
<td>Macro tidal 6 m semi-diurnal</td>
<td>Broadband seismometer in cliff-top, measured tide gauge, offshore wave buoy, wave modelling to monitor conditions close to the cliff, TLS at 4-8 week intervals.</td>
<td>Signal power and energy obtained from 3 frequency bands (12.5-50 Hz), (1.1–50 Hz), (1–0.1 Hz) Found statistically strong correlations between rockfalls and distally measured wave conditions, marine influence on rockfall extends above the inundation zone. Rockfalls not found to be a function of inundation duration alone.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.1.3 Chapter layout

In this chapter, we firstly introduce the two study sites, (Porthleven and Godrevy). A detailed description of their coastal, geological and hydrodynamic setting is provided in Chapter 3. Section 3.4 describes field instrumentation deployment and data processing methodology. Observations of the ground motions in relation to the inshore and deep water wave conditions, beach morphology and cliff face erosion are presented in section 4.4. Ground motions under extreme conditions are compared with those detected under ‘calm’ conditions at both sites under a range of tidal elevations (section 4.5). In this section (4.5) we also examine the physical conditions that may have resulted in the distribution of energy across the frequency spectrum at each site. Cliff-top displacements under extreme wave conditions are also examined closely. Finally, in section 4.6, the cliff-top observations are subsequently placed in a longer-term context by comparing cliff face changes that occurred over this extremely energetic period, obtained from terrestrial laser scanning, with the annual cliff face development.

Previous studies primarily focus on low to moderate incident ocean wave conditions and observations of the impacts of extreme wave events are rare. Observations of extreme wave events in coastal processes are hampered by problems associated with instrumentation deployment and damage. The winter of 2014 was one of the most energetic periods in the southwest UK since the 1950’s (NOAA, 2014) and brought c. 15 storms with significant wave heights ($H_s$) in excess of 6 m (the 1% exceedance limit). This study explores a unique set of cliff-top seismic observations made during extreme wave events and relates them to visual observations of storm wave activity using both *in-situ* and remote instrumentation.
4.2 Study area

In this chapter we focus on two particularly vulnerable sites situated on the southwest peninsula of the UK, facing southwest (Porthleven) and west (Godrevy) towards the Atlantic Ocean (Fig 4.1). Both sites are subject to a highly energetic wave climate being exposed to both locally generated wind waves and Atlantic swell from the south and southwest (Scott et al., 2011).

![Figure 4.1: Study sites with locations of inland seismometer, nearshore and deep water wave buoys.](image)

Detailed information of the beach and cliff characteristics at the two sites is presented in Chapter 1 and Chapter 3.

4.3 Method

To capture the variability in cliff response to differing wave conditions, three separate instrument deployments were made over a two-month period during the winter of 2014 (Figure 4.2). The first deployment was made at Porthleven under highly energetic conditions (herein referred to as PLV1) for a 7-day period (31st Jan – 6th Feb 2014), the second at Godrevy (GOD) for a 13-day period (6th – 19th Feb 2014) including both stormy and calm conditions, and the third at Porthleven (PLV2) for 16 days (5th – 21st March), under mainly
calm conditions. The difficulties associated with deploying in-situ instrumentation during storms are highlighted by the various periods of missing data.

![Schedule of instrumentation deployments during each experiment](image)

**Figure 4.2:** Schedule of instrumentation deployments during each experiment. Beach profiles were taken at Porthleven on the 20th Jan, the 1st Feb (both low tides), 2nd Feb and the 18th Feb and at Godrevy on the 16th Jan, 17th Feb and 18th March (2014).

### 4.3.1 Site setup

A similar site set-up was adopted at both sites including a seismometer buried in the cliff-top, a pressure sensor attached to a nearby rocky outcrop, a tripod mounted video camera positioned on a headland facing the cliffs and inshore and offshore wave buoy data. Gaps in the deployments are due to instrumentation malfunctioning during extreme events. A 4.5-hour video deployment over a high-tide captured the impacts of the waves during the largest extreme event at each site. Beach profiles and terrestrial laser scanning of the cliff face was undertaken pre and post-deployment at both sites, and additional low-tide profiles when conditions permitted (Figure 4.3). Figures 4.4 and 4.5 illustrate the site set-up adopted at each site with locations of the seismometer and video camera in relation to the cliff and beach.
Figure 4.3: Aerial photographs of the coastal site set up with instrument deployment locations at a) Godrevy and b) Porthleven.

Figure 4.4: Photograph of cliffs at Porthleven, and locations of seismometer and video camera. The boundary between the two major geological units (Mylor slates and overlying Quaternary head deposits) is identified with a dotted line. Mylor spate characteristics are shown in the outcrop in the foreground.

Figure 4.5: Photograph of cliffs at Godrevy, and locations of seismometer and video camera. The boundary between the two major geological units (Porthtowan formation and overlying Quaternary head deposits) is identified with a dotted line.
4.3.2  Wave climate

4.3.2.1  Deep water wave climate

Deep water wave conditions were obtained from the Sevenstones offshore light vessel located 55 km to the west of Porthleven and 52 km south west of Godrevy (Fig. 4.1) with a water depth of approximately 60 m (NOAA, 2014). Hourly statistics of significant wave height \( H_s \) and zero crossing wave periods \( T_c \) were derived for all three deployments, providing an overview of the offshore wave conditions for the entire study period.

4.3.2.2  Inshore wave climate

Although deep water wave power provides an indication of hourly wave energy, the wave direction, in relation to the coastal orientation of the sites plays a role in the energy delivery to the coast. Inshore directional wave buoys, situated 1 km off the coast of Porthleven and 20 km to the NNE of Godrevy (at Perranporth), both with approximate water depths of 10 m, provided half hourly significant wave height, peak spectral wave period and wave direction. Under extreme storm conditions, on the 4\textsuperscript{th} February at Porthleven and on the 8\textsuperscript{th} February at Perranporth, the wave buoys were badly damaged and both malfunctioned (Fig. 4.2).

In order to extend the Porthleven wave record, the closest alternative inshore buoy situated 70 km ENE from the study site (Looe Bay directional wave buoy deployed in c. 10 m water depth; Fig. 3.1) was used. Over the available data period (2011 – 2014) significant wave heights at the Looe Bay buoy under southerly and south-westerly swell directions (180 – 225°) were only 5% smaller than the wave height measured at the Porthleven wave buoy. The inshore Looe Bay wave data were therefore considered representative for the wave conditions at Porthleven.

A SWAN regional wave model (Austin \textit{et al.}, 2012) covering the Perranporth inshore wave buoy location was run for the periods of missing data for the Perranporth wave buoy as no alternative nearby wave buoy was available. The SWAN model runs daily, and is forced by initial wave and wind output data from the NOAA Wave Watch III Global wave model. The model output provided significant wave height \( H_s \) and peak spectral wave period \( T_p \) from 2D spectral data at 30 minute intervals. The difference between SWAN modelled data for a
model run 2011-2012 at Gwithian (1km from Godrevy) and Perranporth (26% decrease in $H_s$) was applied to both the modelled and measured wave buoy data (Chapter 3 for further details).

All the wave buoy and modelled wave data were deshoaled using linear wave theory (equations 1 - 6) to obtain deep water wave conditions according to the relationship (Komar, 1998);

$$H_0 = \left( \frac{C_1 n_1}{C_0 n_0} \right)^{\frac{1}{2}} H_1$$  \hspace{1cm} \text{Equation 4.1}

where $H_0$ and $H_I$ represent the deep and intermediate (10 m buoy water depth) significant wave heights, $C_I$ and $C_0$ the intermediate water and deep water wave speed where in intermediate water;

$$C_1 = \frac{L}{T_p}$$  \hspace{1cm} \text{Equation 4.2}

Wave length is calculated using the following function derived by Fenton and McKee (1990), which is a simplified alternative to solving the dispersion equation iteratively.

$$L = L_0 \left( \tanh \left( \frac{4\pi^2 h}{g T^2} \right) \right)^{\frac{2}{3}}$$  \hspace{1cm} \text{Equation 4.3}

$$n_1 = \frac{1}{2} \left[ 1 + \frac{2kh}{\sinh(2kh)} \right]$$  \hspace{1cm} \text{Equation 4.4}

$h$ is the tidally dependent water depth at the wave buoy, $g$ is acceleration due to gravity (9.81 m/s$^2$) and $k$ is the wave number defined by

$$k = \frac{2\pi}{L}$$  \hspace{1cm} \text{Equation 4.5}

In deep water, group wave speed, $C_0$, is calculated as;

$$C_0 = \frac{g T}{2\pi}$$  \hspace{1cm} \text{Equation 4.6}

Where $n = 0.5$ in deep water.
The deep water wave energy flux was calculated from the deshoaled inshore data using:

\[ P = \frac{1}{16} \rho g H_0^2 C_0 \]  

Equation 4.7

where \( \rho \) is the density of seawater (1025 kg/m\(^3\)) and the significant offshore wave height (\( H_0 \)). The deep water wave energy flux was used to compare the cumulative wave power per hour with the cumulative cliff-top vertical displacement power per hour.

4.3.2.3 Nearshore hydrodynamics

At each site a TWR-2050 pressure sensor was secured to a rock in the intertidal area for the period of one year. The sensors were configured to sample at 2 Hz for 17.4 min bursts (2048 data points) every 35 minutes. The pressure sensor deployment and configuration methods are provided in further detail in Chapter 3. The Godrevy sensor functioned for the entire year; however, the sensor deployed at Porthleven was lost under extreme conditions during the first deployment (on the 4\(^{th}\) Feb 2014). A replacement sensor was redeployed at Porthleven on the 5\(^{th}\) March 2014. Both pressure sensors were deployed in the intertidal zone, meaning they only captured wave and water level data from mid–high–mid tide at both sites. Under neap tides, with stormy conditions, the full tidal cycle was captured at Godrevy. The nearshore pressure sensor data were used to compare the wave energy spectra with the cliff-top velocity energy spectra.

4.3.3 Tidal levels

Predicted tide elevations were obtained for each site from the nearest secondary ports at Porthleven and St Ives (UKHO, 2012). These half-hourly tidal levels were compared with the water levels recorded by the nearshore pressure sensors (where data were available).
4.3.4 Seismometer deployment

The cliff-top ground motion was recorded using a Nanometrics Compact Trillium broadband velocity seismometer sampling at 100 Hz (Fig. 4.6a). The instrument was buried in the cliff-top, about 1 m from the ground surface and about 7 m from the cliff-edge at both sites (Fig. 4.6b). The seismometer was placed upon a smooth concrete paving slab at the base of the hole, levelled and aligned to the North (true north, corrected for magnetic declination) (Figure 4.6). The hole was back filled with soil to minimise disturbance due to ground settling and ensure insulation from extreme changes in temperature. The seismometer was connected to a data logger/digitizer, situated in a weather-proof box, and secured about 20 m away from the seismometer (Fig 4.6d) to prevent interference with the signal when configuring and checking the instrument. A similar burial was adopted at both sites and the seismometer was re-deployed in the same location as the previous deployment at Porthleven.

Figure 4.6: a) Nanometrics broadband seismometer (background) and digitiser (foreground); b) burial of seismometer 1m in the cliff top, 7 m from cliff edge on the 31st Jan 2014; c) seismometer was placed upon a smooth surface inside the hole in the cliff top; d) once buried the digitiser was accessible from inside a weather proof case, situated 20 m away from the seismometer to minimise disturbance.
4.3.5 **Seismic data processing - Transfer function correction**

The seismometer response has -3dB corners at 0.009 and 108 Hz. The raw velocity data were corrected for phase and magnitude for frequencies above 0.005 Hz according to the instrument response curve.

![Transfer function for Nanometrics Trillium broadband seismometer](image)

**Figure 4.7:** Transfer function for Nanometrics Trillium broadband seismometer (Nanometrics, 2011).

According to the bode plot provided in the instrument manual (Fig. 4.7), the sensor response output signal decreases (at lower frequencies) between 0.03 and 0.005 Hz in magnitude and phase. As we are considering frequencies up to the Nyquist frequency (50 Hz), no corrections were necessary for data at higher frequencies. The bode plot also demonstrates the -3dB corners of the ground motion response at 0.009 Hz and 108 Hz. Beyond these frequencies energy is attenuated or reflected by the instrument rather than passing through it. Only the magnitudes and phases for the frequencies between 0.005 and 50 Hz were corrected; no correction was applied to the values lower than 0.005 Hz and they therefore remained attenuated. To correct the raw velocity output according to the curve, the data were divided into 24-hourly files, detrended and transformed into the frequency domain using standard Fourier methods (Jenkins and Watts, 1968). Transforming the time series into the frequency domain allows us to understand the amplitude and phase of a signal from the output complex conjugate, containing two numbers, a real and an imaginary part (Eqn. 4.8).
\[ P(f) = Ao \cos(\sigma t) + j Ao \sin(\sigma t) \]

Where the real component is a function of the cosine of the angle and the imaginary part a function of the sin of the angle:

To calculate the magnitude and the phase:

\[ \text{Magnitude (dB)} = \sqrt{\text{real}^2 + \text{imaginary}^2} \]

\[ \text{Phase (}\theta\text{)} = \tan\theta = \frac{\text{imaginary}}{\text{real}} \]

In order to correct the signal at each frequency in the Fourier transform, the complex poles and zeros provided in the instrument handbook were used to digitise the bode plot, interpolated to an equivalent frequency scale. Details of the complex poles and zeros coefficients and the equations for the digitised bode plot are provided in Appendix 2. To apply the corrections the magnitude units were converted from dB to amplitude and phase units from degrees to radians using equations 4.11 and 4.12:

\[ \text{Mag} = 10^{(\text{dB} \over 20)} \]

\[ \theta_c = \theta \times \left( \frac{\pi}{180} \right) \]

The corrections were then applied to the magnitude (\textit{abs} function in Matlab (MathWorks, 2013)) and phase (\textit{angle} function in Matlab (MathWorks, 2013)) by converting the correction values into a complex conjugate using Eq. 4.13 and dividing the complex conjugate from the Fourier transform by the correction complex conjugate (Eq. 4.14). The fast Fourier transform was then transformed into the time domain for comparison with the wave time series (Vetterling et al., 1988).

\[ G(f) = \text{Mag} \times e^{-i\theta_c} \]

\[ \text{Calibrated} = P(f) / G(f) \]
Upon deployment, the seismometer is aligned towards the north. The coastline at Porthleven faces SW (230°), meaning horizontal components needed to be resolved to represent the cross shore and longshore ground motion.

Cross shore resolved velocity

\[ Xv = (EW \times \cos \theta) - (NS \times \sin \theta) \]  
Equation 4.15

Longshore resolved velocity

\[ Lv = (NS \times \cos \theta) + (EW \times \sin \theta) \]  
Equation 4.16

For the Godrevy deployment (GOD), the shoreline faces west (270°) therefore the easting component represents cross shore horizontal displacement and the northing component, long shore horizontal displacement.

Once the raw data were corrected and rotated, the data were band passed in the frequency domain to identify the magnitude of shaking within three major frequency bands (Table 4.2). Energy within the double frequency band was identified and excluded from the spectrum where necessary. These bands were chosen according to the difference in spectra at each site compared with inland levels.

<table>
<thead>
<tr>
<th>Site</th>
<th>Infragravity frequency (IG)</th>
<th>Single frequency(SF)</th>
<th>High frequency (HF)</th>
<th>Double frequency (DF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porthleven 1</td>
<td>0.005 – 0.04 Hz</td>
<td>0.08 – 0.04 Hz</td>
<td>5 – 50 Hz</td>
<td>0.08 – 5 Hz</td>
</tr>
<tr>
<td>Godrevy</td>
<td>0.005 – 0.05 Hz</td>
<td>0.09 – 0.05 Hz</td>
<td>1 – 50 Hz</td>
<td>0.09 – 1 Hz</td>
</tr>
<tr>
<td>Porthleven 2</td>
<td>0.005 – 0.04 Hz</td>
<td>0.09 – 0.04 Hz</td>
<td>5 – 50 Hz</td>
<td>0.09 – 5 Hz</td>
</tr>
</tbody>
</table>

Observed horizontal ground motions at low frequencies are in fact ‘apparent’ ground motions as the gravitational acceleration is ‘mapped’ onto the horizontal component due to ground tilt (Rodgers, 1968). Young et al. (2012) found that near a cliff edge, ground tilt dominates the observed large (relative to vertical) cross-shore acceleration at infragravity frequencies, contributes significantly to cross-shore acceleration at swell frequencies, and is a small fraction of cross-shore acceleration at higher frequencies. A cross shore array of seismometers was used in Young et al. (2012) to derive these ratios through the analysis of cross shore decay in vertical and horizontal velocities. In our study, only one cliff top
seismometer was used and therefore the cross shore decay in ground motion under energetic conditions was not investigated. The tilt contamination in the vertical is minimal (Grazier, 2006) therefore, for the sake of clarity, only vertical velocities and displacements are discussed in this chapter. The apparent horizontal velocities and displacements are presented in Appendix 2.

4.3.6 **Inland seismic data**

The coastal cliff top ground motions were compared with data obtained from the British Geological Survey inland broadband seismometer located at Carmenellis, Cornwall 17 km inland from the site, sampling at 50 Hz (ORFEUS, 2014) (Fig. 4.1). The data were corrected according to the instrument’s transfer response curve. The poles and zeros used to calculate the transfer function are provided in Appendix 2 and the magnitudes and phases were corrected using the same method as the cliff top seismometer (section 4.3.5).

The inland data were used to help eliminate ground motion that might be from a regional or global source such as earthquakes or earth hum (Bromirski, 1999; Traer et al., 2012; Ardhuin, et al., 2015). Spikes in the vertical inland spectra were compared with corresponding spikes in the cliff top data and then identified as either earthquakes in the USGS earthquake database (USGS, 2014) or human-induced noise to the seismometer (people walking around or near the instrument).

The daily files of corrected, resolved and cleaned velocity were integrated in the time domain to obtain displacement and split into hourly files for analysis with the half-hourly wave data.

4.3.7 **Cliff volume loss**

4.3.7.1 **Point cloud data acquisition**

Alongside monthly scanning of the cliffs at both sites (Chapter 3), pre- and post-storm interim scans were undertaken to assess any cliff change caused by the storms. The cliffs were scanned using a Leica P20 Terrestrial Laser Scanner from five different scanning
positions along the beach approximately 20 m from the cliff face at each site. The scanner was mounted and levelled on a tripod with the dual-axis compensator activated in case of any disturbance caused by settling of the tripod in the sand. Each scan consisted of two scans, a 360° coarse resolution scan at 12 mm at a distance of 10 m and finer scan of the region of interest (cliff face and fronting beach) at a resolution of 3 mm at 10 m. The consecutive scans were registered together using georeferenced targets, fixed at Porthleven and mobile at Godrevy. A full description of the scanning method is provided in Chapter 3.

The point clouds were post-processed using Leica software Cyclone, georeferenced, registered and checked for errors (Porthleven; 0.007 m, Godrevy; 0.004 m). As the data sets contain a very large number of data points (>4,000,000 points per ScanWorld), the registered scans were unified to remove any duplicate points, re-sampled at a 10 cm resolution and exported as .xyz files for analysis in 3D point cloud processing software, CloudCompare (EDF, R&D, 2011).

Terrestrial laser scanning requires dry weather and calm winds. This limitation, alongside scanning on a macro-tidal beach under stormy conditions, meant that surveys were somewhat restricted during the seismometer deployments. Monthly volume changes noted in Chapter 3 highlighted the dramatic increase in erosion over the winter of 2014 and these particular monthly changes are considered here in more detail.

4.3.7.2 Point cloud data processing

A typical method of detecting changes between point clouds involves meshing the data to create a surface (Dewez et al., 2013). In complex surfaces such as rocky cliffs and beaches, meshing tends to lead to interpolation inaccuracy across surfaces that show occlusion or ‘blinding’ due to varying scanner positions (Lague et al., 2013). Most meshing software cannot account for this source of uncertainty and are not entirely appropriate for complex topographies. Multiscale Model to Model Cloud Comparison (M3C2 (Lague et al., 2013)) is an algorithm developed to overcome these issues and accurately compute direct point-to-point directions and distances. A detailed description of how volume change is detected using M3C2 is provided in Chapter 3. The point-to-point distances obtained using this technique were summed to give a total volume change over the cliff face.
4.3.8  Beach morphology

At Porthleven the cliffs are fronted by a fairly narrow reflective gravel beach (Scott et al., 2011). At Godrevy a wide intermediate low tide bar rip beach (Masselink and Hughes, 2003) provides a natural buffer for wave energy reaching the cliffs. The beaches tend to vary in profile quite considerably throughout the year (Chapter 3) and hence were monitored for the period of the seismometer deployment when conditions permitted access to the beach. Beach profiles were measured using a Trimble 5800 Receiver and T2C2 handset attached to a surveying staff, carried and positioned at a 5 m cross-shore spacing along the lines depicted on Fig. 4.3. Tide and time constraints meant the sample spacing was much coarser at Godrevy (50 m longshore) than Porthleven (10 m longshore) due to the difference in the size of the intertidal area. The data were checked for errors using Trimble Business Centre (Trimble, 2012) and exported as .csv files for analysis. At each site, three cross-shore profile lines were extracted from the data; at either end and the centre of the cliff section.

4.3.9  Video capture

The embayed nature of the cliffs provided a promontory from which a GoPro® waterproof video camera inside a closed circuit television casing was deployed, facing north alongshore, towards the cliffs (at both Porthleven and Godrevy). The videos were GPS time-synced and closely inspected for cliff collapses, large wave impacts, and wave overtopping events for a 4:30 hour period from high to mid-tide on the 6th day of the PLV1 deployment (5th Feb 2014) and from mid to high tide on the 8th Feb at GOD, during the most energetic of the extreme storm events. The video camera was not deployed during PLV2. The video camera provided a qualitative, but detailed account of the hydrodynamics during the seismometer deployment.

4.4  Results

4.4.1  Wave climate

The observed wave climate during the winter of 2014 was one of the most energetic periods the southwest of the UK has seen since the 1950’s (Fig. 4.8a). These remarkable conditions
brought more than 10 storms with deep water significant wave heights in excess of 6 m (the 1% exceedance limit) measured off the southwest tip of the UK (Sevenstones Lightvessel (Fig. 4.1)) over a four month period (Fig 4.8 b) (1st December 2013 – 31st March 2014).

Figure 4.8: Sevenstones light vessel data; a) 8 week running mean $H_s$ from 1954 – present (Masselink et al., in press). Black line represents modelled Wavewatch 3 data and red line represents measured values. b) $H_s$ for the winter of 2014 from 1st December 2013 – 31st March 2014 with 1% exceedance limit. The shaded boxes represent each of the seismometer deployments chronologically.

The first deployment (PLV1) coincided with two extreme events exceeding 4 m (inshore $H_s$), the first on the 2nd February 2014 with an inshore significant wave height ($H_s$) of 4 – 5 m, peak wave period ($T_p$) of 18 – 22 s from a WSW direction (240 – 250°). The second storm on the 5th February 2014 had an inshore significant wave height of 6 – 8 m and a wave period increasing from 10 to 20 s. (Met Office, 2014; CCO, 2014). The second storm was not only more energetic but it took a more southerly track (SSW 200 – 220°) (Fig 4.9c) than typical winter weather systems making the south coast of the peninsula much more vulnerable.

The second deployment (GOD) coincided with another three energetic storms, exceeding the 1% exceedance limit on the 8th, 12th and 14th February. The SWAN modelled data for Perranporth estimated an inshore $H_s$ of 6 – 8 m for all three storms, and a $T_p$ of 20 s, 15 s and 17 s respectively. The first two storms were from a westerly direction (275°) and the storm on the 14th of Feb was south-westerly (220°). This is also reflected in the PLV inshore wave buoy data, where the latter storm was greater on the south coast than the north (Fig 4.9a and b).
Figure 4.9: a) $H_s$, c) $T_p$ and e) wave direction for Porthleven wave buoy (bold line) and Looe Bay wave buoy (dotted line); b) $H_s$, d) $T_p$ and f) wave direction for Perranporth buoy (bold line) and estimated from SWAN modelled data (dotted line). The shaded boxes represent the seismometer deployments at the relevant site.

The third deployment (PLV2) occurred during comparatively calm conditions $< 4 \text{ m } H_s$ with a $T_p$ between 8 – 16 s mostly from a SSW direction ($210^\circ$ - $260^\circ$). Although this period was calm compared to the storm deployments, the $H_s$ was greater during some periods than most previous cliff top ground motion experiments (Table 4.1). Maximum wave energy during all of the storms coincided with spring high tide with the exception of the storm on the 8th Feb, which coincided with neap high tide. The variability of the wave climate during the 4 month period meant that both extreme and calm conditions under spring and neap tides were captured at both sites.
4.4.2 **Cliff-top vertical ground velocities**

The cliff-top ground velocities for all deployments increased with increasing incident wave height and tide level (Fig. 4.10 – 4.12). The largest velocities occurred at Porthleven (PLV1) during the two extreme storm wave events on 1\textsuperscript{st} and 5\textsuperscript{th} Feb when significant wave heights offshore reached 6 – 8 m (Fig. 4.10b). Vertical velocities towards the beginning of this deployment (PLV1) fluctuated around 20 to 30 μm/sec under ‘calmer’ conditions ($H_s < 4$ m).

The increase in velocity was more closely associated with the inshore wave buoy $H_s$ more than the offshore (Sevenstones) wave height as the velocities during the second storm on the 5\textsuperscript{th} were much greater than the first (> 50 μm/sec compared with 40 – 50 μm/sec) when the inshore $H_s$ exceeded 6 m. The tidal modulation is very clear in this signal, and even under moderately stormy conditions ($4 – 6$ m $H_s$) the velocities exceeded 40 – 50 μm/sec due to the higher spring tidal elevations (Fig 4.10b).

Comparison with inland seismic vertical velocity energy data (Fig. 4.10, 4.11 and 4.12d) helped identify local and non-local sources of energy. Elevated HF signals were detected at the coast during all deployments yet not inland, indicating a locally generated signal. At PLV1 the HF signals exhibited tidal modulation and double energy peaks around 10 Hz and 20 Hz suggesting a possible primary normal site frequency of 10 Hz. Throughout this deployment, inland and coastal DF signals were similar suggesting a dominance of non-local signals at the coast, again, consistent with previous studies (e.g. Young \textit{et al.}, 2013). At the coastal site, elevated SF ground motions (not detected inland) coincided with the storm events. The inland seismometer detected three peaks in the infragravity frequency range on the 1\textsuperscript{st}, 2\textsuperscript{nd} and 4\textsuperscript{th} of February that were not detected at the coast, suggesting a local inland source. The spectral peak located around 0.1 Hz on the 3\textsuperscript{rd} Feb was present in both the inland and the coastal spectra and coincided with a magnitude 5.7 earthquake located at Lixourion, Greece (USGS, 2014). A clear IG energy peak occurred during the storm periods only in the coastal spectra (Fig. 4.10c).
Figure 4.10: a) Porthleven deployment 1: Tidal elevations (predicted) and significant wave heights from offshore wave buoy (blue) nearshore wave buoy at Looe Bay (green) and recorded (solid red line) and interpolated (dotted red line) Porthleven wave buoy. (b) Time series of vertical cliff top ground velocity. (c) Spectra of vertical cliff top velocity energy and (d) spectra of vertical velocity energy inland.

The GOD deployment captured half a spring-neap cycle. The peak of the first storm (also the largest of the three storms on the north coast) (8th Feb) coincided with a neap high tide, and the vertical velocities were around 20 – 50 μm/sec. The second storm (12th Feb) showed much less energetic ground velocities (< 20 μm/sec) coinciding with a high tide between spring and neaps with $H_s \sim 6$ m. The third storm (14th Feb), coincided with (almost) spring high tide, although slightly smaller ($H_s \sim 5$ m) generated ground velocities between 20 – 30 μm/sec. Under calm conditions (< 5 m $H_s$), the tidal signal and the vertical velocities were dampened to 5 – 10 μm/sec during neap tides. During the spring tide, with these same calm conditions, the tidal signal became much more obvious and velocities increased at high tide to their maximum at about 30 – 50 μm/sec. There appeared to be no tidal signal in the high frequency band under neap tide and a faint tidal signal during springs (Fig 4.11c). At this site, the majority of the energy lay within the infragravity frequencies (< 0.05 Hz) and was clearly modulated by the tide. The extreme events were also detected in the IG band with the highest
energy during the first storm. Much like the first deployment (PLV1) the double frequency band peaks are present in both the coastal and inland spectra and coincide with the extreme events.

The second deployment at Porthleven (PLV2) was over a 3-week period, and almost a full spring neap cycle, under mainly calm conditions (< 5 m $H_s$). The vertical velocities during this deployment were almost an order of magnitude smaller than the previous deployment at Porthleven (5 – 10 µm/sec). The tidal modulation was apparent in the signal and especially the spring tidal elevations. Two moderately stormy events (4 – 5 m $H_s$) occurred (9th March and the 19 – 21st March); the former during neaps with velocities of 10 – 15 µm/sec and the latter during springs with velocities of 20 – 30 µm/sec. The spectra indicate that there is no tidal signal in the IG frequency band under calm or energetic conditions during this

Figure 4.11: a) Godrevy deployment: Tidal elevations (predicted) and significant wave heights from offshore wave buoy (blue) and recorded (solid red line) and modelled (dotted red line) Perranporth wave buoy. Nearshore water levels measured with a pressure sensor are shown in magenta. (b) Time series of vertical cliff top ground velocity. (c) Spectra of vertical cliff top velocity energy and (d) spectra of vertical velocity energy inland.
deployment. The tidal signal in the double peak at higher frequencies is still apparent however, and amplified under more energetic conditions (Fig 4.12c).

**Figure 4.12:** a) Porthleven deployment 2: Tidal elevations (predicted) and significant wave heights from offshore wave buoy (blue) nearshore wave buoy at Looe Bay (green) and recorded (solid red line) Perranporth wave buoy. Nearshore water levels measured with a pressure sensor are shown in magenta. (b) Time series of vertical cliff top ground velocity. (c) Spectra of vertical cliff top velocity energy and (d) spectra of vertical velocity energy inland.
4.4.3 *Beach morphology*

Over the period of one year the elevation of the beach changed quite dramatically at both sites. Godrevy underwent a gradual lowering of the lower intertidal area and accretion of the upper beach (by up to 2 m), with fine sand gradually burying the shingle ridge at the toe of the cliff (Chapter 3). At Porthleven the elevation of the beach tended to erode/accrete by up to 2 m according to the incident wave conditions rather than the longer term seasonal conditions.

The energetic wave conditions at Porthleven during the first deployment lowered the overall elevation of the beach by about 2 m at the northern end of the embayment (Fig 4.13a) and by about 1 m at the southern end. The sediment drift pattern along this stretch of coastline can be both easterly and westerly dependant on the short-term wave conditions (Ridgewell and Walkden, 2009). The dominant wave direction during this period was WSW 200° – 250° consistent with the pattern of greater erosion towards the NW end of the beach. Following the two extreme events the beach recovered very quickly. Over a period of one week, the elevation at the northern end of the beach accreted by about 2.2 m and 1 m towards the south (Fig 4.13).

![Figure 4.13](image)

**Figure 4.13:** Beach profile changes over PLV1 deployment at 3 locations alongshore (Fig 4.2a). Three low tide surveys were carried out during the first storm; however conditions hampered surveys until one week after seismometer retrieval. Cliff height not to scale.
Compared to Porthleven, the beach at Godrevy was much more dissipative with a much wider intertidal zone and less responsive/dynamic. The beach elevation change over short periods of time (days–weeks) was much less noticeable at Godrevy. Over the deployment period the intertidal area of the beach underwent a gradual lowering by 0.5–0.8 m and the upper beach gradually accreted towards the mid and southern end of the bays by about 2 m (Fig 4.15 and 4.16).

Figure 4.14: Photograph of the beach elevation at the toe of the northern end of the cliffs at Porthleven on a) 31st Jan 2014 (pre-deployment profile in Figure 4.13a) and b) on the 2nd Feb with the previous beach level indicated by a dotted line (Fig 4.13a LT3 storm 1 profile).

Figure 4.15: Beach profile changes over GOD deployment at 3 locations alongshore (Fig 4.3). Cliff height not to scale.
During the second deployment at Porthleven (PLV2) the beach increased in elevation by about 2 m towards the northern end of the bay, 1 m in the middle and 0.5 m at the southern end of the bay (Fig 4.17). The time period between these surveys were about 1 month and as this beach varies according to the incident wave climate it is difficult to relate the beach volume to seismic ground motion or cliff erosion for this deployment.

Figure 4.17: Beach profile changes over PLV2 deployment at 3 locations alongshore (Fig 4.3a). Cliff height not to scale.
4.4.4 **Cliff volume changes**

The cliff volume changes during the seismometer deployments are placed into context when compared with typical monthly erosion volumes at both sites. At Porthleven, stormy conditions hindered scanning during December; therefore the erosion volume over this period is representative of two months. Over the 2 week stormy period in early February (including PLV1) the volume of eroded material contributed to 49% of the annual erosion or the equivalent of 113 m$^3$ erosion per m of cliff per year (for a 10 m high cliff). This 2-week period is 16% greater in erosion volume than the two month winter period (Nov–Jan). In comparison, the second deployment at Porthleven (PLV2) saw only 0.3% of the annual erosion or 0.3 m$^3$ per m of cliff per year. At Godrevy, there have been two months over the year that have proved significantly more active than others (32–40 % for Dec–Jan and Jan–Feb) (Chapter 3). The deployment period, and the stormiest period that year (Fig 4.8b) contributed towards 40 % of the total erosion for the year, equating to 16 m$^3$ erosion per m of cliff per year (for a 10 m high cliff) (Table 4.3).

**Table 4.3:** Monthly cliff volume changes at both sites over a one year period from July 2013–July 2014. Shaded areas represent deployment periods.

<table>
<thead>
<tr>
<th></th>
<th>Porthleven (300 m length, 10 m height)</th>
<th>Godrevy (300 m length, 10 m height)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Volume erosion (m$^3$)</td>
<td>% of annual retreat</td>
</tr>
<tr>
<td>July – Aug</td>
<td>4</td>
<td>0.1</td>
</tr>
<tr>
<td>Aug – Sept</td>
<td>1</td>
<td>0.03</td>
</tr>
<tr>
<td>Sept – Oct</td>
<td>3</td>
<td>0.1</td>
</tr>
<tr>
<td>Oct – Nov</td>
<td>35</td>
<td>1</td>
</tr>
<tr>
<td>Nov – Dec</td>
<td>1184</td>
<td>33</td>
</tr>
<tr>
<td>Dec – Jan</td>
<td>187</td>
<td>5</td>
</tr>
<tr>
<td>Jan – 2nd Feb</td>
<td>1771</td>
<td>50</td>
</tr>
<tr>
<td>2nd Feb-18th Feb</td>
<td>18</td>
<td>0.3</td>
</tr>
<tr>
<td>Feb – March</td>
<td>18</td>
<td>0.5</td>
</tr>
<tr>
<td>March – April</td>
<td>6</td>
<td>0.2</td>
</tr>
<tr>
<td>April – May</td>
<td>4</td>
<td>0.1</td>
</tr>
<tr>
<td>Total</td>
<td>3633</td>
<td></td>
</tr>
</tbody>
</table>
4.5 Discussion

4.5.1 Tidal modulation of cliff-top velocity energy

As mentioned in section 4.1, the cliff top ground velocities tend to agree with previous studies where velocity increases with increasing wave height and tidal elevation (Adams et al., 2002; Adams et al., 2005; Young et al., 2011; Young et al., 2013). In this section, we explore this relationship further and investigate what drives the variability in energy across the spectrum, between the two sites and across the three deployments.

The vertical velocity spectra were averaged for the different deployments for high tide and low tide periods to compare with the average vertical velocity spectra at the inland seismometer. The purpose of this was to identify energy that was from a coastal as opposed to inland source. At all sites, there is a noticeable difference across the spectrum between the inland and coastal velocity energy apart from within the DF range (0.1 – 0.2 Hz) where inland and coastal energy are the same, consistent with other studies. Above this frequency band, there is a similarity in energy from about 0.2 - 1 Hz during all deployments. The DF band (Fig 4.18a and c) for the Porthleven deployments is wider than for the Godrevy deployment. The averaged plots (Fig 4.18) identify a difference between coastal and inland levels, yet across the time series (Fig 4.10 and 4.12 c and d) the energy fluctuated slightly within this frequency range at both the inland and coastal spectra, making it difficult to differentiate between local and regional energy source. At all other frequencies i.e., from 0.005 – 0.1 and 5 – 50 Hz for Porthleven and 0.005 – 0.1 and 1 – 50 Hz for Godrevy the coastal energy levels are much greater than inland. The average difference between IG and HF energy levels between high and low tide is greater at Godrevy than Porthleven, with an average difference of 2 μm²/Hz between 0.005 and 0.05 Hz and 1 – 2 μm²/Hz between 10 and 50 Hz . At Porthleven under calm conditions (PLV2: Fig 4.18c) there is very little or no noticeable difference in energy levels between high and low tide for all frequencies. Only under higher energy conditions, is there a slight difference between SF energy between 0.05 and 0.1 Hz (Fig 4.18a).
4.5.2 **Cliff-top ground displacements relative to wave climate and water levels**

To explore further the physical movement of the ground under wave impacts and varying tidal levels, ground motion is defined here in terms of ground displacement (calculated as the time-integrated velocity) as opposed to velocity. Although both sites experienced extreme storms of similar magnitude, the cliffs responded quite differently. Examples of 1-hr time series of vertical cliff top displacements are presented in Fig. 4.19 for high tide with large and
small waves and low tide, large and small waves under both spring and neap tides for each site.

At Godrevy there is a clear tidal modulation of the signal as displacement almost doubles in magnitude from low to high-tide, regardless of wave conditions and tidal range. A noticeable increase in magnitude (by about double) also occurs from small waves to large waves (from 2 – 3 m $H_s$ to 7 m $H_s$) (Fig 4.19a and b). Displacements during neap conditions are slightly greater in magnitude than those during spring tide. This is likely to be because the storm that coincided with neap tide on the 8th February was slightly greater in wave energy (~7 m $H_s$, 20 s. $T_p$) than the storm that peaked around spring mid-tide on the 15th February (~6 m $H_s$, 16 s. $T_p$). Likewise, the displacements under ‘calm’ wave conditions were greater during neaps than springs, which again is likely to be a result of higher energy wave conditions during that particular tide.

Figure 4.19: Example 1-hr time series of vertical displacements (0.005 – 50 Hz) excluding DF for varying tidal and wave conditions for a) Godrevy during neap tide (3 m range) and b) spring tide (6 m range) an c) Porthleven during neap tide (3 m range) and d) spring tide (7 m range). Significant wave heights represent the inshore wave climate. Note y-axis range is variable depending on energy conditions.
At Porthleven the tidal modulation of the signal is only apparent under spring tidal range conditions. During neap conditions, the displacement signal remains around 2 μm (1 – 4 m $H_s$). The exceptional nature of the storm on the 5th February is reflected in the massive increase in displacement magnitude from 10 μm under 7 m $H_s$ wave conditions during low tide to 80 μm at high tide when the maximum energy in the storm occurred with waves reaching 9 – 10 m $H_s$. The storm on the 5th February that affected the south coast and the storm on the 15th that affected the north coast were of a similar magnitude (6 – 8 m $H_s$) and reached their maximum energy at spring high tide, yet the displacements recorded at Porthleven were almost an order of magnitude greater than those at Godrevy.

4.5.3 Ground motion across the frequency bands

The total hourly vertical displacement energy for all deployments is a function of both incident wave energy and the tidal stage. Figures 4.20, 4.21 and 4.22 illustrate the relationship between tidal elevation, wave energy and cliff top displacement energy. Each 1-hr time series of cliff-top displacement energy is placed within the wave energy and tidal elevation space and each point is scaled by size according to the displacement energy. At PLV1 lower energy values are seen at all states of tide, yet only associated with lower wave energy flux (< 100 kW/m). The highest velocity energy (an order of magnitude greater than ‘normal’) only occurs during very energetic wave conditions and during mid-high tide (where cliff top displacements exceed 1000 μm/s/Hz and wave power exceeded 200 kW/m). The largest contribution during energetic wave conditions and at higher states of tide is from energy at infragravity frequencies. The hours where there is significant displacement energy during the storms is very clear in the infragravity band (Fig 4.20 a and d), so much so, that these displacement energy values have been down-scaled (divided by 50) in order to plot the points onto the same scale as deployments GOD and PLV2.

At Godrevy, the hourly displacement energy values are more tidally modulated than Porthleven, as displacement energy increases with tidal stage, particularly in the infragravity frequencies (Fig 4.21d). HF and SF displacement energy occurs under all states of tide and wave conditions, and is of a much smaller contribution to the total displacement energy (Fig 4.21 b and c).
Comparatively, under calm conditions at Porthleven (PLV2), the total displacement energy and wave energy is greatly reduced (Fig 4.22) and does not appear to be tidally modulated or regulated by wave climate as seen in Fig 4.12.

Figure 4.20: Scatter plots of a) total hourly log vertical displacement energy (between 50 – 0.005 Hz) excluding double frequencies (1 – 0.1 Hz) at various states of tide for PLV1. Plots b, c and d represent the total hourly vertical displacement power for the HF, SF and IG bands respectively. Vertical displacement energy is scaled by colour and size of the bubble and plotted logarithmically as the energy increases by orders of magnitude during the extreme events.

Figure 4.21: Scatter plots of a) total hourly log vertical displacement energy (between 50 – 0.005 Hz) excluding double frequencies (1 – 0.1 Hz) at various states of tide for GOD. Plots b, c and d represent the total hourly vertical displacement power for the HF, SF and IG bands respectively. Vertical displacement energy is scaled by colour and size of the bubble and plotted logarithmically as the energy increases by orders of magnitude during the extreme events.
Figure 4.22: Scatter plots of a) total hourly log vertical displacement energy (between 50 – 0.005 Hz) excluding double frequencies (1 – 0.1 Hz) at various states of tide for PLV2. Plots b, c and d represent the total hourly vertical displacement power for the HF, SF and IG bands respectively. Vertical displacement energy is scaled by colour and size of the bubble and plotted logarithmically as the energy increases by orders of magnitude during the extreme events.

4.5.4 Coastal setting

The main difference in ground motion magnitude between the two sites that may be responsible for variation in displacement behaviour is the slope of the beach fronting the cliffs. At Godrevy a large amount of wave energy is dissipated across the shallow intertidal zone before the waves reach the cliffs, whereas at Porthleven the steep beach and steeply shelving bathymetry mean that larger waves break closer inshore and deliver their energy directly onto the beach and the cliffs (Fig 4.23a) (Chapter 3). This is also reflected in the seismic data at both sites where the higher frequencies are apparent in the Porthleven spectra (Fig 4.10c and 4.12c) but lacking in that of Godrevy (Fig 4.11c), suggesting that incident waves tend to impact the beach/cliff more so on reflective as opposed to dissipative beaches. Likewise, the infragravity energy clearly dominant in the Godrevy spectra (Fig 4.11c) is not as obvious in that of Porthleven, which tends to agree with the notion of infragravity energy dominance as beaches become more dissipative (Guza, 1984).

The nature of the beach at Porthleven (coarser material and steeply sloping beach) results in rapid changes to the beach over a short period of time according to the wave conditions.
Energetic, destructive waves, like those seen under the extreme events, remove material from the beach and take it offshore. This lowering of the beach allows for more frequent inundation and therefore prolonged cliff face/toe impacts (Fig 4.13 and Fig 4.22). Under calmer conditions, constructive waves cause the beach to recover very rapidly (Fig 4.15), providing protection to the toe of the cliff via a higher beach elevation and a steeper beach slope. At Godrevy, the changes seen over the storm period indicate an erosion/recovery phase but on a smaller scale than that at Porthleven. This is due, for the most part, to the waves expending most of their energy across the dissipative intertidal zone before they reach the cliffs.

Figure 4.23: The difference in wave dissipation at a) Godrevy during high tide on the 8th Feb ($H_s \sim 6–7$ m) and b) Porthleven at high tide on the 5th Feb ($H_s \sim 8–9$ m).

4.5.5  Nearshore hydrodynamics and cliff-top ground motion.

The nearshore wave energy spectra were only available for the second two deployments (GOD and PLV2). During the beginning of the deployment period at GOD, the increase in wave height (and surge) over this stormy period led to the pressure sensor remaining submerged. At PLV2, calm conditions meant the sensor only captured the mid-high-mid tide period. The logistics of deploying nearshore hydrodynamic equipment in a high energy environment made co-locating the seismometer and the pressure sensors impossible and the two signals could not be cross correlated, especially in terms of the phase. However, comparison of the two spectra highlights the agreement between the nearshore wave energy and cliff top displacement energy within the different frequency bands.
At both sites, the most prominent peak in the wave spectra that correlates with the seismometer is within the SF range, between 0.08 and 0.04 Hz. The variability of this peak in the wave spectra as wave period varies across the deployment period is mimicked in the seismic spectra. Under energetic conditions (Fig 4.23a (8th–10th Feb)) the storminess detected in the seismometer between 0.005 and 0.4 Hz is also apparent in the wave spectra. At Porthleven however, the IG energy seen in the nearshore wave energy spectra is not as pronounced in the cliff top. As infragravity energy is a function of deep water wave height (Komar 1998; Guza and Thornton, 1985) this is to be expected at Porthleven under calm conditions. At Godrevy, the infragravity energy in wave spectra dominates the signal under all conditions (Fig 4.24), typical of dissipative beaches, and appears to be less prominent at Porthleven as the steep slope of the beach tends to reflect the infragravity signal (Guza et al., 1984) (Fig 4.25).

Figure 4.24: a) Wave energy spectra obtained from the nearshore pressure sensor and b) cliff top vertical velocity spectra at GOD.
4.5.6 Displacements under extreme wave conditions

Although there are no nearshore wave data available for the PLV1 deployment, the camera footage captured during the 5th February storm event at Porthleven shows different periods of wave conditions including: (1) waves breaking on the beach (e.g. Fig 4.27a 09:26:55); (2) waves breaking at the cliff toe (e.g. Fig 4.27a 09:05:28); and (3) overtopping of the entire cliff elevation (e.g. Fig 4.27a 08:17:57) and (Fig. 4.26a).

During each overtopping event, the camera footage showed large volumes of water impacting the top of the cliff and cascading down the cliff face for a number of seconds, the duration of which depends on the scale of overtopping (Fig. 4.26a). The largest vertical displacements (Fig. 4.26b) are coincident with time periods of successive cliff overtopping; suggesting wave loading on the cliff top induces cliff motion and the associated strains and flexure mechanisms during times of wave overtopping. Peaks in IG and HF signals also coincide with time periods of successive overtopping and subsequent cascading events where overtopped water pours down the face of the cliff (Fig. 4.26c and e at 08:15 and 09:05 hrs.). However, not all overtopping events caused significantly elevated seismic signals. Elevated
SF signals occurred during some periods of wave overtopping, but the signal variation is less clear compared to timings of the peaks in the IG and HF signals.

The camera footage commenced 30-mins prior to the peak of the high-tide. Wave overtopping was recorded from this point and for up to 90-mins after the peak of the tide. Although cliff collapses cannot be directly coupled with ground displacements, there appeared to be a period of time around the high tide where the majority of failures and wave overtopping occurred. Ground displacement increased in magnitude over this period of elevated tidal levels, suggesting that the cliff underwent an amplified series of strains and flexure mechanisms during times of wave overtopping. Although the timings of the intensive ground displacements did not coincide exactly with the cliff failures, the period of energetic cliff motion coincided with the period of frequent cliff failures.

At Godrevy, no wave overtopping occurred throughout the camera deployment. Waves continually reached the toe of the cliffs with limited impact. The GOD camera was deployed during the most energetic period (high tide 8th Feb); therefore it is unlikely that overtopping occurred during the other extreme events.
Figure 4.26 (a) PLV1 - Wave impacts to the cliff characterised using the video camera footage, y-axis represents a gradual increase in height of wave impact up cliff face, from impact to the toe to overtopping cliff-top, red dots indicate timings of cliff failures. Time series of vertical cliff-top displacement during camera deployment period (08:00 to 12:30 hrs. on 5th February 2014): (b) across all frequency bands (0.005 – 50Hz), (c) infragravity band IG (0.005 – 0.5 Hz), (d) single-frequency band SF (0.1 – 0.05 Hz) and (e) high-frequency band HF (1 – 50 Hz). High-tide on the 5th Feb occurred at 8.31am.
Figure 4.27: (a) Stills from camera footage, illustrating successive wave overtopping and subsequent drainage events on the 5th February 2014 from 08:09 to 09:49 hrs. Overtopped water cascading down the cliff-face seen in the stills corresponds with the shaded regions of plot b. (b) Vertical displacement during this period. A 60-sec movie clip during the camera deployment is provided as supplementary material for Earlie et al., (2015).

4.5.7 Geomorphic perspective and relation to cliff face development

The consequences of these unusually large-scale cliff-top displacements (50 – 100 μm) under the largest wave conditions seen in 60-ys in terms of rock damage from coastal flexing are unknown. However, previous research has suggested that although displacements under ‘normal’ conditions are not likely to contribute towards weakening of rock structures, episodic displacements caused by extreme wave conditions may contribute as a fracture mechanism that may be responsible for failure in metasedimentary cliffs (Brain et al., 2014).

Alongside cliff face volume changes, the location of erosion across the cliff face can be detected. At both sites, the cliff decreases in resistance with height, with softer less resistant quaternary head deposit overlaying more resistant bedrock. This upper unit is more susceptible to erosion/weathering due to rainfall (Shail et al., 2010) as an increase in pore water pressures can lead to slope failure. This erosion pattern tends to occur at both sites in the monthly volume difference plots in Chapter 3.

The long-term annual retreat rate for Porthleven, obtained from aerial photography and averaged over 50 yrs (Ridgewell and Walkden, 2009), is 0.1 myr⁻¹. This value was also found by Earlie et al. (2014) using airborne LiDAR over a 3.5 year period (0.09 m yr⁻¹). Assuming a cliff height of 10 m, a long-term cliff recession rate of 0.1 m yr⁻¹ equates to an annual cliff volumetric loss of 1 m³ per m length of cliff. Terrestrial laser scans over the 2-week storm
period show that the 300-m long cliff section eroded 1350 m$^3$ (Fig 4.28a), which represents 5.9 m$^3$ average erosion volume per m length of cliff over the 2-week period, or an annual cliff volumetric loss of 113 m$^3$ per m length of cliff. The annual cliff volumetric loss over the 2-week storm period is therefore more than two orders of magnitude greater than volumetric loss based on the long-term cliff recession (i.e., 113 m$^3$ m$^{-1}$ yr$^{-1}$ versus 1 m$^3$ m$^{-1}$ yr$^{-1}$) (Table 4.3).

Figure 4.28: Cliff face volume change for PLV1 from 2nd – 18th Feb 2014 and b) PLV2 18th Feb – 17th March. Erosion scale is in m, measured normal to the direction of the surface.

At Godrevy, the long term erosion rate is 0.04 m yr$^{-1}$ equating to an annual cliff volumetric loss of 0.4 m$^3$ per m of cliff per year. Over the deployment period (Jan – Feb 2014) the cliff face eroded 629 m$^3$, representing 40% of the total annual retreat and an annual rate of 25 m$^3$ per m cliff length per year. At Godrevy under extreme conditions, the failures are again typically focused towards the softer material in the cliff. During this particular month the main cliff failure occurred towards the northern end of the beach where the boundary between the two units falls almost to beach level. As this section of the cliff is mainly comprised of quaternary material and blown sand it is more likely to be eroded by rainfall or saturation of the cliff profile as opposed to wave overtopping and wave impacts weakening the integral structure of the bedrock itself.

Figure 4.29: Cliff face volume change for GOD from Jan – Feb 2014. Erosion scale is in m measured normal to the direction of the cliff surface.
Under calmer conditions at Porthleven (PLV2), much like the cliffs at Godrevy, failure is focused mainly on the softer upper unit, as a result of weathering and rainfall induced erosion (Chapter 3). During the stormy period at Porthleven (PLV1), the volume change was two orders of magnitude greater than the typical monthly erosion volume and erosion occurred across the entire cliff face. The video footage captured constant wave impacts and overtopping during this time, saturating the cliffs and leading to failure. The volume loss measured over this time period is therefore a direct consequence of the extreme wave activity.

At Porthleven, during the 4.5-hour camera deployment the video footage clearly shows failure of cliff material throughout with over 30 failures recorded when energetic wave conditions and regular cliff overtopping prevailed; such cliff failure is not observed under calmer conditions, even at high-tide. This strongly suggests that the observed cliff failures have been triggered by the direct combination of wave impacts and overtopping, and possibly facilitated by the weakening of the cliff through microcrack density growth, such as suggested by Adams et al. (2005) and Brain et al. (2014). The significance of these extreme wave events on erosion cliff morphology is further highlighted by the observation that the total erosion volume over the 2-week storm period not only exceeds the long-term erosion rate by two orders of magnitude but also accounts for more than half (50%) of the total volumetric loss for the year 2013–2014 with reportedly the most severe winter wave conditions on record.

4.6 Conclusions

Vertical cliff top ground motions measured at two locations during an exceptionally stormy winter period in the UK were found to increase with increasing $H_s$ and tidal elevation. Cliffs fronted by a reflective beach along the south coast of the UK, during extreme wave conditions ($H_s$ exceeding 6 m) experienced vertical ground displacements increasing by an order of magnitude from 10 $\mu$m to 100 $\mu$m. Cliffs along the north coast fronted by a dissipative beach saw ground displacements increase from 2–5 $\mu$m to 5–20 $\mu$m. During calm conditions at both sites displacements reduced to ‘normal’ levels consistent with previous studies (0.5–10 $\mu$m).

Magnitudes of cliff top ground motions were found to be modulated differently according to the nearshore hydrodynamics and water levels, but according to the beach type fronting the
cliffs, with a higher proportion of IG energy in dissipative beaches compared with reflective, with the exception of periods of very high energy waves. Real time cliff top video capture and in-situ wave monitoring equipment during exceptionally energetic periods allowed for association of the large ground displacements with the nearshore hydrodynamics, as well as cliff-top wave overtopping events at one site. During this time the greatest ground motion contribution (~100 μm) originated from displacements in the IG frequencies (0.005 – 0.05 Hz). The displacement peaks in the SF (0.05 – 0.1 Hz) of 10 μm and HF (1 – 50 Hz) of 5 μm also coincided with the timings of the wave overtopping events captured with the video camera.

Cliff-face volume erosion measured over the deployment periods showed that during the extreme events on the southwest coast with cliffs fronted by a reflective beach, the long-term erosion rate was exceeded by more than two orders of magnitude (i.e., 113 m$^3$ m$^{-1}$ yr$^{-1}$ versus 1 m$^3$ m$^{-1}$ yr$^{-1}$) and accounted for over half the total volume loss for the year. On the north coast with cliffs fronted by an intermediate beach, with storms of similar magnitude impacting the coastline, erosion volumes were one and a half orders of magnitude greater than the long term erosion rate (i.e., 25 m$^3$ m$^{-1}$ yr$^{-1}$ versus 0.4 m$^3$ m$^{-1}$ yr$^{-1}$) (Ridgewell and Walkden, 2009; Earlie et al., 2014), thus providing a geomorphic link between energetic cliff-top ground displacements and cliff failure.

This is the first time that remote (camera) and in-situ (seismometer) observations of cliff top ground measurements coupled with wave impacts been accomplished under such energetic wave conditions. Capturing these events during one of the stormiest periods the region has seen in 60 years, highlights the role extreme events play in contributing towards coastal cliff morphology.
Chapter 5
Discussion and Synthesis

5.1 Broad aims and outcomes

The overall aim of this thesis has been to develop a quantitative understanding of cliff erosion rates around a rocky coastline and relate the variability in erosion to the geomorphic controls and physical processes. This has been addressed by considering cliff change within a range of spatial and temporal scales, and adopting techniques to measure change appropriate to those scales. Throughout the thesis, the research has specifically drawn on the influence of the wave climate and on cliff erosion volumes. Furthermore, the results have highlighted how the offshore bathymetry and beach morphology fronting the cliffs modulate the dissipation of wave energy and therefore play a crucial role in limiting the extent of wave-cliff interaction.

In coastal cliff environments, waves are typically understood to erode the toe of the cliffs, forming wave-cut notches leading to cantilever failure of upper cliff material (Trenhalie, 1987; Sunamura, 1992). Recent field observations (Norman, 2012; Vann Jones et al., 2015), along with the results of this study, have found that wave action is responsible for the erosion of the entire cliff face, in the form of slope-over-wall failure, rotational sliding and planar/wedge failure and abrasion/quarrying of the entire cliff face as well as the cliff-toe, particularly under extreme storm conditions. A key theme running throughout the thesis is the importance of understanding and measuring localised changes that ensue as a result of seasonal conditions and extreme storm events. With the potential for increased storminess associated with climate change (Dodet et al., 2010); it will become more and more prudent to understand the processes occurring under such conditions (i.e., wave-cliff impacts and overtopping, morphology of the beach and volumes of cliff erosion) for future coastal management purposes.

5.2 The broader context

The findings of this thesis are important for two main reasons. Firstly, this research contributes towards the broader geomorphological understanding of the behaviour of cliffed coastlines. There is a limited amount of research on rocky coastlines (Naylor et al., 2010) and
studies that do exist, in the UK, tend to focus on softer rock cliffs (Lee, 2008; Lim et al., 2011; Carpenter et al., 2014). Few studies consider hard-rock coastlines or composite cliffs, (vertically variable in their resistance to erosion), such as the cliffs of the southwest of England. Only recently have cliff erosion studies begun to focus on the interaction between waves and cliff-top ground motions (Adams et al., 2002; 2005; Young et al., 2011; Dickson and Pentney, 2012; Norman, 2012; Young et al., 2012; 2013, Vann Jones et al., 2015), and until this thesis, particularly highly energetic conditions have never before been captured. The rarity of field based wave-cliff interaction investigations means that most proxies for wave-cliff interaction remain theoretical. It is proposed that the results of this study will contribute towards refining our understanding of how waves, beaches and cliff systems interact and may ultimately feed into process-based cliff erosion models. Secondly, it is intended that a more comprehensive understanding of how rocky coasts evolve and how the whole coastal system interacts, particularly under extreme storm conditions, will help to inform more sustainable coastal management decisions in the future.

5.3 Thesis approach

The approach of the thesis has been to consider three different time and spatial scales, dividing the main body of the research into three core chapters. Although each of these chapters can be considered a stand-alone project in isolation, the results of each chapter defines the direction of the next, with key themes evolving throughout the thesis, based on the initial research questions:

1. What factors explain the spatial variability in erosion around a rocky coastline? (Chapters 2, 3 and 4)
2. How useful are remote sensing techniques such as airborne LiDAR (Chapter 2) and terrestrial laser scanning at capturing coastal cliff change? (Chapter 3)
3. What role do the nearshore hydrodynamic regime, offshore bathymetry and beach type play in the variability of cliff erosion? (Chapters 2, 3 and 4)
4. How do the cliffs respond to a highly energetic wave environment and which factors contribute to controlling the energy expended on the cliffs? (Chapters 3 and 4)
5. How do wave induced cliff-top ground motions respond to waves under different coastal settings i.e., cliffs fronted by a reflective versus a dissipative/intermediate beach? (Chapter 4)
Some of the questions are pertinent to all of the chapters (i.e. questions 1 and 3) within the context of the relevant time and spatial scales, whereas other questions are related specifically to a particular scale (i.e. questions 2, 4 and 5). This chapter aims to synthesise the main findings of the thesis in the context of these research questions. Figure 5.1 illustrates the flow of the thesis, summarising the main aims and outcomes within each chapter.

Figure 5.1: Flow diagram summarising the aims and conclusions of the three main data chapters. Major themes and findings are highlighted in bold text. All figures are taken from the relevant chapters.
5.4 Thesis themes

5.4.1 An issue of scale: temporal and spatial scales of measurement and change

The first research question is regarding the processes which govern the variability of erosion rates around the coastline. This question is mainly addressed in Chapter 2, yet these processes are examined throughout the entire thesis. A topic that arises from this and the second research question (regarding the suitability of various methods), is the issue of scale, both temporally and spatially. When considering change at a certain scale it is important to adopt a method of measurement that captures change appropriate to that scale. Likewise, when investigating the evolution of rocky coasts, it is beneficial to consider a range of scales, allowing for the inclusion and comparison of the variety of processes which operate at different scales (Naylor et al., 2010). Adopting different techniques and comparing results is a way of assessing the suitability of a particular technique at measuring change at a particular scale. This section summarises how the issue of scale has been addressed throughout the thesis and discusses the advantages and limitations of each of the methods.

The variability of erosion rates is addressed firstly in Chapter 2, where erosion is considered on a large spatial scale, 10’s to 100’s of metres of cliff length, at nine sites, around a peninsula covering c. 850 km of coastline (Ridgewell and Walkden, 2009). Long-term coastal cliff erosion rates used for shoreline management purposes are typically based on comparisons of aerial photographs or historic maps, encompassing decadal change (Ridgewell and Walkden, 2009; Earlie et al., 2012). This large-scale, very long-term method (50–100 yrs) integrates both continuous, high-frequency, low-magnitude and sporadic high-magnitude, low-frequency changes, averaged out over a long period of time. Although this provides an indication of changes occurring over decades, it lacks both the spatial detail and temporal resolution required to; a) differentiate between the continuous and sporadic changes b) relate forcing mechanisms to failure.

Chapter 2 considers changes which have occurred in a 3–4 yr. time scale (2007/2008–2010/2011), referred to in this thesis as the longer-term time scale. The LiDAR technique adopted in this chapter was suitable for obtaining large scale, high-resolution, three-
dimensional surface models of the cliff (0.5–1 m) and comparing change over a shorter, long time scale. Using this technique, both sporadic and continuous changes were identified within the DEM’s (Digital Elevation Models) within this time frame, under this spatial scale. Overall erosion/weathering was detected via a gradual retreat of the cliff face (provided the erosion is greater than the error associated with the technique (Chapter 2)) as well as regions where larger scale failure has occurred. Erosion rates established using LiDAR were comparable to the long term erosion rates, yet offered additional insight into the failure occurring to the cliff face that is lacking in cliff-top evolution methods, such as historic map and aerial photograph analysis. The results of this chapter indicated that although the detail provided using this method was appropriate to the time and spatial scale considered, a furthered understanding of the relationship between forcing mechanisms and failure would be facilitated by using a more refined method of cliff-face data capture, over a higher resolution time scale. The results also indicated that although a general overview of the wave climate was appropriate to the scale used, the time step between the DEM comparisons was too large to directly couple failure with forcing events (storms). Beach-cliff junction elevations were taken as an average value from each of the LiDAR surveys. Chapters 3 and 4 concluded however, that it was not only the elevation of the beach-cliff junction and the slope of the beach that were major drivers in controlling wave-cliff interaction, but also the variability of this beach morphology over time.

The limitations associated with using LiDAR data emphasised the importance of downscaling field observations both spatially and temporally, in order to understand the processes causing cliff erosion. Chapter 3 therefore focussed on two rather than nine sites and monitored change on a smaller spatial (cm – 10’s of metres) and time scale (monthly). Monthly beach and cliff surveys were carried out for one year at both sites, and continuous wave and water level data were obtained from inshore wave buoys (10 m water depth), nearshore pressure sensors and tide gauges. The monthly wave climate averages, erosion volumes and beach elevations meant that failure could be implicitly linked to forcing within the time frame of one month. Terrestrial Laser Scanning (TLS) was a suitable technique for the medium-term time scale as it provided the spatial resolution required to confidently capture smaller scale (cm’s) changes to the cliff face, which were likely to be occurring within this time scale. In a long-term time scale, one year is typically not a sufficient enough length of time to capture extreme events, as such events that could cause catastrophic failure
tend to occur over a longer return period (e.g. 1:10–1:100 yr. event). Although monitoring change for a one-year period limits the likelihood of capturing an extreme storm event, 2013–2014 happened to be one of the stormiest years the region had experienced in 60 years. Not only did this provide extreme storm conditions within the data set, but it also meant that over the year, a wide range of hydrodynamic and morphological conditions were measured. Monthly cliff surveys provided insight into the failure occurring over the year and allowed for linking the timing of failure to the associated average wave and beach conditions. The results, however, indicated that the monthly time scale of the surveys, in particular the beach surveys, was too coarse to evaluate the role of beach morphology on controlling wave-cliff impacts. In addition to this, more frequent cliff scanning surveys, especially during extreme events, would have helped to determine timings of failure more accurately.

Point cloud data comparisons provided evidence of failure locations across the cliff face, which proved to be indicative of the forcing mechanisms. Point cloud difference plots revealed whether the bedrock or the superficial material had been eroded, and when (to within a month). For example, at Godrevy, heavy rainfall and stormy conditions during December 2013 and January 2014 proved to be conducive to slope-over-wall and rotational failure of superficial material and at Porthleven a two week survey period over the storms of February 2014 led to the erosion of 85% of the entire cliff face. These monthly surveys captured cliff volume changes at a range of scales (cm – m) and were able to determine the cause of the failure with confidence. The surveys showed a strong correlation of failure with periods of extreme wave energy flux and highlighted the significance of understanding wave-cliff interaction on a shorter-term time scale to understanding cliff failure processes.

The same method of cliff face data capture (TLS) was adopted for Chapter 4, to monitor wave-cliff interaction on a very short-term time scale and at a high spatial resolution. An interim scan was carried out at Porthleven, during the stormy period between Jan and Feb 2014. This two-week scan captured a massive amount of cliff erosion (1771 m$^3$ of erosion, equating to 50% of the erosion for the whole year), which indicated that during highly energetic conditions, even higher frequency cliff scans (perhaps every low tide) should be undertaken to directly couple forcing with failure.

The vertical displacement of the cliff top that results from waves loading/unloading/reflecting from the foreshore and from wave-cliff interaction was measured at a high frequency 100 Hz
with a broadband seismometer. This instrument was deployed at the same two sites (Godrevy and Porthleven) over a 4–5 week period. This method captured potential structurally influential changes to the cliffs with cliff top displacements in excess of 50 μm during an extreme storm event. Although this is very small scale movement, it has been hypothesised that repetitive flexure of the cliff (Adams et al., 2005; Brain et al., 2014; Earlie et al., 2015), combined with ground saturation from waves overtopping the cliffs led to the large volume of erosion during this time. At one of the sites (Porthleven) three beach surveys were carried out over a 36-hr period during one of the extreme storm events (1\textsuperscript{st}–2\textsuperscript{nd} Feb 2014). Beach elevations fluctuated by > 3 m over this short time period, and for the low tide of 2\textsuperscript{nd} Feb (am) the beach elevation was lower than the elevation of the access point, preventing access to the beach to carry out the survey. This high-magnitude fluctuation of beach level occurring over a short time period suggests that over particularly energetic periods, some form of continuous, or high-frequency monitoring of beach elevations is required to accurately quantify wave runup and wave-cliff impacts.

During the most destructive of the 2014 winter storms (5\textsuperscript{th} Feb at Porthleven), remote sensing (using video cameras) provided additional detail of wave-cliff interaction that could not be captured using \textit{in-situ} instrumentation (Earlie et al., 2015). Due to the highly energetic nature of the storm, all wave and water level monitoring instruments malfunctioned. The video footage recorded direct wave-cliff impacts, cliff top wave overtopping and failure of cliff material. This meant that a coupling of wave action and the seismic signal could be approximated. Using higher resolution, georeferenced remote sensing equipment (such as ARGUS-style cameras) this relationship could be explored further in future studies, especially under extreme events when direct wave-cliff measurements are hampered by stormy conditions.

5.4.2 \textit{Environmental controls on cliff erosion}

5.4.2.1 \textit{Consideration of environmental controls over the three time and spatial scales}

Coastal cliff erosion studies require a robust examination of the environmental controls on cliff erosion, i.e. the assailing forces (waves and weather) in relation to the resisting forces (geology, bathymetry, beach morphology, rock mass characteristics) (Trenhaile, 1987; Sunamura, 1992; Naylor \textit{et al.}, 2010). For the long term time scale (Chapter 2) the wave
climate (significant wave height and wave period) was averaged over the year to obtain a generalised view of the regional assailing forces at each site. Rainfall was not considered in this chapter, as there was little variability in total rainfall values over all of the sites, over a 3–4-yr period. Cliff geology, and rock mass characteristics were quantified based on the Hoek et al. (1998) Geological Strength Index, and average cliff heights and beach-cliff elevations were identified from aerial photographs and LiDAR data. Although these were approximations of the environmental controls, they offered sufficient detail to enable a comparison of controls at each site with the erosion rates. In Chapter 3, the environmental controls were quantified using higher resolution data at shorter time steps. The wave climate and rainfall were examined in line with the time scales of the cliff scans (TLS) and beach survey data; where continuous data were averaged (waves) or summed (rainfall) over the survey periods. Monthly approximations of beach slope were determined from GPS beach surveys and beach-cliff junction elevations were estimated from TLS point cloud data. These field data provided a comprehensive time series over a 1-year period at two different sites in order to establish on a monthly basis how the beach, waves and water level were influencing the erosion of the cliffs. Consideration of the resisting forces, in terms of geological controls, was approached in a more geotechnical manner in Chapter 3, examining the failure mechanisms occurring from month to month, as opposed to the structure and characteristics of the rocks themselves. The topic of environmental controls was taken a step further in Chapter 4, where the interplay between the assailing and resisting forces was explored by examining the interaction between the cliff-top vertical ground motion and the nearshore wave spectra at two different sites under similar forcing conditions (tides, waves). Differences in the energy spectra for the cliff top ground displacements between the two sites revealed the importance of the dissipation of wave energy prior to wave-cliff impact.

5.4.2.2 Geological controls

The geological control on coastal cliff erosion has been approached in a qualitative way throughout the thesis. In Chapter 2, however, the rock mass strength of each of the nine sites is based on a visual analysis of the bedrock joint characteristics (GSI, Hoek et al., 1998). The purpose of this was to determine the spatial variability in rock mass strength at each site and to correlate this with the spatially variable erosion rates (r value 0.66). A stronger relationship occurred however, when the ratio between the rock mass strength and the significant wave
height was correlated with erosion rates (0.77), supporting the notion that cliff erosion occurs when the assailing forces exceed the resisting forces (Sunamura, 1992).

For the experiments involving the two sites (Chapters 3 and 4) a qualitative geological description of the cliffs was sufficient to explain the volumes of erosion and failure mechanisms at each site. Without carrying out extensive geotechnical analysis of the cliffs it is difficult to assess the detailed structural controls of the rocks; such analysis is beyond the scope of this thesis. Locations of failure were visible in the TLS scans, from which approximate failure mechanisms could be determined. At Godrevy the elevation of the boundary between the bedrock and the superficial material proved to be the key geological control of cliff failure. Towards the northern end of the cliffs, the boundary falls to almost beach level and rises to the full height of the cliff at the southern extent. Erosion was constrained to this upper, less resistant unit throughout the survey year (Jul 2013–Jul 2014), with erosion occurring via slope-over-wall or rotational failure, apart from under extreme wave conditions, when quarrying of the lower bedrock occurred. At Porthleven, very little erosion occurred during the autumn, spring and summer and was limited to spalling of the upper, superficial unit. During the winter, however, erosion of both upper superficial and lower bedrock occurred. The failure mechanism was difficult to determine as the entire cliff face appeared to retreat homogenously alongshore and vertically.

5.4.2.3 Meteorological controls

In the absence of detailed slope stability analysis and in-situ measurements of pore water pressures (Wyllie and Mah, 2004; Duperret et al., 2005), daily rainfall data were used as a proxy for ground saturation for the monthly and short term investigations (Chapters 3 and 4). Rainfall totals were not included in the long term study (Chapter 2) due to issues with scale, i.e. the time step between LiDAR surveys was too large to correlate with rainfall event data or totals. In previous studies wind has been adopted as a proxy for wave climate due to lack of modelled or measured wave and correlated with cliff top ground motions (Lim et al., 2011; Norman, 2012; Vann Jones et al., 2015). As this thesis uses nearshore and offshore wave data for the sites under consideration, the influence of the wind has been disregarded.
The previous two chapters of this thesis include an analysis of the relationship between the beach and nearshore water levels with the erosion volumes (Chapter 3) and cliff-top ground motion (Chapter 4). The results demonstrated that Godrevy, along the north facing coast experienced less than half the erosion measured at Porthleven, along the south-west facing coast. The erosion volumes over the year equated to a retreat rate of 0.5 m yr\(^{-1}\) at Godrevy and 1.1 m yr\(^{-1}\) at Porthleven, with 81% of erosion occurring over the winter months (Nov 2013–Mar 2014) at Godrevy and 98% at Porthleven. Inshore significant wave heights (10 m water depth) exceeded 5 m \(H_s\) and peak wave periods \(T_p\) exceeded 15 s on seven occasions between Nov and Mar at both Godrevy and Porthleven. Over the remainder of the year (Jul–Nov 2013 and Apr–Jul 2014) monthly erosion volumes ranged between 10–80 m\(^3\) at Godrevy and 4–35 m\(^3\) at Porthleven, normalised according to the length of the cliff face, (~300 m at both sites) equated to a monthly volume loss of 0.03–0.3 m\(^3\) per length of cliff at Godrevy (or the equivalent of 0.04–0.32 m yr\(^{-1}\)) and 0.01–0.12 m\(^3\) per length of cliff face at Porthleven (0.02–0.14 m yr\(^{-1}\)). During these times, inshore conditions were relatively calm at both sites with significant wave heights and wave periods averaging 1.3 m and 11 s at Godrevy and 1.1 m and 9 s at Porthleven.

During the winter, both sites were exposed to a number of extreme storms over a short period of time, however, out of the seven large wave events, three of these measured > 8 m \(H_s\) and > 20 s \(T_p\) at Porthleven only. The volume of erosion measured at Porthleven during this winter period was three times greater than Godrevy, suggesting this particularly energetic wave climate along the south-west coast may have been responsible for the large difference in erosion volumes between the sites.

Although the wave climate provides an indication of energy transfer at the coastline, and hence possible cliff erosion, the potential for wave energy to reach the cliffs depends on tidal elevations and beach characteristics as well as the wave climate itself. A recent study by Vann Jones et al. (2015) compared the rockfall activity along a coastal cliff in north east England with modelled cliff-toe inundation durations and cliff-top ground motions. They concluded that the relationship between the nearshore wave climate and the transfer of wave energy leading to rockfalls is more complex than tidal inundation duration alone. This notion is echoed in this thesis, where the complexity in the inundation duration at the toe of the cliffs
is both a function of the nearshore wave climate and tidal elevations and more importantly
the beach and offshore slope and the beach-cliff junction elevation, and related/ resulting
wave runup. Offshore bathymetry and beach slope play an important role in wave breaking
and, hence, wave energy dissipation. The beach slope and variability of elevation of the
beach-cliff junction fluctuates greatly between the two main sites. Porthleven is fronted by a
reflective beach (\( \tan \beta = 0.12 \)) and Godrevy, an intermediate beach (\( \tan \beta = 0.01 \)) (Chapter 3).
The slope and hence the beach-cliff junction elevation varies by up to 3 m at Porthleven and
Godrevy.

Linear wave theory states that wave shoaling (increase in wave height as waves enter
intermediate/shallow water) across wide shallow shelves results in a decrease in wave height
due to bed friction, resulting in less energetic nearshore than deep water conditions. Steepl
shelving coastlines, however, may experience breaking wave heights greater than deep water
wave heights as no or little energy is lost due to bed friction (Komar, 1998; Masselink and
Hughes, 2003). Wave breaking in the surf zone can be characterised by the dimensionless
parameter, the Iribarren number (\( \xi \)) (Battjes, 1974) where the wave breaker type (spilling,
plunging or surging) is a function of the slope of the beach and the square of the wave
steepness. Breaker types (based on three different beach slope scenarios (Chapter 3)) were
determined for each month during the one year survey period at each site. At Godrevy, under
a mean and minimum beach slope scenario Iribarren numbers were \( \xi < 0.4 \) indicating
spilling breakers and only exceeding 0.4 (plunging) under a maximum beach slope scenario,
during more energetic periods in the winter months. At Porthleven, Iribarren numbers
between 1 and 2 indicated plunging waves under a minimum beach slope scenario and
surging waves (\( \xi > 2 \)) under a mean and maximum scenario.

The difference in wave breaking is reflected in the vertical cliff-top ground motion spectra in
Chapter 4. Waves breaking on the foreshore are generally associated with a peak in the higher
frequencies (1–50 Hz) as the ground/cliff rings in response to wave breaking (Young et al.,
2011a; 2012; 2103). At Porthleven, the plunging and surging wave signal is apparent in the
higher frequencies of the spectra under both energetic (Fig 4.10) and calm wave conditions
(Fig. 4.12), as waves plunge onto the beach or surge into the cliffs, with more energy during
high tide. This high frequency peak is not as pronounced in the Godrevy cliff top spectra (Fig.
4.11) under calm wave conditions, supporting the presence of gently spilling breakers, yet
higher energy is present during high tide with large wave conditions, when the Iribarren
numbers tend to represent plunging waves. At Godrevy the peak at the infragravity frequencies is visible in both the nearshore pressure sensor spectra and the cliff-top ground motion spectra between 0.005–0.05 Hz, and is less pronounced at Porthleven under calm conditions and contains the highest amount of energy during stormy conditions.

An important parameter that influences wave-cliff interaction (identified in Chapters 3 and 4) is the wave runup extent. On beaches where the Iribarren number lies between 0.3 and 1.25 (i.e. at Godrevy) wave runup is calculated using equation 3.2. For beaches where the Iribarren number is greater than 1.25, this approximation underrepresents wave runup by an order of 2 (Masselink et al., in press); therefore for Porthleven where Iribarren numbers are between 1 and 3, a modified version of the Stockdon et al. (2006) equation is used where the fitting parameter $K$ is increased from 1.1 to 2 (Chapter 3). The differences in wave runup for Godrevy and Porthleven (Chapter 3) demonstrates the interplay between the beach morphology, wave conditions and the wave runup. At Godrevy, wave energy dissipation occurs across the shallow shelf (offshore tan $\beta = 0.017$) and intertidal zone (beach face tan $\beta = 0.022$) resulting in a decrease in run up with a decrease in beach slope. At Porthleven (offshore tan $\beta = 0.05$, beach face tan $\beta = 0.2$), little wave energy is dissipated during shoaling and wave runup amplitude increases at the shore to 1.5–2 times the offshore wave height, increasing with an increasing beach slope. Godrevy experiences wave-cliff interaction every high tide, under a mean and minimum beach cliff junction elevation as horizontal runup excursion increases with a decreasing beach slope, however Porthleven cliff-toe is only inundated every high tide under a minimum beach cliff junction elevation and during large wave events only under a maximum and mean junction scenario. The lower erosion rates at Godrevy supports the findings of Vann Jones et al. (2015) where cliff failure is not necessarily a function of inundation duration alone, but the energy expended on the cliffs during inundation.

The differences in cliff response, in terms of cliff top ground motion and erosion between two very similar sites, under similar forcing conditions, indicates that understanding the interplay between the wave climate, water levels and beach morphology on a site by site basis is key to understanding the processes that govern cliff erosion.
5.4.3 Estimations of wave-cliff interaction

Scaling down temporally and spatially helped to determine the main drivers and processes contributing towards variability in cliff erosion (Chapters 3 and 4). This section, revisits the results of the long term study (Chapter 2), and using the knowledge gained from the previous two chapters, allows conclusions to be drawn between the assailing and resisting forces around the southwest coastline. As Chapter 2 involved a desk based assessment of the historic (2007/8–2010/11) erosion rates around the coastline, it is not possible to carry out detailed analysis of the variability of the beach morphology and the nearshore wave climate in relation to the erosion. Estimations can be made, however, which revisit the erosion rates at each of the sites, and use beach characteristics and tidal elevations to infer the typical inundation of the cliffs and more importantly, describe how the morphology of the beach modulates the energy expended on the cliffs during these times of inundation.

Six out of the nine beaches are classified as intermediate, low-tide terrace/ low tide bar/rip (Scott, 2012), with the exception of Porthleven, (reflective), Trevellas (rocky platform) and Bedruthan Steps (intermediate/dissipative). All are exposed to a similar wave climate, with the south coast generally experiencing calmer conditions on average, compared to the north-west and south-west facing coasts. In terms of wave breaking, three of the sites experience spilling breakers (on average) (Godrevy, Portreath and Bedruthan Steps), and the remainder are subject to plunging/surging. The influence these waves have on the cliffs, however, is determined by the beach-cliff junction elevation. The beach-cliff junction elevations in Table 5.1 are taken from an average between two LiDAR surveys and are only suggestive of the frequency of cliff toe inundation, e.g., Porthleven is less frequently inundated than Bedruthan Steps. However, the results of this thesis emphasise how variable this junction along with the beach slope can be, and how crucial this variability is in influencing a) the wave runup extent and b) the cliff exposure to inundation.
Without a time series of beach morphology, water levels and wave climate, it is difficult to establish the exact frequency of inundation and wave exposure for all nine sites; however, inferences can be made about the exposure of the cliffs to wave energy. The isobaths from Admiralty charts illustrate the shallow/steepness of the offshore profile and hence indicate the wave exposure. Porthcurno, for example is fronted by a steeply shelving coastal slope and beach face, experiences frequent tidal inundation (b/c junction 0.7 m and MHWS 3 m) with
an average Iribarren number of 0.9 (plunging breakers). Despite this frequent and energetic inundation, Porthcurno experiences the lowest erosion out of all of the sites. This is highly likely to be due to the high rock mass strength of the cliffs, resulting in the resisting forces exceeding assailing forces. In contrast, Porthleven has very infrequent inundation with the beach-cliff junction, on average much higher than the MHWS (5.3 m compared to 2.5 m) and a steeply sloping coastal slope and beach face. The rock mass strength is relatively low compared with other sites, which may explain the higher erosion rate (0.09 m yr\(^{-1}\)). Additionally, the results have also demonstrated the significance of extreme storm events on nearshore wave conditions, beach elevations and water levels, and during the LiDAR survey period (Chapter 2), conditions remained calm (< 5 m \(H_s\)) compared to conditions in Chapters 3 and 4. This thesis has demonstrated the complexity of the relationship between the nearshore environment and coastal cliff erosion, where a range of parameters and processes are responsible for the rates of cliff erosion around a coastline (Table 5.1).

**Table 5.1:** Summary of beach and wave characteristics for nine sites in Chapter 2. Beach type abbreviations: LTT (low tide terrace), LTBR (low tide bar-rip), Diss (dissipative), Ref (reflective). Offshore slopes estimated from Admiralty charts (UKHO, 2012); beach slopes from beach profile data (CCO, 2015) where available. Estimates determined from photographic comparison with other beaches. Beach-cliff junction elevations (b/c junct) averaged from LiDAR data. MHWS (mean high water spring tidal elevation) from UKHO, 2012. Significant wave height (\(H_s\)) and wave period (\(T_p\)) averaged from SWAN modelled wave data and erosion rates taken from Chapter 2. Iribarren number (\(\xi\)) calculated using \(\frac{\tan \beta \sqrt{H_0/L_0}}{\xi}\) (Battjes, 1974). Erosion rates are based on the longer term LiDAR analysis results (Chapter 2).

<table>
<thead>
<tr>
<th>Site</th>
<th>Beach type</th>
<th>GSI</th>
<th>Offshore (tan (\beta))</th>
<th>Beach face (tan (\beta))</th>
<th>b/c junct (mODN)</th>
<th>MHWS (mODN)</th>
<th>(H_s) (m)</th>
<th>(T_p) (s)</th>
<th>(\xi)</th>
<th>Rate (m yr(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemmick</td>
<td>LTT</td>
<td>55 – 58</td>
<td>0.003</td>
<td>0.05</td>
<td>2.7</td>
<td>2.4</td>
<td>0.87</td>
<td>5</td>
<td>0.5</td>
<td>0.03</td>
</tr>
<tr>
<td>Pendower</td>
<td>LTT</td>
<td>37 – 40</td>
<td>0.004</td>
<td>0.05</td>
<td>1.7</td>
<td>2.5</td>
<td>0.87</td>
<td>5</td>
<td>0.8</td>
<td>0.01</td>
</tr>
<tr>
<td>Church Cove</td>
<td>LTBR/</td>
<td>30 – 35</td>
<td>0.004</td>
<td>0.05</td>
<td>1.8</td>
<td>2.4</td>
<td>1.33</td>
<td>8</td>
<td>0.5</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>LTT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Porthleven</td>
<td>Ref</td>
<td>25 – 30</td>
<td>0.004</td>
<td>0.12</td>
<td>5.3</td>
<td>2.5</td>
<td>1.33</td>
<td>8</td>
<td>1.1</td>
<td>0.09</td>
</tr>
<tr>
<td>Porthcurno</td>
<td>LTBR/</td>
<td>70 – 75</td>
<td>0.006</td>
<td>0.08 (estimated)</td>
<td>0.7</td>
<td>3.0</td>
<td>1.1</td>
<td>6</td>
<td>0.9</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>LTBR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Godrevy</td>
<td>LTBR</td>
<td>40 – 50</td>
<td>0.002</td>
<td>0.02</td>
<td>4.8</td>
<td>3.2</td>
<td>1.01</td>
<td>9</td>
<td>0.3</td>
<td>0.04</td>
</tr>
<tr>
<td>Portreath</td>
<td>LTBR/</td>
<td>45 – 50</td>
<td>0.003</td>
<td>0.03</td>
<td>3.5</td>
<td>3.5</td>
<td>1.36</td>
<td>9</td>
<td>0.3</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>LTBR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trevellas</td>
<td>Rocky</td>
<td>33 – 36</td>
<td>0.003</td>
<td>0.05 (estimated)</td>
<td>2.7</td>
<td>3.5</td>
<td>1.36</td>
<td>9</td>
<td>0.5</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>platform</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bedruthan</td>
<td>LTBR/</td>
<td>30 – 34</td>
<td>0.003</td>
<td>0.01</td>
<td>0.5</td>
<td>3.5</td>
<td>1.42</td>
<td>9</td>
<td>0.1</td>
<td>0.17</td>
</tr>
<tr>
<td>Steps</td>
<td>Diss</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 5.4.4 Significance of low-frequency, high-magnitude events

The erosion rates at Porthleven and Godrevy, calculated over the year survey period (Chapter 3) (\(\text{GOD} = 0.5 \text{ m yr}^{-1}\), \(\text{PLV} = 1.1 \text{ m yr}^{-1}\)) were an order of magnitude greater than the long term rates established using LiDAR (Chapter 2) (\(\text{GOD} = 0.04 \text{ m yr}^{-1}\), \(\text{PLV} = 0.09 \text{ m yr}^{-1}\)).
Firstly this emphasises the need for a site by site assessment for accurate cliff erosion volumes and secondly, due to the unprecedented conditions during that year, accentuates the importance of extreme storm events in coastal cliff erosion volumes (Fig 5.3).

**Figure 5.3:** All erosion rates derived in this thesis for Porthleven and Godrevy. Historic map rates from (Ridgwell and Walkden, 2009) Airborne LiDAR from Chapter 2 and Earlie et al. (2013;2014), TLS rates from monthly scans over a 1-yr period (Chapter 3) and the contribution of the winter erosion volumes (Nov-Mar) and storm period (Jan-Feb) to the total erosion from the year 2013-2014.

High magnitude, low frequency events could become more frequent in the future with the risk of increased storminess associated with climate change (Dodet et al., 2010). Failure detected during such events can account for up to and perhaps more than two orders of magnitude more than the long term erosion rate. The results captured using remote sensing (video cameras, TLS) and in-situ instrumentation (pressure sensors, seismometers) (Chapter 4) proved that site specific investigations of extreme storms on coastal cliffs and the interaction of waves with the beach and cliffs are not only obtainable, but essential in understanding how these rare events affect our coastline.

### 5.4.5 Recommendations for future research

The scaled approach to this research allowed for a range of instruments/methods/techniques to be tested and adopted in the field. The results, however, suggest that if we are to understand the interaction between wave impacts and cliff response in finer detail, higher frequency beach surveys and cliff scans are required to directly link forcing with failure. Fluctuation of the beach profile has proved to be highly influential in limiting wave-cliff interaction. In some cases, i.e., Porthleven, under extreme wave conditions, the beach elevation lowered beyond the point of access, hampering field measurements. A useful
method of obtaining remotely sensed, continuous beach morphological and wave runup data is via the deployment of a laser scanner at the top of the cliff (Almeida et al., 2015). Difficulties with this method, however, may occur under extreme wave conditions with the risk of waves overtopping the cliff-top. An alternative remotely sensed method of obtaining continuous beach; wave and runup data is using video cameras. This proved effective, even under extreme storm conditions (Chapter 4; Earlie et al., 2015) and could be explored further with an automated method of detecting cliff impacts/failures, for long time series. These data could then be cross correlated with the seismic signal and the nearshore pressure sensor for an additional level of wave-cliff impact detail.

The approach of this thesis was from a marine perspective; therefore the role of the underlying geology, the cliff lithology and the influence of meteorology has been simplified. Slope stability analysis, monitoring pore water pressures and performing kinematic analysis on the cliffs would improve the understanding of the observed and perhaps anticipated failure mechanisms of the cliffs.

An experiment involving the combined field data discussed above would provide a high-resolution time series of seismically sensed and visually observed impacts of waves at the cliff-face and would enable a direct coupling of wave-cliff interaction. The results of this study could help to refine processed based models (e.g., SCAPE, Soft-Cliff and Platform Erosion) (Walkden and Hall, 2005; Walkden and Hall, 2011; Carpenter et al., 2014) and incorporate localised metrics for beach morphology and wave runup to help explain the spatial variability in cliff erosion under a variety of environmental settings and forcing conditions.

5.5 Thesis conclusions

The first part of this study tested the suitability of using Airborne LiDAR on a regional scale over 3–4 yrs at nine different sites, to determine volumetric changes to the cliff-face and calculate linear rates of retreat for a slowly eroding geologically ‘resistant’ coastline exposed to a highly energetic wave climate. Rates of retreat around the Cornish coastline ranged from 0.01–0.37 m yr\(^{-1}\) and were found to vary according to the spatially varying boundary conditions (rock mass characteristics, beach elevation/ cliff toe exposure) and forcing parameters (significant wave height and peak wave period). The strongest correlations were
apparent between the rate of retreat and a) the significant wave height ($H_s$) (0.78) b) the 10% exceedance wave height ($H_{10}$) (0.76) and c) the ratio between the rock mass strength and $H_s$ (0.77) ($GSI/H_s$). The overall rates of retreat determined using LiDAR data were similar to the long term rates used for shoreline management, yet provided an additional level of detail that the historic map analysis method was not able to provide. This method indicated that localised studies are vital to obtaining a more accurate understanding of the rates of erosion on a shorter time scale, especially in hard rock coastlines where failure is often episodic.

Following the results of this analysis, two sites were selected to examine these findings in further detail on a shorter timescale. Monthly surveys of cliff erosion volumes at two particularly vulnerable sites indicated that the variability from month-to-month was dependent on a combination of rainfall totals and offshore wave climate, where stormy conditions during the winter months produced an increase in rainfall together with an increase in wave energy, leading to elevated rates of erosion. As well as considering the influence of offshore wave conditions, this study examined the interplay between the morphology of the beach and the wave climate. It was found that although Porthleven and Godrevy have similar physical settings, i.e., similar lithology, cliff height, exposure to waves and weather conditions (exposed to highly energetic Atlantic swell), the beaches fronting the cliffs are very different; with a reflective beach at Porthleven and intermediate/dissipative beach at Godrevy. Beach slope, wave breaker type and the elevation of the beach-cliff junction were found to directly control the extent of wave energy flux reaching the cliff toe and resultant erosion volumes at both sites. Cliffs fronted by an intermediate/dissipative beach were less vulnerable to wave energy reaching the cliffs as wave energy under larger wave conditions was dissipated offshore, before reaching the cliff toe. Cliffs fronted by a reflective beach, however were more vulnerable under highly energetic wave conditions as beach elevation fluctuations amplified wave runup and waves with greater energy were able to reach the toe of the cliffs.

The final stage of the thesis scaled-down further to consider vertical cliff top ground motions at two locations during an exceptionally stormy winter period in the UK. Cliff-top displacements were found to increase with increasing $H_s$ and tidal elevation. Cliffs fronted by a reflective beach along the south coast of the UK, during extreme wave conditions ($H_s$ exceeding 6 m) experienced vertical ground displacements increasing by an order of magnitude from 10 µm to 100 µm. Cliffs along the north coast fronted by a dissipative beach
saw ground displacements increase from 2 – 5 μm to 5 – 20 μm. During calm conditions at both sites displacements reduced to ‘normal’ levels consistent with previous studies (0.5 – 10 μm).

Cliff-top ground motions were found to be modulated differently according to the nearshore hydrodynamics and water levels, but again, according to the beach type fronting the cliffs. Under these energetic conditions, a higher proportion of IG energy was apparent in dissipative beaches compared with reflective, with the exception of periods of very high energy waves. Real time cliff-top video capture and in-situ wave monitoring equipment during exceptionally energetic periods allowed for association of the large ground displacements with the nearshore hydrodynamics and rare, cliff-top wave overtopping events. During this time the greatest ground motion contribution (~100 μm) originated from displacements in the IG frequencies (0.005 – 0.05 Hz). The displacement peaks in the SF (0.05 – 0.1 Hz) of 10 μm and HF (1 – 50 Hz) of 5 μm also coincided with the timings of the wave overtopping events captured with the video camera.

Cliff-face volume erosion measured over the deployment periods showed that during the extreme events on the southwest coast with cliffs fronted by a reflective beach, the long-term erosion rate was exceeded by over two orders of magnitude (i.e., 113 m³ m⁻¹ yr⁻¹ versus 1 m³ m⁻¹ yr⁻¹) and accounted for over half the total volume loss for the year. On the north coast with cliffs fronted by an intermediate beach, with storms of similar magnitude impacting the coastline, erosion volumes were one and a half orders of magnitude greater than the long term erosion rate (i.e., 16 m³ m⁻¹ yr⁻¹ versus 0.4 m³ m⁻¹ yr⁻¹), thus providing a geomorphic link between energetic cliff-top ground displacements and cliff failure.

In terms of understanding hard rock cliff erosion, this study has emphasised the complexity of these coastal systems. This thesis forms one of the first scaled-approach studies, investigating cliff erosion rates around a rocky coastline; using a variety of techniques and methods of measurement allowing for the detail in these complex processes to be revealed. The variety of factors that influence the rates of erosion means there is no single factor causing cliff erosion; the whole system of the physical interactions must be considered holistically in order to understand their evolution.
This is also the first time that remote (camera) and *in-situ* (seismometer) observations of cliff top ground measurements coupled with wave impacts been accomplished under such energetic wave conditions. Capturing these events during one of the stormiest periods the region has seen in 60 years and comparing the results with processes occurring under *normal* conditions, highlights the role extreme events play in contributing towards coastal cliff morphology. Having recorded microseismic cliff-top motion and captured cliff volume change on this temporal and spatial scale for the first time and determined an effective method of monitoring wave impacts *in-situ*, emphasises how investigation of cliff behaviour is not only obtainable, but paramount to understanding coastal evolution.
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Appendix

Appendix 1 – Point cloud comparison method: M3C2 scales explained

Normal Scale

The normal scale is defined as the scale or distance to which the first point cloud looks for change in the next. In three-dimensional complex surfaces this is complicated by the fact that the surface normal for every point changes according to the surface roughness. If the normal scale is smaller than or of a similar scale to the surface roughness, the orientation will fluctuate strongly and result in an overestimation of distance between the two clouds (Fig 3.7b). The algorithm offers two options, to either choose a uniform normal scale for the entire point cloud or provide a range of normal scales which the algorithm can apply iteratively to the point cloud. Choosing a uniform normal scale, although more efficient for processing, may lead to a surface smoothing effect and may miss changes in surface orientation. By using a gradually increasing normal scale (in this case from 2 m incrementing at 1 m intervals to 10 m) the most suitable scale at which the plane best fits the surface is selected. This scale is selected based on Principal Component Analysis (PCA) of the coordinates of the nearest neighbours of a point \(i\), within a sphere of radius \(d\) (Fig 3.7a). The PCA provides the eigenvector and eigenvalues of the covariance matrix of the three dimensional data within the sphere. The three eigenvalues resulting from the PCA account for the variance within the matrix, ordered by decreasing magnitude. If only the first eigenvalue is considered, this only accounts for the variance in one dimension, and the second, two dimensions. In order to consider the data in three dimensions, three eigenvalues are considered and the proportion of each eigenvalue to the total variance defines how 1D, 2D or 3D the cloud appears at a given scale. The scale chosen is that at which the third component is the smallest, hence the scale normal to the surface of the cliff, with its origin oriented towards the scanner. Performing PCA on a gradually increasing normal scale allows the algorithm to determine the optimum scale when the surface roughness is at its minimum (Brodhu and Lague, 2012; Lague et al., 2013).
**Projection Scale**

The projection scale is essentially the diameter of the base of the ‘cylinder’ that is projected from one cloud to another to estimate surface change (Lague *et al.*, 2013) (Fig 3.7a). The surface distance will only be calculated if this cylinder contains more than 4 points in either point cloud ($n_1$ and $n_2$). For greater statistical significance, Lague *et al.* (2013) stated that the projection scale should be large enough to contain an average minimum of 20 points, but small enough to not degrade the spatial resolution by spatial averaging. On this basis sensitivity analysis was carried out on two consecutive point clouds to determine the optimum projection scale at each site.

**Projection depth**

This is the maximum projection distance to which one cloud is projected onto the next. It is assigned to speed up the calculation and in this case is 4 m. It is unlikely that the monthly difference between the two point clouds will exceed this value.

**Registration error**

This varies for each point cloud according to the accuracy of the georeferenced targets and hence the validity of the point cloud registration. The registration is performed using the point cloud processing software *Cyclone* and a mean absolute registration error is computed according to the root mean squared error of the registered ScanWorld.

Due to computational times and inability to calculate changes for very large data sets (>20 million points) the surface change analysis was initially performed on point clouds reduced from 2 cm resolution to 20 cm resolution. Upon analysis, it appeared that smoothing the surface in such a way was missing out the very changes that were occurring at this scale. A 10 cm resolution was suitable for capturing the surface detail yet allowing for ease of computation.

It is important to use the highest resolution that the software can cope with in order to optimise the changes seen on a surface such as complex topography. In order to do this, the point cloud was halved for analysis in M3C2 and then merged back together for analysis in Matlab.
Distance calculation

Once the appropriate normal scale and projection scales are defined, the intercept of each cloud within the cylinder results in two sets of points, one for each point cloud. The average position of the points in each cloud \((i_1\) and \(i_2\)) is calculated along the normal and the standard deviations of the points \((\sigma_1\text{ (d)}\) and \(\sigma_2\text{ (d)}\)) provides the surface roughness along the normal direction (Fig 3.7b).

Level of Detection – Confidence interval

The algorithm also incorporates a spatially variable confidence interval for each distance calculated. This confidence interval, defined at 95%, determines the measurement accuracy dependant on the registration error \((\text{reg})\) and the surface roughness \((\sigma_1\text{ and }\sigma_2)\) and informs us whether or not a statistically significant chance is detected. This value is provided in the output file of the algorithm, referred to as the Level of Detection\(_{95\%}\) (LOD\(_{95\%}\)) (Lague \textit{et al.}, 2013) (Eqn A1). This then provides us with data that is a) a statistically significant change and b) actual change as opposed to registration error or error due to surface roughness.

\[
LOD_{95\%}(d) = \pm 1.96 \left( \sqrt{\frac{\sigma_1(d)^2}{n_1} + \frac{\sigma_2(d)^2}{n_2} + \text{reg}} \right)
\]

Equation A1

The resultant output from the M3C2 algorithm batch file provides the following data:

- The original coordinates from the core point file and the projected coordinates on the second point cloud
- The distance between the two clouds along the normal vectors \(L_{M3C2}\)
- The upper limit of the confidence interval, the local LOD\(_{95\%}\)
- Whether or not the difference is statistically significant at the LOD\(_{95\%}\)
- The number of points within each cylinder on each point cloud
- The standard deviation of points from the plane thought the point cloud (surface roughness)
Appendix 2 – Seismic transfer function correction

The transfer function used to determine the instrument output correction values was calculated using the poles and zeros provided in the instrument manual (Nanometrics, 2011).

Table A2a: Poles and Zeros for transfer function for Trillium Broadband Seismometer

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter</th>
<th>Nominal values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_n$</td>
<td>Zeros</td>
<td>0</td>
<td>rad/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-434.1</td>
<td></td>
</tr>
<tr>
<td>$p_n$</td>
<td>Poles</td>
<td>-0.03691 +/- 0.03712i</td>
<td>rad/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-371.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-373.9 +/- 475.5i</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-588.4 +/- 1508i</td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>Normalisation factor</td>
<td>8.184 x 10^{11}</td>
<td>(rad/s)^4</td>
</tr>
<tr>
<td>$f_0$</td>
<td>Normalisation frequency</td>
<td>1</td>
<td>Hz</td>
</tr>
<tr>
<td>$S$</td>
<td>Ground motion sensitivity at $f_0$</td>
<td>749.1</td>
<td>V s/m</td>
</tr>
</tbody>
</table>

These values are used as inputs for the Matlab ‘zpk’ function to define the transfer function according to the equation

$$F(s) = S \cdot k \cdot \prod_{n}(s - z_n) / \prod_{n}(s - p_n)$$

Equation A2a

where

$$k = \left| \prod_{n}(i2\pi f_0 - p_n) / \prod_{n}(i2\pi f_0 - z_n) \right|$$

Equation A2b

The inland seismic data were corrected using the same method. The instruments are different models and therefore their output responses also differ. The poles and zeros used to correct the inland seismic data are provided in the table below (BGS, 2014).

Table A2b: Poles and Zeros for transfer function for BGS Seismometer

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter</th>
<th>Nominal values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_n$</td>
<td>Zeros</td>
<td>0</td>
<td>rad/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-161</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-108</td>
<td></td>
</tr>
<tr>
<td>$p_n$</td>
<td>Poles</td>
<td>-0.01815 +/- 0.01799i</td>
<td>rad/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-173.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-196.0 +/- 231.0i</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-732.0 +/- 1415.0i</td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>Normalisation factor</td>
<td>2.3132 x 10^9</td>
<td>(rad/s)^4</td>
</tr>
<tr>
<td>$f_0$</td>
<td>Normalisation frequency</td>
<td>1</td>
<td>Hz</td>
</tr>
<tr>
<td>$S$</td>
<td>Ground motion sensitivity at $f_0$</td>
<td>749.1</td>
<td>V s/m</td>
</tr>
</tbody>
</table>
Appendix 3 – ‘Apparent’ horizontal ground motions from seismometer deployments

Figure A3a: Apparent cross shore and alongshore cliff top and inland seismometer velocity and energy (PLV1)
Figure A.3b: Apparent cross shore and alongshore cliff top and inland seismometer velocity and energy (GOD)
Figure A3c: Apparent cross shore and alongshore cliff top and inland seismometer velocity and energy (PLV2)
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