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ABSTRACT.

This programme o+ research, involving seven
experiments, investigates Evans’ (1980a; 19280b) revised version
of the Dual Process theory ot reasoning (Wason and Evans,
19275). A Type 2 process 15 characterised as verbal-rational and
a Type 1 process as nan-verbal and non-logical. Evans links the
processes to two statistical components of observed reasohing
performance. The Type 1 process reflects non-logical response
biases and the Type 2 process reflects attention to the logical
hature ot the task.

Six experiments employ a concurrent articulation
(with or without a short-term memory load) methodology devised

by Baddeley and Hitch (1974) +for investigating their Working
Memor:y model. Four experiments apply this technique to

conditional reasoning tasks 1in an attempt to disrupt the verbal
Type 2 process.
Some weak evidence +or the revised Dual Process

theory 1s +ound. There 1s a tendency, marked 1n only one
experiment, for concurrent articulation to inhibit logical
pertormance, whilst having little effect on response blases.

Unexpectedly, articulation conditions (without memory load) are
characterised by ftaster responding than silent conditions.

The results are inconsistent with Hitch and
Baddelevy’s (1976) data and several features of their Waorking
Memory model., Two further experiments repeat and extend their
work. A number o+ important theoretical implications are

discussed in the light ot recent revisions to their theory (eg.
Baddeley, 1%983).

A possible connection is drawn between Type 1 and
Type 2 processes and dual memory codes (Paivio, 197135 1983) and
thought systems (Paivio, 1975) ot a verbal and visual nature.
The hypothesis that Type 1 processes may be associated with

visual mechanisms is tested by introducing a factor into three
experiments to induce use of a visual code. This does not

atfect the Type 1 process but facilitates logical performance.
These results are discussed in relation to the revised Dual
Process theory. An explanation in terms of a recent tricoding

model for processing of pictures and words (Snodgrass, 198053
1984) i1is suggested.
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INTRODUCTION
There are many different routes to the study o+ human
psychology. The cognitive approach can be distinguished +from

others quite readily. Cognitive Psychology can be defined as

"the scientific analysis of human mental processes and memory
structures in order to understand human behaviour” (Mavyver,
1981, pl). Whilst Behaviourists banished the notion of mental

experience or of any unobservable events 1n their explanations

of behaviour, the cognitive approach places emphasis on the

analysis of mechanisms underlying behaviour in order to explain
that behaviour. However, cognitive processes should only be
postulated i+ they can lead to testable predictions about
observable behaviour.

Cognitive psychology adopts an information processing
model 1n 1ts approach to understanding behaviour. In this model
the human béing 1s viewed as a processor of 1ntormation
somewhat analogous to a caomputer. Input information enters
through the senses and a number of mental operations are
pertormed on it, thus changing 1t, until an output 1S
generated. The information processing model 1s concerned with
the cognitive operations, such as coding, storing, retrieving
and transforming input information, which are employed 1n any
given situation. Testable predictions about the latency or
hature of responding to particular kinds of input are made
according to the specific operations which are postulated
during the processing stages.

This thesis adopts a cognitive approach to the study
of thinking. Whilst Behaviourists may conceive of thinking as

subvocal speech (eg. Watson, 1939), it is viewed by cognitive

rJ



psychologists as a form of information processing which

mediates between stimulus and response. In the present case,
the main focus of attention will be on that aspect of thinking
known as reasoning, mainly conditional reasoning. Until
recently this +i2ld has been somewhat 1solated from many ot the
mainstream issues 0O+ concern in caognitive psychology. In the
study oOf conditional reasoning considerable attention has been
pald to the role of logic and the implications of reasoning
research for rationalistic e2xplanations of behaviour. Although
these are 1nteresting matters, the present research focus will
lie elsewhere,

In the psychology of thinking dichotomies seem toO
abound. As Neisser (1963) observes, thought processes have been
divided into two or more sorts by several distinguished
‘theorists. Examples include the distinctiaons between:
productive and blind, creative and constrained, autistic and
realistic, primary process and secondary process, i1intultive and
rational, and multiple and sequential thought. Since Neilisser’'s
article, further dichotomies have arisen, for example between
visual and verbal t hought processes (eg. Paivio, 1973). The
present researth investigates the cognitive mechanisms
underlying reasoning performance. It is mainly concerned with
the experimental investigation of the Dual Process theory of
reasoning (Wasaon and Evans, 1975; Evans and Wason, 1976). In a
revised form, (Evans, 198ga; 1%980b), it postulates reasoning
processes o0t a verbal and non-verbal nature. These processes
are linked to two orthogonal statistical components which
account for performance on conditional reasoning tasks.

In order to assess the revised Dual Process theory ot



reasoning, the research reported here employs competing task
methodology. As we shall see, such techniques are regularly
used 1n cognitive pswvchology although they are not without
critics. In essence the 1dea 1s that i+ two tasks require the
use o 8 common mechanism then they will compete for its use,
with consequent interterence. In the present context, 1 a
concurrent verbal task 1s performed by a subject engaged 1in
conditional reasoning then we might expect the interference to
be restricted to the verbal process leaving the non-verbal
process relatively undisturbed. This kind of selective
interterence should be retlected in the performancg data i1f the
revised Dual Process theory is correct.

However, this project 1is also concerned with matters
ot relevance to the study o+ memory, imagery and more general
cognitive theory. Reasoning is a complex, high-level cognitive
process. It necessitates interaction between many lower-level
processes inhvolved in the comprehension, representation and
manipulation of symbolic intformation in a working memory
system. The exact nature of those processes and the
representations on which they operate is of considerable
interest in cognitive psychology. Also ot interest is the
current, unresol ved debate between theorists who postulate a
functional role for mental imagery in cognition and those who
view imagery as an epiphenomenon resulting from a more abstract
propositional representation. In this thesis an attempt 1s made

to narrow the gap between research on reasoning and research on

1ssues aof more general 1nterest,



The Layout of this _Thesis.

This thesis 1s divided into three major sections.
Section One contains three Chapters which review various
theoretical areas of particular relevance +to the project.
Chapter 1 concentrates on the general l1ssues and paradigms
involved in conditional reasoning research and introduces the
Dual Process theory of reasoning. Chapter 2 relates this theory
to other research concerning the nature of coding processes in
high-level cognition. In Chapter > theoretical and
methodological issues are considered and a current theory of
Working Memory is introduced. Section Two contains three
chapters describing seven original experiments, Section Three
contains two chapters which discuss the interpretation of the
experiments in the light of the Dual Process theory and other

literature caonsidered in the review.
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CHAPTER 1

L e R R L T - —

This chapter will survey the psychological literature
concerning conditional reasoning. In order to assist our
understanding of this 1literature, a brief description of
relevant aspects of the propositional calculus of logic will be
given initiallvy. Following this a number Of °© experimental
paradigms which. have been used to study conditional reasoning
will be outlined and several psychological studies which have
utilised each of these will be reviewed. Theoretical approaches
to the study of reasoning will be considered and one particular
approach, arising from this research, which postulates dual
thought processes 1n reasoning will be evaluated. Finally,
recent moditications ¢to this theory characterising discrete
verbal and non-verbal thought processes will be described.

PROPOSITIONAL LOGIC AND CONDITIONAL SENTENCES

Logic 1s defined by Copi (1982, pI3) as "the study of
the methods and principles used to distinguish good (correct)
+trom bad (incorrect) reasoning’, He distinguishes this from
the science of reasoning’ which is part of the psychologists’
domalin. Reasoning 1s a particular sort of thinking in which
inference takes place. Copi (1982, pS) deftines ’inference’ as
"a process by which one proposition is arrived at and atfirmed
on the basis of one or more other propositions accepted as the
starting point opf the process”". The validity (or correctness)
o+ an inference is determined by examining the logical

relationships between the propositions at the start and end

points of the inference process. A proposition 1s either true



or false. Unlike questions, commands and exclamations, only

propositions can be atfirmed or denied, or judged to be either
true or false.

A conditional sentence of the +form "1+ 1t 1s red
then 1t is a ¢triangle’ asserts a relationship between two
propositions., One proposition (it 1s red’) l1s contained 1N
the antecedent clause ot the sentence, whilst the other (it is
a triangle’) 1s contained in the consequent clause.

When considering propositional arguments, it is often
convenilient to strip sentences of their particular content in
order to lay bare their logical form. " When this is done it is
conventional to substitute single letters (eg. p, g, r) for
particular propositions. Consider the particular sentence: I+
it 1s red then it 15 a triangle’,. The antecedent proposition
can be replaced by the letter P’ and the consequent
proposition by the letter 'qQ’ . We are then lett with the
conditional assertion: I+ p then q’. Any logical inference
derived from this argument will be valid (1e. consistent with
the laws oOf logic) no matter what particular content 1s
substituted for the propositions ’'p’ and 'q’.

In standard logic the principle of bivalence 1S
assumed and thus propositions are either true or false. In this
system the <fundamental ope2ration of negation always revarses
truth value. Thus i+ the proposition p’ is true, then its
negation 'not p’' is false. The converse of this argument also
holds such that if ’p’ is false then ’not p’ is true. In actual
usage, however, the principle of bivalence may be considered

l1nadequate and, as will be illustrated later, a third truth

value o+t 'irrelevant’ or 'indeterminate’® 1s required,



In standard logic, an analysis_of the sentence I+ P

then g.°’ will reveal that four possible contingencies can be

defined depending upon the combinations of truth value of the

two propositions. This is i1illustrated below in Table 1.1 .
Proposition Truth Table Case

D Q Motation

True True TT

True False TF

False True FT

False False FF

Table 1.1 . The four possible combinations of truth value of

two propositions used in standard logic and their notation.

In order to assess the validity of arguments arising
from a cangitianal rule, it is essential to assign a truth
value to each of the four truth table cases that can be derived
tfrom 1t. Unfortunately the interpretation of a conditional
sentence is not entirely c¢clear-cut and four possible truth
tables have been assigned to it. Which of these 1s deemed
appropriate for a linguistic circumstance will depend upon the
particular content of the propositions and upon the context in
which the conditional is used.

Logicians have distinguished Material Implication and
Material Equivalence relationships. In the former relation, p
implies qQ which means that p could never be observed without q.
The relationship is false when p is true and g is talse, and 1s

true otherwise. The Material Equivalence (or bili-conditional)




relationship means that p 1mplies q and also the converse, g

implies p. Therefore the relationship will be true when both p
and qQ are true or when both p and q are false, otherwise the
relationship 1s false. The truth tables for Material

Implication and Material Equivalence are shown in Table 1.2

Truth Value Truth Value Truth Value of If p then q’.
ot p of Q M. I. M. E.
True True True True
True False False False
False True True False
False False True True
Table 1.2 . Truth Tables showing Material Implication (M.I.)

and Material Equivalence (M.E.) for the rule If p then q’.

Although logicians often use statements such as I+ p
then q’ to denote implication, various other linguilistic
possibilities exist for this relation. Amongst these are 'q i+
pP’, 'whenever p then q', ’'never p without q’. Although formally
equivalent to each other, these may well entail very different
psychological interpretations. Logicians suggest that the
sentence ’1If p and only 1f p then g’ should be used to denote
material equivalence. However, in common usage, the abbreviated
torm I+ p then Q’ is usual in both circumstances and semantic
tactors are used to aid precise interpretation. For 1nstance 1t
1s obvious that the sentence ’'I+f it is a daog then 1t is a
mammal’ does not entail 1ts converse. A mammal may be a dog, a

human or any other animal that suckles its young. However, 1N
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some circumstances, the converse {form of a conditional does
seem appropriate. For 1nstance, the definitional rule "I f a
person has an XY chromosone then that person is male’ would
seem to suggest that 'If a person is male then that person has
an XY chromosone’. With conditional promises and threats (eg.
I+ you mow the lawn then I’1l g9ive you Ffive pounds’) an
equivalence i1is often assumed.

It has been argued by Kneale and Kneale (1962) that
in conditional sentences where the antecedent is false, they
have no application and, as a result, no truth value 1s
appraopriate, This interpretation 1s known as Defective
Implication and goes beyond standard logic’s principle of
bivalence in that a third category of ’irrelevant’ is required
in the truth table. A truth table for Defective Equivalence can
also be derived in which the FF case is considered
irrelevant’. These de+ec§ive truth tables are shown in Table
1.3 . Some experiments which apparently support deftective

interpretations of conditionals will be reviewsd later.

Truth Value Truth Value Truth Value of 'If p then q’.

of p of QqQ D.]I. D.E.
True True True True
True False False False
False True Irrelevant False
False False Irrelevant Irrelevant

Table 1.3 Truth Tables showing Defective Implication (D.I.)

and Defective Equivalence (D.E.) for the rule 'If p then g’.

11




It should be pointed out that 4+or all four truth

tables of the rule I+ p then q’ the rule is true when both the
antecedent and consequent are true (TT case). Also the rule 1S
considered talse 1n all cases when the antecedent is true and

the consequent 1s false (TF case). In other circumstances the

truth value of the rule is seen to be equivocal.

A number of inferences can "be drawn from a
~conditional rule such as ’1If p then q’. These are shown 1N
Table 1.4,
Inferences drawn from Validity
"I+ p then qg” Given Conclude I. E.
Modus Ponens (MP) » Q \/ \/
Denial of the Antecedent (DA) Not p Mot Qq F \/
Affirmation of the Conseguent (AC) » p = \/
Modus Tollens (MT) Not q Not p \/ \V,

Table 1.4 . Inferences which can be drawn from the rule "I+ p

then q’ together with their validity under Implication (I.) and

Equivalence (E.). (V = Valid, F Fallacious).

Under either an Implication or an Equivalence truth
table the inferences known as Modus Ponens and Modus Tollens
are shown to be valid. Modus Ponens infers 'q’ given 'p’. Modus
Tollens infers ’hnhot p’ given ’hot g’. Both of these inftferences
depend upon the fact that the TF truth table case 1s prohibited
(see Table 1.2) and thus 'p’ and 'not q’ cannot occur together
1+ the conditional 1s true.

Under the truth table for Equivalence, the FT case




is also prohibited (see Table 1.2) and hence 'q’ and "not p’

are also not permitted to occur together given the true
conditional "I+ p then qQ". Hence the inferences known as Denial
of the Antecedent (DA) and Affirmation of the Consequent (AC)
are also wvalid wunder an Equivalence truth table. Thus given
"not p’, ’not g’ is interred by DA. Also 9given 'q’, P’ is
inferred by AC.

However under the truth table for implication the DA
and AC inferences are shown to be fallacious. This 1s because
a8 conditional denoting Implication states that ’'q’ must be true
when p’ is true. It does not state that qQ’ cannot also be
true when 'p’ 1s false. Since the validity of the inferences
1s determined from the false truth table cases, they are
unattected by whether or not the truth table 1s defective.

So far we have only considered expressions with
atfirmative constituents. Obviously expressions can be derived
which lncorparate negative antecedents and consequents. A
convenient notation will be adopted by refterring to rules as
AA, AN, NA or NN. These notations describe four possible
combinations of atfirmative and negative antecedents and

conseqgquents in the conditional sentences which are shown below

in Table 1.5 .

Several experiments have manipulated the presence of

hegatives in conditional rules. On occasion these experiments

have wvielded data which have been of considerable theoretical

interest. Some of these will be considered in the next sectian

of this chapter.
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Rule NMotation

I+ p then q. AA
I+ p then not gq. | AM
If not p then q. NA
I+ not p then not g. NN
Table 1.5 . The notation used to describe the four possible
combinations of atfirmative and negative antecedent and

conseqQuent in conditional sentences.

EXPERIMENTAL _STUDIES OF CONDITIONAL REASONING

Two paradigms which have been used in experimental
studies oOf conditional reasoning will be surveyed in this
section. These are.:
a) Interence tasks, and

b) Psychological truth table tasks.

a) Inference

Tasks.

In this paradigm the tendency of subjects to make or
withhold each of the <+our inferences shown in Table 1.4 1is
considered. Generally subjects are presented with a conditional
rule together with a premise which either affirms or denies one
component of the rule. For example, given the conditional rule:

If the letter is A then the number is /,
together with the premise.

The letter 1s A,
the subject might be asked to state what conclusion follows, 1+
any. With the above example, a Madus Ponens inference would
lead to the conclusion that:

The number is /.

Alternatively, the subject might be presented with a

14




conclusion and asked whether 1t necessarily follows <+from the

conditional rule and premise which have been given. Otherwise,
he might be asked to assess the truth value of a 9given
conclusion assuming that the conditional rule together with the
premise which have been presented are true.

1+ humans reason strictly in accordance with the
principles ot formal logic, a position advocated by Henle
(1962) , then we might expect their responses to such problems
to reflect their interpretation of the conditional sentence. On
the one hand, given a Material Implication interpretatiaon,
subjects might be expected to endorse MP and MT as valid but to
reject DA and AC as fallacious. Whereas, on the other hand,
given a Material Equivalence interpretation, they would be
expected to endorse all four 1nterences as valid. Table 1.4

i1llustrates these points. Grndp data might be expected to

reflect both these interpretations and thus MP and MT should be
consistently endorsed whereas DA and AC should be endorsed at
some level between g% and 190%, according to the praoportion of

subjects adopting a Material Eguivalence -interpretation.

Several experiments concentrating upon atfirmative
conditionals have shown that, with adult subjeCts, MP and MT
inferences are usually endorsed and DA and AC are endorsed more
trequently than not (see Wason and Johnson-Laird, 1972 Evans,
1982). Such data has sometimes led to the conclusion that most
subjects interpret the conditional as an equivalence.

Let us consider the data from three experiments
summarised by Evans (1982). The data shown 1n Table 1.6 give

the percentage o0of adult subjects endorsing each of the four

inferences in three separate studies.

15




Studyy Inference

MP DA AC MT
Taplin (1971) @2 = o7 &3
Taplin 8 Staudenmavyer (1273) @2 82 24 87
Evans (19773) 194 6% 2D 78
Table 1.6 . The percentage of subjects endorsing each of the

four interences +or an affirmative rule: ’If p then qQ’. (Data

+rom Evans, 1982, table 38.1).

Taplin (1971) looked at the consistency with which

subjects made each of the four inferences over a long series of

thematic problems. Although only 45% of his subjects were
consistent 1n their response, he +tound a tendency +for all +ounr
inferences to be made. He concluded that the conditional rule
was most usually 1nterpreted as a biconditional having a truth
table for Material Eqgquivalence.

Taplin and Staudenmayer (1273, experiment I)
replicated the Taplin (1971) study using abstract materials but
with a higher degree of consistency. Evans (1277a) has reported
data for affirmative rules which also fi1t the same general
pattern of results. However, as will be seen, the conclusion
based upon this pattern of data - that subjects generally
interpret the conditional rule as an equivalence - 1s not

necessarily justified.

A second experiment was performed by Taplin and

Staudenmayer (1973, experiment 2) in which a slight procedural
difference was 1ntroduced. Subjects were presented with a
16
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conditional rule relating to the combinations of letters of the

alphabet which were permissible together. They were also given
a premise affirming or denying one component of the rule.

In the first experiment subjects were asked ¢to
evaluate the conclusion as either ’true’ or 'false’ - yielding
the data shown in Table 1.6 . In experiment I1I, however,
subjects had the choice of three conclusions; ’'always true’,
'sometimes but not always truse’ and ’hever true’ (the word
"false’ was used for hal¥ of the subjects, but this had no
intluence on the data). Although no specitic data are recorded,

Taplin and Staudenmayer report a much lower frequency of DA and

AC inferences. The pattern was more consistent with an
interpretation of the rule as Material Implication.

Obviously such a dramatic difference 1n results
emanating from such a slight change in procedure emphasises the
danger in extrapolating from single paradigms. However, a
plausible explanation is offered by Evans (1978). He suggests
£hat, with abstract materials such as those used by Taplin and
Staudenmayer, thera2 is no semantic basis to assist subjects 1n
their interpretation of conditional rules as being equivalence
or implication. When a less committal response category
('sometimes but not always true’) 15 introducéd, this 1S
selected as an expression of this ambiguity. In a forced choice
situation subjects opt for an equivalence interpretation on DA
and AC.

There are further considerable difficulties +for the
interpretation of reasoning experiments which follow from the
introduction of negative components into the rules. In Table

1.7 the four conditional i1nferences tor rules involving

17




negative components are summarised.,

Rule Inference

AA - q P q q P q p
NP 9 P 9 g p q P
MA P q = q q - P q P
NN P q P q q [ q p
Table 1.7 . The four conditional inferences for rules involving
negative components. ( p = not p, g = not g ).

Evans (1972b) required subjects to construct

falsitying and verifying cases for each of the four rule types.

He noted how, when AA rules are used alone, particular

1 nferences become associated with el1ther affirmative or

negative conclusions. The acceptance or rejection rate of each

inference type could well be atfected by this difference. By

using each rule type, the extent to which each 1nference

produces affirmative or negative conclusions can be balanced.

For instance, Table 1.7 shows that an MP inference 15

associated with a negative conclusion for AN and NN rules but
with an affirmative conclusion for AA and NA rules.

Evans (19/72c) required subjects to make 1nterences
from rules defining which letters were allowed to be pailired
with which digits in imaginary letter-number pairs. Only MT and
AC problems were studied in this experiment. The following 1S

an example of one of the problems used:

18



Given.: 1) I+ the letter 1s not G then the number 1s <.
2) Not ¢
Conclusion.: Not G, Indeterminate.
The correct answer here 15 g C (a wvalid Modus Tollens

inference),

the

then the correct

the choice

+allacious AC

"Not G’ would indicate susceptibility to
inference. I+ the minor premise had been ’'9°

responss would have been >Indeterminate’.

Table 1.8 presents the percentage of valid MT and fallacious AC

inferences made with each rule type.

Rule Inference
MT AC
AA @1 32
AN 75 35
NA 38 61
NN 91 55
Table 1.8 . The percentage of valid MP and fallacious AC
inferences made with each rule type. (Data <from Evans, 1972cC
experiment 1, table 2).

Signiticantly more MT and less AC inferences were

made on rules having affirmative antecedents. Thus subjects
atfirmed significantly more negative conclusions. Pollard
(1979) suggests the following as three possible alternative

interpretations of these data:

1) A response bias producing a preference for negative

conclusions,

2) The greater confusion of NA and NN rules produces more

19



erroneous responses,

3) NA and NN rules tend to be interpreted as expressing
Equivalence (I+ and only 1f not p then q) rather than
implication. In this case the AC inference would be valid.
However, Evans (1977a) has also shown that the
pattern of response to each of the four inferences is affected
by the manipulation of negative components 1n the rules. 1In
this study subjects were required to evaluate each of the four
inferences. That 1s, given the major and minor premises, thevy
had to decide whether a 9given conclusion followed. The

systematic effects aof negatives are shown in Table 1.9.

Rule Intference
MP DA AC MT
AA §%1% 62 73 Z2
AN 199 12 31 Sé
NA 1909 o9 S1 12
NN 199 19 81 25
Table 1.9 - The percentage frequency with which each
inference was made for each rule type. For clarity, decisions

which entailed the acceptance of a negative conclusion have

been underlined. (Data from Evans, 1977a, table II)

Evans’ data shows that the frequency of all

intferences (except Modus Ponens which was smothered by a
ceiling effect) varies significantly as a function of
introducing negative components. As Pollard (1979) concedes,

these data suvggest that subjects are biased towards negative



conclusions. Both of his alternative explanations would predict

more DA responses on rules having negative antecedents and this
was clearly not the case. However, the 1990% correct acceptance
of the MP inference emphasises the strong tendency to respond
in accordance with the logic ot the problem.

Studies of inference patterns, such as those outlined
in this section have sometimes been considered as indirect
measures of truth ﬁables. Several authors have attempted to
classity subjects as having a truth table for implication (when
MP and MT inferences are made and DA and AC are withheld) or
for equivalence (when all four intferences are made), (eg.
Taplin, 19713 Taplin & Staudenmayer, 1973; Staudenmavyer, 19735;
Marcus and Rips, 1279). However this sort of approach can only
be justified if we accept the view that people reason lagically
given their particular interpretation of the rules. The work of
Evans (1972b; 1972c; 1977a) illustrates that the frequency with
which subjects respond to conditiongal i1nference problems 1s
distorted by a response bias producing a preference for
negative conclusions.

It should be plain that the classitication of
subjects as possessing a particular truth table must take 1nto
account the consistency with which they conform to that
particular truth table. It has already been noted that only 43%
of Taplin’s (1971) subjects were consistently truth-functional
(ie. consistent with some kind of truth table) in the1ir
reasoning. Taplin and Staudenmayer (1973) found about 8% of
subjects were consistent. In both these studies the majority
were classi1fi1ed as 'eqQquivalence’, However, in Taplin and

Staudenmayer’'s second experiment when a third response choice



Oof ’sometimes true (or false)’ was added to the usual >true’
and false’ options, only 50% were truth-functional and the
majority of these were classified as "implication’. As Ewvans
(1982, P136) notes, quite apart +from the "unimpressive”
proportion of truth-functional subjects, the method of testing
a3 subje;t‘s inferences should not influence their
interpretation of the rules. He also shows how the inclusion of
an indeterminate choice 1S logically necessary 1n certain
circumstances. For instance, consider the problem below:
Given: 1) I+ the letter 1s H then the number i1s 7
2) The number 1s 7

Conclusion.: The letter i1s H.

Assuming the truth of the premises, it is not possible to
determine the truth of the conclusion in the above AC
syllogism. Thus studies which have not allowed an indeterminate
option are clearly somewhat lacking.

Staudenmavyer (1975), who included an ’'indeterminate’
option, found 78% consistency with abstract, context-free
materials but only 5S54.5% with concrete materials. Marcus and
Rips (1979) claimed that the majofity (S52.3%) o+f their
subjects’ responses to conditional inferences in a variety of
contexts (whilst including two and three choice response
formats) were logically contradictory in the sense that no
single truth-function could account for them. It 1s surprising
that even with such low consistency levels, and it should be
stressed that neither Of these studies required absolute

consistency, these authors still considered it worthwhile to

classify their subjects into two types: those who interpret



conditional rules as ’'equivalence’ (biconditional) and those
who interpret such rules as implication’ (conditional).

In any case, Evans (1982) points out that if subjects
do consistently conftorm to a particular truth table, they are
not necessarily using it. Some subjects may appear to be

consistent by chance and others could be induced by non-logical
factors to appear consistently truth-functional. These
experiments can serve to illustrate that it is of paramount

importance to +fit the theory to the data rather than i1gnore

data which does hot fi1t a particular theoretical

interpretation.
b) Psychological Truth Table Tasks.

The majority of authors referred to truth tables as
either Implication or Equivalence and did not have any means of
differentiating between non-defective and defective truth
tables which were mentioned in the .introductinn to this
chapter. However, Wason (1966) suggested that subjects have a
Defective Implication truth table (TF??) for a conditional rule
(see table 1.3). That is, when the presupposition stated by the
antecedent of a conditional is unfulfilled, no association 1s
made and the rule is regarded as neither *Trua’ nor 'False’,
but as 'Irrelevant’., As Wason (1963, p2/74) puts it the
"assumption is that individuals are biased, through a long
learning process, to expect a relation of truth, correspondence
or match to hold between sentences and states of affairs” and
we merely use a proposition or statement that something =

false Iin order to make a deduction.

In a subsequent experiment, Wason (1968) used the



Truth Table Evaluation paradigm to investigate ¢the hypothesis
that subjects have a Detftective Implication truth table for a
conditional rule. In this paradigm subjects are presented with
a conditional sentence together with examples of all four truth
table cases (see Table 1.1) and are required to evaluate the
rule as ’'True’, ’'False’ or "Irrelevant’. In fact, Wason found
that the pattern which most often occurred was that defined as
Defective EqQuivalence in Table 1.3 . This result suggests that
subjects were 1nterpreting the conditional sentence as an
Equivalence (or Biconditional) in this particular experiment.
In support of Wason’s general line oOf argument, when the

presuppositions stated in the rule were unfulfilled (ie. the FF

case) the rule was regarded as irrelevant to the situation at

hand.

Another experiment, reported by Johnson-Laird and
Tagart (126%9), was intended to discover which truth table was
psychologically appropriate +for the Implication relationship.
They concentrated upon four alternative linguistic torms in
which 1implication could be expressed:

1) I+ p then q.

2) There isn’t p, i1if there isn’t q.

3) Either there isn’t p, or there is g (or both).
4) There is never p without there being q.

It was expected that, if Wason’s original hypothesis
was correct, sentence 1) would be considered ’Irrelevant’ when
the antecedent was false. Also sentence 2), which 1s derived
tfrom the contrapositive I+ not q then not p’, would be

considered 'Irrelevant’ when 'qQ’ is true. However, sentences J)

and 4), which are not conditional sentences, would be less
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likely to elicit ’Irrelevant’ judgements and more likely to

produce the truth table for Material Implication (see Table
1.2).

Subjects were presented with examples of each of the
tfour basic sentence types which expressed relationships between
particular letters and numbers which could appear on the left-
and right-hand side respectively of cards. A pack of cards with
examples of all four truth table cases were given to the

subject to be sorted into one of three categories: "True’,

"False’ or "lIrrelevant’,., The ’p’ and ’'q’ terms were falsified
in oOone of three different ways which, although logically
equivalent as falsifications, might not be psychologically
equivalent, Either an alternative letter (or number), or a

geometric shape or a blank was used.

The authors did not report any differences between
the three alternative ways ot presenting false terms. It was
tound that for sentence 1) (I+ p then q), the most usual

pattern of responding contormed to a truth table for Defective

Implication, in accordance with Wason’s (1966) ariginal
prediction. It was also found that, to a lesser degree,
sentence 4) (There is never p without there being q) was most

commonly interpreted as Defective Implication. However for the
other sentences a wide range of responses was given. In
summary, it was found that AA conditionals were most frequently
interpreted as Defective Implication but also the linguistic
form of the sentence used had a dramatic effect on the
interpretation even though all sentences have the same truth
table 1n formal logic.

It was suggested by Evans (1972b) that Johnson-Laird
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and Tagart, Ey giving the ’'Irrelevant’ category as a possible

choice to subjects 1n theilir experiment, had introduced a strong
demand characteristic +or 1ts usage. Evans decided to utilise
an alternative procedure 1n order to check this possibility. He
presented subjects with a series of abstract conditional rules
concerning the relationships between various coloured shapes.
An example of one such rule 1s:

If there is a red triangle -on the left

then there 1s a green square on the right.

Subjects were also presented with an array of
coloured shapes. Their task was to construct as many veriftying
and +falsiftying cases of the given rules as possible. Since the
procedure was exhaustive, Evans could i1nfer that any logical
cases which were not constructed were irrelevant. Another
important innovation introduced in this experiment involved the
manipulation of negative components 1N the rules. Al though
Johnson-Laird and Tagart had used negatives in some of their
rules, all o+ the sentences expressed the same logical
relationship (p implies q? and so the truth and falsity of
components was confounded with affirmation and negation. By bhis
procedure, Evans ensured that "overall the e%fect of instances
matching (affirming) or mismatching (negating) values named 1n
the rules should cancel out®” (Evans, 1972b, pigad). This 15
illustrated 1in Table 1.19 .

It can be seen from Table (.19 that each of the four
possible matching cases (pq, pqg, Eq, EE) appears just once for

each of the rules but they are mapped differently onto each ot

the logical cases (TT, TF, FT, FF).
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Rule lLogical Case

TT TF FT FF
AA pq PG Pq Pq
AN pPg Pq Pq Pg
NA Pqg PT PQ Pq
NN Pq PQ PQ pg
pg = double matching case PG = single mismatching case
pPpg = single mismatching case pPg = double mismatching case.
Table 1.19 . The combinations of affirmed and negated values

constituting the four logical cases of the conditional rules.

The results of Evans’ study are shown in Table 1.11

pooled over the four rules.

Logical Case Classification
True False Irrelevant

TT 9 %] 1

TF 3 80 17

FT 14 >3 52

FF 33 23 44

Table 1.11 . Percentage frequency of construction of the four
Logical Cases summed across the four Rules. N=24., (Data from

Evans, 1972b. Table from Evans, 1982, table 8.3 - 1,a).

It can be seen from Table 1.11 that the modal

responses, when pooled over the four rules, support the



prediction of the Detective Truth Table. This data can also be

analysed according to matching case summed across the four
rules. Since each matching case appears equally often for each
logical case, any effect of this can be said to be non-logical.

The data are arranged in this way in Table 1.12 .

Matching Case Classification
True False Irrelevant

P g 34 o2 14

pq 41 33 26

Pq 49 27 33

PQg 34 25 41

Table 1.12 . Percentage frequency of construction of the four
Matching Cases summed across the ftour Rules. N=24. (Data from

Evans, 1972b. Table from Evans, 1932, table 8.5 - i,b).

It can be seen that the percentage frequency of
'Irrelevant.’ i1tems (ie. items not constructed) increases as the
hnumber of mismatches increases. Evans referred to this tendency
to prefer to cnnétruct those values hamed 1 N the rule as
'Matching Bias’. Its discovery emphasises the weakness of other
studies of deductive reasoning which, in concentrating their
attention on affirmative rules, have confounded such a factor
with the truth and falsity of a rule'’'s components. Evans
(1972b) managed to measure a three-value psychological truth
table without mentioning the concept of 'Irrelevance’ to

subjects and, as a consequence, he has avoided the criticism of

a resultant demand characteristic.



In a succeereding study, Evans (1975) replicated his

earlier results wsing a Truth Table Evaluation Task in which
three possible choices were available to subjects. In this
study two linguistic forms were used for the rules:
1+ p then q,
and p only 1+ Q.
These were referred to as IT and OI conditionals respectively.
Whilst these rule forms are logically equivalent, the

distributions ot responses to them differed slightly, as can be

seen from Table 1.13

lLogical Case Linguistic Form
IT 01

True False Irrelevant True False Irrelevant
TT 8% - & 82 2 16
TF 4 81 S 11 58 39
FT 12 29 o2 13 S/ 39
FF SO 11 S7 44 16 237
Table 1.13 . Percentage frequency of evaluation of the +four

Logical Cases summed across the four Rules for Linguistic Forms

of the conditional. N=43. (Data from Evans, 1975, table 1).

As can be seen, for the IT Form the data is very

similar to that presented in Table 1.11 which resulted from the
Construction Task. However, the modal responses to the 0OI Form
correspond to a *TFFT’ Truth Table which is the truth table tfor
Material EqQquivalence (see Table 1.2). The same data 1S

presented, analysed according to 'Matching Bias’' summed across
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the four Rules in Tabtle 1.14,

Matching Case Linguistic Form
IT O1I

True False Irrelevant True False Irrelevant
pq 42 42 17 41 26 S
P q 39 32 28 43 38 14
pPq 349 3D 39 32 26 42
pPg 32 18 59 29 14 S7
Table 1.14 . Percentage frequency of evaluation of the four

Matching Cases summed across the four Rules for Linguistic
Forms of the conditional. N=48. (Data from Evans, 19795, table

1).

It can be seen that, for both rules, a similanr
tendency 1is present for ’'Irrelevant’ responding to increase as
the number of mismatches increases. This tendency replicates
that found by Evans (1972b) in the Construction Task. Thus it
appears that the effect of ’Matching Bias’ generalises to an
alternative task and i1is not restricted simply to an Yi4 p then
Q' ftormulation of the conditional rule.

Anotﬁer study by Evans and Newstead (19//7) measured
the latency of responding, -as well as frequency of response, 1n
a Truth Table Evaluation task. They were testing the
psycholinguistic hypothesis that, although IT and 0OI forms can
both be used to express Material Implication, the IT +form is

more natural when the antecedent event temporally precedes the

consequent event and the 0Ol form 1S more natural when the
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consequent event precedes the antecedent event. Evans and
Newstead presented subjects with an IT or OI rule (relating to
the order cf presentation of two letters) on one field of a
three-field tachistoscope. Subjects were required to push a
button to display the rule on the screen and a second button
push 1ndicated that they had understood the rule and were ready
to perform the reasoning task. This interval 1S the
Comprehension time. Following the second key press, two capital
letters were presented one after the other (for one second
each) on the remaining two fields of the tachistoscope. The
subject was required to decide whether the pair of letters
'conformed to’, ’'contlicted with' or was irrelevant to’ the
rule and to indicate their answer by pushing the appropriate
response key. The 1nterval between the second and third button
presses was the Verification Time. Although temporal order did
not significantly affect the nature of the responses made, the
latency data confirmed that both types of conditional sentence
were processed faster when their linguistic directionality was
congruent with the temporal order of the events they described.

Their data also indicated a tendency for
Comprehension and Verification latencies to increase as
negatives were introduced into the rules. The effect of
hegatives 1ln each component was additivé. Veritication
latencies also increased for the more complex Truth Table Cases
with the overall order being: TT < TF < FT < FF. In line with
previous studies (Evans 1972b, 1973), Evans and Newstead
reported that ULogical and Matching tendencies were present.

There was an overall Logical tendency to regard the TT’ case

as "True’ and the 'TF’ case as 'False’ and the eftfects of
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'Matching Bias’ were weakest on these two cases. Evans and
Newstead account for this 1n terms of "some form of competition
between the two tendencies” (Evans and Newstead, 1977, p2390) -
a point to which I shall return in the next section.

The Evans and Newstead (1977) study was novel in that
it measured latencies on a task known to produce large
variations 1n response frequencies. Their latency data provided
additional useful information which helped 1N the
interpretation -Df their results,. Although the response
frequency data did not show any effect of psycholinguistic
temporality, significant ettfects were demonstrated 1N the
Comprehension and the Verification latencies. They considered
the distinction between Comprehension and Verification periods
to be particularly important. The Comprehension Time measure
was considered useful "for distinguishing interpretational from
operational factors”" - see next section - 1n that Comprehension
latency can be "regarded as a ’pure’ measure of interpretation
in that 1t is measured prior to the commencement of any
reasonhing operations”". Verification Time is harder to interpret
"owing to the concurrent variations in response frequency”
(Evans and Newstead, 1977, pa8l). However, in this study,
Verification Latency was found to reflect Interpretational
Factors, for example relating to negatives in the rules, but

also revealed the effects of Truth Table Case which clearly

arose in the Operational Stage.

In this section several important experiments,
performed in two major reasoning paradigms, have been
discussed. The effects of linguistic features were shown and
various response blases were revealed. At this point 1t =
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appropriate to consider the range of theoretical

interpretations which have been developed to account for data

such as these.

THEORETICAL INTERPRETATIONS OF REASONING DATA.

As Evans (1972a) noted, 1in many reasoning experiments
the arbitrary criterion aof correctness as provided by the rules
of formal logic has been used. This is insuftticient to explain
adequately the observed Eehaviour which constitutes
experimental results because it entails the assumption that
reasoning problems are perceived and solved by the subject 1n
the same sort o+ manner 1n which the? are conceived by the
experimenter - as logical praoblems. He claims that
psychological factors quite unconnected with logic have often
been ignored and, as a consequence, results have been
misinterpreted and faulty theories have evolved.

Evans (1972a) has distinguished three types o+f
theories of reasoning including logical, illogical and
non-logical. Each of these will be considered in relation to
propositional reasoning. Perhaps the main proponent of a
logical theory which I will consider is Mary Henle (1%962). She
proposed that reasoning essentially follows the laws 5+ logic
and that mistakes occur only when subjects misinterpret the
given problem. Her claims were based on a selective analysis of
the protocols of subjects who were given thematic syllogisms to
solve. Specifically, she claimed that errors occurred due to
premises being omitted, incorrectly interpreted, additional
premises being added or to a failure to accept the logical
task. Her theory led to a rationalist revival in the

psychological literature emanating mainly from the USA (eg.




Staudenmayer, 1975).

An effective challenge to Henle’s position has been
made by Evans (1972a). He points out that there are two types
of factor which are likely to influence a subject’s behaviour
in reasoning experiments. One of these factors relates to the

subject’'s comprehension of the sentence forming the rule and is

referred to as an interpretational factor. In addition "task
variables’ should be distinguished. These refer to "the
influence of certain operational requirements of the task which
act independently of the subjects’ interpretation of the
sentences” (Evans, 1972a, p3/76) and are referred to as
operational variables. Two striking examples of operational
variables were discussed previously. One, pertaining to the
preference for negative conclusions, was ftound 1n the inference
task. Since 1t 1s not limited to one kind of inference nor
lndeed to conditiﬁnals (Roberge, 1976, finds a similar efttfect
with exclusive disjunction) i1t is referred to as an operational
rather than an interpretational +tactor. The other notable
example is that of 'Mateching Bias’ which was discussed 1n
relation to the truth table paradigm and which also generalises
over different reasoning tasks and rule formulations (Evans,
1972b, 19757 Evans and Lynch, 1973).

In assessing the rationalist viewpoint we should

consider the consistency of subject’s solutions to given

problems. Staudenmaver (1975, p78), for instance, writes that,
according to Henle and her +followers, "once an individual
accepts the most plausible interpretation +for him, the
evaluations follow consistently and logically”. In +fact the

studies reviewed 1N the previous sections of this chapter
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showed that such interpretations are far from Consistent,
particularly when abstract materials are used. In addition it
has been shown that the introduction of negatives i1into the
rules used 1n the inference task substantially affected the
tfrequency with which particular inferences were endorsed. For
instance, fewer AC and more MT inferences were made when the
rules had affirmative antecedents - that 1S more negative
conclusions wesre endorsed (Evans, 1972c). Now, whilst Henle
could argue that the introduction o0of negatives alters the
interpretation of the rule, this viewpoint is hardly tenable
since both implication and equivalence interpretations of the
rule require the MT inference. An alternative hypothesis,
praoposed by Evans (19278, plog), states that "a non-logical
response bias acts against any inference in which the subject
1S required to infer the falsity o0of a component which is
hegative”, In this case, when the consequent is negative, less
DA and more MP inferences would be expected. In support of this
hypothesis, Evans (19277a) found that less DA inferences were
made with AN and NN rules but, unfortunately, the MP interence
suffered a massive ceiling effect and was always endorsed.
Another non-logical response tendency (Matching Bias) has been
demonstrated lh wvarious paradigms including truth table
construction (Evans, 1972b) , truth table evaluation (Evans,
19735 Evans and Newstead, 1977) and in another paradigm known
as the Wason Selection Task ((Evans and Lynch, 12/73). The
evidence observed in propositional reasoning is overwhelmingly
against the extreme rationalist position advocated by Henle

(1962).
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The origins of certain non-logical response factors,

are clearly linguistic in nature. Recently, Evans (1983a) has
shown how linguistic features can even affect 'Matching Bias’.
He presented subjects with a truth table task using conditional
rules such as the following:
I+ the letter is not K then the number is 3.

The instances associated with such rules were varied for two
groups of subjects. In the +irst group, instances employed
implicit negation, as 1s usual with this task, to form the

various logical cases . For instance the FF logical case for

the above rule would be:

The letter i1is K and the number is 5.

The second group received 1nstances which employed explicit
hegation, so that the named 1tems i1n the instance alwavys
matched the 1tems in the rule. An example 1s given in the
following FF logical case for the above rule:

The letter is K and the number is not 3.

Evans found that the usual 'Matching Blias’' effect was
significantly reduced, although not completely absent, +or the
explicit negative group. Evans argues that the use of negatives
in the instances could account for the residual ’'Matching Bias’
effect. After all negative statements can often be seen to
cause difficulty or confusiaon in various tasks (see Evans 1982,
chapter 3) and this could lead to greater use of the
irrelevant’ response choice as the number of negatives 1n the
instance increased. The logical performance of the explicit
negative group was also significantly improved compared with
the implicit negative group and this suggests that some general

facilitation occurs with explicitly negated 1nstances. However
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an alternative hypothesis which could explain "Matching Bias’
is not ruled out by Evans’ demonstration. The alternative
2xplanation of "Matching Bias’ involves the possible use of
visual 1imagery but discussion ot 1t 1s deferred until the next
chapter where 1ts plausibility will be established.

In order to discuss 11logical theories of conditional
reasoning, it 15 nhecessary to consider research concerning

another reasoning paradigm, the Wason Selection Task.

The Wason Selection Task.
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In 1ts original form (Wason, 1966) subjects were
shown an array of four cards and were told that every card had
8 letter on one side and a number on the other side. Only oOne
face of each card was revealed and these displayed a vowel (p),
a consonant (p), an even number (q) and an odd number (gQ). The
subject was then given the following conditional rule;

'I¥ a card has a vowel on one side, then

it has an even number on the other side’.
He was told that this rule related only to the four cards in
front of him. The subject’s task was to name those cards, and
only those cards, which must be turned over to discover whether
the rule was true or false. The solution to this problem is p
and a, since only this combination can falsifty the rule.
However, the vast majority of subjects selected either the P
card alone or the p and q cards.

Wason (1966) proposes that subjects assume a
conditional rule to have three truth values. True, False and
Irrelevant. Vowels with even numbers verify, vowels with odd

numbers falsify and consonants with any number are irrelevant.

In addition they are inclined to verity, rather than falsity,
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the rule since 1n everyday lite conditionals are only used 1 f
they are true. He suggests that "i1n adult experience truth is
encountered more trequently than falsity, and we seldom use a
proposition or judgement that something 15 false 1in order to
make a deduction” (Wason, 1968, p274). Although subjects could
determine, prior to a selection task, which combinations of
l=2tter and number wowld make the rule ftalse, their selection of

the q card was not facilitated in the task 1tsel f. In +fact,
several attempts to simplify the task by using binary stimull
and simpler +torms of the rule ((Wason, 196%) have had little

etfect. The possible confusion of reterring to the other side’

o+t the card - which could be interpreted as being the side
which is face downwards - was eliminated by Wason and
Johnson—-Laird (197) by presenting all of the i1nformation so

that it was potentially visible on the same side of the card,
but to little avall. Even when therapy was i1ntroduced to
induce insight into the correct solution after a selection

task, by making subjects aware of the falsifying case and that

selection of the g case can produce it, several subjects still

declined to revise their original selections in a subseguent

task (Wason, 1969; Wason and Johnson-Laird, 1979).
Johnson-Laird and Wason (1927@) attempted to account

for the results obtained on the selection task wilth an

information processing wmodel. Basically they assumed that
subjects could be in one of three possible states of insight

when performing the task: No_insight in which subjects attempt

to wverify the rule, partial insight in which the necessity tor

falsification is combined with the desire to verity, or

complete insight in which subjects only select potential
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talsifiers. They assume that as the subject g9ains insight he
switches his attention from verification to falsiftication of

the rule, However éince these states are defined in terms O+

the combinations of cards which subjects select (p or p & q, P

& g & q, p & a respectively), as a consequence their definition

is circular. A point that has not escaped Evans (1977b).

The previous research on the selection task had

concentrated upon atfirmative (AA) rules. However, the

existence oOf "Matching Bias’ in the truth table construction
paradigm (Evans, 1972b) suggested a plausible explanation of

performance an the selection task without reference to
verification bias (Evans and Lynch, 1973) . Evans and Lynch
introduced negatives into the conditional rules (see Table 1.95)
used in four selection tasks and found that 'Matching Bias’
exerted =) powerful influence on responding. Overall there was
ho evidence of verification bias but a pfeponderance to choose
logically correct values (p & a) was found. This could not be
explained in terms of the insight model.

However several authors have referred to their
subjects’ verbal protocols 1N defending insight models
(eg.Goodwin and Wason, 19725 Bracewell, 1974; Smalley, 1974) .

The protocols seem to suggest that responses are due to

interpretational factors or verification bias. Indeed Evans
(1972a) has been criticised by Van Duyne (1973) for failing to
include 'thinking aloud’ protocols in his ’'Matching Bias’

experiments. Unfortunately such evidence as 1s available comes

exclusively from studies which used the atfirmative (AA) torm
of the conditional rule., In order to rectify this state of
affairs, Wason and Evans (1973) performed an experiment in
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which the consequent 0of an abstract conditional rule was either
negated or not. Two i1ndependent groups of 12 subjects each
performed the selection task with both of these rules. One
group performed the affirmative task first and the other
pertformed the negative task ftirst. Subjects were asked to write
down the reasons for their selections or non-selections of each

o+t the #four cards. As can be seen from Table 1.15 performance

was dominated by 'Matching Bias’.

Values Rule Type
Selected Affirmative Negative

Order 1st 2nd Total 1st 2nd Total
P q 6 & 12 9 6 15%
» 2 2 4 2 q é
pq & %) D¥ %) %) )
Others 4 3 8 1 2 S
N 12 12 24 12 12 24

¥ = Correct response

Table 1.15 . The frequency oO+f responses in affirmative and
negative selection tasks. (Data from Wason and Evans, 1975,
table 1).

However, the reasons given varied according o the
logical consequence of the responses. With the affirmative rule

subjects claimed that their selections were aimed at
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veriftication whereas, when the negative was introduced, they

claimed that their selections riere almed at falsification.

Wason and Evans’® (1973) explanation of this apparent paradox is

discussed 1n the next section.
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In explaining data from the selection task, Wason and

Evans (1973) proposed a non-logical model - the Dual Process
theory of reasoning - which accommodates the subjects’
performance and also their own explanations of their
performance. The Dual Process hypothesis postulates that

performance and introspection reflect different underlying
processes. Two ftundamental assumptions were entailed:

1) Operational processes (Type 1) underlying reasoning
perfaormance (eg. Matching Bias) are not generally
introspectible.

2) Introspective reasons (Type 2) do not reflect the underlying
thought processes which caused the selections, but are rather a
justification of the subject’s behaviour in the context of the
experimental situation and instructions.

Previously Evans (1272a) had been criticised +or
over—-emphasising the importance of non-logical operational
variables and +4or failing to indicate how they interact with
interpretative processes in reasoning (Van Duyne, 1273). In the

weaker form of their theory, Wason and Evans (1975, pl39g)

suggest "a process of rapid continuous +feedback between
tendencies to respond and cCcoOnscilousnhess rather than two
temporally distinct phases”. This being the case, one might

wonder how a response is eventually selected. However, the

stronger form of their theory assumes that response determines
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conscious thought in which case the i1nterpretative process is a

consequence 0f selection behaviour. Circumstantial evidence for
the hypothesis _~has been claimed in an 1nductive reasoning
problem - the 2, 4, 6 problem’ - investigated by Wason (196095
1968) . Here, subjects are required to discover a rule by
generating triads of numbers. They are given feedback about
whether the +triads contorm ¢to the rule. It appears that
subjects often reformulated, without awareness, the same
hypothesis about the rule after the ftirst formulation had been
pronounced 1ncorrect. Wason and Evans (19735, pl152) suggest that
the first hypothesis "continues to exert itself unconsciously
but allows a conscious displacement to fulfil the requirements
of the task".

Most of the supportive evidence comes from selection
task experiments. Indeed the data of Wason (196%9) has been
reinterpreted in terms of duval processing (Wason and Evans,
1975) . Twenty subjects were given the correct solution 1n a
selection task and asked to give reasons why it was correct.
All subjects accomplished this and it was originally 1nterred
that subjects were prevented from imposing their own erroneous
structure on the task. In the light of their theaory Wason and

Evans (1975, pl1S1) predict that "’reasons’® would be found to

satisfy the purported correctness of any common WwWrong
solution”. This prediction was tested by Evans and Wason (1%2/76)
by 9iving one of several different ’solutions’ to independent
groups of subjects each of whom was told it was correct. Their
prediction was supported and, furthermore, subjects generally
expressed confidence in the correctness of their reasons.

As outlined above, the original tform ot the Dual
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Process theory envisaged that the operational (Type 1) and

interpretational (Type 2) processes ran 1N alternation.
Unfortunately, this viewpoint could not be reconciled with
another theory which explains reasoning performance in terms of
a probabilistic mathematical model (Evans, 1977b).

Evans’ stochastic approach was developed in order to
account for the observed variability of data collected 1N
reasoning 2xperiments. Whereas previous models of the reasoning
process had accounted +for variability in terms of individual
differences sucth as experience or intelligence, Evans (1977b)
considered the alternative possibility that reasoning behaviour
is intrinsically probabilistic. For instance i¥ all subjects
have a 9.6 praobability of making a certain response then about
c0% ot a sample of subjects would make that response.

In re-analysing the data from several selection task
experiments, Evans +ound that card s2lections were
statistically independent. Thus previous (eg. i1nsight) theories
which attached psychological significance to particular
combinations of card selections were rendered unparsimonious
silnce, as Evans (1977b, p&24) writes, " the combination ot
selections observed in an individual would be the result of
independent stochastic processes: a ’statistical accident’ of
no psychological significance in itself’.

The mathematical model incorporates Evans’ (19/72a)
two factor approach and proposes that the probability ot a
particular response (r) reftlects a combination of
interpretational (1) and operational or response (R) factors.
In more formal terms, 1t states that the probability of a

particular response Pri(r) 1s equal to the weighted addition ot



1 and R factors.:
Pr(r) = ol ., I + (1 -cC) . R

where@a is the weighting factor and:

g <= ocC {= 1
g <= 1 {= 1
g <= R {= 1.
Now, as Ewvans (19803) points out, this sort of additive

probabililistic model implies parallel rather than sequential
processing. This is because the response is made either on the
basis of logic or on matching depending upon the value of the
welighting factor. As a consequence it is not compatible with
the initial formulation ot the Dual Process theory of reasoning
which, as stated above, envisaged alternating processes.

The above leads to the first radical amendment of the
theory. Evans (1980Fa) proposes that the underlying Type 1 and
Type 2 processes operate in parallel. The Type 2 process 1S

claimed to be involved prior to making the response and 1s

eqi.cd with the Interpretational component of Evans' (1977b)
model. Thus, it is claimed to be responsible for the logical
component of reasoning behaviour. This process competes, for

the control of the response, with the Type 1 process how
equated with Evans®' (1977b) response bias factor.

At this ﬁoint, it is worth considering briefly bhow
this approach can be used to explain the so-called thematic
facilitation effectl’ which has been observed 1N varl1ous
reasoning paradigms (see Evans, 1982; Griggs, 1983). It has
been demonstrated by Evans and Lynch (1973) that, with abstract
materi1als, selection tasik data retlects a combination of

logical (1) and matching (R) tendencies. Several early
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experiments have shown that thematic content (1e. anything

other than arbitrarily related symbols and forms such as those
commonly used 1N the task - Cc*. Gri1gg9s, 1983), 1N an
appropriate context leads to improved performance (eg. Wason
and Shapiro, 197153 Johnson-Laird, Legrenzi and Legrenzi, 1972).

Such effects have caused problems for FPiaget’s
classical theory of Formal Operations and have led him to make
revisions to 1t ﬁPiaéet, 1972). However, the revised Dual
Process theory can explain such eftects quite adequately by
proposing that, when the subject’s understanding of the
sentence is facilitated by thematic materiéls, more welighting
is attached to the verbal, i1nterpretational process than the
operational one thus leading to improved performance.

It should be stated that thematic materials’ etfects
are elusive, however, as Griggs (1983) has shown 1n his review.
He suggests that when substantial tacilitation has been
observed with thematic materials, the effect could have
resulted from "the cueing of familiar relevant materi1al 1n
long-term memary, instructions that conceilivably biased
subjects’ strategies, and a problem context that may have
changed the nature of the selection task” (Griggs, 1983, p3l).
However, since the efftect has lead to considerable research
activity and debate in the literature (eg. Manktelow, 19.73;
Manktelow and Evans, 1979; Pollard, 1981; Griggs, 1983; Wason,
1983), 1t is important that Evans’ revisions to the Dual
Process theory should encompass 1t.

In another publication (Evans, 19300b) , other
important modifications are suggested. For i1nstance, Evans now

refers to the Type 2 process as verbal and the Type 1 process
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a3 non-verbal rather than continuing with the somewhat wvaguer
conscious/unconscious distinction.,. Thus a wverbal (Type 2)
process iz seen as a cause of reasoning behaviour, in parallel
with a non-verbal (Type 1) process, rather than merely beilng

It has bEeen shown how the revised theory allows the
possibility of a verbal rational process acquiring control of
behaviour - tor 1nstance, when realistic materials are used.
However, since the verbal process is not introspectible,
introspective reports are still viewed as rationalisations and
as products of the Type 2 process, rather than a description
of it. In certain circumstances subjects’ rationalisations may
appear wholly appropriate, when problems lie within their
competence oOr experience. However, as Pollard (1979) states,
this does not mean that one can use introspections to i1nter the
process underlying behaviour 1n the way that Vaﬁ Duyne (1973)
suggests, since they are essentially post_hoc rationalisations
(cf. Nisbett and Wilson, 197/7).

Speculation as to the origin of the dual processes
was made by Evans (19800b) when he suggested a link with
hemispheric specialisation.'Much of the evidence reviewed by
Cohen (1983) suggests that the left hemisphere is specialised
for verbal and the right hemisphere for non-verbal processing.
Some wmodest evidence in support of Evans’ hypothesis was
apparent from a study by Golding, Reich and Wason (1%974). Thear
subjects performed a selection task using the tactile modality,
in which information was presented to the right or lett hand.

Subjects were given the opportunity to revise their original

selections following the presentation of the solution to one ot
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their hands. They +4+ound a tendency (just below significance)

for better performance with intormation presented to the left
hemisphere. Other stronger evidence (Golding, 1981) indicates
that patients with right hemisphere lesions perform better on
the selection task than those with left hemisphere lesions or
than those ln & control group. In a follow up study (Golding,
17984) she found that ECT administered to the non-dominant
(usually right) hemisphere led to improved performance on the
task relative to a control group. This evidence i1is suggestive
that "logical performance on the selection task 1s normally
inhibited by competing inftluences from the right hemisphere®”
(Evans, 1982, p251). This suggestion is in line with the latest
revised version of the Dual Process theory.

The use of abstract materials in studying reasoning
performance has been criticised by some authors who believe
that only thematic problems are worth studying (eqg.

Johnson-Laird and Steedman, 1978; Fillenbaum, 19278). Whilst the

study of reasoning with thematic materials is 0f considerable
importance, 1t is difficult with realistic materials to isolate
the effects of the semantic context of the problem from purely
logical effects. For instance, a subject’s prior beliets oOr
prejudices are likely to influencé judgement when realistic
materials are used. As Evans (1982, pP226) writes "the point
about realistic materials is that they induce responses that
are appropriate to our experience, which may or may hnot
correspond to a logical definition of validity". The use of
abstract content makes 1 & impossible for subjects to make

direct use of thelir previous learned experience and soO, as

Evans (1983, p&36é6) writes, "logical ability 1is, then, best
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assessed on abstract problems, where prior knowledge can
nelilther help nor hinder reasoning”. on this basis 1t 1S
considered wise t0o employ abstract materials which arouse few
semantic associations in 2xperiments designed to assess the
nature of the processes underlying conditional reasonling
performance.

Whilst the Dual Process theory was inittially
developed to account tor performance obtained on Wason’s
selection task, 1t 1s also applied to explaining performance on

other reasoning paradigms (such as those considered earlier in

this chapter) in which logical and non-logical processes are
thought to operate. The revised +formulation of the theory
obviously renders it considerably broader in SsScope. Its

increased precision also makes it more susceptible to testing
and, in these senses, it is a better theory. Although several
aspects of it are of considerable importance, the qistinction
between Verbal and Non-verbal processes is of particular
interest in the present case. However, before this aspect 1S
tested experimentally, some broader links with other ideas will
be explored in order to formulate additional hypotheses about
the nature of the dual processes. In the next chapter of the

review, parallels will be drawn between the revised theory and

other contemporary models of cognitian.



CHAPTER 2

THE NMATURE OF CODING PROCESSES IN HIGH-LEVEL COGNITION.
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One aspect of Evans’ (198935 1980b) revised Dual
Process theory of reasoning that 1s particularly interesting 1s
the distinction between competing verbal and non-verbal
processes which underlie the logical and non—-logical factors of

conditional reasoning performance (Evans, 19/7/7°b). The notion of

dual codes in the elementary stages of cognition 1 not
uncammon (2qg. Posner, 1973). However Evans’ hypothesis that
dual processes i1influence the more advanced stages is much more

controversial although the idea i35 not without precedents.

A particular advantage of the verbal/non-verbal
distinction lies 1n its connection with the theoretical
proposals of oDthers. Nelsser (1963), for instance, proposes

that a main sequence of verbal thought interacts with multiple

pre-attentive processes. However in this case the main seqguence
15 identified with consciousness whilst the multiple processes
are said to be wmore effectively active at a pre-conscil1ous
level. A much more influential theory that distinguishes
discrete verbal and non-verbal systems of thinking was derived
from the Dual Coding Hypothesis originally proposed by Pailvio

in 19271. This theory will be considered in the +following

The idea of dual cognitive systems of equal status
has been most obviously considered in the study of mental
1imagery., In 1971, Paivio published an important book in which

the influence of imaginal and verbal symbolic processes werse
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assessed in relation to problems of meaning, perception,

learning, memory and language. The empirical approach whi1ch he
adopted lnvolves the wuse o+ three types of converging
operations which are all, 1n the words of Pailvio (1971, P?) .,
"conceptually linked B~y the postulated 1maginal and verbal
symbolic processes”". These operations include:
1) Attributes of stimulus materials, with particular emphasis
on their concreteness/abstractness properties,
2) Experimental manipulations, such as differential task
instructions, presentation rates and task demands,
3) Individual diftference variables.
The evidence gathered from this approach led to the Dual Coding
Hypothesis (Paivio, 1971) which postulates the existence, in
memor:y, of two independent but interconnected coding systems -
one verbal and the other imaginal - operating in parallel.

More recently, Paivio (1275) has extended the notion

of dual codes in memory to dual systems in thinking. He assumes

(pld?’) that thinking involves a continuous interplay of
non-verbal imagery with verbal symbolic processes, "which
though inter-connected are functionally distinct”. As Paivio

(p147) writes "however else it might be characterised, thinking
clearly involves taking in or encoding stimulus informatian,
organising and storing 1t in memory and retrieving that
information according to the reguirements of a given task”. The
differential effects of imagery and verbal processes on each ot
these elements of memory led to his proposal of the Dual Coding
Hypothesis.

He suggests that the 1magery system is specialised

for processing non-verbal 1ntormation and 1s characterised by
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concrete, analogical thinking. The imagery process contributes

to the richness of content, flexibility and speed of thinking.
By contrast, the verbal system is characterised as an abstract,
logical mode of thinking which limits memory content and
tflexibility but contributes logical direction to thinking. The
interconnectedness of the systems "means that representations
in one system can activate those in the other, so that for
example, pictures can be named and .images can occur to words.
Independence implies, among other things, that non-verbal
(imaginal) and verbal memory codes, aroused directly by

pictures and words or indirectly by imagery and verbal encoding

tasks, should have additive effects on recall" (Paivio and
Lambert, 1981, p332 - 533). Paivio (1983, p309) identifies the
imagery and verbal systems in terms of "synchronous and
sequential processes, correlated with the contrast between

analog and discrete representations”.

There are some obvious similarities between the
theories of Paivio (1275) and Evans (198¢a; 1980b) in that a
logical process which is verbal in nature and a non-logical,
non-verbal process are believed +to operate in thinking.
Admittedly Evans does not claim that his noﬁ-lagical process 1s
1magery-based, but this would appear to be a reasonable
possibility. The origin aof ’Matching Bias’ could be derived
quilte plausibly +rom the operation of a visual 1magery system.
The focus on values which are perceptually present could reveal
the influence of a concrete, visual system of thinking which
interferes with the abstract logical thought that successful

conditional reasoning necessiltates.

However, this kind o+ approach would be contested by
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certain theorists (eg. FPylyshyn, 19733 Anderson and Bower,
19273) who assume that the coding processes underlying memory
and thought consist of abstract propositions that are neutral
with respect to input modality, including the verbal/non-verbal
dichotomy. Beftore the empirical evidence relating to Paivio’s
Dual Coding Hypothesis 15 assessed the theoretical dispute

concerning the functional status of imagery will be outlined.

THE IMAGERY DEBATE

Ry o o - o % g ___§ ___§ " § ¥ 3 % 1

For several years there have been differing views
expressed in the literature about the nature ot the coding and
processes underlying various cognhitive acts. There are two main
opposing theoretical camps in this debate and, in this section,
some of the main points under consideration will be outlined.

The so-called Imagist’ position claims a functional
role +or mental imager:y in cognition (eg. Kosslyn and
Pomerantz, 1977 Kosslyn, Pinker, Smith and Shwartz, 1979,
Kosslyn, 1981). Its mailn opposition comes from
'Propositionalists’ who suggest that all, including visual,
information is 1internally represented by means of abstract
propositions and that cognitive operations consist of their
manipulation (eg. Pylyshyn, 19735 1981) with no functional role
for imagery envisaged. Both camps have cited empirical
investigations, discussed the relevance o+ introspective
accounts, proposed camputer simulations and engaged in
considerable philosophical discussion but still, to date, Nno
consensus has been reached.

Many propositionalists would regard imagery as
epiphenomenal - as the result of a process rather than the

Drocess itsel f. Although it maYy be tempting to call upon



Introspective reports to counter such a suggestion, thelr

usetul ness as explanations has, quite correctly, been
questioned. For instance, Pylyshyn (19273, p2 - 3) notes that
"what l1s availabtle to conscious inspection may not be what
plays the important causal role 1n psychological processes”.
However, other authors do not wish to ignore the fact that
introspective accounts of performance on varlious tasks
trequentl]y 1nclude reference to wmental imagery (see Faivio,
19715 Richardson, 1988a). Although such accounts by hnho means
establish that imagery plays a functional role, Kosslyn and
Pomerantz (1977) claim that, nevertheless, they constitute
important corroborative evidence and, as data 1n their own
right, should be encompassed by any comprehensive theory in
this area. Other dual coding proponents stress that the
phenomenal experience of imaging is by no means essential to
its usefulness as an explanatory construct (Bugelski, 197/).
After all, there may not be a strong correlation between
cConscious awareness of imagery and the effticiency of a process
involving it 1n various tasks (see Evans, 1980b, p282).

The crux ot the debate seems to rest not on the
existence o+ ﬁhe phenomenon called imagery, which very tew

psychologists would deny, but on what mental representations

underlie it ( Anderson, 1973). One opponent of the 1magery
position (Pylwshyn, 19273) criticises the fuzziness of the
theoretical construct o+ 'image’'. Although, as Paivio (1969)

claims, imagery has been operationally defined for the purposes
of empirical research in different paradigms, Pylyshyn suggests
that imagists may be unjustified in assuming that the various

definitions converge on an equivalent theoretical construct. He
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questions the inappropriate use 0t the ’Picture-in-the-head’
metaphor. There is a persistent use2, 1n describing i1magery, of
words and phrases which are more appropriate for describing
pictures and the process of perception. This merely pushes all
of the problems of perception onto an homunculus. Pylyshyn
(1973) suggests that the metaphor is inadequate in a number of
respects. For instance, images are not re-perceived as pictures
are percelived since they are already interpreted to a great
extent. When parts are missing from one’s recollections these
form meaningful units rather than being like the missing corner
of a torn photograph. Furthermore he claims that the capacity
needed to store just a few "raw’ picture-like 1images would +far
exceed that available in the brain. Another problem concerns
the retrieval of uninterpreted images from amongst the wealth
of images that people commonly claim. He dismisses the
possibility of scanhing prospective candidates betfore the
'mind’s evye’ since the time taken for an exhaustive search
would be prohibitive and no awareness ot searching i1s apparent
but rather access appears to be direct. The alternative
possibility Pylyshyn (1973, p?) suggests is that they are
"tagged by some gross labels and associatively retrieved by a
multiple-sort key". Pylyshyn dismisses this on the grounds that
small, and even abstract, details of an event can be retrieved
in fine detail without +first being aware of calling up the
entire scene. The point is that images behave as though they
have been analysed. I+ this i1is accepted then, on grounds of
economy, the ’raw’ image can be dispensed with and the analysis
alone can be assumed to be stored.

In countering Pylyshyn’s arguments concerning the
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absence of a precise definition of image’, Kosslyn and

Pomerantz (1977) claim that, in the early stages of theory

building, 1t 1s common and indeed advantageous to employ
converging operations to investigate a construct whose
defiition 15 not precisely formulated. Also Kosslyn and
Pomerantz (1977) and Paivio (1976) refer to the
'picture-in-the-head’ metaphor as a straw man’ claiming that
such a view is not held seriously as a working theory. They

claim that 1mages ar=2 more like the outputs of the perceptual
system rather than their inputs. As to capacity limitations,
the storage capacity of the brain remains unknown. The amount

ot information in an image has not been effectively defined but

certainly the "relatively large, interpreted, perceptual
Cchunks?’ " envisaged by Kosslyn and Pomerantz (1977, pS9) would
requilire Jless capacity than the raw’ pictures envisaged by

Pylyshyn. In any case, the issue concerning capacity limitation
could be similarly addressed to alternative propositional
models of representation (cf. Anderson, 1978). With regard to
accessibility, the speed of searching for a particular 1mage 1s
simply unknown but, according to Kosslyn and Pomerantz,
possibly could be ftacilitated by assuming that verbal or other
tags are associlated with images.

In 'reviewing the empirical evidence claimed 1 N
support of the Dual Coding approach both Pylyshyn (1973) and
Anderson (197/8) have been criticised for being "selective and
incaoamplete"” (Paivio, 1983, p3lg). Pylyshyn’s (1973) critique
has reli1ed in the main on various logical arguments such as

those outlined above. Even his later critique (Pylyshyn, 1981)

has tended to concentrate on the experiments concerning 'mental
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scanning’ and 'mental rotation’ transformations by Kosslyn and

his colleagues. In explaining the results of suCch studies,
Pylyshyn has suggested that tacit knowledge of what should
OCcur 1n analogous real-life situations is employed by subjects
to draw inferences appropriate to the experimental tasik and

imagery instructions without the utilisation of mental imagery.

However Kosslyn (1981) provides strong counter—-arguments and
Pylyshyn’s view seems inadequate as an account of the "mental
scanning’ data derived 1n a recent study by Reed, Hock and

Lockhead (1983). In any case, as will be shown, these kinds of
task produce only a small amount of the overall empirical
evidence claimed in support of Paivio’s (19713 1975) hypothesis.

In his assessment of the debate, Anderson (1978) has
stated that both propositional and dual code models can be made
to vyield 1dentical behavioural predictions and so the form of
internal representation cannot be determined by appeal to
behavioural data alone. The point he makes 1s that for any
moda21 postulating a particular internal representation, an
alternative wmodel which 1s behaviourally indistinguishable can
be defined which uses another form of representation. This can
be done by wmaking compensatory changes in the accessing
process. Although this argument is valid, Andersaon’s conclusion
that "barring decisive phvysiological data, 1t will not be
possible to establish whether an internal representation 1is
nictorial or propositional” (Anderson, 1978, p24%) appears
unjustified. The reason 1s simply that no finite amount of
data, even physiological, uniqgquely determines the correctness
of a theory (c¢. Popper, 1968). Appeals to other criteria such

as parsimony and plausability, efficienc and optimality are
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not given sufficient weighting 1n Anderson’s account. However,

two of the major protagonists in the debate (Pylyshyn, 1981
Paivio, 1923) suggest that considerations such as
generalisability and integrative value, constrailnedness,
predictive qualities, etc., are of considerable relevance to

the dispute.

As Paivio (1983, p311) writes "dual coding and
imagery based theories generally account for a wide range of
findings, which- cannot be handled by abstract descriptive
approaches except by the addition of paost hoc assumptions with
each new turn 1n the data'". Some praopositionalists, such as
Anderson (1978 and Kieras (1978) , have even incorporated
perceptual and linguistic propositions i1into theair theories 1N
order to accommodate éxactly the same range of tindings as the
Dual Coding theory. However, Paivio (1983, p328) writes that
"the two approaches would then become indistinguishable because
the propositional model would simply be a conceptual variant or
paraphrase of dual coding"”. Nevertheless Anderson’s argument 1in
favour of a tricode theory 1is worthy of consideration. He
writes (p274):! "it seems clear that the human mwmust process
three kinds of information: visual-spatial, verbal-sequential
and abstract-propositional......the kinds o+t intformation
representations optimal for these three domains are different.
Therefore, it would seem that there would be a strong survival
advantage pushing in the direction of three separate codes with
the potential fonr intertranslation among them". Although
seemingly unparsimonious at first, the tricode theory approach

is currently gaining favour (eg. Snodgrass, 17845 Glucksberg,

1984). Notwithstanding, the imagery debate 1S oY no means
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resolved.

In fairness 1 t must be said that the
propositionalists have bteen more reactive in their explanation
of empirical data. Indeed most of the empirical data have been
generated by imagery researchers and, since a major aim of any
explanatory theorvy 1s prediction, this 1s a «criticism of
propositional theories. Also many of the propositional models
which are put forward appear to be limited 1ln application to a
narrow range of tasks and need modification to accommodate even
slight changes in procedure (eg. Clark and Chase, 1972) .
Nevertheless, their underlying basis 1s claimed to have
considerable generality. The dual coding approach on the other
hand seems to be supported by a wide variety of different
findings. In the next few pages of this chapter some of the
empirical evidence relating to this debate will be considered.
EMPIRICAL _EVIDENCE AND_THE IMAGERY DEBATE.

Paivio (1983) has 1dentified about sixty rel:able
empirical findings that lend support to the Dual Coding theory
and appear to detract from the plausibility o+t propositional
accounts. In his own words "the classes of findings include
eftects of 1tem concreteness or lmagery value, pictures as
compared to words as stimuli,.imagery instructions 1n various

tasks, reaction time functions in such tasks as mental

comparisons and figural transformations of various kinds,

modality specific interference, perceptual and memor:y
comparisons, effects of individual differences 1n spatial and
verbal abilities, and functional differences in the two
cerebral hemispheres” (Paivio, 1983, p311). Whilst the bulk ot

these experiments will not be considered in detail, a selection
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Of these and other studies will be assessed 1n the next few
pages.

As Paivio (1983) suggests "when a perceptual task
selectively disrupts performance on a concurrent mental task or
vice versa, it is generally assumed that common processing
systems are invaolved”. A classic series of experiments by
Brooks (1967, 1962) employ this sort of competing task
methodology to demonstrate imagery suppression.

The studies of Brooks demonstrate that the secondary
task can be performed during the input or response output
stage. An example of input interfterence i1s given by Brooks
(1967) who shows that reading and hearing sentences describing
a spatial array leads to poorer immediate recall than just
hearing them., The reverse is the case when . nonsensical
sentences are used. It appears that visual presentation
interferes with the' concurrent construction of an internal
spatial representation. OQutput inteference 1s shown 1n another
experiment in which written recall of a spatial message took
longer than spoken recall although no ditterence was found for
non-spatial control messages.

It is worthwhile describing one of Brooks’ (1968)
follow-up experiments in some detail because of the importance
of the selective interference methodology to the i1nvestigations
that will be reported in the present experimental chapters. In
this study he required his subjects to categorise each word 1n
a remembered, aurally presented sentence as either a noun or a
non-noun. If the sentence 1s recalled in an articulatory manner

then vocally signalling the response sequence should be more

disruptive than using a different, non-articulatory, mode of
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responding. The subject was given one of three different ways
Of signalling the sequence:

1) saying Yes’ for a noun and ’No’ for a non-noun. Thus the
correct sequence would be "NO", "YES", "NO", "NO", "YES", NO”,
"NO", "NO®*, "NQ", "YES", fOr the sample sentence "a bird in the

hand 1is not in the bush",

or 2) tapping with the let+t hand for each noun and the right

hand for =2ach non-noun,

or 3) pointing to a 'Y’ +4+or nouns and to an N’ for non—-nouns
on an array such as that shown in Figure 2.1 . To produce the
correct seqQquence for the sample sentence given above, the
squect would point to the top "N", the second "Y", the third

and fourth "N"’s etc, in the ftigure.

Y ' N
Y N
Y N
Y N
Y N
Y N
Y N
Y N
Y N
Y N
Y N
Y N

Figure 2.1 .. A sheet such as those used for the pointing
condition of Brooks® (19&8) experiment I. The letters were
staggered to force close visual monitoring of pointing. (Fram

Brooks, 19268, figure 1).

=37/



In another condition of the same experiment subjects

were presented with a diagram such as that i1llustrated 1n

Figure 2.2 .

7%

Figure 2.2 . A sample ot the simple block diagrams used by
Brooks (19262) experiment I. The asterisk indicates the starting

point and the arrow the direction of working. (From Brooks,

1963, figure 2).

They were asked to categorise,from memory, each o+t
the corners of block letters, such as that illustrated 1n the
diagram, starting from the asterisk and proceeding 1n the
direction of the arrow, as either extreme top, extreme bottom
or as somewhere in between. I+ the letter is recalled in a
visuo-spatial manner then responding visually ( that 19
by pointing in the same manner as betore) should be more
disruptive than responding vocally. The results ot this

experiment are shown in Table 2.1 .

Cutput
Refterent Pointing Tapplng Vocal
Sentences .8 7.8 13.8
Diagrams 28 .2 14.1 11.3
Table 2.1 . Mean output time (seconds) for the S1X conditions

af Brooks’® Experiment I. (Data from Brooks, 1968, table 1l).
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It can be seen from Table 2.1 that vocal output was
slowest for categorising sentences whereas visually monitored,
pointing output was slowest tor categorising block letter
diagrams. These differences were significant. These results
suggest that images and percepts conflict with each other
providing that they occur in the same modality and impose
simultaneous demands on specific processing resources. Dual
coding specifically appears to gain support from this sort of
double selective interference since visuo-spatial and verbal
informatian are apparently processed in separate
modality—-specific ways.

However, it should be stated that the above

interpretation of Brooks’® data has been questioned by Phillips
and Christie (1977) . They argue that, since his designs lack

control conditions in which no interference is present, it R=
inappropriate to infer specificity in both modalities from the
results. After all, performance in the control condition might
nhot be intermediate to the visuo-spatial and verbal
interference conditions. Indeed their own experiments are
lnterpreted as showing that visualisation is interfered with
when a competing task (the adding ot a series of visually or
aurally-presented digits) demands concurrent use of a general
purpose rather than a modality-specitic resource. They concede
that mental addition (even ot auditory digits) could 1nvolve
mental lmagery. Indeed individuals often claim to employ
imagery in mental arithmetic tasks (Havyes, 1973). However,
Phillips and Christie (1977, pé648) argue that this possibility

"seems unlikely, and 1+ true would reduce the grounds for
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calling the visual processor ’'special purpose’?",.

BEaddeley and Lisberman (1980) report a series of
experiments which clarify Brooks’ results and suggest that the
disruption involves a spatial processing system rather than a
visual one. However this does not seem to damage Paivio’s Dual
Process Hypothesis "because visual imagery 15 assumed to
include spatial information as an essential component” (Paivio,
1983 , p321). It is very difficult for the propositionalists to
accommodate results such as these, since they contend that all
information 1S processed 1N a uwuhitary amodal system.,
Furthermore, Baddeley and Lieberman (19809, p537) suggest that
the ewvidence in favour ot a spatially-based system "does not
preclude the aoccurrence of a parallel system or component
concerned with pictorial or non-spatial visual representation".
The evidence of Atwood (1971) is indicative o+ such a system,

Atwood’s (1971) evidence 1S derived from a
paired-associate learning task 1n which pairs of nouns were
incidentally memorised. The nouns +or recall were embedded in
either highly visualisable, concrete phrases such as ’'’a nudist
devaouring a bird’ or abstract phrases such as ’the i1intellect ot
Einstein was a wmiracle’. One group of subjects received the

former kind of material and were asked to visualise the scene

described. The other group received the latter kind of material
and were asked to contemplate the meaning ot the sentences. An
interfering task was interposed in the per1od between
presentation and recall. This task involved the presentation ot
a digit (either "1’ or '2’) to which the subject responded with

the name of the digit which was not presented. This secondary

task involved either the visual or the auditory modality. A



control condition was also employed i1nvolving no interftering
task. It was found that nouns embedded in visualisable phrases

were recalled better than other nouns in the control condition.
Lower recall occurred with 1mageable phrases under the visual
interference condition relative to the auditory interterence
condition, whereas the reverse effect occurred with the
abstract phrases. This result has been replicatéd and extended
oY Janssen (1976) who eliminated various methodological
weaknesses of the original study. He t+ound that the
intertference ettect occurred with single nouns as well as
paired associates and found that the magnitude of the effect
decreased as the rated 1mageability of the nouns decreased.
Kosslyn (1984) suggests that visual mental 1mages are
actively generated from information stored in long-term memory.
He hypothesises that they are "like displays on a cathode ray
tube that are generated by a computer pbogramme (plus data)"”
(Kosslvyn, 1989, pS-6). Howewver, he distinguishes these
quasi-pictorial ’surface images’ from their underlying 'deep
representations’. The crux of the imagery debate concerns the
nature and function of the ’surface images’ and whether they

possess emergent properties which are not manifested 1n the

underlying representations. Kosslyn and his col leagues
(Kosslwvn, 1980 ; Kosslyn, 19815 Kosslyn, Pinker, Smith and
Shwartz, 1979) provide evidence that the ’surtface images’ have
perceptual-like functional properties. Typical experiments

require subjects to construct visual 1mages and transform oOr
inspect them in a systematic manner.

It has been shown by Kosslyn (19276) that less time 1s

taken to verity large rather than small properties of stated
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objects (eg9. ’‘cats - head’ versus ’cats - claws’) when subjects

are i1instructed to use visual imagery. However, in the absence
of imagery instructions, the efftect 15 determined by the
strength of the verbal association between the object-noun and
the property-noun. In the above case the smaller property
(claws’), being the stronger vertal assciate, 1s veritied
more quickly.

Dther experiments reviewed by Kosslyn (1988) show
that 1mage scanning time 1S proportional to the distance
between points in a spatial image. Also, larger objects seem to
‘over+t low’ sponer than smaller objects when subjects are
requested to 1magine the object at a distance and then to
imagine approaching the object. These results suggest that
visual images depict spatial extent which 1S limited by
boundaries. Furthermore, the acuity of the image 1s claimed to
decrease as ohe moves from the centre towards the periphery of
the visual field, just as in visual percepts. The precision of
Kosslyn's account 1S illustrated by the production of a
computer simulation of the model (Kosslyn and Shwartz, 1977;

Kosslyn, 1980) which has considerable heuristic value in

predicting new data.

The review of Paivio (196%) has emphasised the
effects of word imagery-concreteness 1n learning and memory.

The use of concrete rather than abstract materials generally

leads to superior perfarmance. Whilst Paivio (1971) suggests
that both verbal and imaginal codes are interrelated, he
assumes that different kinds of stimulus material have

differential access to them. This is illustrated i1n Figure 2.3.
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Stimulus Coding systems available

Imaginal Verbal
Picture ++ + + +
Concrete word + 4+ 4+ +
Abstract word - +++

Figure 2.3 . The availability of 1maginal and verbal coding

systems as a function of stimulus concreteness. The number of

plus signs indicates the degree of availability of the
appropriate coding system. (Adapted from Faivio, 1971, figure
7=1).

Paivio suggests that highly concrete ltems evoke
imagery more easily and facilitation in recall arises because
imaginal representations serve as a supplementary memory code.
However, this idea has been disputed (Anderson and Bower, 1973;
Richardson, 1988b) and the alternative post _hoc hypothesis they
suggest 1s that abstract words lead to poorer performance
because they are more confusible owing to their greater lexical
complexity and their greater number ot dictionary deftinitions.
- The 1mageability and concreteness o+ words 1S highl:y
correlated, however, although differential effects on each
dimension have been shown experimentally (see Richardson,
1988c). When imagery instructions are given the distinction
between them breaks down and ease of l2arning 1s dominated by
rated imageabililty.

In order to 1nvestigate Paivio’s (1971) hypothesis

that the superiority ot recall for high over low 1magery words
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1S5 occasioned by their access to a supplementary 1maginal code,
a series ot experiments was performed by Baddeley, Grant, Wight
and Thomson (1973). They employed identical basic tasks and
materials to thoses of Brooks (1968) described earlier (i1e.
Block 'F’ and sentences such as ’'bird in the hand is not in the
bush’) to establish that pertformance on a pursuilt rotor
tracking task 1nvolves a visuo-spatial component. It was found
subsequently that memory for aurally presented visualisable
material (sentences describing the location of eight digits 1n
a four by four matrix) was impaired more than memory +for
otherwise equivalent, non-visualisable nonsense sentences (c+t.
Brooks, 1267) whilst performing on the pursuit rotor task. Thus
imagery as an active control process in visual Working Memory
can be disrupted by concurrent visual activity. However, recall
performance 1N a palired-associate memory task did not
demonstrate an interaction between concreteness o+ the
materials and tracking although the wusual main effect of
concreteness was attailned. Paddeley et al concluded that
concreteness effects are not due to an imagery component.

More recentl:yy, Mathews (1983) has investigated the
same hypothesis by presenting +for recall listé with equal
numbers of words high on both concreteness and imagibility
rating scales together with some filler items. All of the words
used were equivalent in familiarity ratings. During
presentation of the lists, subjects were engaged in one of two
concurrent visual activities, These were equivalent 1N thelr
perceptual and motor demands but had been shown to differ 1n

the degree to which they reguire the maintenance of information
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by an image-like representation. Whilst high imagery words were
recalled more efficiently than low 1magery words when the
secondary task did not involve an imagery component, there was

no such advantage when the secondary task requlired the

maintenance of visual images. This latter result is supportive

of the Dual Coding account.

Further support for dual coding 1S given by the
results of Klee and Eysenck (1973{ Wwho measured the ease of
comprehension of abstract and concrete sentences which were
read to subjects under visual or verbal interterence
conditions. The sentences they used were either meaningful or

anomalous, for example:

Concrete meaningful: The veteran soldier rode the lame horse.

Concrete anomalous: The large army beat the wild pearl.

Abstract meaningful: The wrong attitude caused a major loss.

e e 8 . 2 ¢t ¢ ‘t ¢} __‘§} | [ ¢ | L X 8

Abstract anomalous: The mere knowledge brought the true hour.
The wvisual interterence was provided by visual presentation,
between each word of the sentence, of separate +fi1ve by +f1ive
matrices with three of the squares blacked out. Verbal
interference consisted ot a separate digit being spoken in a
distinctive voice between each word. After indicating via a key
press whether the sentence was meaningful, the subjects had to
recall the intertering stimulil. The mean comprehension
latencies for concrete and abstract sentences averaged over
meanhingful and anomalous sentences are shown 1nh Table 2.2

The interaction between interference condition and
concreteness was Sighificant and shows that comprehension

latencies were longer with visual than with verbal interference

for concrete sentences but vice versa for abstract sentences.



Thesea results are consistent with the i1idea that visual 1magery

1S used in comprehending concrete sentences and the processing

Oof visual matrices interferes with image formation.

Abstract Concrete
Verbal interference 1.35 Jgd. /8
Visual interference 1.18 &.97

Table 2.2 . Mean comprehension latencies (in seconds) for

concrete and abstract sentences under visual and verbal
interference conditions. (Data from Klee and Eysenck, 1973,
table 1).

In spite of his earlier claim, noted above,
Richardson (19849cC, p87) has changed his position somewhat and

he now claims that "while concreteness i1is a feature of lexical
organisation and not a wmeasure of 1mage-arnousing quality of
verbal material, imageability 1s the effective stimulus
attribute determining how easily it can be remembered”.
Furthermore, he writes (p?é6) that "contemporary accounts of
mental imagery, which identify stimulus imageability as a
primary determiner of recall pertormance, are likely to be
essentially correct?”.

This sort of interpretation remains equivocal as
studies with the congenitally blind illustrate. Zimler and
Keenan (1983) compared the performance of congenitally blind
and sighted individuals on a paired-associate learning task.
The stimulus and response referents were either both high 1n

visual (V-V) or high 1n auditory (A-A) 1magery, or they were
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mixed with one t=2rm coming from each category (A-V or V-A).
Paivio (19271) has demonstrated that the imageability of the
stimulus term is more critical than that o+ the response term
in this task. I+ modality-specific imagery 1s used then blind
subjects should perftorm worse when the stimulus term has a
visual reterent and the response an auditory one (V-A), rather
than the other way round. Their results, which are shown 1n
Table 2.3, were contrary to Paivio’s hypothesis 1n that ©blind
subjects recalled items from V-V pairs better than other 1tems
overall, although their performance 1n this category was worse
than that of sighted subjects. There was no difference between
V-A and A-V pairs and A-A pairs for blind subjects even though,
according to the hypothesis, better performance 1n the latter
condition would be expected because imagery should be 1nvoked
to both stimulus and response terms. The only other significant
difference was the poorer pertormance of sighted subjects
overall with A-A pairs. Whilst this result fails to replicate
that of Paivio and Okovita (1971), it is essentially similar to

other studies 1n the area.

Pair type

Subjects A-A A-V V-A V-V
Blind . 49 . 3 .31 . &7
Sighted 27 . 42 .31 « D06
Table 2.5 . Mean proportion of pair types recalled in a

paired-associate learning task for blind and sighted subjects.

(Data from Zimler and Keenan, 1983, table 1).
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Zimler and Keenan’s second experiment, using a free

recall task, showed that blind subjects performed as well as
Sighted ones on words grouped by colour and better on words
grouped by sound. The fact that congenitally blind subjectsy who
cannot employ wvisual 1magery as a supplementary memory a1 d,
recall colour words as well as sighted subjects appears to run
counter to Paivio’s hypothesis and the claim of Richardson
(1939c) noted above.

Consideration of Figure 2.3 illustrates the rationale
tfor Paivio’s hypothesis that pictures should be mnemonically
superior to words. This is in fact the case as the extensive
reviews of FPaivio (1971) and Madigan (1983 l1llustrate. The
material which they cite shows substantial improvement 1is

occasioned 1n ftree recall by giving pictorial rather than

verbal presentations of task materials. The eftfect 1S
particularly marked in recognition memory when the amount of
material presented 1s large (Standing, 1973). The superiority
0f pictures over words is durable and can extend up to several
months. Standing also showed that with equally complex and
detaililed pictures, more unusual or vivid versions produced
be£ter recognition, Al though increases in colour, detail and
complexity seem to have no effects in recognition, they do lead
to superior recall of associated verbal labsls (Madigan, 19835
Madigan and Lawrence, 1989) . Nisbett and Ross (19840) have
suggested that the facilitative eftect of vivid’ information
on judgement and inference may be the result of its greater
availability in memory partially due to i1ts imageability,.
Various explanations of the above picture-word

differences have been proposed. For instance, the ’'levels of
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processing’ approach of Craik and Lockhart (1972) has been
invoked by Anderson (19278) . However, this theory has been
criticised +for its circularity, amongst other things.
Baddeley’s (1973) critique of this theory will be discussed in
the next chapter,

Another possibility derives from the study of Nelson,
Reid and Walling (1976) who investigated the relative effects

of visual similarity and conceptual similarity of pictorial and

verbal ltems in a paired-associate learning task using
unrelated words as responses, Items high in conceptual
similarity came from the same taxonomic category (eg. ’tools’

or 'animals’) and items were selected so that they could ©be
drawn to appear visually similar or dissimilar. If pictures are
easier to remember than words because o4 the superiority of
visual coding then high visual similarity should eliminate the
effect. This was what occurred, visually similar pictures were
no better than words at slow presentation rates, and were
i1nferior at fast presentation rates. Nelson (1979) concludes
that the picture effect arises because of the visual features
of pictures, particularly their discriminability, which leads
them to be represented in an inherantly superior visual code.
Further support for Falivio’s account 1is given by the
ldentification of orthogonal factors relating verbal abilities
and imaginal and spatial abilities as measured in objective
tests (D1 Vesta, ingersoll and Sunshine, 1971) . There 15
evidence to show that objective measures can be successful in
predicting performance on various tasks where 1magery ability

is postulated (see Ernest, 1977). This 1s not always the case



however (eg. Richardson, 1978). Some self-report measures of

1magery have even been claimed as J004d predictors o f
performance (White, Sheehan and Ashton, 1977), but many of
these tests are contaminated o} intfluences of ’social

desirabilty’.

Whilst most of the evidence mentioned above and a
high proportion of that cited in the literature 13 compatible
Wwith the anl Coding Hypothesis, the weight of negative
findings 1s also growing. Paivio (1983) is able to dismiss many
Of these as due to wmisinterpretations of his theory. Other
findings, which do not derive significant differences according
to predictions of his theory and thus seem to offer support for
the propositional approach, could be dismissed possibly as
being due to failure to reject the null hypothesis. He admits
that modifications to the theory are required to encompass bath
positive and hegative +findings within a single conceptual
framework. Unitary propositional models do not appear adequate,
nor do conceptual variants which distinguish perceptual and
linguistic propositions. He claims that "the real challenge to
dual-coding theory is the more specitic one of explaining the
discrepent +findings in terms that are consistent with the
general assumptions o+t the model, including the
associationistic principles on which it 1s essentially founded”
(Paivia, 1983, pP328) . All things considered, the argument of
Anderson (19278), stated above, for a tricode approach could be
gaining ground.

In the next section of this chapter two problem

solving tasks, both of which can be related to the 1magery

debate, will be considered,
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At this stage 1t 1S appropriate to consider
Anderson’s (1973) argument concerning the role of propositional
representations 1n inference making. He considers that
propositions are especially suitable because their abstract
truth-bearing character means that they "only represent what is
necessary to judge the validity (or plausibility) of an
inference” (Anderson, 19782, p2357). Pictorial representations
cannot easily represent such properties as negation, except 1n
binary circumstances. Also, as Cohen (1983) points out, the
representation o+f categories, rather than specific examples,
seems 1ntuitively ditficult for pictorial images. How can 1mage
of a particular triangle serve for thinking about the general
properties o+ triangularity? Negation and general properties ot
categories can be represented easily with propositions however,
Whilst these problems are particularly relevant for some kinds
of logical inference, spatial and relational inferences can be
extracted quite readily from a spatial represention.

The role of visual imagery in conditional reasoning
has not been explored. However, there are certain classes o0f
reasoning problem in which the role of visual 1magery has been
hotly contested. Two of these classes will be considered here.
The first class is known Vvariously as the linear syllogism or
the three~-term series problem and its solution depends upon the
making of valid transitive, otherwise known as relational,
inferences. The second class involves the veritication of

sentences against pictorial representations.
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8). Transitive Inference Tasks.
Three-term series problems entail the presentation of

two premises containing either the same comparative term or a
comparative term and its converse, together with a question. An
example of one such problem is given below:

1) Harry i1s taller than John

2) Harry is shorter than George

Who 15 shortest?

The premises in the problem above can be represented

schematically in the 4o0llowing manner:

—-——

1Y B > C

2) B < A
wher2 A’ represents the most positively placed item, 'C? the
most negatively placed and "B? the middle term. Also >’

represents the comparative term when expressed positively and
'L when expressed negatively. For convenience, this notation
will be used whenever appropriate.

As Johnson-Laird (19./2) puts 1t, "the fundamental
problem in making a relational i1nterence 1s to set up some
internal representation of the premises, be 1t abstract or
concrete, that will allow the relation between those 1tems, not
specifically l1inked in a premise, to be determined®”. A
controversy has existed for several years about whether such
problems are solved in a visual way involving spatial 1magery,
or a purely verbal way involving an abstract propositional
analysis.

Each o+f these alternative viewpoints will be

addressed with reterence to some early studies initially. Since

the greatest contrast between the two approaches can be seen
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with relatively pures’ 1magery and propositional theories,
extreme examples of both types will be considered first of all.

Eventually a theory which synthesizes aspects o+f both

approaches will be outlined.

Two theories which impute spatial strategies in the
solutiaon of three-term series problems will be discussed in
this section. The seminal imagery theory belongs to DeSoto,
London and Handel (1963) . Their basic proposal 1s that a
unitary representation 1s constructed initially from the two
premises. This consists of a linearly-ordered, vertically or
horizontally orientated visual image. In addition, they suggest
that arrays are constructed in accordance with certain
fundamental principles which they apply in predicting the
relative diffticulty of various prqblem types. These principles
will now be described.

DeSoto et al have shown empirically that comparative
dimensions can be assigned to vertical or horizontal arrays
even when the relatinna! term does not apparently have any ties
with spatial phenomena. Certain of these assignments are fairly
consistent across individuals. For instance good’ is generally
assigned to the top and ’bad’ to the bottom of a vertical
array. On the other hand, terms from the 'light - dark’
dimension are not clearly oriented in such a manner, but show
much greater individual differences. The first principle 1s
derived from a natural directional preference to construct
vertical arrays +from the top downwards and horizontal arrays

+rom left t to right., Any general eftfect of directional

preference on problem complexity will only be expected with
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problems on which a clear spatial preference exists. The second

pPrinciple asserts that representations are easiest to construct
from premises beginning with an ’end-anchor’ (ie. ’A’ or "CT)
rather than with the middle term (’B’). How well these
principles can be applied 1N an experimental sil1tuation to
predict problem difficulty will be assessed in due course.

Whilst the theorvy of Huttenlocher (1968) also assumes
the use of an imagined array, it differs from DeSoto et al’s in
certain respects. Huttenlocher appears to rely much more
heavily upon adult’s subjective reports, than DeSoto et al, 1N
deriving her theory. She also draws a close analogy between
production of imaginal representations 1n three-term series
tasks and the physical construction of actual arrays in another
task. In the concrete task, arrays are built by placing a third
coloured block onto a ladder so that a correspondence with
sentences such as "the red block is on top of the green block"”
1s achieved. She has found 1in her investigations of children’s
performance 1n the physical task (Huttenlocher and Strauss,
1968) that the grammatical status (ie. Subject, Object) of the
block to be moved has a considerable intfluence on difficulty,
with grammatical subjects (in deep structure) being easiest to
place. Accordingl vy, the principle of end—-anchoring 1S
reformulated in such terms.

Whilst the nett result of either formulation 1s
equivalent as far as interpretation of the second premise 15
concerned, Huttenlocher’s account does not predict a general
end-anchoring effect for the first premise. It predicts that
the item placed tirst will be the 'better’' item where the

relational term has an obvious spatial counterpart, otherwise
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1t will simply be the +irst item mentioned in the premise.
Clark’s_(196%) Linguistic Theory.

Clark (196%9) has criticised previous theories put
forward to explain performance on three-term series problems
for their lack of generality. He suggests a set of abstract
linguistic processes which, he believes, can explain
pertormance on a wide range of tasks. This linguistic theory is
founded on three important psycholinguistic principles of
sentence comprehension and owes much to the work of Chomsky
(19635). These . he claims, can bDe used as a basis for
predicting the relative times it takes to solve two- and
three-term series problems. Since many theories based on this
kind of propositional analysis have been put forward in a
.variety of other situations, the application of Clark’s three
principles to transitive inference tasks will be described
below.

The first two of Clark’s principles characterise the
comprehension of premises, whilst the third has more to do with
the nature o0of the question posed. The first principle is that
of the primacy of functional relations. Immediately after a
sentence is comprehended certain important relations specitying
such things as 'Subject-of’, ’'Predicate-of’, ’'Direct-object-of’
and "Main-verb-of’ (C+. Chomsky, 19635) are stored "in a more
readily available form than any other kinds of information,
like that of theme" (Clark, 1969, p388).

The second principle is that of lexical marking. It

states that certain positive adjectives (eg. "good’, "long’,

’interesting’) are stored in a more readily accessible form
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than their opposites. Clark cites evidence, suggesting that

marked adjectives can be neutral ised in certain contexts
vwhereas unmarked ones cannot, in support Dfathis principle. To
1llustrate this, consider the gquestion 'How good is the +fo00d?’
in which the an untbiased interrogator merely requests an
evaluation of too0d, with the question How bad is the +oo0od?’
vhich 1mplies that the interrogator is already biased towards
the opinion that the food is bad but is asking for the extent
Of its badness. Additional support for this principle 1s drawn
from the +act that the marked member serves as the name of the
full scale (the name of the ’'good-bad’ scale 1S ’goaodness’ ),
whereas the unmarked member (’bad’) names only half the scale.

The third principle 1s that of congruence. In
answering a question, the listener regquires more than an
understanding of the specific gquestion as phrased. He will need
to wunderstand that other phrasings are congruent with 1t and,
in searching memory, be guided by this in oOrder to fi1ind the
desired information and formulate an answer. Such congruency 1S
at the level of functional relations. The listener "cannot
answer the question until he finds congruent information, or
until he reformulates the gquestion so that he 1s able to do so”
(Clark, 1269, p399).

Consider the comparative sentence below:

John is better than Dick.

According to Clark, the propositional representation of such
sentences involves two base strings, eg..

John 1s good. Dick 15 good.
caontaining the functional (Subject-predicate) relations, which

are bound together by a comparative term (eg. 'more than’). In
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the example this reads:

John is more good than Dick 1s good.

It is claimed that the functional relations are more readily
available than the comparative term. However, consideration of
the way in which children encode comparative premises (cf.
Donaldson, 1963) leads to a slight amendment here in that the
base praopositions may incorporate additional information. In
the above example this would signify that 'John’ is the better
one ot the pair, and the propositions are abbreviated to:

John 1s good+

Dick is good-

The principle of lexical marking suggests that,
whenever possible, sentences are interpreted in their unmarked
sense, since the marked sense takes longenr to store and
retrieve from memory. Therefore i1t is predicted that ’better’
premises are processed faster than ’worse’ premises.

The principle of congruence predicts that questions
phrased in a +form congruent with the representation of the
premise(s), e9..

Who 1s best? .
will be processed more quickly than those which are not, eg.:
Who is worst?

Clark (196%9) gained support for these hypotheses 1N
an experiment in which the materials were eight two-term series
problems of the general +form;

A is better than B
Which 1s worst?
The surface structures of premise and questions were varied

orthogonally with the deep structural analyses which, he
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proposes, they entail by incorporating negative equatives ('A
isn’t as bad as B’) into the design. Clark suggests that his
use oFf the "negative equative’ construction distinguishes his
theory from the previous imagery theories. This 15 because the
propositional representations of negative equative forms are
radically ditferent +rom comparative forms.

The application of Clark’s linguistic theory to the
solution of three-term series problems 1is obviously complex.
When encoding the s2cond premise, for instance, individuals may
be required to employ a time consuming strategy to assign the
appropriate ordinal relationships to the propositions stored.
Clark does not give details of how individuals proceed from
this stage. In performing an information processing analysis ot
the task, Johnson-Laird (1972) notes that one of the terms will
have been encoded twice. He suggests that the fact that i1t must
be the middle term will be recorded. Thus the extremity ot the
other two terms is established. Clark predicts that, when
premise pailrs have'hamogeneous relational terms, those i1n which
the deep structural analyses are in terms of marked

comparatives will be easier than those in terms of unmarked .

comparatives. Also congruent questions should be easier than
incongruent ones. However, problems with heterogeneous
relational terms involve a further complexity in that the

questions will be congruent with certain base strings and
incongruent with others. The theory suggests that problems are
eceasier when the answer is embedded in a base string which 1S
congruent with the gquestion.

At this stage 1t is worth examining some experimental

data from each of the above studies to see how they compare 1n
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their predictions o+t problem difficulty. Initially +the case

involving comparative problems using assymmetrical relational
terms will be considered. Unfortunately DeZSoto et al only
reported the +frequency of corract s0lutions. BEoth imagery
theorists reported their data averaged over different qguestion
types. Consequently the evidence for congruency effects can
only be seen 1n Clark’s data. Also Huttenlaocher’s latencies
were measured +from the presentation of the second premise and
thus minimised the contribution ot the first premise to problem
ditft+iculty. The relevant data are shown i1in Table 2.9 .
Consideration of the predictions made by Clark’s
theory concerning problem difficulty will show that they are
the same as made by the aoriginal imagery theory of DeSoto et
al. I+ the unmarked adjective 1s that placed at the top of the
imagined array, then lexical marking and ’direction of working’
suggest the same order of ditficulty +for problems wilth
homogeneous premises. In fact Clark’s mean latencies and DeSoto
et al’s frequencies both show problems 1 and 1’ (in Table 2.4)
to be easienr than problems 4 and 47, With heterogeneous
premises, predictions based ohn congruence and on
'end-anchoring’ both lead to the prediction that problems £ and

-

2' should be easier than problems 3 and 3'. This is in fact the

case oncte agaln.

According to the linguistic theory, the order of
premise pairs should not make any difference to difficulty soO
that 1 and 1, 2 and 2’, etc., should be equivalent although

this is not in fact the case. Clark attempts to account +or

this result in terms o0f 'compression of information’ so that 1t

is easier to handle in memory. DeSoto et al predict that the



former problems would be easier 1in each case because the first
term mentioned corresponds to the top ot the imagined array and

a top-down strategy is the preterred ’direction of working'’

with these kinds of problem.

DeSoto =t al Huttenlocher Clark
(1963) (1924683 (1969
Problem Comparative:. Better-worse Taller—-shorter Better-worse

Best?Worst?”Mean

1 A>B 6.3 1355 o042 619 07D
B>C

1’ B>C 22.8 135 498 3552 2235
A<B

2 A>B &61.8 141 535 3534 2054
C<B

2’ CK<B 97 . Y 142 1484 584 032
A>DB

S BAL<A 41.5 157 008 6432 o449
B>C

3' B>C >58.3 1357 &l12 3545 = Vs
B<A

4 B<A °J.J 142 523 544 o4/
C>B

4’ C<B 2.3 161 627 653 =137
B<A

%Y correct

Latencil1es

in centiseconds

Table 2.4 . Relative difficulty of three-term series problems

from three studies. (Data from Evans,

83

1932,

table 4.3) .



Huttenlocher’s theory predicts that the construction

of arrays is facilitated, and hence probtlems are easier, when
an end (eg. top or bottom) 1tem appears as the grammatical
subject of the premise. Thus whilst no differences would be
expected for 2 versus 2’ or 3 versus 3I', 4 and 17 should be
casier than 4f and 1 respectively. It should be recalled that
Huttenlocher’s latencies were measured from the presentation aof
the second premise. In the latter two comparisons, the
grammatical subject of th2 second premise 1s an end item 1n
both of the easier problem types. Although Huttenlocher’s data
ti1ts well with these predictions, Clark’s does not.

In his account, Clark suggests that the effects of
congruency and the use of "negative equative’ premises are
critical in differentiating his theory from imagery theories.
However, this view has been guestioned by Huttenlocher,
Higgins, Milligan and Kauffman (1279g) and they have provided
further evidence in support of their spatial imagery
interpretation. Al though it was originally felt that negative
equatives could be used to differentiate between the linguistic
and spatial theories, it is not clear what predictions should
be made from Huttenlocher’'s theory about problems i1ncorporating
them. Both Johnsan-Laird (1972) and Evans (1982) claim that the
dispute was never really resolved.

In summary, there are difficulties for both o+ the
approaches outlined here. On the one hand the 1magery theory
cannhot explain the effects of congruence whereas, on the other
hand, the linguistic theory cannot explain the effects ot

premise order. NEVErtheless, both kinds oOf theory can
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accommodates many important aspects of the data. Perhaps

Johnson-Laird (1972) 1s correct 1N suggesting a compromise
position. In solving a series ot problems subjects may employ
an 1magery strategy at f1irst, but "intellectual development®
within the experiment might lead them to adopt a verbal one as
they become more adept. It has also been suggested that "the
main function of the imaginal aspect of performance may be as
an aid to memory"” (Wason and Juhnson-Laird, 1972, plagd).

Other experimenters have concluded that the type of
problem material 1is the crucial factor. Converging operations
were employed by Shaver, Piesrson and Lang (19273) 1n their
investigations. They manipulated tha characteristics of the
problem materials 1n the same way as DeZSoto et al (192635) whose
data suggests that the comparative dimensions above-below,
better-worse and lighter—-darker decrease in the degree to which
they suggest an imaginal representation. Following Brooks’
(1967, 1968) experiments which imply that reading interferes
with visuo-spatial imagery, they argue that the interference
occasioned by visual versus aural presentation would be
greatest for problems easiest to image and least for problems
most difficult to image. Whilst they obtained main effects of
Presentation. Condition and Dimensian in the predicted
directions, the crucial interaction between these factors +fell
just short o0of significance. They also analysed the subjects’
self reports concerning their strategiles into Visuo-spatial,

Verbal or Mixed kinds and reported a significant correlation ot

this with the subjects’ assessments of which Presentation
Condition seemed more difficult tor each Dimension.
Unfortunatel vy, as Evans (1922) stresses, this correlation
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should include reasoning performance rather than two

introspective measures 1 f 1t 15 to add useful i1nformation to
the debate.

A remarkable example o+t over-reliance on
introspective reporting 1n this context is given by Quinton and
Fellows (1975). Their subjects’ self-reports concerning a whole
seri1es ot problems could be classzsified into two main types ~-
"thinking’ and ‘perceptual’. When subjects were asked to
implement their most eftective strategy in a subsequent series,
those claiming perceptual’ strategies were wmost efficient.
Furthermore two new subjects trained in the use of ’'perceptual’
strategies were faster than any ot the previous subjects who
had, supposedlvy, discovered this technique for themselves.
Buinton and Fellows have summised that all psychologists need
to do 1in order to resolve various debates concerning the
processes underlying wvarious cognitive tasks is to ask the
subjects themselves. This naive approach 1s severely criticised
by Evans (12768) not only with reterence to the unreliability ot
introspective reports concerning processes, but also because
Quinton and Fellows assumed that a causal connection could be
inferred from purely correlational data. As Wason and Evans
(197355 Evans and Wason, 12768) have noted, verbal reports may
simply be rationalisations after the event.

A recently reported study by Newstead, Manktelow and
Evans (1982) also used an interference technique based on
Brooks (1267) in investigating the role of imagery 1N linear
orderings. In essence, this study had its antecedents 1n the

work ot Potts (1972, 19/74). Potts (19/4) presented subjects

with a passage in which details were embedded concerning the
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relative ordering of adjacent pairs ot terms from a four-term
linear series (A>E, B>C, C>D). They were subsequently required
to assess the truth value of all possible pairwise comparisons
of terms that could be derived validly or otherwise +rom the
passage. Subjects were ftound to be more accurate and faster 1in
responding to remote interences (eg. A>D) rather than to those
which had been actually presented i1in the passage. This is the
symbolic distance’ ettect and it has been suggested (eg
Lawson, 1977) that 1t is best accounted for i1in terms of an
imagined integrated array rather than a propositional
representation o+ the relationships presented in the passage.
Newstead et al presented passages t+or the linear ordering task
either visually or aurally to ditfterent groups of subjects. A
second comparable task concerning set-inclusion materials (eg.
All A’s are B’'’s, All B’s are C’s, All C’s are D’s) was also
presented. Imagery 1is not thought to play a part 1n the latter
task. If imagery was i1nvolved then a Presentation Modality by
Task interaction should be found (c+ Brooks, 1967). Very slight
evidence in favour of an imagery position was derived in that
an interaction between the above two factors and & third tactor
concerning the rated imageability (high vs low) of the
materials was significant. The authors argue that their test
was possibly biased against an imagery explanation since a
subsidiary mental arithmetic task which could disrupt certailn
kinds of imaginal representation was interposed between the
presentation of the passages and presentation of inferences tor
evaluation. Unfortunately, their second experiment changed the

modality—-specific interference technique to the more complex

one of visual or auditory shadowing whilst also removing the
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interpolated mental arithmetic task +or some groups of

subjects. On this occasion no evidence supportive of the use ot
mental imagery was derived. Although they use theilir results +to
argue against the imagehy position, the authors also concede
that their interpretation 1s bassd on the null hypothesis
which, ot course, cannot be proven.

An alternative wmodel sugg:."¢ed by Sternberg (1989)
incorporates a mixture of linguistic and spatial components and
is worthy of consideration. Sternberg suggests that the
premises are first encoded propositionally as in the linguilistic
model. Next, the premises are encoded into separate spatial
arrays. These arrays finally become integrated into a single
representation when the pivot term (i1ie. that mentioned 1n both
premises) 1s identified. The construction of the integrated
array begins with the terms of the +t+irst premise and ends with
those of the second premise. Next the subject reads the
question. If it contains a marked adjective then an increase
in response time occurs, owing to linguistic complexity and
also to the difficulty of seeking a response at the
less-tavoured end (usually the bottom) of the arravy. The
response may be available quickly 1 f the subject’s active
"mental location’ (as determined by the position 1n the array
of terms 1n the second premise) coincides with the answer.
Otherwise the subject will mentally search the array for a
response. Althou<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>