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Abstract 

Noise source location in the built environment, using a 
simple microphone array. 

Michael Latham 

An inadequate level of noise attenuation provided by a building element is frequently the 

result of a lack of completeness in the construction. This often invisible fault acts as a noise 

source in a room, so in order to undertake remedial work the source position must be found. 

Recently, near field noise intensity measurement has been the popular method for noise 

source location in buildings. This method of using intensity studies requires a grid of readings 

to be taken. An alternative method, the one used in this work, employs a different strategy. 

Here, the source location is identified by direction scanning of time delays at a number of 

microphones arranged in a regular three-dimensional array. 

A novel arrangement of seven microphones, in the shape of a wheel-brace, is used to measure 

the differences in time taken for the sound waves to travel from a source to the various 

microphones. The magnitudes of these time differences are combined and converted into the 

coordinates of the source, relative to an origin which is placed at the centre of the wheel-brace 

array. The mathematics for this conversion is derived and the errors in the experimental 

arrangement discussed. 

The use of this airay for the identification of faults in built structures is explored. A significant 

contribution is made to the knowledge of noise source location in buildings, since the 

microphone array is used to demonstrate the location of a noise source irrespective of the 

direction of the incoming noise. 

The use of computerised data collection is described for a budget system, where time was 

cheap, but equipment expensive. The accuracy of the technique would be improved 

considerably if state-of-the-art electronics were used to measure the lime differences. The 

feasibility, advantages and potential performance of a modem system, that could be 

assembled today, is described and discussed. 
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PREFACE 
This research was considered following a project undertaken in conjunction with the 

Lockheed International Research Institute of America. At that time, Lockheed was concerned 

with the recognition and location of aircraft by acoustic means. For this work an acoustic array 

system had been assembled and computer software developed to analyse and present the data. 

At the conclusion of the work, the equipment had no immediate use. The current research 

applied this acoustic array and associated hardware to noise source location in the built 

environment. 

In investigating the break-out of noise, either between spaces in the same building or from 

buildings, the problem is usually to identify the weak areas in the construction that is allowing 

the escape of a disproportionate amount of the sound energy. Problems associated with the 

conversion of old property into sheltered accommodation for the elderly have shown that 

sound insulation between adjacent flats is extremely important. Where old buildings have been 

modified, it is not uncommon to find that old chimney areas have been covered with light 

weight panelling and partition walls erected without much regard for the sound attenuating 

qualities of the overall structure. As is so often the case, consultants are only approached when 

problems are noted, usually long after the builders have completed the structure and departed. 

Any method which could show where voids in partitions have been left without having to make 

much disturbance to the residents, would obviously be a tremendous boon. Techniques are 

available, such as sound intensity measurements, but unless there is a proven demand that can 

ensure the frequent use of such equipment, it is extremely difficult to make an argument for 

its purchase. In addition, the system requires that a sequence of readings be taken and 

processed, so that it is not in any way, a real time measurement. From the literature dealing 

with various techniques employing acoustic arrays, it was concluded that arrays could offer a 

real time solution to identifying the position of sound peaks on the surfaces of building facades 

by constructing a scanning device that could produce an acoustic picture of a surface. 

This research work does not claim to have produced such a solution, but rather to have 

established the feasibility of the solution by showing that the equipment needed is now 

available and the analysis techniques are possible. It is believed that a compact device could 

be produced that would be a definite diagnostic help, relatively economic to construct and use. 
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Chapter 1 

Introduction 



INTRODUCTION 
The investigation of the location of a noise source from an array of microphones is not new. 

In the First Worid War, enemy gun positions were located by the use of four 'horns' as the 

equivalent of the microphone. Defence industry underwater research has produced evidence 

of the location of sources by the placement of hydrophones. The intention of this research was 

to use relatively cheap equipment to find imperfections in building elements, such as floors and 

walls, by the location of noise spots on a surface. Since the start of the work, much has changed. 

Other research has developed mathematics for analysis of noise from distant sources. Defence 

research has investigated location of moving vehicles, employing state-of-the-art computer 

technology. The original equipment used in this work was based upon a computer with 64 k 

memory and a speed of processing that does not even match many hand held calculators of 

today. For example, the analogue to digital (A to D) conversion systems have increased in 

speed and computers have become faster, with more software available for intensive calcula­

tion and analysis, but at a cost. This research programme has had to be completed on available 

equipment and, therefore, any conclusions reached can be expected to be considerably 

enhanced by more effective and newer equipment. 

In parallel with this work, other research teams have made even more striking advances. For 

instance, D.J.Oldham, of Liverpool University and X Zhao of UMIST, have used acoustic 

intensitometry to measure the size of the straight through cracks in partitions. Therefore, this 

research must be seen as an introduction to relatively portable equipment of reasonable cost, 

that could provide short test methods for identification of acoustic weaknesses in building 

components of a completed structure. 

History of project - Previous Research 

The use of the sound generated by a process to identify its position has been a technique used 

for a considerable time. Sound ranging was invented by a French Astronomer, Professor Ernest 

Esclangon, at the beginning of the first Worid War [Esclangon, Ernest, "L'Acoustique des 
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Canons et des Projectiles," Memorial de L'Artillerie Fran9aise IV, 3,639 - 1026, Imprimerie 

Nationale, Paris 1925][65]. The effective detection of enemy artillery was well established in 

the Second World War and in the Korean conflict. The advantage of acoustical soundings was 

that they were not capable of electronic jamming and required minimal training of personnel 

to use the equipment. The major disadvantage was the effect of atmospheric errors. In the 

1970's flie method was to use six microphones, a waveform recorder with time marker and a 

communication observer who initiates recording on hearing enemy gunfire. The microphones 

were normally installed along a straight line at intervals of 1350.4 metres [65]. 

In 1954 Kenneth Goff [25] discussed the application of an analog correlator, which computed 

the cross correlation function between two sound pressures for three applications (i) for the 

location of noise sources, (ii) for the determination of transmission loss and (iii) for the 

reduction of microphone wind noise. In the paper he points out that the cross correlation 

function between two nonperiodic signals will have a peak in amplitude, if a component of each 

signal originates from a common source. The value of the time delay for which this peak occurs 

equals the difference in time required for the individual components to propagate from the 

common source to the two points under study. An analog electronic correlator, which was 

described in a companion paper [67][68], was constructed. By employing the property of the 

cross correlation function, it was possible to separate the acoustic signals into components 

according to their points of origin, the transit time from source to a given point and to the 

frequency. He concluded that correlation provides a practical method for determining the 

amount of sound contributed to the total acoustic field at a given point by each of several 

sources. He further concluded that the correlator, by separating the signal transmitted directly 

through the wall from the flanking signal on the basis of arrival lime, was a useful tool for 

measuring the transmission loss of walls. The correlator in these experiments consisted of 

recording magnetically upon a revolving drum and using the angular separation of the record 

and replay head movements to alter the time delay, thus changing the angle through which the 

drum rotates while the signal is stored upon it. A delay of between -15 and 190 ms was possible. 

The two signals from the time delay mechanism were applied to a vacuum tube squaring device 

and the signals integrated by a low pass RC filter. The output of the integrator was applied to 

plotters having both logarithmic and linear scales. The motion of the paper through the plotters 

was synchronised with the motor drive that changed the time delay thus enabling the cross 
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correlation function lo be plotted automatically. In considering the transmission loss through 

panels Goff argued that a continuous signal had the advantage of not requiring control over the 

source arid it was not necessary to deliver a large amount of energy over a short period. 

In 1957 Berman and Clay [5] investigated the directional characteristics of a linear array of 

omnidirectional receiving elements. They concluded that the same directional characteristics 

can be achieved from the time averaged product of a relatively small number of sensors as with 

a large number of elements of an additive array. Alternative correlator systems to the additive 

array, required that the correlator was steered in a mechemical fashion, for instance, steering 

the correlator in a two receiver correlation system by rotating the axis of the two receivers. In 

such a case, the finiteness of the source distance does not introduce a directional error. Where 

mechanical steering is difficult, or impossible, then a time delay steering method must be used 

and a directional error for sources close to the receivers has to be accepted. A two-receiver 

steerable correlation system intended to process signals from point sources at a large distance 

from and in a common plane with the receivers, will give a predicted source direction, which 

is generally different from the actual source direction, when the source to receiver distance is 

small. Such was the opinion expressed by Melvin Jacobson [35] in 1958. He excepted the cases 

of broadside, or end-fire sources, for which the actual and predicted directions are equal, but 

that apart, the predicted direction is always closer to the broadside than the actual direction. 

In the 1960's work on noise sources underwater using hydrophone arrays showed that split 

beam trackers were nearly optimal for uniformly spaced arrays. Further work was carried out 

on the arrangement of the sensors to give optimal range and bearing calculations. 

Hinich [32], in a paper in 1978, stated "A linear array can detect a plane wave signal at the 

wrong bearing if the signal wavelengths are shorter than twice the distance between the closest 

adjacent sensors." This phenomenon is called spatial aliasing and is greatest when the bearing 

is near endfire. In the paper a solution using a frequency-wavenumber approach is explained. 

The papjer of Landers and Lacoss [41] explained how they used a triangular array and the use 

of conventional and maximum likelihood high resolution frequency-wavenumber array 

analysis techniques for finding the bearing of aircraft from the noise emitted. 

A system was developed for the real-time sound source location on full-size jet engines by 

Billingsley and Kinns, in the Department of Engineering at the University of Cambridge, in 
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1970's. It consisted of an array of microphones connected to a small digital computer via a 

sequence of preamplifiers, analog filters and analog to digital convertors. Microphone signals 

were processed to give on-line displays of time varying source distributions, or statistical 

averages with respect to position and frequency. 

The Acoustic Telescope of Billingsley and Kinns [6], reported in 1976, used 6.35 mm B&K 

capacitance microphones, type 4135, energised at 150 volts. Their output at 0.15 mV per fibar 

from an impedance of 6pF required a high input impedance preamplifier to obtain a flat 

response down to 30 Hz. The upper limit for the system was 80 KHz. The preamplifier had a 

gain that could be remotely switched to maintain a reasonable signal in the 100 m cable between 

the microphones and the centre console. Each preamplifier was housed within a 25.4 mm 

diameter tube, which formed part of the microphone mounting. The microphone capsule was 

located at the end of a length of 6.35 mm tube blended to the 25.4 mm tube with a shallow 

conical section. Individual microphone cables were gathered to a nearby junction box and then 

connected to the console by two multiple cables. The console had gain controls for each 

channel, allowing switching in 10 dB steps for recordings of sound pressure level between 60 

and 140 dB (relative to 2xl0-'*/<bar). Connections were provided for record and playback to 

an Ampex FR-1300A 14 channel tape recorder. Signals were passed to an anti-aliasing filter 

circuit, containing fourteen channels of low pass filters. The signals were converted to digital 

form by sampling in pairs at 6 J4S intervals and digitised to 8-bit precision. The spread of 36 

}4S, over which the samples were collected, had the effect of imparting a slight squint to the 

telescope. The computer was a CAl LSI-2 with a memory capacity of 48 kB. The analysis 

software was written within a Fortran framework. The results were stored on disc with a storage 

capacity of 0.3 Mb. The whole system was transportable, but required mains electricity to drive 

it. 

The analysis used was a simple additive process. Once a data set had been recorded various 

analysis techniques were used including frequency domain applications [70], and also cross 

products of partial sums could be used. A mathematical statement of the theory of the acoustic 

telescope was given. 

The statistical errors associated with spectrzd density estimates were discussed. These were 

believed to be proportional to a chi-square distribution with n, degrees of freedom [39], where 

n îs twice the number of data segments multiplied by a factor determined by the procedures 
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for data mcxiification. Also discussed were the effects of environmental defects. It was noted 

that the theory required that the microphones be as far away as possible from the source region. 

As the distance increases, however, reflections from remote objects and other sources of 

extraneous noise become more significant, while wind and temperature gradients , atmos­

pheric absorption and surface roughness increase in importance with the greater distance. 

Therefore, a compromise distance had to be devised, which showed the advantage of an on­

line system to determine optimum conditions with the minimum of delay. 

The software was written to offer a diversity of analysis techniques. An initialisation program 

was run to set up the number of parameters and constants. The program interrogated the user 

to find such parameters as number and location of microphones, logging speed and the required 

focal positions. The program allows the user to specify the frequency range required. The 

processing time for 14 microphones at 129 frequencies was 5 seconds per data segment. 

A paper presented in Noise Control Engineering Sept-Oct 1984 detmled an arrangement by 

Boone and Berkhout for monitoring the sources of industrial noise from a distance [7]. The 

idea of using an acoustic array in this present research was a development from the use of 

acoustic arrays for the determination of sources of sound in the jet stream of aircraft engines 

and in particular, the use of an Acoustic Telescope [6]. In all these cases the concept was to 

collect data from a number of transducers and then compare the shift in the waves by 

mathematical analysis, and, hence, calculate the noise source coordinates relative to a given 

origin. The source in these examples was noise generated within a system rather than a 

sup>erimposed noise used as a tracer. 

In the paper by A.D.Broadhurst [8] the possibility of using an acoustic array for identifying 

the sound sources within enclosures was described. It was suggested that the array may be 

useful in studying diffusion and the acoustical sensation of space. It was pointed out that the 

limitations of the Billingsley Kinns Acoustic Telescope were that; 

a) the sources must occur in a straight line 

b) the problem of spatial aliases causes confusion 

c) the existence of side lobes, again confuses, and 

d) the resolution is a function of frequency. 

Broadhurst suggested the use of 125 microphones as a reasonable compromise between the 

number of microphones and the resolution of the system. He further showed that there was 
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good repeatability of impulse sounds produced by a loudspeaker in an auditorium. It was 

suggested that the directionality of the system could be of use in overcoming public address 

system problems. This could be by developing a directional microphone (from the array 

system) that could be adjusted from some remote situation to change the directional charac­

teristics. 

Employing a cubic array of 125 pressure microphones, with a suitable additive processing of 

the microphone signal data should allow the telescope to be focused in any direction. The 

directivity patterns indicated that a mean halfpower beamwidth of 32° may be realised in the 

1000 Hz octave band. The system could be used to measure the directional distribution of 

sound field components in auditoria, and the coherence between different reflections, which 

is a measure of the acoustical sensation of space. 

With the present experimental arrangement it was soon realised that the limited computing 

power and complex mathematics would constrain the project, so the aim became to ignore the 

possibility of calculations done in real-time. Rather, to determine a simple mathematical basis 

to allow the time shift information, that could be obtained with reasonable accuracy and 

resolution, to give the noise source location. This work would concentrate on investigating a 

practical arrangement that could offer good information at acceptable confidence limits. This 

led to a number of modifications in the original concept for this work, which will be discussed 

in the next section. 

The paper by Boone and Berkout [7] deals with the construction of a microphone array to 

produce a directional system. The reason for the system was to produce the equivalent of a 

highly directional microphone that enabled the noise emission from a source to be measured 

and analysed. This array allowed the contribution of the different noise sources to be identified 

and quantified. The microphone needed good directivity - at least to within one or two degrees 

to effect good separation of the sources under investigation. The directivity of the linear array 

is obtained simply by adding the output signals of the individual microphones [6]. A 

disadvantage of the linear array is that to avoid spatial aliasing a large number of microphones 

is required. The 'sparse microphone' array uses a different mathematics approach [31] so that 

the separation, based upon the two-dimensional Fourier transform of the space time correlation 
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functions of the microphone array elements, allows the same resolution for the telescope, with 

less microphones. 

In most of these examples the source of the signal is a continuous noise, so that spatial aliasing 

is an important feature. The alternative approach is to limit the duration of the signal and 

measure time delays when the spatial aliasing effect can be eliminated by the geometry of the 

microphone array. However, in using pulsed sound, one is no longer studying the noise emitted 

by a source, but rather using the noise burst as a diagnostic tool to investigate the acoustic 

properties of the medium through which the sound is travelling. In acoustic imaging, short 

wave or ultra sound is used to achieve the resolution. In the context of this research, a frequency 

range of 100 to 4000 Hz has been considered, so that small obstacles will be invisible to the 

collection system. 

16 



Chapter 2. 

Aims of Research 
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Aim of the research 

For the Acoustic Consultant involved in solving problems associated with the built environ­

ment, the usual difficulty is that problems become apparent after a project is completed. The 

. fact that the cost of remedial work is large, compared with a low initial cost if the problem is 

anticipated at the design stage, is rarely appreciated. The problems are further compounded by 

the fact that once a building is completed, exactly how the structure is put together beneath 

the decorative finish is seldom known. 

It has long been believed that if there was a simple technique, which would identify that a 

problem exists, as well as identify the cause of the problem, then remedial work would be 

cheaper and probably more cost effective. For example, problems are often encountered in the 

conversion of large, older property to multi-occupancy. When built, the properly is advertised 

as suitable for retired persons, and the first set of occupants move in and find everything 

satisfactory. With subsequent changes in tenancy, younger families move in, or some of the 

elderly residents have young families visiting. Complaints then start because young children 

tend to move more quickly than the elderly. The sound insulation of the floors is shown to be 

lacking. The slamming of doors in upstairs flats resounds throughout the entire building. 

Conversations between the younger relatives and the hearing impaired occupant are enjoyed 

by all residents. 

Undertaking sound insulation measurements, because it is suspected that the fabric of a 

building is the cause of the complaints about intrusive noise, often shows that the sound 

transmission loss between floors is well below the required standards. This can be rectified, 

with stock remedies, such as placing additional fioor panels or suspended ceilings. If it were 

possible to detect whether the problem were due to poor workmanship in that gaps had been 

left between bricks in a party wall, or that there was sound leakage around a ceiling, then the 

chance of a satisfactory conclusion would be much higher. 

With the advent of sound intensity measurement equipment becoming commercially available 

in the mid-eighties, such investigations have become possible. Unfortunately, the use of sound 
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intensity requires that all the measurements are done in the near field, so that measurements 

cire made close to the surface under investigation. A grid of readings is taken emd tiie computer 

works out the noise contours. The equipment is expensive and the procedure is lime 

consuming. 

Studying articles dealing with acoustic imaging and the location of noise sources from a 

distance, the prospect that it may be possible to construct an acoustic device that works on a 

similar principle to an optical device was attractive. The acoustic telescope uses a scanning 

technique. The source of sound coming from an object sends acoustic waves to a device which 

can process the waves and in an analogous manner to the optical telescope, it can assess the 

source by focusing upon different points of the surface. The acoustic telescope of Billingsley[6] 

worked on tiie basis tiiat the sources under investigation were in a straight line parallel with the 

axis of the linear array. The acoustic antenna of Berkout and Boone[7] were at a sufficient 

distance that the sound rays could be considered as reaching the acoustic array as a set of 

parallel waves. With the normal building problem, the source of the noise is usually tens of 

metres distant, and the acoustics of the enclosure are such that they will greatly affect the 

perception of any received acoustic signals. 

The initial concept envisaged in the research programme described in this thesis, was to have 

sufficient microphones to act as the individual elements of a lens, and by introducing time 

delays at each element, to select a point on tfie surface and look at tiie amplitude-time relation 

of die noise coming from that part of tiie surface. By using a computer to control the scanning 

of tiie lens, sequential data would give rise to a 3-D plot showing tiie variation of the amplitiide 

of the surface sound in relation to location and time. 

This was attempted by using a continuous source of noise, and correlating successive waves 

from the source. The step between tiie waves was selected to give a focus at a particular point. 

All the waves were then plotted in a waterfall diagram. The waves were colour coded to 

represent the particular element of the lens. A most attractive display resulted, but the 

interpretation of the information gave no insight into the way the sound was being propagated. 

The sound waves were produced by the total room acoustics and the standing waves merged 
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with the progressive waves to create utter confusion. At this stage, the use of a single handclap 

was considered. This gave rise to more intelligible information and estimations of distance to 

the source were possible. 

It now became apparent that a pulsed source of sound had advantages over continuous sound 

and because finite distances were involved, then equations had to be derived to calculate the 

position of the source from the time intervals between the reception of signals. The design of 

the microphone array was also changed so that the data would enable coordinates to be 

calculated to pinpoint the source position. The choice of the array geometry had to relate to the 

availability of microphones and the processing power of the ancillary equipment. It was 

decided to attempt simultaneous processing of data, rather than sequential, because at that 

stage it was not appreciated how reproducible the results were over a time period. In the light 

of the work done, it would be possible to take measurements at a number of locations sieveral 

mefres apart and combine the information so increasing the resolution of the data by effectively 

increasing the aperture of the telescope. 

Once the configuration of the equipment was determined and the effectiveness of the method 

satisfactorily established, then the practicality of the system had to be evaluated. Looking at 

a noise such as a signal transmitted through a partition, as in the BS 2750 method for measuring 

sound transmission loss, then the partition is energised by the sound over its entire surface. If 

the transmitted sound is observed by the telescope, there are an infinite number of paths by 

which the sound can reach the microphones. The time delay between these paths is not 

apparent, because the sources are coherent, and the received wave is going to be an interference 

pattern of all the waves. In addition, the pattern is complicated by the fact that each wave will 

have a different amplitude, due to the attenuation effect of the panel. By using a pulsed source 

of sound, the one piece of information that is apparent, is the start of the pulse at the receptor 

position. However, the pulse that is received first is not necessarily the sound passing through 

the weakest part of the panel. I f the attenuation of the panel is large - say in excess of 10 dB 

- then any direct sound paths due to air gaps in the structure or by Hanking transmission, will 

have amplitudes much bigger than the attenuated waves. It should be possible to calculate the 

attenuation of the panel, as well as determine the source of the start of the strongest pulse, and 

so estimate the position of tiie weak link. If tiie received pulse is only coming through the panel. 
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then the indications are that the equipment will only locate the first pulse to arrive. Much more 

elaborate mathematical or statistical processing will be needed to separate and identify the 

pulses traivelling through a common material by different paths. 

One approach to the problem that is within the capability of this project, is to use cross 

correlation techniques in conjunction with auto-correlation to make better estimates of the 

position of specific waves. The auto-correlation shows the periodicity of the signal even where 

the source is random. Therefore, where the final wave is due to the interference pattern of a 

number of superimposed waves, the auto-correlation function should show in the first estimate, 

the periodicity of the successive waves. By selecting a sine wave of the same frequency and 

combining it with the signal, modification of the original signal can be achieved. It is then 

possible to use this information to perform a subtraction of the source wave from the wave 

received at any microphone location and then to cross correlate to gel a better estimation of 

the wave separations. This technique should work as in the experimental situation where the 

multiple sources are point sources each emitting the same signal. Where the signal is affected 

by the transmitting medium and frequency shifts occur as well as large amplitude variations, 

then the problem is considerably more complicated. This problem will not be considered in any 

detail in this work. 

The aims of this work can be summarised as: 

1. To develop a mathematical model for source location using a seven microphone array with 

variable spacing. 

2. To verify by experiment, the mathematical model. 

3. To develop a computer program for collection of data and determine coordinates of the 

source. 

4. I f the model works, to consider the optimal design for a portable system. 
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Chapter 3. 

The Model 
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The selection of a model for the array. 

In order to determine the location of a noise source, it is necessary first to define the parameters 

that will enable the measurement to be made. In the first instance it must be assumed that the 

source is a point in space that can be defined by the use of the three coordinates x,y and z. These 

coordinates are measured relative to a point, normally the origin and here the reference point 

is m ,̂ which is the centre microphone. 

The source, S, can be at any point in space, therefore the three coordinates can have negative 

as well as positive values. It is therefore necessary to define how negative distances can be 

recognised. From the various references, in particular The Acoustic Telescope of Billingsley 

and Kinns, it is made clear that a linear array can only distinguish the position of a source along 

a line. For this a number of microphones is used. For example, in the case of the Billingsley 

and Kinns Acoustic Telescope, the number was fourteen. If the source is to be defined in a 

spatial context, then a microphone array must exist in each of the reference planes. From the 

evidence of Billingsley and Kinns, this would suggest three arrays, each containing fourteen 

microphones and the arrays mutually perpendicular to each other. Such an arrangement would 

not necessarily indicate the difference between the negative and positive directions. The array 

could be modified to have the middle microphone of each array common to all three arrays. 

This anangement needs the number of microphones to be an odd number. One research project 

had used a circular array which enabled determination of the source in a single plane with the 

ability to distinguish positive and 
Difference [7] - (3) > 
Difference [8] - [2] > 
Difference [6] - [5] 

The Circular Array Figure 3.1 

negative directions, but not eleva­

tion and depression. 

If the circular model is extended to 

a spherical model, then any point 

can be determined by reference to 

the centre of the sphere, if the sur­

face of the sphere contains the ele­

ments of the array. The model can be further simplified, if the array size is reduced to three 

microphones. This is the smallest number of microphones in an array that can have a centre 
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reference microphone, and distinguish between a positive and negative direction. The 

complete model must possess three arrays mutually at right angles to each other and forming 

the coordinates about the reference microphone, which becomes the centre of the model. 

The origin of the coordinates 
The particular frame of reference is for convenience only, but it is based upon accepted 

mathematical rules. Geometrical space is a mathematical concept to describe physical space. 

In it, a point has no magnitude and a line has no breadth. 

The choice of coordinates is 

that of a "right handed" rec­

tangular three dimensional 

axes. If one was to turn a tap, 

or screw, or any ordinary 

threaded device with a right 

handed twist from the posi­

tive direction on tiie x-axis to 

the positive direction on the 

y-axis, the result would be a 

thrust along the direction of 

the z-axis. 

.-y .. -+y 

Position of axes - Figure 3.2 

The three planes determined 

by the three possible sub-pairs 

of coordinate axes are called 

the (x,y), the (x,z) and the 

(y,z) coordinate planes. Just 

as the two axes of a single plane divide the entire reference plane into four quadrants, so the 

three coordinate planes of a three-dimensional set divide all space into eight regions called 

octants. The octant in which the values of x,y, and z are all positive is known as the first octant 

The other octants are not normally numbered. 
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Given any of the variables x,y and z, then a corresponding point in space P,, is uniquely 

defined. 

The relation of the array to the coordinates. 
The microphone array is based upon the coordinates described above and shown in Figure 3.4. 

The array comprises of three microphones along each coordinate direction. The higher 

numbered microphone represents the positive coordinate, the lower numbered microphone 

represents the negative coordinate and the third microphone is the reference microphone and 

is common to the three axes. This gives a total of seven microphones. 

Calculation of the position of the source 
To find the position of a noise source from the microphone array requires three variables to be 

determined. They can be either the three coordinates x,y, and z, or the polar coordinates R,6 

and (p,as shown in Figure 3.3. A solution could also be obtained from any three of these 

variables. 

The direct measurement of the angular displacements would be possible by mechanical 

movement of the array. This was not considered an option. Another method is by finding the 

The polar coordinates 

- Figure 33 

time differences of the signal reaching the various microphones. The limitation of this 

technique is only in terms of the speed at which data can be captured. 

The position of the source will be identified by the angles 'a' the altitude and '0' the bearing. 

The bearing is the angle made by the projection onto the 'zy' plane, of the line 'R' that joins the 

reference microphone, m ,̂ to the noise source, 'S'. (See Figure 3.5) 

The altitude is the angle between the line 'R' and the projection of 'R' on the (z,y) plane. It is 
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Diagram showing position of microphones 
relative to axes. 

-y 

The higher numbered microphone of each 

pair of microphones along the coordinate 

axis is placed in the first octant. 

Figure 3.4 - Microphone location 
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Diagram showing the angles that are used in 
the mathematical equations 

+ve A 

; Source 

bearing 

Projection of 
source onto 
plane (z.y) 

y + v e 

Altitude a = (90 - 0) 

Figure 3.5 Definition of altitude and bearing 

The angle between the projection onto the (z,y) plane of the line joining 

the origin (0,0,0) (which is the position of the reference microphone m^), 

and the source 'S', to the positive 'y' axis is 0. The angle between the 'x' 

axis and the line joining (0,0,0) to the source is '9' 
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Chapter 4 

Mathematical Analysis 
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Assumptions used in Mathematical Proofs 
The objective was to use a 'wheel-brace' array of microphones as illustrated in Figure 4.1 The 

convention used to represent the source and the receiver is that of a 'Right-handed' rectangular 

three-dimensional axes. 

The microphone is placed at the origin of the co-ordinates (0,0,0) and the source is at the 

position (x̂ ,ŷ ,ẑ ) which can also be defined by the polar co-ordinates R,0 and a. 

Source 
(Xe,y8,Ze) 

Reference point 
at Origin (0,0,0) 

-X Figure 4.1 

In order to speed the mathematics, a simple convention will be used. As stated earlier, the even 

numbered microphones will always be the closest of the linear pair to the source, when the 

source is in the positive quadrant. For example, the microphone pairs m, and m ,̂ and m^ and 

m^ lying parallel to the x-axis, then the sound will arrive at microphone m^ ahead of the sound 

at m ,̂ while the sound arriving at m^ will be delayed behind m .̂ Microphones vs\^ and m^ are 

on the y-axis, m^ and m^ on the z-axis. The simple assumption underlying the mathematics of 

this technique is that these time leads and lags can be related to the difference in the distances 

between source and the microphones. 
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The microphone arrangement is shown in Figures 4.2 to 4.7. The centre microphone m^ is 

placed at the origin of the co-ordinates. The microphones mj, m ,̂ m^, m ,̂ m^ and m^ are placed 

equidistant from m^ along the axes at a distance'd' metres from m .̂ As can be seen in Figure 

4.3, the distance between the reference microphone m^ and any of the other microphones is a 

constant value *d'. The distance'd' will be referred to as the array 'half-distance'. To determine 

the source location relative to the microphone array and the co-ordinate origin, three 

parameters must be determined, R, 0 and 9. (See Figure 4.3 for definition of the angles 0 and 

9). 

If the distance from the source 'S' to the microphone m^ is 7 ' , then the time lead of the signal 

at is (R - /Kv, where 'v' is the velocity of sound in air. Similarly, if the distance from the 

source *S' to microphone m^ is 'm', then the time lag compared to the noise at m^ is (m-R)-r 

V. 

The experimental technique uses bespoke software to determine the time leads and lags at the 

various combinations of microphones, and these times are converted into distances. The 

following analysis of the performance of the 'wheel-brace' array is undertaken with these 

distances. For example, if the time lead at microphone m^ is t̂  seconds ahead of the signal at 

m^, the difference in distance is represented by x .̂ 

Therefore x̂  = R - /= vt̂  [1] 

By a similar argument Xj = m - R = vt, [2] 

By reference to Figure 4.3 and the AESG, where EG = 'z' and OS = 'y', then the diagonal 

oftheplane, determined from the Theorem of Pythagoras is ES = (y^ + ẑ )V^ [3] 

Using the difference between the distances of the source to m. and to m as x, and m to m as 
1 o 1 2 o 

Xj, then /= R - x̂  and consequently= (R - x )̂̂  [4] 

The distance from microphone m^ to 'E' is the distance represented by the 'x' co-ordinate and 

also the distance from m^ to 'E' must therefore be 'x - d' where'd' is the distance between the 

microphones. Therefore the distance between mj and 'E' is 'x + d'. 

From the A m^SE, then P = (x-d)^ + ŷ  + .....[5] 

By combining equations [4] and [5] (R - x )̂̂  = (x - d)^ + ŷ  + [6] 

which becomes R̂  - 2Rx^ + x / = x̂  - 2xd + d̂  + ŷ  + ẑ  

butfromAOSE, R̂  = x̂  + ŷ  + ẑ  [7] 
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source 

m. 
Figure 4.2 

The reference point is the central microphone - n\) - which is always placed at the origin. 

G..,,.,,......,.,„ 

Figure 4.3 

R - I = X2 

m - R = Xi 

m. 

The angle 0 is formed by the projection 
of 'R' onto the yz-plane 

The angle 6 is formed by the diagonal to 
the cube passing through the origin 'O' 
and the source position *S' and the x̂' 
axis. 

Diagrams of the geometry of the microphone array 
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Therefore combining equations [6] and [7] gives - 2RXj + x̂ ^ = + - 2xd [8] 

But the 'x-coordinate' of the source = R cos 9 [9] 

From equation [2] Xj = m - R or this can be written as m = R + [10] 

Using the cosine rule on A OSmj gives m^ = R̂  + d̂  - 2dR.cos(180 - 6), or 

= R2 + d̂  + 2dR.cose 

which by substituting for 'm' from equation [10] becomes 

(R + x / = R̂  + d̂  + 2dR cosO 

This can be simplified by re-arranging the terms and cancelling R̂  

2Rx, + x,̂  = d̂  + 2dRcose [11] 

By changing equation [10] to use x̂  from equation [1], then / = R - x̂  and using the 

cosine rule on AOSm^ gives = R^*d^ - 2dR cosG, which on substituting for '/* gives 

x / - 2RXj = d̂  - 2dR cosO [12] 

On adding equations [11] and [12] 

R = 2d^ - (x,^ + x,^) [13] 

2(x, - X,) 

On subtracting equations [11] and [12] 

cose = (x,^ - Xj^ + 2R(x, + Xj)) [14] 

4dR 

Moving our attention to the y-axis and the line of the microphones m^, m^ and m^ as shown 

in figure 4.5, exactly the same analysis can be applied with the following results. The radial 

distance 'R' is given by the expression 

R = (2d^-(X3^ + x/)) [15] 

2(x3-x^ 

Using the process to determine cos 0 - (see figures 4.5 and 4.7) 

cos0 = (x3^-x/ + 2R(x3 + xJ) [16] 

4d(R2-x2)"̂  

Using a similar argument to derive sin 0 and combining the expression with equation [16] 

achieves the angle 0 via the tangent. 

tan (0) = (x̂ ^ - x / + 2R(x, + x^) [17] 

(x3^-x/ + 2R(X3 + x^) 
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source 
(XsYsZs) 

Figure 4.4 

Figure 4.5 

P - R = X3 

R - N = X4 
ES = V(y2+z2) = V(R2-x2) 

JS = V(P2 - X2) 

KS = V(N2 . . X2) 

Diagram of geometry for microphones and 
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Figure 4.7 shows the geometry of the microphones m^,m^ and m ,̂ which He in the hne normal 

to the source plane, the z-axis. Writing Pythagoras' theorem for triangles m .̂m .̂S and for 

m5,m ,̂S Mid using = (z+d)^ + SĈ  = (R + x / [18] 

and = (z - d)* + SC^ = (R - x^^ [19] 

Expanding these two equations, remembering that R̂  = ẑ  + SC ,̂ and on subtracting equation 

[19] from [18] we have that ẑ  =( x̂ ^ - x / + 2R{x^ + x^)) [20] 

Ad 

Moreover, adding these equations gives another value for 'R' as 

R= (2d^-(x/ + x/)) ...[21] 

2(Xs - x^ 

As an aside, it can be shown from Figure 4.5 that cos 9 = (x_̂ /R) [22] 

and by re-arranging equation [11] and combining with equation [22] 

x̂  = 2RXj+x,^ -d^ [23] 

2d 

If the values of the differences Xj , x ,̂ X3, x ,̂ x ,̂ and x^are determined from the experimental 

results of the time differences, then three values of "R' are available from which the mean may 

be calculated. Moreover, values of 9 and 0 are obtainable from figure 4.1. The coordinates of 

the source 'S', relative to the origin can be determined since x_̂  = R cos9, ŷ  = R sin9.cos0 and 

ẑ  = R sin9.sin0. This is an exact analysis of the geometry of the array relative to the source 

involving the path length differences x, ... x ,̂ and shows that if the corresponding time 

differences can be established then source location with this wheel brace array of seven 

microphones is possible. However, there will be problems in the field associated with the errors 

involved in measuring the time differences, and, cleariy, the values of ẑ  and the array half 

dimension, will need to be chosen carefully. Further, when making the calculations, it is 

important to be able to check the results against alternative measurements. With the present 

hardware it is easier to measure the (x,y,z) coordinates than the angles of altitude and bearing. 

It is also useful to have knowledge of the calculated values of the diagonals of the geometric 

model as a check. Therefore, the following analysis seeks to determine these quantities in terms 

that can be derived from the time differences. 

By re-arranging the terms in equation [11] cos9 = (R + x̂ )̂  - R̂  - d̂  •••[24] 

2dR 
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source 
(XsysZs) 

Figure 4.6 

m. 

Figure 4.7 

T - R = Xs 

R -Q = X6 

VS = V(T2. X2) 

US = \/(Q2 . x2) 

Diagram of geometry for microphones m^ and m^ 
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and by combining equations [9] and [24] 

X = (R + x )̂̂  - R̂  - d^ 

2d 

or'x' is either x = 2RXj + x̂ * - d̂  or 2RX2 - x̂ ^ + d̂  [25] 

2d 2d 

Combining equations [25] and [8] it is possible to arrive at an expression for 'R' 

R̂  - 2RXj^ + Xj^ = R2 + d̂  - 2xd = R̂  + d̂  - 2d(2Rx, + x,̂  - d̂ ) 

2d 

or -2RXj + Xj2 = d̂  - (2Rx, + x,̂  - d̂ ) 

R =2d*-(x,^ + Xĵ ) [26] 

2(x, - Xj) 

From the symmetry of the array, it is possible to use similar reasoning on the other microphone 

pmrs, and m̂ ,̂ m^ and m^ to achieve another two equations for *R' 

R = 2d^-(x3^ + X/) [27] 

2(X3 -

and R = 2d^ - (x / + x / ) [28] 

2(x,-x^ 

Now consider the microphone pair and m^ (reference Figure 4.5) 

P = R + X3 [29] 

and N = R - x̂  [30] 

The projection of m^ onto the 'yz' plane containing the source 'S' is at a distance (N -̂x )̂V^ 

Using the cosine law on the A SEK gives 

(hP - x )̂ = d* + (y^ + z*) - 2d(y^ + z^)"lcos 0 [31] 

Substituting for 'N' from equation [30] 

(R - x^^ - x̂  = d̂  + (y^ + ẑ ) - 2d(y2 + ẑ )"̂ .cos 0 

Substituting for R̂  as in equation [7] gives 

(R - x j ^ = R̂  + d̂  - 2d(y^ + z )̂"^cos 0 which on simplifying gives 

x̂ ^ - 2RX4 = ..d^ - 2d(y^ + z )̂"^cos 0 but R̂  - x̂  = ŷ  + 

therefore cos0 = 2Rx^- x / +d^ [32] 

2d(R2 . x2)>« 
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but from the A EGS cos0= y [33] 

So by combining equations [32] and [33] the expression for 'y' becomes 

y = 2Rx^ + d̂  - x / [34] 

2d 

By using the distance to the projection of onto the 'yz' plane containing the source 'S' , the 

distance JS is seen to be (F* - x*)"* and by following the reasoning given above, an alternative 

expression for y is, y = 2RX3 - d* + x,̂  [35] 

2d 

Also from the A SGE the expression z = y tan 0 can be obtained [36] 

To evaluate the term 'z' refer to Figure 4.7 where, as in the previous proof, the projection of 

the microphones m^ and m^ onto the plane of 'yz' containing the source 'S' gives A's USG and 

VSG where the diagonals US and VS are respectively (Q^ - x^)"^ and (T^ - x^"^. The separation 

between the time for the signal to reach m^ and m îs Xj = T - R and for the time interval between 

m^ and m^ is x^ = R - Q. 

Therefore Q = R - x̂  ...[37] 

T = R + Xj ...[38] 

Using the cosine rule for A EUS gives 

Q2-x^ = d̂  + y^ + - 2 d y + z^)»'2cos(9O-0) [39] 

From equation [7] and the fact that R̂  - x̂  = y^ + z^allows equation [39] to be simplified to 

(R -xf = d̂  + R̂  -2d(Rz - x^)"^ cos(90 - 0) 

or cos(9O-0) = Xĝ  - d̂  - 2RXg [25] 

-2d (R^ - x^)"^ 

butfromAESG cos(9O-0) = z [40] 

therefore z = 2Rx^ + d̂  - x / -[41] 

2d 

By following the above method and using the expression for T = R + Xj, the alternative 

equation for 'z' can be shown to be 

z = 2RX5 - d̂  + x / [42] 

2d 
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Summary of Equations used to determine Co-ordinates 

R = 2d2-(x,2+xp2) or =2d2-()tf + x.2) or = 2d2 - (X52 + X62) J . . . ... 
2{X1-X2) 2()(3-X4) 2(X5-X6) " ^^"^^'^"Mi) 

x= 2Rxi-d2f Xi2 or =2Rx2 + d2-x22 
^ 2d Equations (ii) 

y=2Rx3-d2 + x32 or =2Rx4 + d2-X42 
^ ^ — Equations (iil) 

2 = 2Rx5:di+x^2 or =2Rxe .d2 .Xe2 Equations (Iv) 
2d 2d H V / 

'^an0 = z Equation (V) cose = x Equation (vi) 
y R 

LEGEND 
Equation (i) = Equations 26, 27 and 28 
Equation (ii) = Equation 25 
Equation (iii)= Equations 34 and 35 
Equation (iv)= Equation 41 and 42 
Equation (v) = Equation reference figure 4.8 
Equation (vi)= Equation 9 

{Note that Equation [20] = Equation [41J + Equation [42]} 

Table 4,1 

R = 

The source can be located from R, 0 and 0 only, using the following equations 

tan 0 = 
2(^1-^) [X,'-X:+2R[X, + X,)) 

The equations given in Table 4.1 provide extra detail for use in evaluation of 

results and the critical analysis of practical data. 
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Determination of the inherent error due to finite time 
interval used in the analogue to digital sampling 

In the following calculation, the arrangement assumes that the source of the noise signal is at 

one comer of a rhombohedron and the reference microphone is at a diagonally opposite comer. 

By reference to Figures 4.8 and 4.9 the arrangement of the microphones is shown as a series 

along each of the three mutually perpendicular axes. From the three diagonals of the figure and 

the fact that the separation of the microphones is a constant - represented by'd ' - then the use 

of Pythagoras' Theorem enables the distance to each microphone to be calculated. 

From Figure 4.8: 

The diagonal which is the diagonal for the plane ZY, OB= ^(i? + y )̂ [43] 

The diagonal for the plane defined by the axes ZX and represented by AS is 

AS= V(x^ + ẑ ) [44] 

The diagonal for the plane defined by XY is CS, CS = + y )̂ [45] 

To calculate the distance to microphones m4 and m3, where the distances from 

E to m^ = x; A to m^ = y; C to m^ = z 

E to m^ = X - d; A to m^ = y - d; C to m^ = z - d 

E to mj = X + d; A to m^ = y + d ; C to m^ = z + d 

then the radial distance R is 

m^ to S = R = V(AS^ + y^) [46] 

mjto S = V[(y+d)H AS^] and m^ to S = V[(y-d)^ + AS^] [47] 

m, to S = V[(x + d)^ + OB^] and m^ to S = V[(x - d)^ + OB^ [48] 

mjtoS = V[(z + d)^ + CŜ ) and m^toS = V[(z- d)^ + CS ]̂ [49] 

From the above equations it is possible to construct a spreadsheet to calculate the distances 

between microphones and source for any set of co-ordinates, either positive or negative. The 

angles 0 and 9 can also be found. 

0 = ACQS (y/OB) and 9 = ACQS (x/R) [50] 
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source 

X = 0.50m 

y = 0.46 m 

z = J.00 m 

Figure 4.8 

The reference point is the central microphone - - which is referred 
to as point 'O' in all the mathematics. 

X G 
i ^ ^ S 

source 

1 1 1 1 1 1 1 1 1 1 1 

m. 

Figure 4.9 

The reference point is the central microphone - f^o - which is referred 
to as point 'O' in all the mathematics. 
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By calculating the distances and then converting the distances into units of time, it is possible 

to compai-e results obtained in practical work with the theoretical prediction. Because the units 

of time determined by the A to D convertor are 20 ptS units, then unless the time interval is a 

whole number of 20 jiS units, an error will be introduced. 

The spreadsheet makes the calculation by working out the actual distances between micro­

phones and source, using a value for the speed of sound derived from equation [51], relating 

velocity of sound to the absolute temperature. The reference velocity of sound was taken as 344 

m/s at 21 'C and then finding the nearest whole number of 20 JAS intervals. In this calculation 

0.5 and below are converted to the lower whole number. 

Vj__ (T; + 273) 

K ~ J ( r , + 2 7 3 ) t^^l 

The whole number values of the time intervals were then used to calculate the distances 

between the microphones. 
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Separation of 
microphones 

'X' co-ordinate 

'Y' co-ordinate 

'Z' co-ordinate 

Temperature at which 
measurements occurred 

Velocity of sound 

Calculation of 'R' 

For x l and x2 

For x3 and x4 

For x5 and x6 

Mean value of "R' 

% error 

Calculation of Angles 

0.28 m 

0.50 m 

0.46 m 

1.00m 

20 °C 

343.41 
m/s 

1.352 

1.220 

1.230 

1.2674 

4.83% 

65.6° 
Error 
0.5% 

65.6° 
Error 
0.1% 

Distance 'R' between 
source and reference 
microphone 

Time hiterval hi MfjS 
intervals between mo & S 

Interval between ml and S 

Interval between ml and S 

Interval between m3 and S 

Interval between m4 and S 

Interval between m5 and S 

Interval between m6 and S 

Calculation of 'x' 

Forx l 

Forx2 

Calculation of 'y' 

For x3 

Forx4 

Calculation of 'z' 

ForxS 

Forx6 

1.209 
m 

20 

13 

19 

11 

35 

32 

0.515 

0.530 

0.481 

0.472 

1.051 

1.049 

Calculation of % 
lirror 

Mean 'x' = 0.523 
Error 'x'= 
4.53% 

Mean 'y' = 0.476 
Error 'y ' = 
3.57% 

Mean'2'= 1.050 
Error'z ' = 
4.99% 

Table 4,2 - Calculation showing inherent errors. 
The time window introduces an error into the calculated values. The above table illus­

trates the size of this error. Experimental errors are considered later. 
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From the table of results. Table 4.2, on page 42, it is apparent that there is an error introduced 

into the calculation by the finite size of the time intervals. In the table, values of 'x^', 'y^' and 

'z/ were taken as 0.5, 0.46 and 1.00 metres respectively. These were selected as they 

corresponded to the dimensions used in one of the practical zirrangements to be described in 

detail later. The practical problem of determining x̂ ,ŷ ,ẑ  with a tape measure will be discussed 

later (see page 80). The table calculates the microphone distances from the source using the 

assumption that the microphone and source are at opposite ends of the diagonal of a liiomboid. 

This enables all the distances to be calculated using Pythagoras' Theorem. From this 

information the difference in distances to each microphone was calculated. The distances were 

converted to the unit of time measurement, that is 20 /AS values. In every case these were 

decimal values, but the practical equipment can only make measurements to the nearest whole 

number. 

The distances between the microphones and the source was then recalculated using the 

modified times. The distance between the reference microphone m^ and the source was then 

calculated by each of the derived equations for 'R'. The values were averaged and the 

difference between the average value of 'R' and the value determined from the geometry of 

the arrangement was used to calculate the percentage error. Similar calculations were used to 

find the errors in determining the co-ordinates, 'x^', 'y^' and 'z^'. 

The final figures in the table show that with the co-ordinates selected, the error is below 5%. 

However, when values are used allowing 'z' to vary from 0.0 to 1.7 metres, while 'x' and 'y' 

were kept to their original values, the error oscillates between jxisitive and negative values and 

can be as high as 20%. [See Figure 4.10]. Anomalous results are achieved when the variation 

in the values of, say, x l and x2, become equal, due the 'rounding-up' procedure. The difference 

can become zero, which as a divisor, gives an infinite value. If the separation of the 

microphones is doubled, then the range of error is less for larger values of 'z\ but ultimately 

the magnitude of the error becomes excessively large. [See Figure 4.11] 

The minimum error will occur when one axis of the array is in line with the source. This is the 

'end fire' position. When the array is arranged in this form, the separation in the time intervals 

is the time taken to travel between the successive microphones, 'd'. In the system described'd' 
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Variation in % Error of 'R' with 'z' when d=0.28 
metres 

e 
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Figure 4.10 

Variation in % Error of 'R' with 'z' but d=0.56 m 
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Distance in metres x 10-1 Figure 4.12 
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is 0.28 m and therefore the time interval in 20 i4S units is 

(0.28 X 10^^ (344 X 20) = 40.69 = 41 units to the nearest whole number assuming the velocity 

of sound to be 344 m/s. 

It follows that errors may be reduced by increasing the separation of the microphones, but the 

equipment itself becomes unwieldy, as a consequence, and would not be capable of use inside 

an ordinary room. 

When the array is in the 'broadside' position. Figure 4.13(a), then the two microphones will be 

equidistant to the source. The reference microphone and the source will be on the normal to 

the microphone axis. In this arrangement, the separation of the time intervals between the 

sound reaching either microphone and the reference microphone will be at the smallest value. 

Therefore, the accuracy of measurement will be the least, or the potential error the greatest. In 

Figure 4.12 a graph of the difference in the time intervals, X , - X Q is shown as a plot against the 

distance between the source microphone and microphone for different separation of the 

microphones'd'. As the distance to the source increases, so the difference between the times 

decreases until, when the source is effectively at infinity, the separation in distance becomes 

d sin 9 where9 is the angle of incidence of the sound waves - see Figure 4.13 (b). When the 

sound waves are parallel to each other and normal to the array, then the value of '9' is 0°, and 

there is no difference in arrival time. 

If all the co-ordinates change, that is, the 'x', 'y' and 'z' at the same time, then the variation in 

the error of measuring 'R' is proportionately greater. 

where mo = reference microphone 

Source at 

E n d - f i r e 

Source at oo 

X = 0 because 
X = d sin G sin e = 0 B r o a d s i d e 

(a) 
Figure 4.13 
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Chapter 5 

The Hardware -
The Experimental 

Arrangement 

46 



Apparatus 

At the start of this research, the various references had shown that a number of models were 

available upon which the experimental equipment could be based. However, there were three 

constraints that had to be accepted: 

1) A certain amount of equipment was readily available 

2) The cash for further improvements in equipment was strictly limited, and 

3) Computation facilities were restricted to the hardware already purchased. 

It was accepted that the scope of the research was to investigate fundamental concepts and 

establish the feasibility of the project. It would also show that i f applied with the current 

equipment available, then significantly better accuracy in the location of sources would be 

possible and also the speed of processing would enable 'real time' evaluation of the results. 

The original Rolls Royce Acoustic Telescope equipment became available. This consisted of 

a set of 8 amplifier cards in one box together with a set of preamplifiers designed to use B & K 

Vj inch microphone capsules. With this arrangement each microphone was on a separate lead 

and each amplifier had a separate meter to monitor input. The output from these preamplifiers 

was fed into an A to D conversion unit produced by Biodata. The information was output to 

computer and stored on disk as a 12 bit binary record. The analysis was done using an Apple 

][e 64K microcomputer. The analysis was a program written in basic (Applesoft) for cross 

correlation 

The analogue to digital conversion was made simultzmeously by eight identical analogue to 

digital CH12 modules'. The output from each microphone was fed to its appropriate card. 

After the signal was digitised the data was sequentially transmitted to the computer. It was 

decided that each record should be 4096 bits. The computer was an eight bit machine whereas 

the A to D card was 12 bit Data was converted to 8-bit format for recognition by the computer 

and the collection software routine dealt with the conversion as part of the capture and save 

operation. The processing was achieved using a compiled basic program that accepted a 

keyboard command instructing how many channels were used and 'f>oking' the digitised data 

' CH12 is Uie reference to the BIODATA modale 
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output to a memory location in the computer. The data was stored as a binary file on disc. The 

data was plotted and the waveform compared to that produced on a storage oscilloscope. This 

served as a check that the wave plotting routine of the computer was giving an accurate 

representation. 

The approach used in this research is similar to that of locating dislocations in a rock mass. In 

the work of Redfem and Munson [72], the technique was to use a linear regression method and 

a reiterative process to find a best fit solution. In this research, a geometric analysis has been 

used. The velocity of the wave has to be known. Since the time shift between waves is 

calculated, either by the visual displacement of waves, or by the use of a normalised cross 

correlation, the start of the signal is important. 

The clarity of the signal is important to the current research, since the noise source data 

recorded must have a clearly defined start to assist in the analysis process. 
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Description of Apparatus 
The apparatus can be considered as six modules that are interlinked. 

1. Source of noise 

2. Microphones and assembly 

3. Amplifiers 

4. Analogue to Digital conversion (AID) 

5. Computer 

6. Printout 

The modular nature of the arrangement has allowed flexibility in the approach to the 

acquisition of data. As new equipment comes onto the market, it is possible to interface it with 

the existing arrangement. The limitation to this is, of course, the cost of new equipment. 

Therefore, the arrangement, although having undergone several modifications, still consists of 

devices that would be regarded as obsolete i f the project were starting in 1993. The most 

obvious is the choice of the Apple ][e computer. This machine was nearing the end of its 

commercial acceptability at the commencement of the project. It does, however, offer a 

substantial advantage, even today, provided that speed and memory capacity are not the prime 

requirements. It has up to four slots aveiilable for inserting special boards, and i t incorporates 

a straightforward, though quite sophisticated, form of BASIC programming language. This 

allows alterations to be effected quickly and relatively painlessly. Newer computers offer the 

data acquisition in real time with dedicated software for analysis. The advantages of this are 

obvious, but from the investigative point of view, the ability to modify techniques was, and is, 

still regarded as of prime importance. 

Source 
The mechanism chosen to represent a noise source was a small loudspeaker. It was necessary 

for the source to be small so that the largest dimension of the loudspeaker should be 

approximately a tenth of the distance between the source and any microphone. The power 

output of the speaker was not critical. Provided the noise level of the signal burst was at least 

10 dB above background, there was no complication due to addition of noises. The small size 
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Microphone 2 

1 s 10 

M M 111 

of the source allowed the assumption that the centre of the loudspeaker corre­

sponded to the point of the noise generation. The loudspeaker was supported on a 

metal stand and its position could be adjusted vertically over the height of the stand. 

Microphones and assembly. 
The microphones were selected to match the rest of the equipment and offer 

reliability. The choice originally was to use miniature capacitance microphones 

with preamplifiers designed and made as part of the work. Following the practical 

problems associated with these microphone preamplifiers, it was decided that the 

more expensive B & K 4133 12 mm microphone capsules should be employed. The 

preamplifiers were ones that had been developed for use with the Rolls Royce 

Acoustic Telescope by Rolls Royce and were found to be 

satisfactory. The system was designed for use at a consider­

able distance from the main amplifiers. From reference to the 

paper of Billingsley and Kinns, which describes the system 

used by Rolls Royce, the microphones used in the original 

telescope were 6.35 mm B & K type 4135. By the time the 

equipment was used on this project, the termination for the 

preamplifiers had been changed to take the 12 mm B & K 

capsule. The fittings and associated cable for the 100 m 

extension were still in place. The control of the input gain from 

the preamplifiers was entirely from the amplifier unit. 

Amplifiers. 
The amplifiers were connected to the microphones via a multi-

plug at the rear of the case. Each microphone card (see Figure 

5.2) pushed into a socket in the case. 
Figure 5.2 

The amplifier board contained a display showing the signal input voltage, a dial to 

alter the gjiin in 10 dB steps, a BNC output plug and a switch to insert or isolate the 

filter. A separate power supply with switchable outputs for the heater elements, is 

Microphone 5 

1 5 10 

M M 111 
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placed to the side of the amplifiers. The amplifiers were designed to give a fiat response from 

80 kHz down to 30 Hz. 

At the start of the research extensive testing was performed to check the compatibility of the 

amplifiers to the rest of the system and to find whether any phase shifts were introduced. This 

testing was carried out by replacing the microphone capsule with a jack socket and feeding a 

signal from a sine wave generator into all channels simultaneously. The signals were recorded 

on the computer disk and analysed by plotting the waves on a pen plotter. No phase shifts were 

observed between the channels. By altering the signal input, the amplifiers were matched for 

gain and calibrated in terms of switch setting against dB. 

The Analogue to Digital Conversion 
The analogue to digital conversion unit was purchased from Biodata limited. The system 

comprised a main frame containing the circuitry necessary for complete IEEE-488 bus 

operation and a number of modules to transfer data between the bus and the computer. The 

MICROLINK™ interface has a standard connector of the IEEE-488 bus mounted on the back 

panel of the enclosure. This was used to connect the unit to an IEEE-488 card in slot 4 of the 

computer. 

The MICROLINK interface is fully bus compatible. The system acts on the IEEE-488 bus as 

a single device with a single address - the PRIMARY ADDRESS. The control module in the 

mainframe of the MICROLINK recognises the primary address of the device when it is sent 

by the controller. The primary address is a number between 0 and 30, and in the MICROLINK 

interface the primary talk address and primary listen address are the same. The individual 

modules are accessed through a secondary address. To send data or commands to a particular 

module, the controller or computer sends out an extended two byte listen address, the first byte 

is the primary address of the MICROLINK interface and the second byte is the secondary 

address of the module within the interface. The interface similarly expects an extended talk 

address when data is got from a particular module. Flexibility is achieved through the use of 

secondary addressing. There is only one connection to the IEEE-488 interface bus, and within 

the MICROLINK interface there is another, internal bus, which connects the mainframe to 

each of the modules. 

The MICROLINK mainframe consists of the instrumentation case, its back panel and two 
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modules - the Power and Control modules. These are located on the lefthand side of the case. 

The back panel holds the mains input socket, the fuses and the IEEE-488 socket. The power 

module has three light emitting diodes. These should all be lit when the supply is normal. 

The control module has the primary address switches and 2 light emitting diodes. These diodes 

light when the unit is addressed as either a talker or listener. 

The modules used in this work were 

a) Time base module TB, 

b) Comparator module CMP, and 

c) the A to D modules CH12. 

The Time Base (TB) module is the heart of the transient capture system. It provides all the 

sample timing, the starting and stopping facilities necessary for transient capture. Only one 

time base was used. It possesses one red LED which lights when its address is received. In order 

to initiate the capture of a transient signal, a trigger signal is required. This can be from one of 

three sources -

i) the Comparator Module (CMP). 

ii) a front panel digital input or, 

iii) from the software. 

The trigger has no effect until the two control signals, ARM and RUN, have been received from 

the software. When the RUN command is set, the CH12 modules take and store samples at each 

sample pulse, but the trigger inputs will have no effect until the ARM is also set This enables 

pretrigger capture of data. (From reference to the tables of experimental data, it can be observed 

that usually there are at least 400 samples before the commencement of the triggered event). 

The amount of pretrigger data that can be stored is determined by the setting of a slide switch 

on the module in conjunction with the software commands. There are four possible block sizes, 

namely 512,1024,2048 and 4096. The number of blocks to be counted before the trigger, is 

set by the software. This means that the system is collecting data as pretrigger information, and 

the number of blocks counted allows a variety of pretrigger configurations. In the experiments 

conducted here, the trigger was initiated by the signal of the white noise generator. The 

timebase is controlled by a software command that allocates an 8 bit byte reference to be sent 

during the set up. Bits 5 and 6 set the arm and run commands. 
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The CMP module 
The CMP module provides the facility for triggering the transient capture system from a 

defined point on the analogue waveform. The front panel of the unit has two BNC sockets -

one is for the analogue input and one for the digital output pulse. The front panel also has a red 

LED which flashes when the trigger threshold has been passed. The CN4P determines the type 

of triggering and the level at which the trigger occurs. It also sets the input voltage range. 

CH12 module - A to D conversion 
The CH12 module provides the amplification, 12 bit conversion and sample storage for the 

transient capture system. The front panel of the unit has a BNC socket for the analogue input 

There is one CH12 module for each channel of data input Again there is a red LED that lights 

when the module is addressed. The output data from the sample and hold device is taken to a 

12-bit A-D converter. This has software selected ranges of 0 to 10 volts or-5 to +5 volts. The 

A-D takes readings at each sample pulse received from the time base module and stores it in 

memory. Since the 12 bit reading is stored as two 8 bit bytes, the remaining four bits are used 

for the 4 digital status inputs which are recorded with each sample. The data is stored at memory 

locations by the address counter and the address is incremented in such a way as to store the 

data in a sequential time series. When the end of the memory is reached the address counter 

returns to the beginning and continues to store samples. This continues as long as the time base 

sends out pulses. The effect is that the address counter is always pointing to the chronologically 

earliest record. When the transient has been captured, the time base ceases to send out pulses 

and resets its RUN control. The data can be read from memory provided the RUN is not set. 

The data can be read all at once, or in sections, and can be re-read i f necessary. 

The status inputs control the gain of the amplifier, and whether the system is polar or bipolar. 

The gain is set from within the software with a maximum gain of 50. The maximum sample 

rate for the CH12 is 50 KHz (or 1 sample every 20 pis). The maximum errors are given as: 

Initial offset error ±0.5 LSB 

Max. offset change with temperature ±2 LSB 

Initial full scale cal ±0.5 LSB 

Max. linearity error ±1 LSB 
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The CH12 modules used had 16k memory and there were 8 modules. Seven of the modules 

were used to monitor the microphone inputs. The eighth module was connected to the trigger 

from the white noise source. This gave a digital record of the actual signal sent to the 

loudspeaker and proved useful when multiple sources were used as it gave a comparison 

between the signal transmitted and received. 

The Computer 
As stated previously the computer was an Apple ][e with 64 kB of onboard memory and two 

SV^inch disk drives. The IEEEr488 card was fitted to slot 4, a dot matrix printer was connected 

to slot 1, and a pen plotter connected to slot 2. Various additional memory devices have been 

used, but the one found most useful was an ICE 10 MB hard disk. 

The computer was driven using a software routine written in BASIC by the author. The 

acquisition of data from the A to D equipment was based upon software supplied by Biodata. 

The computer presents a series of questions requiring the set-up information for the A-D 

system. This includes the number of channels in the system, the gain of the amplifier and the 

trigger level. The data supplied is written to disk as a text file, and the A-D left armed and 

awaiting the trigger signal. The trigger is supplied by the start of the noise from the loudspeaker. 

The pretrigger information allows a large number of samples to be taken prior to the signal of 

interest. From this data, electronic noise from microphones, or acoustic noise within the 

environment, can be determined. By setting the input signal to saturate the system and setting 

the trigger level to 75%, the start pulse rises very quickly and minimises the confusion that can 

arise from a low level signal. 

The data is stored on the A-D and the software then initiates the transfer, writing the data 

directly to a memory location on the computer from which it is transferred to the disk. Each 

channel is sequentially down loaded. This procedure takes time, mainly for the storage to disk. 

It was decided that this was of little importance in the experimental arrangement, but for on-

site work, it would be advantageous to do the analysis from the data stored in the computer. 

The Apple ] [ does not have enough memory space to contain the eight sets of 4096 samples 

and provide memory for the program. The analysis programmes, such as cross correlation and 

wave plotting, use programmes that have been compiled. A total analysis of one set of records 

can take as long as 30 minutes. 
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Determination of the Time Intervals 

The seven microphones were attached to a framework that held the microphones in constant 

reference to each other. The individual microphone saddles were capable of small adjtistments. 

The separation between the microphone capsules was selected as 0.28 metres. The sound 

source was chosen to represent a point source. It was a loudspeaker of 0.025 m diameter 

attached to a stand, so that its position relative to the microphone array could be maintained 

for the duration of a measurement, but easily changed for successive investigations. 

The measurements of the position of the sound source were made using a tape measure. The 

use of a j ig (figure 6.5) and a set of strings between the microphones and the stand for the noise 

source, enabled a reasonably accurate measurement to be made. The greatest problem was 

being sure that the 90° angles were correct. Small variations in the angles made a significant 

variation to the measured distances. (A description of the use of the j i g to measure the 

coordinate positions is given on page 71). 

In order to minimise the error in the determination of the (x,y,z) coordinates using the 

measurement of the time delay between the microphones, the position of each pair of 

microphones on the three axes was interchanged. The results gave no significant difference. 

As the process of changing the microphones was time consuming, the practice was dropped. 

In the same context, the acquisition of the data at all microphones simultaneously was regarded 

as essential, but experimentation showed that because the arrangement was static, the time 

differences recorded at the microphone pairs was extremely stable. It follows that for the type 

of measurement being undertaken in this study, sequential measurements are acceptable. 

The analogue to digital conversion system was activated by a trigger signal obtained from the 

connection to the loudspeaker. The line output from the white noise generator is parallelled 

with the output connector to the loudspeaker. This was fed to the eighth amplifier card. The 

gain of the amplifier was reduced to the minimum value. The output from this amplifier was 

fed to the trigger input of the A to D and also input into the number 8 A to D convenor to record 

the trace corresponding to the start of the noise burst from the loudspeaker. By using this signal 

as the trigger, rather than the signal from any of the microphones, prevents extraneous captures 
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due to noise in the laboratory. 

The determination of the time differences was made by comparing the start of the noise burst 

in each of the stored results from the microphone array. Two methods were used to determine 

these quantities. The first technique was to plot the trace for each microphone and compare the 

trace with the reference microphone. Figure 5.2 shows such a comparison. A special software 

package was created that allowed the trace to be annotated with the number of microsecond 

intervals that elapsed from the start of the noise burst. The comparison relied upon a visual 

match being established between the waves for the beginning of the trace. Where there was a 

sudden rise in level, the procedure was relatively easy, but often the start of the trace was 

difficult to determine. A characteristic that clearly identified the point at which the noise burst 

arrived at each microphone, was used as the origin to read the time difference from the 

computer graph and recorded by moving a cursor over the trace. The method provided a very 

useful indication of the time intervals, but the variability in positioning the cursor on identical 

events for the different microphones caused poor repeatability of measurements. 

The alternative method was to use a normalised cross correlation technique. This uses the time 

averaging of a number of successive points and determines how closely related are the graphs 

from the calculation of the correlation coefficient. The nearer the coefficient is to unity 

(irrespective of the algebraic sign) the greater is the correlation. The number of points in the 

records could be adjusted, so that only the initial sound burst was used. This prevented any of 

the reflected sounds influencing the calculations, so eradicating any room effects on the 

measurements. This technique proved to give some extremely consistent measurements. 

The program for determining the correlation coefficients was designed to quote the correlation 

coefficient and the corresponding time interval while plotting the correlation curve on the 

screen. In this way it was a straightforward matter to find the time intervals by correlating the 

signals stored from each microphone in turn, with that obtained from the reference micro­

phone, m^. It was found convenient to use the visual method to obtain a coarse correlation, thus 

enabling the mathematical correlation to be speeded by knowing the approximate time for the 

start of the signals for each microphone. 

56 



The values so obtained were in the form of 20 ;<S intervals. These values were converted into 

distances using the velocity of sound for the air temperature in the room at the time of 

measurement This was performed using a computer spreadsheet. The velocity of sound at 

20°C was entered from a set of standard tables, and the velocity calculated for actual 

temperatures 

(Example of the spreadsheets axe given in the appendices on pages 142 and 143). 

Al l the information was stored on disc. This also allowed a multiple plot of the waveforms to 

be downloaded to a plotter. 

A A Microphone 2 

A A^^^ Microphone 1 

'n' 20ps ! ] / 
Intervals 

: t2 

Figure 5.3 Graphical determination of time interval 
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Connection Diagram of Practical Apparatus 
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Chapter 6 

Data Acquisition, 
Treatment and Analysis 
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Acquisition of Data 
Special Software 

The software for acquiring the data from the analogue to digital converter was written in 

Applesoft Basic. The program is designed to set the equipment, trigger the collection and store 

the data. 

How many Channels? 

State record number 

Set sensitivity In mV FSD 

Set gain of amplifier 

Set Trigger Level 

'Arm' capture 
data system 

Transfer data to 
computer storage 

device 

Plot traces on pen 
plotter 

External trigger from 
noise pulse 

Call Cross Correlation 
program to determine 

time Intervals 

Measure time interveiis 
from graphs 

Figure 6,1 

The system is first initialised by information sent through tiie software. The voltage range, the 

amplification of the amplifier and the trigger setting are all performed by sending bytes to the 
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A to D card. This is performed by creating a special software routine that asks for the various 

settings and records all the information onto a disk. The A to D is 'armed' which causes the 

'clock' to start running. This ensures that an amount of pretrigger information is acquired. The 

size of the memory available for the recorded data is set by micro switches on the A to D cards. 

The pretrigger data is determined from within the software. The information being received 

by the input is recorded continuously until a data 'run* is sent The recorded data is then stored 

so that a number of bytes of memory are reserved with the information of the signal prior to 

the 'run' request being received. 

The data is stored simultaneously on each of the A to D cards connected to a microphone. At 

the completion of the store routine the computer initiates the downloading of the data to disc. 

This is a sequential action. Each piece of data is named according to a code that stores the date 

and the microphone number together with another code to identify which record is being stored 

on a particular date. 

The signal sent to the loudspeaker is split. One component drives the loudspeaker, while the 

second goes to a separate amplifier, the output from which triggers the data capture. A number 

of readings can be taken for each source position. 

The data stored on disk can be processed in a number of ways. It is often convenient to plot the 

traces on to a single graph. Such a printout gives a visual indication of the time intervals, and 

therefore enables a commonsense check on the lead and lag times at each microphone. 
SI 

(See appendices, page 1^44) 

Cross correlation provides a mathematical technique to determine the similarity between 

waveforms. Where the sound waves originate from more than one source, the plots of the 

complex waves patterns are impossible to use to determine the time lapses for the separate 

sources. The theory of the cross correlation method used is explained in the next section. 
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Correlation 
The correlation coefficients of two random variables, in some sense indicates how 

closely related the two variables are. In a quantitative sense, the correlation is a 

measure of the linear relationship between two variables. 

A basic indication of the correlation between two variables x and y. is the sum of the 

products 2xy. In actual computation, time averaging is used. 

Given two series of data, Xi - Xn and yi - yn, then let x be the mean of x and y the mean 
of y. 

N 
X = 1 2 Xn 

Nn=l 

The deviations from the average can be written as dxn = Xn -"x and dyn = yn - Y 

I f another average of the products of N deviations is taken 

N 
Cxy = 1 2 dXndyn 

Nn=0 

The quantity C^y is the measured covariance between x and y. The correlation 

coefficient, pxy , is a normalised version of the covariance, which is the covariance 

divided by the product of the standard deviations of x and y, which are and Gy 

Pxy — Cxy 

The values of x an y are said to be highly correlated because -1 ̂  pxy ̂  1. when 

P4 
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The use of Correlation in Signal Processing 
In the application of cross correlation processing, the features whose similarities are being 

assessed are usually in the form of a sampled series of values. The values are not time 

dependent That is, although the value occurred at a certain time, it will not vary or be affected 

by time either before or after the event of capture. The process of determining similarity 

between sets of data may become apparent, however, if a time shift is introduced between the 

values being compared. Because at the start of the analysis, the time lag for maximum 

similarity is unknown, then the process of correlation must take place for all possible values. 

Thus, a general covariance function is required. 

Given two time dependent signals, x(t) and y(t), the time averages are 

The deviations from the means are 

Sjit)=xit)-x 

Sy{t) = y{t)-y 

If , for instance, the similarity between the input, say x(t) and the response, say 

y(t), is separated by the time 'x' it is to be expected that y(t + t) will correlate with x(t), for a 

particular value of x. The general covariance function : 

Cjr)=^l[x{t)-x]ly{t^r)-y] [52] 

It is assumed that x and y are time-invariant variables, so that x and y do not depend upon 

t, and that C „ is a function of the time difference only. The normalised correlation coefficient 

becomes 

Using equation [52], putting y =x and x = 0 then C^(0) = â ^ and 

similarly Cyy(O) =0^^ then the normalised correlation coefficient becomes 

C J(T) 

{cJo)c^,io)} 
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Cross Correlation Chart 

Figure 6.2 below shows a cross-correlogram. 

This is a plot of the cross correlation coefficient between the data from microphone [ m j 

and the reference microphone [ m j 

1 T 
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A Cross-correlogram - Figure 6.2 

The trigger was set for 75%, the voltage range for 500 mV and the gain for 10. 

The number of data samples averaged was 20, with the first sample occuring 620 lime intervals 

or 12.4 mS after the start of the storage of data. It is seen in figure 6.2 that the maximum 

correlation coefficient was 0.97 at the time delay (x) of 15 x 20 fiS, or 0.30 mS 

Time delays 15 x2Q(ffl 

Wave from rrif 

Time to first 
sample 

= 12.4 ms 
= 6 2 0 x 2 0 / j S 

Wave from m2 

Figure 6.2b 

20Gampl8Sussdfor 
eofrelalioncalcUalion 

64 



Auto-correlation 
Auto-correlation examines the similarity within a single process as a function of the time for 

which the process is executed. In other words, a cross-correlation between x(t) and x(t + x) is 

sought which is a correlation between two elements of the same signal sepeuated by the time 

X. Following the earlier argument and modifying equation [53] the normalised auto­

correlation coefficient r^(x) is given by 

The importance of the Auto-correlation function is that, in addition to providing information 

about the behaviour of x(t) in the time domain, it can, indirectly, give information about the 

frequency domain behaviour oi x. 

The auto-correlation is nearly zero except for a sharp peak at / = 0 for a wide-band noise. This 

shows that the behaviour of x is unrelated to the events at any other instant. A sinusoidal 

function shows a correlation function that persists over an infinite range of time lags and the 

similarity persists no matter what the time lag. The rate of decay of gives an indication of 

the bandwidth. A narrow band signal, such as a sine wave, has a persistent auto-correlation 

function, whereas a broadband signal has a R^(t) that goes rapidly to zero as t goes away from 

the origin. 

Cross correlations provide information about the phase difference of the two functions 

correlated. Also the magnitude of the cross correlation increases with the amplitude of either 

function. When two sinusoids with the same frequency are correlated, the result is a sinusoid 

with the same frequency and a phase which is the phase difference of the two functions 

correlated. It is consequently possible to extract information about a periodic signal buried in 

extraneous noise by cross-correlation. The amplitude and phase of the signal can be found by 

correlating the mixture with a sinusoid of the same frequency. Any function can be considered 
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as a linear combination of sinusoids, that is, a Fourier Series. A Fourier Transform of a cross 

correlation is a cross-spectrum and can give information about amplitude and phase relation­

ships. This information is usually found from a FFT or Fast Fourier Transform. The FFT is an 

algorithm or calculation procedure for obtaining the Discrete Fourier Transform (DFT) with 

a greatly reduced number of arithmetic operations compared with the direct evaluation. [71] 

The error involved in cross correlation can be investigated by considering the term 

X = A sin(a)t -1-0) 

and measuring values over the interval [0,T]. To estimate the auto-correlation R^(T) the 

equation is integrated to give 

1 7 
^ x ( T ) = ~ ] X(t)x(,t + T)dt 

T 0 

which becomes 

r.t \ ~^ .2 COS[(0{T - T ) ] I N 

[Reference P. 187 Digital Methods for Signal Analysis (3)] 

In order to minimise the error in cross correlation, the term l/coT should be kept small, where 

T is the length of the sample interval. In general, the error is related to 1/BT where B is the 

bandwidth. 
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Figure 6.3 

Figure 6.3 shows the correlation coefficient plotted as a function of the time 

intervals for different numbers of samples. 

The graph, figure 6.3 shows the correlation of data collected from a single point 

source. The size of the sample being processed is changed, but the time at which 

the highest correlation occurs remains constant. 
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Determination of the bandwidth 

From an examination of the auto-correlation of a signal, the filter bandwidth can be estimated. 

The delay time't' (which is the product of the number of sampling intervals between two points 

and lOfdS) is measured at the point where little significant change is occurring in the 

correlogram, and the filter bandwidth is taken as the reciprocal of this period[3]. The 

explanation also comes from the analysis of a sin x/x relation which is similar to the auto­

correlation. The bandwidth is 1/7, where T is the period. 

Auto-correlation 2803932.1 which is from a double 
noise source 

e 
4» 

e 
U 

« -
4» 

0.8 -̂  
0.6 + 

0.4 + 

0.2 A 

0.2^5-
0.4 + 
0.6 -̂  
0.8 -L 

20 fiS time intervals either side of start 

Figure 6.4 

This graph shows that the second maxima either side of the first, occurs at 9 x 20;^S, 
1 

and therefore the bandwidth is ^9x20x10'^) ~ 

This shows that the source used for these experiments, produces noise that lies 

between a pure tone and a broadband signal. 

The autocorrelation function has application to the built environment. It enables 

periodic signals buried in noise to be detected. It will also detect the presence of echoes 

within a signal. Such echoes create the acoustic 'colour' of the sound in an auditorium. 
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Experimental validation 

From the earlier discussion, summarised in Table 4.2 on page 42, it has been shown that a 

percentage error in the location of a noise source is bound to occur due to the limitations of the 

A to D sampling. The reader will recall that this electronic apparatus for the analogue to digital 

signal capture has a finite window 20 wide. In order to ascertain how closely the practical 

measurements would match with the theoretical predictions, a test procedure was developed. 

This consisted of constructing the wheel brace microphone array. It was decided that the 

microphones and their associated preamplifiers should be mounted sufficiently permanently, 

that it would be easy to relocate the apparatus for different practical requirements. This was 

achieved by constructing a wooden frame that was bolted together with screws and butterfly 

nuts. The main frame was a cross made from 50 mm by 12.5 mm timber, jointed at the 

intersection to give a flush fit. The vertical piece was grooved in order to register with the 

horizontal timber and then bolted to a fixed saddle that held the reference microphone. The 

preamplifiers were located in Terry Clips. This allowed lateral adjustment. The extremities of 

the timber were slotted with a router, so that wooden saddles could be attached and moved to 

give the required separations. The whole frame was mounted on parallel aluminium rods of an 

optical bench, which allowed a degree of movement of the complete array in the direction of 

the m^ m^ and m^ microphones, the 'z' axis, and supported the array above ground level. 

The microphone array was positioned in front of a small loudspeaker, so that the coordinates 

were approximately x = 0.5 m, y = 0.46 m and z = 1.0 m. The loud speaker was connected to 

a white noise generator. The loudspeaker was a small 0.025 m diameter device. The smallness 

enabled it to be perceived as a point source for the distances between source and microphones 

that were being used. The signal was initiated by operating a push button switch. The duration 

of the signal was controlled purely by the speed at which the switch could be operated, but the 

length of the signal recorded was determined by the record length setting of the A to D 

apparatus. No matter how quickly the switch was operated, the signal was always of longer 

duration than could be accommodated in the memory of the A to D. The significance of this 

will be discussed later, when dealing with the identification of a single event from a series of 

events. 
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The start of the trace was the only part used in the analysis. By considering the start of the trace 

only, and by using only the first hundred records of the 20 fxS interval samples, no spurious 

signals were detected due to reflections from parts of the equipment or items within the room. 

The wave form was consistent for all the microphones. Any records where the start of the trace 

was difficult to decide were discarded. The need to reject records was minimised by setting the 

trigger level for 70% on the rise portion of the curve. This tended to produce a significant 

voltage at the start of the signal so that the first maxima could be clearly identified. 

The experimental programme has been divided into five sections, 

1, The source in the positive octant 

2, The source in any octant. 

3, The source within the half distance of the array. (The mathematics suggests that odd 

behaviour in errors may be observed]. 

4, Multiple sources, and finally, 

5, Single source and two microphone system, instead of seven microphones. 

These wi l l now be described. 

Source in positive octant 
Experimental Programme • Section 1 

The first test was with the loudspeaker, the source, placed in the positive quadrant. Before 

describing the source location studies, using the wheelbrace array of microphones, the method 

for determining the source position coordinates in the laboratory, using a tape measure, will 

be discussed. The measurement of the source position, the 'x^' .'y_ '̂ and 'z^' co-ordinates proved 

to be problematic because of the practical difficulty in recognising the 90° angles, without 

recourse to surveying instrumentation. It was solved by the use of cotton threads and a j ig , 

(Figure 6.5), based upon a protractor to align the measurement positions. The j ig consisted of 

a protractor with 3 mm dowels glued to the 0°, 90° and 180° positions and a reference dowel 

placed at the centre. The device was attached to the frame by 'terry-clips' and centred on the 

microphone m^(along the horizontal line C C in Figure 6.6). A cotton thread was attached to 

the bottom of microphone m^and the end stand of the support rail, passing the 90° and reference 

dowels. This indicated the axis of the microphones m^ m^ and m^. A second horizontal thread 

(BBO, was fitted between two stands at 90° to the C C line, shown in Figure 6.6. (the thread 
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0' dowel pin 

/;Reference* Q 
dowel pin 

90' dowel pin 
u 

180 dowel pin 

Small jig for finding intersection 
of 'y' and 'z' co-ordinates 

Figure 6.5 the jig 

was aligned with the 0°, reference and 180° dowels). The j ig used to align this thread with the 

plumb line, which was suspended from the loudspeaker support, and allowed to hang in front 

of loudspeaker, just touching the speaker edges. (Shown in figure 6.6 as A A ' , the vertical 

plumb line). Measurements were made to the centre, or reference pin, of the protractor from 

Loudspeaker Plumt>-line 

y - axis string 

'z' - axis string 

Loudspeaker-^ 
Centre cone 
shaded dari( 

'y' - axis string 

'x'-axis string 
Plumt>-line through 
speaker centre 

O X 
'Microphone rr^ 'Microphone nx) 

3 EXI 
'Microphone nis 

Figure 6.6 Use of jig to measure coordinates 

the front edge of microphone m^ for the 'z' coordinate. The 'y ' coordinate was measured from 

the reference pin of the j ig , to the intersection of the threads at the base of the plumb line. The 

'x ' coordinate was measured from the centre of the cone of the loudspeaker (shown as the 

darker shading in Figure 6.6), to the intersection of the plumb line (AAO and the 'y ' coordinate 
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string (BB'). It was assumed that the source of the noise originated at the geometric centre of 

the loudspeaker and that the point of reception of the sound was the centre of the circular end 

of the microphone. Returning to the microphone array detection of the source position, 

measurements were made of the distances from the loudspeaker to each of the microphones 

by recording the signals arriving at each microphone. 

A set of readings were taken over a period of days that is, the equipment was shut down and 

re-started several times over the measurement period. The records were stored to disc and the 

discs retained for further analysis as required. Of the records, 10 sets have been presented in 

Tables 6.1 and 6.2. The sets of data were obtained by creating sequential bursts of noise. Each 

disk is capable of storing 3 sets of data from 8 channels of information. Each data set is 

accompanied by a text giving the experimental set up of each record. 

Time delay interval in 20 fis units between mO and other 
microphones 

iiti.N>o);g fniXti-ix'iYfj 
§1:0:1 !,;•'•'• t-

1803932 22 15 19 11 34 30 180 

1803934 22 14 20 11 34 30 185 

1803935 22 15 20 11 34 30 180 

1803936 22 15 20 11 34 30 175 

1903931 22 15 19 11 34 30 182 

1903932 22 15 19 11 34 30 182 

1903933 22 15 20 11 34 30 184 

1903934 22 15 19 11 34 30 180 
1903935 22 15 20 11 34 30 181 

1903936 22 15 20 11 34 30 180 

22 14.9 19.6 11 34 30 180.9 

0 0..32 0.51 0 0 0 2.73 

22±0 14.9±0.6 19.6±1.0 11±0 34±0 30±0 180.9±5 

Table 6.1 - Details of measurements 
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The signs ascribed to the time intervals are all positive when the source is in the positive octant. 

This occurs because of the definition of the time interval. I f the sound arrives at the even 

numbered microphone before reaching the reference microphone, m^, then the time interval 

is positive. Similarly, if the sound arrives at the reference microphone, m^ before it arrives at 

an odd numbered microphone, the interval is also positive. This convention is built into the 

mathematical formulae. The algebraic sign indicates leads and lags with respect to the 

microphone nearest the source when the source is in the positive octant - microphone m^ - and 

not to the reference microphone. 

The experimental data obtained is shown in Tables 6.1 and 6.2. The tables show ten sets of 

data collected over a period of two days. The set of figures shown in table 6.1 is the information 

gained from the cross correlation of the waves. Each record consists of a trace of the noise 

history received by each microphone. A special program was created to display two wave 

traces simultaneously on the computer screen. The waves displayed were selected from the 

data to show the start of the noise pulse. The program allows the trace to be drawn in one of 

three options. 

a) One pixel to each data point 

b) Five pixels to each data point 

c) Ten pixels to each data point. 

The options allow the magnification of the waves and a greater precision in placing a cursor 

over the start of the noise pulse. For the first two waves displayed, the first wave is always from 

the data collected by the reference microphone. The position of the cursors is recorded as the 

number of data points from the start of the data record and the difference between the cursors 

is shown. This difference between the cursors is the time difference in the waves reaching the 

respective microphones. The difference is expressed in 20 //S time intervals. The remaining 

waves are then displayed in pairs and the computer records the time differences for each wave 

with respect to the reference microphone. This technique depended upon a visual selection of 

a reference point, on which the cursor was placed. The main use of this technique was to 

identify the approximate location of the start of the noise pulse. This information was used to 

combine the data from the reference microphone and each of the other microphones in turn. 

The time delay at the position of the maximum correlation coefficient was the value used to 
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substitute into the equations for the determination of the source coordinates 'x,y,z'. 

The average value from the ten records was calculated. The standard deviation and the 95% 

confidence level for the ten values shows that the readings are very consistent. The results 

support the view that similar results would be obtained i f readings were taken from the six 

microphone positions in sequence, rather than taking simultaneous readings. Where variations 

occur in the results, it is usually due to approximating answers to 0.5 of a time period. Such 

an approximation occurs where the correlation coefficient is at its m£iximum value for two 

adjacent time periods. 

Knowing the temperature in the room, the velocity of sound can be calculated using the 

standard value at 20°C = 343.5 m/s calculated from the quoted value of 331.3 m/s at 0°C in the 

Open University Science Data Book edited by R.M.Tennent. From the time delays, remem­

bering that a delay can be either positive or negative, the difference in distance travelled from 

the source to the various microphones, as well as the distance to the reference microphone, was 

calculated. 

For example, the time delay between noise arriving at microphone m, and at the centre 

microphone m^, was 22 time units. 

This means that microphone m, is 22 x 343.5 x 20 x 10-* m, or 0.151 m further away from the 

source than the centre microphone m^. 

Table 6.2 lists the distance intervals between the reference microphone, m^, and the other 

microphones. The 95% confidence levels are shown based upon the standard deviation of the 

ten measured time intervals for each microphone position. The calculated values of 'R' with 

' x ' , ' y ' and 'z', are shown, determined by using the equations from the Table of Equations, 

Table 4.1, on page 38. The 95% confidence level is based upon the two readings for each 

coordinate and the three readings for the distance of the source to reference microphone 

distance 'R'. The actual distance between the various microphones and the source is expi-essed 

from the combination of the mean calculated value for 'R' and the difference in distance x„. 
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Calculation of Co-ordinates using the equations in Table 4.1 and the practical data 
from Table 6.1 

Record 
Difference in distance, xn, in metres l>etween source to reference 

microphone, mO, and source to other microphones 
xJ x2 x3 x4 x5 x6 R Source 

1803932 0.15 0.10 0.14 0.08 0.23 0.20 1.22 
1803934 0.15 0.10 0.14 0.08 0.23 0.20 1.26 
1803935 0.15 0.10 0.14 0.08 0.23 0.20 1.22 
1803936 0.15 0.10 0.14 0.08 0.23 0.20 1.19 
1903931 0.15 0.10 0.13 0.08 0.23 0.20 1.24 
1903932 0.15 0.10 0.13 0.08 0.23 0.20 1.24 
1903933 0.15 0.10 0.14 0.08 0.23 0.20 1.25 
1903934 0.15 0.10 0.13 0.08 0.23 0.20 1.22 
1903935 0.15 0.10 0.14 0.08 0.23 0.20 1.23 
1903S86 0.15 0.10 0.14 0.08 0.23 0.20 1.22 
Average 0.15 0.10 0.14 0.08 0.23 0.20 1.23 

95 % confidence level 0.15±0 0.10±0 0.137 
±0.009 0.0&tO 0.23±0 0.20±0 1.23+ 

0.04 
CakuiaUonoTR 1.3 1.12 1.15 Mean R l.lfttO.2 

Actual distance = 
(Mean R)±x 1.33±0.2 1.0&t0.2 1.32±0,2 1.11±0.2 1.42±0.2 0.98ct0.2 1.1»±0.2 

Angles escalation of 'x' 0.53 0.55 

Mean 'X' 0.54 ± 0 . 0 3 
Bearing 

0 
Altitude Cal cuiationof 0.45 0.46 

0 0 a Mean y 0.45 ±0 .01 

64.1° 62.6° 27.4 
Calculation of 'z T 0.94 0.93 27.4 

Mean 'z 0.93*0.01 

Talfle 6,2 
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taking account of the algebraic sign due to the lead or lag of the signal. The 95% confidence 

level shown for these measurements, is found from the sum of the error for the difference in 

distance plus the error for 'R'. It is noticeable that the error in the calculation of 'R' is high 

compared with the other measurements. The significance of this is dealt with in detail in 

Chapter 7. 

This analysis gives the experimentally determined coordinates of the source, using the wheel 

brace microphone array, as: 

X = 0.54 ± 0.03 m y = 0.45 ± 0.01m z = 0.93 ± 0.01m 

Turning now to the coordinates of the source, as determined by the tape measure, and using 

the j ig shown in Figure 6.5 gave 

x = 0.56 ±0.01 m y =0.47 ± 0.01m z = 0.96 ±0.01 m 

The error for each coordinate is expressed as the 95% confidence limit where the confidence 

limit is related to the standard deviation, a, and calculated as x ± 2a. This is based upon the 

assumption that the values would fit on a normal distribution curve. 

It is of interest to note that the expected problems with errors in measurement were thought to 

lie in the recording of the time intervals, whilst the measurement of distances with a tape 

measure would be straight forward. In reality, the tape measured results have proven to be the 

more problematic. For instance, when the equipment was originally set up. the distances for 

the coordinates were thought to be : 

x = 0.50 m y = 0.46 m and z = 1.0 m 

After ttie first set of measurements, when the measured time intervals were found not to agree 

with the predicted values, the coordinates of the loudspeaker were re-measured with the tape 

measure. This time the results were : 

X = 0.59 m y = 0.46 m and z = 0.95 m 

At this stage it was considered necessary to implement a better system for ensuring that the 

distances measured were truly at right angles, so the j ig arrangement (Figure 6.6) was put into 

use. 
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This produced values for the coordinates of: 

x = 0.56 m y = 0.47 m and z = 0.96 m 

The accuracy with which the tape measure can be used does not reflect the error obtained from 

placing the tape measure at the wrong angle. The measurements of the distance from the source 

to the microphones is a more accurate measure than the tape measured values of the coordinates 

' x,y,z'. The reader will recall Table 4.2 page 42 showed the theoretical errors possible, 

expressed as a percentage. Table 6.3 shows the theoretical errors possible for the experiments 

reported in Table 6.1. The figures produced from the experimental method fall inside the 

expected error from the calculation based upon the geometry of the array and source. The 

values of X j for microphone number 3, vary compared with the other microphone time 

intervals. The time intervals range between 19 and 20,20}4S periods. The figures in Table 6.1 

are averaged and the time interval is taken as 19.6 units. The calculation in Table 6.3 converts 

all time intervals to the nearest whole number, as the time window for the A to D conversion 

is restricted to increments of one whole 20/<S period. In Chapter 7, the consequence of altering 

the practical reading to eliminate the fractional time interval will be further discussed. Suffice 

it to say at this stage, the overall accuracy of the practical measurements is a function of the 

coordinate distances, so that the error in the estimation of the distance 'R ' affects the 

determined values o f ' x', ' y' and' z'. 

Table 6.3a shows the calculated values of the co-ordinates and angles using the coordinates 

determined by measurement with a tape measure. With the existing equipment, there was no 

possibility of being able to measure the angles 0, 6 on the experimental model with any 

accuracy, other than measuring the horizontal distance between m^and the source, [the 

diagonal of the' YZ' plane shown in figure 4.2 as the line OB], and using this distance with 

the measured 'R' value to find the cosine o f '0 ' . Therefore, the measured results are compared 

with the results calculated from the geometry of the arrangement. It must be accepted that any 

errors involved in the measurement o f ' x ' , ' y' or 'z' will be refiected in the calculated angle. 

The radial distance between the source and the reference microphone, R is 1.22 m according 

to the tape measurement; OB (the measured horizontal diagonal, or the projection of 'R' onto 

the 'y,z' plane) is 1.08 m. (See Column [4], Table 6.4 for measured values) 

Therefore the altitude angle, a, which is 90-9, can be determined since, 

cos(90-e) is 1.08/1.22, or 6 is 62.3° and the altitude, a is 27.7°. 
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Separation of 
microphones 

0.28 m Distance 'R' between 
source and reference 
microphone 

1.21m 

'X' co-ordinate 0.56 m Time hiterva! hi 20;^ 
intervals l)etween mo & S 

'Y' co-ordinate 0.47 m Interval between ml and S 22 

'Z' co-ordinate 0.96 m Interval between m2 and S l.S 

Temperature at which 
measurements occurred 

2 0 ° C Interval between m3 and S 19 

Velocity of sound 343.41 
mis 

Interval between m4 and S 11 

Interval between mS and S 34 

Interval between m6 and S 30 

Calculation of 'R' Calculation of 'x' 

For xl and x2 1.28 For xl 0.55 

Forx3andx4 1.22 For x2 0.56 Mean'x'= 0.55 
Error •x'=1.04% 

Forx5andx6 1.09 Calculation of 'y' 

Mean value of 'R' 1.20 For x3 0.45 

% error 0.96% For x4 0.45 Mean 'y' = 0.45 
Error 'y'=:3.10% 

Calculation of Angles Calculation of 'z' 

e 
62.4° 
Error 
0.0% 

Forx5 0.96 

0 
64.6° 
Error 
0.6% 

Forx6 0.94 Mean 'z' = 0.95 
Error 'z'=1.51% 

Theoretical Time intervals calculated from coordinates 
- Table 6.3a 

The data in this cliart is from calculating the time intervals, using the (x,y,z) values measured 

with a tape.. It should be noted that the geometric calculation suggests that the time interval 

to the third microphone should be 19x 20}iS intervals as opposed to the 19.6 x 20/iS averaged 

value. (See Table 6.1) 
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From the measured values of the coordinates, the bearing, 0, is ATAN (z/y) or 64.2°. 

The values for the angles from the experimental data, that is, using the time differences 

obtained with the wheel brace array of microphones, and substituting the results into the 

equations summarised in Table 4.1 page 38, gives 

e = 62.6° 0 = 64.1° (See columns [3] & [4] Table 6.4) 

(This is a difference of 0.5% for '6' and 0.7% for •0') 

Table 63b comparison of tape measurements 

Measurement ; Source CoK)rdinates in metres ! 
V y v 

Rrst measurement 0.50 0.46 1.00 

Second measurement 0.59 0.46 0.95 

Measurement using Jig Rg.6.6 0.56 0.47 0.96 

Standard deviation 

i i l i l i l i l f ^ I B l ; ^ ' 

0.046 0.006 

0.46±0;oi: 

0.026 

0.97±0.05 

There are errors in measuring the coordinates using a tape measure. There is a degree of 

uncertainty in deciding the position of the source on the loudspeaker and the point of reception 

on the microphone. The error has been estimated at ± 0.01 m. This does not make any allowance 

for the error in choosing the correct 'line' to measure, but does attempt to allow for the 

uncertainty of from where the measurements should be taken. There is a greater error in 

measuring the coordinates (x,,y^,zp, than in measuring the distances between the various 

microphones and the source. 

The errors and problems encountered in finding the values of (x,y,z) using a ruler or tape 

measure, will also occur in projecting the source position onto the partition, from the values 

derived by the experimental determination of the coordinates. If it is difficult to be sure the axes 

are at right angles, it will be difficult to locate the source as a practical exercise from the 

coordinates. For this work, the problem has been mitigated by illustrating the position of the 

source graphically, using the computer to plot the positions. The plots use the various derived 

values, such as those obtained for 'x,y,z' from the time difference calculations, and the values 

of 'x,y,z' from the geometry of the measured coordinates. The spread of these points on the 

graphs such as figures 6.5, 6.6, 6.7 and 6.10 indicates the circle of confusion in precisely 

locating - pinpointing - the source in space, from the measurements made. 
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The values for the distances between the various microphones and the source can be 

determined in a number of ways. Table 6.4 places the various alternatives in a way that 

comparisons can be made. 

Column [1] uses the measured coordinates obtained with a tape measure. The figures were used 

in a calculation based upon the geometry of the array. The values for the distances obtained 

mathematically correct provided the original coordinates were measured with a 90° angl 

between them. 

are 

e 

Column [2] uses the experimentally determined value for the source to reference microphone 

distance, R. This is available because the signal fed to the loudspeaker is recorded by the 

number 8 A to D convertor. The distance between the source and the reference microphone can 

be calculated from the time at which the signal was sent to the loudspeaker and the time the 

signal was received by the reference microphone. The average value is shown from the ten 

results recorded in Table 6.2. The value of 'R' is combined with the values for the differences 

in distance between the various microphones and the source to give a totally experimentally 

determined value of source to microphone distances. These values are affected by the time 

window constraints. 

Column [3] uses the calculated value of 'R' from substituting the difference in distance values, 

obtained experimentally as the time differences between microphones and the reference 

microphone, into the derived equations (equations [1]) quoted in Table 4.1 on page 38. The 

value of 'R' used is the mean value of the three calculated values. Note that the 95% confidence 

level for the calculated mean gives a variation on 1.19 of ± 0.2 compared with the value of 'R' 

obtained directly from the experimental readings of 1.23 ± 0.04 (see last column of Table 6.2). 

Column [4] uses the tape measured values for all quantities except the angles. The angles are 

calculated from the measured distances of the diagonals. 

Comparison of Column [1] and [4] is an indication of the accuracy with which the coordinates 

were measured. If column[l] differs from column[4] to any great extent, it creates the suspicion 
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1 Conipariscin of IVIuusurcd Distances and Kxpcrinicntally Determined Distances 

Microphone 
distance ' 

Calculation using 
x=0.56 y=0.47 

z=0.96 
(Tape measured 

values of 
coordinates) 

Distance using 
measured 'R' 
( = 1.23 ) plus 

measured 
dUTerence In 
distances xn. 
See Table 6.2 

Distances 
found from 
Table C.2 

(Mean R=1.17) 
plus measured 
difference In 
distances xn 

Distances 
measured 
with tape 

[X] (2] [3] [4] 

1.36 1.38 1.33 1.37 

1.11 1.13 1.08 1.15 

1.34 1.37 1.32 1.35 

1.13 1.16 1.11 1.13 

1.44 1.47 1.42 1.45 

1.00 1.03 0.98 1.02 

V: '• Source.; 1.21 1.23 1.18 1.22 

0.55 0.57 0.55 0.56 

0.45 0.48 0.45 0.47 

z 0.95 0.97 0.93 0.96 

DiagpnaiXV 0.73 0.74 

Di^gdhalXZ 1.12 1.15 

piagonai;ZY 1.07 1.08 

64.3° 63.7° 64.1° 64.2° 

27.6° 27.7° 27.4° 27.7° 

62.4° 62.3° 62.6° 62.3° 

Comparison of Measurement - Table 6.4 

Notes: Column [IJis derived from entering the measured coordinates obtained with a tape 

measure, into the equations derived from the geometry of the array arrangement. Tlie values 

of Xy.z' sfiown in this column differ from the inputted values because oftfie rounding up of 

time differences due to the finite values of the time window. 

Columns[2] &[3] differ due to the choice of'R'- measured or calculated. 

Column [4] comes from tlie physical measurement of the separations between source and 

microphones using a tape measure. 
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that the coordinate was incorrectly measured with the tape. The numbers in column [1] are R± 

the small differences in the distances travelled between the microphones. The experimentally 

determined value of 'R' has shown to be very reliable. The figures in Table 6.4 suggest that the 

measurement of the coordinates using the jig arrangement was successful, since the variation 

between columns 1 and 4, is never more than 3%. 

Comparison of columns[2] and [4] in Table 6.4, indicates the accuracy with which the 

microphone array can measure the distances with the finite time window of IOJAS. The 

maximum error is 2.5%. 

Comparison of columns[3] and [4] show the effect that the calculated value of 'R' has upon the 

estimation of the distances. Bearing in mind the error due to the variation in the three calculated 

values of 'R', the maximum error is 6% between the calculated distances and the measured 

distances. 

The significance of the variation in the value of 'R' is discussed in Chapter 7. A further point 

that emerges from these figures relates to the averaging of values in 'x3' of Table 6.2. It has been 

stated that the finite time window allows only integer measurements of time difference. The 

time difference for microphone (3) varied between 19 and 20 time intervals and the calcula­

tions have been based on the average values. Table 6.5 shows what happens when the value 

is taken as either 19 or 20 time intervals. This will be further discussed under Chapter 7. 

Comparison of source to microphone distances when Mic.3 is taken as 19 or 20 lime 
intervals 

Distance between 
soiirce and 
microphone 

Using 19 X 20 }4S 
for microphone 

No.3 

Using 20 X 20 JAS 
for microphone 

No.3 

Tape measured 
values 

dl 1.37 1.32 1.37 

d2 1.12 1.07 1.15 

d3 1.35 1.31 1.35 

d4 1.14 1.09 1.13 

d5 1.45 1.40 1.45 

d6 1.01 0.96 1.02 

Changing time interval from 19 to 20 units - Table 6.5 
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Diagrammatic Representation of the Spatial Distribution 
of the Coordinates. 

The following diagram is intended to show the amount of scatter between the predictions of 

the coordinates from the various methods of calculation. Table 6.4 gives four alternative sets 

of coordinates. The circle containing these points shows the range over which the coordinates 

are spread. 

The diagram contains a sketch illustrating which plane contains the graphical information. The 

four 'x,y' coordinates are shown in the upper chart and the four 'z,y' coordinates in the lower 

chart. The respective planes are shaded to distinguish them. The 'x,y' points are in the vertical 

plane as seen if the observer were at the position of the reference microphone and looking 

towards the source. The 'zy' points are in the horizontal plane, viewed from the same 

perspective. 
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Figure 6.5 
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Source placed in any octant. 
Experimental programme - Section 2. 

The equations for calculating the position of the source automatically indicate whether the 

source is in front or behind the reference microphone from the convention used in measuring 

the time separation. If the time taken for the sound to reach the even numbered microphones 

is shorter that the time taken to reach the odd numbered microphones, then the source is in the 

positive octant The various combinations indicate in which octant the source lies. This enables 

a 'lookup' table to be created and incorporated in the calculation sheet. 

Let the distance to the source from any microphone be d̂ , where x = the microphone number, 

then the following illustrate the sign convention adopted in the mathematical analysis 

If dj < d, and d̂  < and d̂  < d̂  then all coordinates +ve 

and d̂  < and d̂  < d̂  then [x] coordinate -ve 

and d̂  > d^ and d̂  < d̂  then [y] coordinate -ve 

Ifd^>d 

Ifd^<d 

I fdj<d 

I fdj>d 

I fd j>d 

I fd j<d 

Ifd^>d 

and d̂  < d̂  and d̂  > d̂  then [z] coordinate -ve 

and d̂  > d̂  and d̂  > d̂  then [xyz] coordinates -ve 

and d̂  < d^ and d̂  > d̂  then [xz] coordinates -ve 

and d̂  > d̂  and d̂  > d̂  Uien [zy] coordinates -ve 

and d̂  > d^ and d̂  < d̂  then [zy] coordinate -ve 

In addition to determining in which octant is the source, the calculation of the angles gives 

further clarification. Unfortunately, the sign of the angles can cause confusion. If all the 

coordinates are negative, then the calculation of 0 is positive because 

—z 
tan0 = — 

- y 

If 0̂  is used to represent the calculated angle, then a table can be created to relate the calculated 

angle to the true angle 0. 

If coordinate 'y' is +ve and coordinate 'z' is +ve 0 = 0̂  

If coordinate 'y' is -ve and coordinate 'z' is +ve 0 = 180 - 0̂  

If coordinate 'y' is -ve and coordinate 'z' is -ve 0 = 180 + 0̂  

If coordinate 'y' is -hve and coordinate 'z' is -ve 0 = 360 - 0, 
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The calculated values for 6 do not require any 'lookup' tables because 6 is the ACOS (x/R) 

and R is always positive. Therefore, the change in the sign of 'x' is sufficient to indicate whether 

the position of the source is above or below the y-z referenceplane and the angle 0 provides the 

rest of the required information to determine the noise source location. 

The random placement of a source was used to investigate the validity of the test method. An 

independent observer placed the source and its location was determined using the array. For 

this exercise, a single set of readings was used. The potential error in the determination of the 

coordinates was accepted. 

Table 6.6 shows the experimental data obtained from this test The algebraic signs of the 'x,y,z' 

coordinate values show that the source was in the negative 'x' octant, the positive 'y' octant and 

the negative 'z' octant. That is, the source was below the reference plane and behind the 

microphone array. The calculated angle, 0̂  is negative and is the value for the angle measured 

in a clockwise direction of rotation from the reference line, which is the positive part of the 'y' 

axis. The true value of '0' is 360 - ATAN(z/y), as indicated previously. 

The values for the coordinates as found using a tape measure were: 

•x' = -0.35 m 'y' = 0.62 m and 'z' = -1.08 m 

From these measurements, the angles a and 0 were calculated as follows 

or 60.1° 
f \ z Measured 0̂  =ATAN 

but the bearing, ^ is 360 - 60.1 or 299.9° 

e = ACOS 
^x^ 

or 105.7° 

.-. the altitude = -15.7° 

The values for the coordinates from the wheel brace array were 

x = -0.31 y = 0.59 and z = -1.02 m 

For a prediction of the location of the source based upon a single set of readings, the results 

are commendably close to the tape measured values - see Table 6.7. 
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Time delay interval in 20 jis units between mO and other 
microphones - Random Placement of Source 

805930 -6 -14 23 15 -32 -35 185 

-6 -14 23 15 -32 -35 185 

N/A N/A N/A N/A N/A N/A N/A 

N/A N/A N/A N/A N/A N/A N/A 

Results for random locationTable 6.6 

Calculation of Co-ordinates using the equations in Table 4.1 and the 
from Table 6.6 

practical data 

Record 
drente in dktaike^;!^^ 

microphone, mO, and source to other microphon 
xl x2 x4 x5 x6 R Source 

805930 -.041 -0.095 0.16 0.10 -0.22 -0.24 1.26 

-.041 -0.095 0.16 0.10 -0.22 -0.24 1.26 

95% confldence level •-N/A N/A •• N/A 
CakulationofR 1.34 1.12 1.28 Mean R 1.24±0.22 

Actual distance = 
(Mean R) ± x 1.20 1.34 1.40 1.14 1.02 1.48 1.24 

An&Ies 
Calettlatlon of 'x' -032 -030 

Mean 'x' •031±0.0l 
Bearing Altitude Calculation of 'y' 0.60 0.57 

0 6 a Mean 'y' 

1993" 104.4° •14.4 
Calculation of'z' -1.02 -1.02 

104.4° •14.4 
Mean 'z llillliillllili 

Results for random placing - Table 6,7 

Note: The term (R±x) allows for the lead or lag effect in the signal reaching the respective 

microphones. 
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Comparison of Measured Distances and Experimentally Determined Distances 

Microphone 
distance 

Calculation using 
x=-0.35 y=0.62 

zs-1.08(negaUve) 
(Tape measured 

values of 
coordinates) 

Distance using 
measured 'R' 
{=1.24) plus 

measured 
difTerence in 
distances xn. 
See Table (.7 

Distances 
found from 
Table 6.7 

(Mean R=1.24) 
plus measured 
difference In 
distances xn 

Distances 
measured 
with tape 

[1] [2] [3] 
[4] 

1.25 1.22 1.20 N/A 

1.40 1.36 1.34 N/A 

1.45 1.42 1.40 N/A 

1.18 1.16 1.14 N/A 

1.07 1.04 1.02 N/A 

1.53 1.50 1.48 N/A 

1.29 1.26 1.24 N/A 

-035 -0.31 -OJl -0.35 

0.62 0.60 0.59 0.62 

-1.04 

0.71 

-1.04 -1.02 -1.08 

N/A 

Diagonal X Z 1.13 N/A 

Diagonal Z Y 1.24 N/A 

300.5° 299.9° 299.9° N/A 

-16.0° -14.4° -14.4° N/A 

106.0° 104.4° 104.6° N/A 

Comparison of measurements for Random Placing - Table 6,8 
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Source in the all negative octant 
Experimental Programme - Section 3 

When the source coordinates are all negative, as in Table 6.9, the calculated value for the 

bearing, 0̂  is 55.2°. The calculated angle is positive because the two coordinates that define 

the tjmgent of the angle are negative. From the list of angles (bottom of page 85), where both 

coordinates are negative, then the true angle is 180 + 0̂  = 235.2°. 

The value of 6 at 100.8° indicates that the source is 

100.8 - 90 = 10° below the horizontal. This is expressed as the altitude 'a' = -10.8° 

Time delay interval in 20 jis units between mO and other 
microphones - Source Placement in Negative Octant 

1509932 -3 -12 -17 -26 -32 NA 184 
1509933 -3 -12 -18 -26 -32 -35 185 

1509934 -3 NA -18 -27 -32 -34 184 
1509935 -3 NA NA -27.5 -32 -34 184 
1509936 -3 -12 -18 -26 -32 -34 184 

-3 -12 -177 -26.5 -32 -34.2 184.2 
0 0 0.5 0.71 0 0.5 0.9 

-3±0 -12±0 17.7±1.0 -26.5±1.4 -32±0 -34.2±1.0 184.2±0.9 

Table 6.9 

The measured values for the coordinates were: 

x =-0.27 m y =-0.62 m and z=-1.04 m 
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The calculations shown in Table 6.10 introduce some interesting facts that will be dealt with 

more fully under the discussion in Chapter 7. The calculation of the dislance'R', between the 

source and the reference microphone, shows that the three alternative values for "R' to be 1.22, 

0.91 and 1.83 m. When the 95% confidence level is calculated, the extent of the variation is 

1.32 ± 0.92. Converting this to a percentage, suggests that a difference of 70% can exist 

between readings. Since the calculation of the coordinates depends upon the value of "R' then 

the values of the coordinates determined from the calculation of the practical results will have 

a large possible error. 

The respective values for the coordinates are compared in Table 6.11. The four columns of 

Table 6.11 allow some informative deductions. Columns [1] and [2], which calculate distances 

Calculat ion of Co-ordinates using the equations in Table 4.1 and the practical data 
from Table 6.9 

ReccM^ 
Difference in dbtance, xn, in metres between source to reference 

microphone, mO, and source to other microphones 
xl x2 x3 x4 x5 x6 R Source 

1509932 -0.020 -0.08 -0.116 -0.177 -0.22 NA 1.25 
1509933 -0.02 -0.08 -0.123 -0.177 -0.22 -0.24 1.26 
1509934 -0.02 NA -0.123 -0.184 -0.22 -0.23 1.25 
1509935 -0.02 NA NA -0.187 -0.22 -0.23 1.25 
1509936 -0.02 -0.08 -0.123 -0.177 -0.22 -0.23 1.25 

Average -0.02 -0.08 -0.12 -0.18 -0.22 -0.24 1.26 

95% cpnfideDce level: -.02±0 -0.08±0 -0.12 
±0.007 

-0.18 
±0.009 0.22±0 -0.23 

±0.009 
1.25± 
0.009 

Cakulatioflcrf'R 1.22 0.91 1.83 Mean R 1.32±p.92 
Actual distance = 

(Mean R) ± x 1.30 1.40 1.20 1.50 1.10 1.55 1.32 

Ancles 
Calcnktioa of 'a ' -0.24 -0.26 

Mean •x' -0.25±0.03 
Bearing Altitude Calculation ( r f y -0.68 -0.77 

0 e a Mean y -0.72±0.12 

235.r 100.8° -10.8 
Calculation of 'z -1.08 -1.06 100.8° -10.8 

Mean •z -1.07±0.03 

Table 6.10- Practical results 

All readings have been used because of the variation in calculated values of'/?'. (Refer to 

discussion) 
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Comparison of Measured Distances and Experimentally Determined Distances 

Microphone 
distance 

Calculation using 
x=>0.27 y=.0.62 

r=-1.04 
(Tape measured 

values of 
coordinates) 

Distance using 
measured 'R* 
(=1.25) plus 

measured 
difference in 
distances xn. 

See Table 6.10 

Distances 
found from 
Table 6.10 

(Mean R=:1.32) 
plus measured 
difference in 
distances xn 

Distances 
measured 
with tape 

[1] [2] [3] 
[4] 

dl 1.21 1.23 1.30 1.20 

1.33 1.34 1.40 1.30 

1.13 1.13 1.20 1.10 

iiiiiliiB^^^^ 1.40 1.44 1.50 1.40 

iliil|ii|jl5f 1.02 1.04 1.10 1.00 

I IS 1.48 1.49 1.55 1.46 

1.24 1.25 1.32 1.22 

-0.31 -0.23 -0.24 -0.27 

-0.72 -069 -0.73 -0.62 

-1.22 -1.02 -1.07 -1.04 

Diagonal XY 

Diagonal XZ 

0.67 

1.07 

0.71 

0.99 

Diagonal ZY 1.21 1.10 

239° 235° 235° 239° 

-12° -10° -11° -13° 

102° 100° 101° 103° 

Uote-.Column [1] is derived from entering the measured coordinates obtained with a tape 

measure. The values of%y,z' shown in tliis column differ from the inputted values because of 

the rounding up of time differences due to the finite values oftlie time window. 
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from the geometry of the array and the distances from the experimentally determined value of 

the separation "R', show much similarity. This suggests that the values for the coordinates were 

correctly measured. Comparison of columns [2] and [4], which compare the calculated values 

to the measured values, show differences of 3%, which is similar to the worst comparisons of 

columns [1] and [2]. This again suggests that the measured values for the distances and the 

calculated values for the distances are in reasonable agreement When the values obtained from 

the experimental results, together with the calculated value of 'R', see column [3], are 

compared with any of the columns, there are as much as 7% variations in values. 

This suggests that the distances derived from the calculations are not very reliable. The 

calculations shown in column [1] add further information to this view. The coordinates 

obtained from the tape measurements were substituted into the geometric equations to predict 

the values of the time intervals - see Table 6.12. The coordinates were calculated from the 

results by converting the arithmetic quantities of the time intervals to the nearest integer. The 

calculation shows that a difference of between 14 and 17% will occur in the values of the 

coordinates determined from the two methods. This variation is due to the time window 

limitations. 
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Separation of 
microphones 

0.28 m Distance 'R' between 
source and reference 
microphone 

1.209 
m 

'X' co-ordinate -0.27 m Time hiterval in 20/^ 
intervals between mo & S 

•Y' co-ordinate -0.62 m Interval between ml and S A 

'Z' co-ordinate -1.04m Interval between m2 and S -13 

Temperature at which 
measurements occurred 

2 0 ° C Interval between m3 and S -17 

Velocity of sound 343.41 
mis 

Interval between m4 and S -23 

Interval between m5 and S -33 

Interval between xn6 and S -35 

Calculation of 'R' Calculation of 'x' 

For xl and x2 1.20 Forxl -0.28 

For x3 and x4 1.43 Forx2 -034 Miean 'x' 
Error /X 
14.8% 

= ^.31 

For x5 and x6 1.73 Calculation of y 

Mean value of "R' 1.45 For x3 -0.72 

% error 17.3% Forx4 -0.73 Mean 'y' 
Error fy' 
16.8% 

= -0.72 

Calculation of Angles Calculation of 'z' 

e 
102.3 ° 
Error 
03% 

Forx5 -1.23 

0 
210.7° 
Error 
0.2% 

Forx6 -1.21 Mean 'z' 
Error 'z' 
17.3% 

= •1.22 

Table 6,12 - Theoretical time intervals calculated from 
measured coordinates 

Note - the predicted time intervals do not agree with the measured intervals in this table. 
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Source placed within array half distance. 
Experimental Programme - Section 4 

The source was placed so that the 'z' coordinate was positive, whilst both the ' x ' and 'y ' 

coordinates were negative. The value of at least two of the coordinates, 'y' and 'z', was 

considerably less than the 0.28 metres separating the microphones. The results are shown in 

Table 6.13. A number of problems become apparent The size of the source loudspeaker is no 

longer a point source with respect to some of the microphones. Also the arrangement 

supporting the microphones can cause interference patterns. The sound waves coming from the 

vents at the back of the loudspeaker reach some microphones sooner than the waves from the 

front of the loudspeaker. This makes it difficult to measure the distance with a tape measure 

because of the shape of the loudspeaker back. In general, it has been assumed that the greater 

signal is coming from the holes at the back of the speaker frame and that these coincide with 

the pulses from the front of the speaker. In general terms, the equipment is well able to cope 

with the problems, but although the time difference information is clearly seen and determined 

from the wave traces, the use of the cross correlation technique is more dubious. The 

correlation process works provided a very small number of records is averaged. The necessary 

distinction between the pre-trigger signal and the start of the pulse is clear. The wave beyond 

the first ten or so records starts to change visibly and attempting correlations with records 

Diagram of loudspeaker back - dark 
areas represent holes In frame 
allowing sight of cone 

'Miaophone nv) 

O X 
'Microphone mg 'Microphone nfiQ 'Microphone ms 

Loudspeaker source 

b o : 
'Miaophone ma 

Figure 6.8 - Placement of source within array half distance 
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beyond this point is difficult. The phenomena varies between the microphones, the micro­

phones nearest the source showing the worst results. From table 6.15, the average values for 

the (x,y,z) coordinates obtained from experiment, are shown as 

-0.31, -0.18 and +0.09. 

The coordinates obtained using a tape measure were 

-0.29, -0.19 and 0.09. 

Table 6.13 shows that the recorded values for the time intervals reflect the difficulties of the 

cross correlation by being more variable than the results obtained with other arrangements. In 

contrast, the calculated values for the coordinates show only small variations, including the 

three values for 'R'. This is dealt with further under Chapter 7. The comparison of the columns 

in Table 6.15 shows the agreement between the calculated distances in column [1] and the 

calculated distances using the experimentally measured value of 'R' in column [2]. This 

suggests that the measured coordinates using a tape measure were accurate. The agreement 

between columns [1], [2] and [4] further verify this. The calculated results from the time 

differences in column [3] all show high values. This is because the calculated value of 'R' is 

0.05 m greater than the distance measured. 

The measurement of the angles in this octant again shows some deviation from the calculated 

result. The actual calculated value, 0̂  is -24.1° because the coordinate 'y' is negative. In 

accordance with the statement on page 85,0 is 180 - 24.1 or 155.9°. 

Figure 6.9- Diagram of angle calculation 
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Time delay interval in 20 jis units between mO and other 
nicrophones - Source Placement within half beam width 

rcDfl-OuiXe 

280993 -22 -38 -5 -28 21 -5 55 

2809932 -22 -35 -5 -28 21 -6 52 

2809933 -24 -35 -2 -26 20 -6 53 

-22.6 -36 4 -27.3 20.7 -5.7 53.3 

1.15 1.73 1.73 1.15 0.6 0.6 1.5 

-22±2.3 -36±3.4 -4i3.4 -27.3±2.3 20.7±1.1 -5.7±1.1 53.3±3 

Table 6.13 - Results for source within array half distance 

Calculation of Co-ordinates using the equations in Table 4.1 and the practical data 
from Table 6.13 

Record 
'PifN^ienceln dIstMce, ra; in metr«̂ ^̂  reference 

microphone, mO, and source to otiier microphones 
xl x2 x3 x4 x5 x6 R Source 

280993 -0.15 -0.26 -0.03 -0.19 0.14 -0.03 0.37 
2809932 -0.15 -0.24 -0.03 -0.19 0.14 -0.04 0.35 
2809933 -0.16 -0.24 -0.01 -0.18 0.14 -0.04 0.36 

Average -0.15 -0.25 -0.03 -0.19 0.14 -0.04 0.36 

95% confidence level --015 
±0.01 

-0.25 
±0.02 

-0.03 
±0.02 

-0.19 0.14 
±0.01 ±001 

-0.04 
±001 

036± 
0.02 

Calculation of R 

-0.19 0.14 
±0.01 ±001 

-0.04 
±001 

036± 
0.02 

Calculation of R 0.40 0.38 0.38 Mean R 0.39±0.02 
Actual distance = 

(Mean R)±x 
0.23 0.63 0.36 0.57 0.S3 0.42 0.39 

Angles 
Calculation of 'x' ; -031 -031 

Mean 'x' -0.31±0.005 
Bearing Altitude Calculation of y -0.18 -0.18 

0 0 a Mean 'y' -0.1Sii0.003 

155° 143° -53 
Calculation of 'z' 0.09 0.08 143° -53 

Mean 'z 

Table 6,14 - Calculations for source within array half distance 

98 



Comparison of Measured Distances and Experimentally Determined Distances 

Microphone 
distance 

Calculation using 
x=-0.29 y=^0.19 

z=0.09 
(Tape measured 

values of 
coordinates) 

Distance using 
measured 'R' 
(= 0.36 ) plus 

measured 
difference in 
distances xn. 

See Table 6.14 

Distances 
found from 
Table 6.14 

(Mean R=039) 
plus measured 
difference in 
distances xn 

Distances 
measured 
with tape 

[1] [2] [3] 
[4] 

dl 0.20 0.20 0.23 0.20 

0.60 0.60 0.63 0.59 

0.32 0.33 0.36 0.31 

0.55 0.54 0.57 0.54 

0.50 0.50 0.53 0.50 

0.39 0.40 0.42 0.39 

0.35 0.36 0.39 0.34 

-0.29 -0.29 -0.31 -0.29 

-0.18 -0.17 -0.18 -0.19 

Diagonal X Y 

Diagonal X Z 

0.08 

0.34 

0.30 

0.08 0.09 0.08 

0.32 

0.30 

Diagonal Z Y 0.20 1.20 

156° 154° 155° 155° 

-56° -53° -53° -58° 

146° 143° 143° 148° 

Table 6.15- Comparison of results when source is within the 
array half distance 
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Separation of 
microphones 

'X' co-ordinate 

'Y' co-ordinate 

'Z' co-ordinate 

Temperature at which 
measurements occurred 

Velocity of sound 

0.28 m 

20 °C 

343.41 
mis 

Distance 'R' between 
source and reference 
microphone 

0.34m 

-0.29 m Thne interval in 20//S 
Intervals between mo & S 

-0.19 m Interval between mi and S -22 

0.09 m Interval between m2 and S -37 

Interval between m3 and S -5 

Interval between m4 and S -29 

Interval between mS and S 21 

Interval between m6 and S 

Calculation of'R' 

For x l and x2 

For x3 and x4 

For x5 and x6 

Mean value of TV 

% error 

Calculation of Angles 

Calculation of 'x' 

0.34 Forxl 

0.35 Forx2 

Calculation of 'y' 

0.35 For x3 

1.2% Forx4 

Calculation of 'z' 

-0.29 

-0.29 Mean 'x' = -0.29 
Error 
•x'=0.23% 

-0.18 

-0.18 Mean'y' =--0.18 
Error 'y' =2£% 

146° 
Error 
0.8% 

156° 
Error 
0.6% 

Forx5 

Forx6 

0.08 

0.08 Mean 'z' =1.0.08 
Error 'z' =4.1% 

Table 6.16 - Time intervals from measured coordinates 
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Multiple sources -
Experimental Programme - Section 5 

If the sound from a point source, such as a loudspeaker, is transmitted through a partition, the 

source of the sound on the receiving side becomes the partition rather than the loudspeaker. 

Where there is a weak part to the construction of the partition, such as a small hole that allows 

a leakage of sound, all other parts of the partition would be radiating sound so that the final 

signal pulse is a complex mixture of the original source pulse. A number of experiments were 

performed to discover how successfully the signal from a multiple source could be analysed 

to determine the location of the individual sources. The experiment performed used a number 

of identical loudspeakers, widi the same magnitude signal coming from each source. There are 

two sets of results. One set is where there were two sources relatively close together and the 

second is where there were three sources. Where a small time sample is used in the correlation 

calculation, typically 10 samples, each of 20 f4S time intervals, then a good correlation is 

obtained. In this context a good correlation is regarded as the normalised coefficient being 

greater than 0.7. For the multiple source, the correlation gave the position of the source nearest 

the receiving microphone, with the correlation for the second source being the next largest 

correlation coefficient. The result is somewhat obscure, as there are a number of other peaks 

very close to the same value. (See figure 6.11). I f the number of samples is increased, (the 

example shows 100 samples being averaged), the value of the correlation coefficient decreases 

and the position of maximum correlation changes. (See figure 6.11 and figure 6.12). Where a 

larger sample is used to correlate, the correlation chart only indicates the nearer source, the 

second source is lost as its correlation falls to a low value comparable with the correlation of 

the noise in the sample. 

The processing of signals to extract information is not covered in this work. The technology 

associated with radar and sonar are obvious examples of such techniccil development. In this 

instance the signals being analysed are transmitted rather than reflected signals, but much of 

the theory remains appropriate. In the paper by GoffpS], where he is using an electronic 

correlator, comparison of the amplitude of the correlated signals is used to measure the 

transmission loss of a panel. In other words, the value of the correlation function depends upon 

the amplitude of the received signals. In the experiment performed by Goff, the apparatus was 

calibrated by finding the time interval from the correlation between the source signal and the 
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Record 2803932 - Double Source 

1 CO s a m p l e s a v g 1 O s a m p l e s a v g 

Figure 6.11 

Record 904933 - Three sources operating simultaneously 

Number 20(#s time ntervals between waves 

-100 samples 
averaged 

• 50 samples averaged • 20 samples averaged 10 samples averaged 

Figure 6.12 
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. received signal with no partition in place and noting the amplitude of the correlation function, 

(not the normalised correlation coefficient). When a partition is placed between the source and 

the receiver, the correlation function at the same time interval is measured, and the amplitudes 

of the functions compared and expressed in decibels. By this technique, Goff was able to 

distinguish between the direct transmission and the flanking transmission purely because of 

the difference in the time interval between the fleuiking signals and the direct signals reaching 

the receiver. For instance, i f two signals, y and y are cross correlated, 

x = Asir{Q)t+(p) and y = B sin{Q}t + f ) 

the result is, 

R^yit) =-ABcos{cot + <p - 0 ' ) 

The technique used by Goff relied upon a electro-mechanical analogue arrangement Similar 

experiments could be performed in digital format with the array. In fact, from the dimensions 

of the partition, it is possible to calculate the time delay for the signals coming from different 

parts of the surface. By selecting the number of samples used in the correlation process, an 

average signal value could be computed to indicate the amount of noise passing through 

different areas. 

The graphs illustrating the effect of the number of data points being sampled are shown in 

Figures 6.11,6.12 and 6.13. Through only using ten data points in determining the correlation 

coefficient, the value for the normalised coefficient is close to unity at the time interval 

corresponding to the calculated time separation of the waves for the source closest to the 

receiving microphones. A second correlation occurs corresponding to the second source, but 

the coefficient is slightly lower (See Figure 6.13). 

For the correlation using microphone one and the reference microphone, (Figure 6.11), the first 

correlation occurs at the 7 x 20;<S interval with a correlation coefficient of 0.99. The second 

correlation occurs at 21 x 20;<S intervals with a correlation coefficient of 0.96. These results 

compare with the predicted results shown for the calculation based upon the tape measured 

coordinates of x = 0.56, y = 0.46 and z = 0.96 for the upper loudspeaker, with x = 0.10, y = 0.46 

and z = 0.96 for the lower loudspeaker (See Table 6.17). The higher coefficient corresponds 

with the lower or nearer loudspeaker. The lower speaker is the speaker closer to microphones 

mj and m^. The correlations with microphone m^ also show comparable correlations to the 
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results predicted by the calculation. Figure 6.13 shows that for microphone m^, the situation 

is not as clear. The main correlation occurs at 40 x lOyS intervals, as predicted for the lower 

source, but the second correlation does not conform to prediction, the highest of the second 

values being a 0.9 at 45 x 20/<S time intervals when 10 data samples are considered. I f the 

sample number is increased to 15 intervals, then the correlation occurs at 38x QJOJAS intervzds 

with a coefficient of 0.94, and a second correlation at 34 intervals with a coefficient of 0.89. 

When the sample is increased to 20 intervals the correlation occurs at 38 intervals with a 

coefficient of 0.88 and at 34 with a coefficient of 0.87. It follows that for some reason the 

correlation with only 10 samples gives a false result which suggests that the selection of the 

optimum number of samples requires more interpretation. As the sample numbers increase 

then the difference between the correlation coefficients decreases and eventually, the second 

correlation effectively disappears. The disappearance is due to the correlation coefficient 

becoming comparable to the values at other time intervals. 

A further anomaly occurs with microphone m^ the main correlation occurs at 40 x 20piS and 

. the secondary correlation occurs at 36 x 20|iS, which does not conform to any of the calculated 

predictions. This result occurs for all sample numbers from 10 to 100. Unlike the predictions, 

the time intervals for microphone 6 is greater than for microphone 5. 

The results of the experimental work are shown in Table 6.18. It is observed that the maximimi 

correlation can switch from one source to the other depending upon the relative distance of the 

source to the receiving microphones. The calculated results have therefore been omitted, since 

it would be necessary to know which results belong to which source before the calculation 

could be made. 
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Scpar:itiuii of 
microphones 

0.28 m 

Upper Lower 

Distance 'K' between 
source and reference 
microphone 

Upper 

1.19m 

Lower 

'X' co-ordinale 0.56m 0.10 m Time Interval In lOfS 
intervals between mo & S 

'Y' co-ordiiinte 0.46 m 0.46 m Interval between m l and S 22 9 

'Z' co-ordiiinle 0.95 m 0.95 m Interval between m2 and S 15 -2 

Tcinpcr.itiirc at which 
iiirasiircmciUs occurred 

20° C Interval between m3 and S 19 22 

Velocity of sound 343.41 
m/s 

Interval between m4 and S 11 13 

Interval between m5 and S 34 37 

Interval between m6 and S 30 35 

Calculalion o f ' H ' Calculation of 'x' Upper; 

Forxl and x2 1.28 1.01 Forxl CSS 0.1 1 iVfean 'x' 
Error .'x 

= 0.55 • 
'=0.23% 

For x3 and x4 1.22 1.02 For x2 0.56 0.09 Meaii 'x' 
Error 'x 

= 0.97 
=2.8% 

Pot xS and x6 1.09 1.25 Calculation ot'y' 
Upper 

Mean value of "R' 1.20 1.09 For x3 0.45 0.49 iMean-y' 
Error 'y' 

= 0.45 
=2.5% . 

% error 0.19% 3.24% Forx4 0.45 0.48 : Meari'y' 
iErrori^y' 

= 0,48 
=5.0% 

Calciilalioii of Angles Calculation of 'z' 
XJpper: 

e 
62° 
Error 
0.6% 

85° 
Error 
0.4% 

Fdrx5 0.96 0.97 Mean 'z' 
Error 'z* 

= 0.95 
= 0.05% 

0 
65° 
Error 
0.7% 

64° 
Error 
0.9% 

For x6 0.94 0.98 Lower 
Mean 'z' 
iError 'z' 

= 0.97 
= 2.4% 

Calculation from measured coordinates for two sources 

- Table 617 
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Results for two sources operating simultaneously - Record 2803932 

Distance 
between source 

and 
microphone 

(dx) 

Calculated time 
intervals (20/<S) 

for upper 
loudspeaker 
Table 6.17 

Calculated time 
intervals (20/<S) 

for lower 
loudspeaker 
Table 6.17 

Time intervals 
determined 

from 
microphone 

array 

Time intervals 
determined 

from 
microphone 

array. 

Source 2 IstcorrelationY 2 nd correlation 
maxima 

d l 22 9 7 21 

d2 15 -2 -2 20 

d3 20 22 17 21 

d4 12 13 13 17 

dS 34 37 38 34 

d6 30 35 40 36 

Table 618 

Record 280392 - Mies. O & 6 

2 0 « S t : l r « o . „ t : « r ^ » . s Q . 20 samples 

I H ' 10 samples 

Figure 6.13 
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Single source and a two microphone system 
Experimental Programme - Section 6 

A l l the practical evidence leads to the conclusion that data can be successfully 

collected by the sequential collection of data If this is the case, then there is only 

a need to employ two microphones. One of the microphones would be the 

reference microphone and the other would act as the collection microphone in all 

other positions in turn. The equations derived require time differences to be 

measured, therefore the guaranteed location of the reference microphone and the 

positively known separation of the two microphones is an essential requirement. 

There is indication that in a two microphone system, provided the distance is such 

that the received waves do not tend to be parallel, it would be sufficient to rotate 

the microphone with respect to the reference microphone until the difference in the 

time between the wave arrivals at the reference and location microphone is zero. 

I f a line be drawn, normal to the line joining the two microphones, it would be 

pointing towards the source. This would determine the line in which the source 

exists, but could not distinguish whether the source was in front of, or behind the 

microphone line. Two other directions could be found by rotating the microphone 

line through 90°, first to locate the other positions where the time difference in 

wave arrival is zero, and then to locate the position where the time difference is a 

maximum. This setup would only work if the source of the noise remained constant 

in space. It would also rely upon a finite burst of signal to avoid the effect of the 

environment upon the transmitted wave pattern. The arrangement would have the 

advantage that with only two signals to analyse and store, the possibility of results 

being obtained in 'real time' is quite feasible. The major draw back is that a 

mechanical joint is required that can lock movement in one or two planes while 

allowing free movement in the third plane. 

The alternative arrangement of equipment will be dealt with in more detail under 

the discussion. 
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Chapter 7 

Discussion 
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Discussion of findings. 
The pulsed source 
The eariy experimental work used the continuous output from a loudspeaker and analysed data 

from various parts of the stored waveform. It was found that the cross correlation technique 

gave results that could not be related to the arrangement under investigation using the 

processing mathematics that had been developed. This difficulty was attributed to the 

confusion of data associated with standing waves and multiple reflections. As soon as a short 

tone burst was used, and the analysis concentrated upon the first part of the signal, then the 

analysis provided information that could be related to the experimental arrangement. 

The choice of the pulse length was governed by the technique of producing it. By using a 

mechanical switch, a long pulse was produced when compared with the time window of the 

data capture. When the pulse width was reduced by introducing an electronic switch, it was 

found that the amount of energy contained in the tone burst was too small to generate a 

detectable signal in the collection transducers. A compromise had to be selected. The pulse 

must be long enough to drive the speaker and to create a signal at least 10 dB above the 

background, but short enough to be able to identify it as a pulse. In fact, the length of the pulse 

becomes less critical if the analysis is confined to the start of the wave only. The length becomes 

critical i f the start and the end of the pulse are used lo identify the separate directions of wave 

travel through the propagating medium. As the screen display is 256 pixels wide, then the 

maximum time that a pulse can last and be displayed in one screen width is 256 x 20 x 10"* 

seconds or 5 ms. To be able to compare the beginning and the end of a pulse on the computer, 

especially if the comparison is to be between two pulses from different microphones, the length 

of the pulse should be nearer 2.5 ms. This size pulse would be much shorter than the 

reverberation time of the room and is therefore an impractical proposition. 

The signal was a randomly generated sine wave with a frequency content filtered between 20 

Hz and 20 kHz. The signal was further modified by the filters in the collection amplifiers. The 

main interest in the value of the frequency content arises when this work is related to the field 

of Building Acoustics and the requisite 'British Standards' documentation. 
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The Potential Errors in the System 

The results of all the practical work undertaken, is summarised briefly in Table 7.1. The table 

compares the values for the coordinates obtained from the experimental procedure with the 

results of the tape measurements. The difference between them is shown as a percentage. As 

was indicated in the descriptions of the experiments, a number of points became clear as a 

consequence of the practical work. From the Table, it is clear that most of 

Description R 'x' y 'z' 
Calculated 1.18 0.54 0.45 0.93 

Source in all positive octant Measured 1.22 0.56 0.47 0.96 

: % Difference -3.2% -3:57% ^.26% . 

Calculated 1.24 -0.31 0.59 -1.02 

Random placement of source Measured 1.29 -0.35 0.62 -1.08 

% Difference •̂•;:3,8%.. -11,43% -5.56% 
Calculated 1.32 -0.25 -0.72 -1.07 

Source in all negative octant Measured 1.22 -0.27 -0.62 -1.04 

% Difference ^8.2% -7;41%^ 16.13% 2:88%:;̂ ^ 

Calculated 0.39 -0.31 -0.18 0.09 
Source within array half 

distance 
Measured 0.34 -0.29 -0.19 0.09 

: % difference .14.7% 6.90%:; -5.26% p;oo% 

Calculated 1.17 0.07 0.5 1.06 

Multiple source (lower) Measured 1.07 0.1 0.47 0.96 

% Difference -30.00%: 6.38% : 10:42% 

Multiple source (upper) 
Calculated 

Measured 
1.18 

1.21 

0.07 

0.56 

0.5 

0.47 

1.06 

0.96 

Summary of results - Table 7»1 
the calculated results are within 5% of the measured results, but there are some significantly 

worse values. For instance, the value of 'x' with the randomly placed source has a difference 

of 11% between calculated and measured values. The y coordinate in the all negative octant 

experiment, differs by 16% from the measured value. For the multiple source, the calculation 

of 'x' is 30% different. 
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The design of the wheelbrace array has particular limitations. From the mathematical analysis 

and the summary of equations, the determination of a set of coordinates for the source of a 

sound depends upon the difference in time the sound wave takes to travel between pairs of 

microphones, that is, for example, between m^ and m^ together with m, and m^ in the 'J:* axis 

direction. This difference enables the source to reference microphone distance to be calculated, 

which in turn is used for the 'x,y,z' evaluation. I f the situation is visualised where the source 

is placed on the 'z' axis, that is, both 'x' and 'y' are zero, as in the last row of table 7.2, then the 

determination of "R' is impossible for the microphones on the 'z' axis. Because the microphones 

are placed symmetrically about the 'z' axis, the difference in the time intervals for the 

microphones on the V and 'y' axis, although equal, must be of opposite sign. The time intervals 

T r u e 
(meas 
u r e d ) 
va lue 

s 

C a l c u l a t e d values us ing equat ions o f T a b l e 4 .1 a n d 
keep ing values o f ' x ' as 0.50 a n d 'z ' as 0.95 m 

Microphone Separation, 
[mx- mO] i n 20piS intervals True Calculated 

y t 2"' i j i i i I S ; : ! - S i l l 
0.5 2 1 13 2 1 13 34 3 1 1.18 1.18 1.43 

K H I I I 2 1 13 18 10 35 32 1.15 1.18 1.26 1.28 
22 14 15 6 36 33 1.12 1.15 1.21 0.90 
22 14 12 2 37 3 4 1.09 1.15 1.10 0.96 
23 14 9 -2 37 34 1.08 1.00 1.02 0.96 
23 14 5 -5 37 35 1.07 1.00 1.13 1.33 

when both X and y = O 
^ ^ -6 41 4 1 0.95 N A 0.94 0.94 
When both 'x' <& Y are zero, only two solutions for 'R' are 

possible 

Table 7 . 2 - y tends to zero 

along the 'z' axis, so long as the source is at a distance greater than the microphone separation, 

have the same value and sign, irrespective of the position of the source. The calculation of "R', 

using the time differences from the microphones along the 'z' axis, together with the derived 

equations of Table 4.1, is infinity. The difference in the time interval between the arrival of the 
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waves at the microphones on the 'z' axis is a maximum - the time taken to travel between the 

two in-line microphones in the end-fire configuration. The information that can be derived 

from the array in this arrangement, is that the source is somewhere along the "z' axis at a distance 

that can be determined from the microphones on the other axes. I f the source of the sound is 

coming from a structural element, then the source would be on the surface of the element to 

which the 'z' axis is pointing. The result is the same for a source placed on either the 'x' or 'y' 

axis. I f the source is placed at a point x,,y,,z^ not on any of the axes, then, as the distance to the 

source increases and the angle of bearing or elevation becomes small, the value of 'R' 

calculated from one of the three pairs of microphones tends to infinity as the time differences 

used to calculate become smaller, until they eventually become equal. This is illustrated in 

Table 7.2 when the value of 'y' becomes zero. The difference for microphones m^ and m^ falls 

to two measurement periods. This causes the determination of the value of 'R' to differ 

considerably from the two other values for 'R'. In the details of the analysis of the practical 

work, the value of 'R' is always taken as the mean of the three readings. In practice there is a 

limit to the validity of this assumption. Table 7.3 takes the example further. The value of 'z' is 

varied whilst the values of 'x' and 'y' are kept constant By the time the 'z' axis value equals 2.5 

m, the time differences used to calculate R3, are equal. If the time measurement window were 

smaller, then the difference could be detected for a greater distance as shown in Table 7.4 but 

for a given time window, an ultimate point is reached where the value obtained for R3 has litUe 

meaning. 

By reference to Figure 7.1 it is possible to illustî ate this. The graph shows the plots for the time 

difference for the six microphones as the value of 'x' and 'y' are kept constant (0.5 for 'x' and 

0.46 for 'y') and the value of 'z' is increased. What is shown clearly, is that a time difference 

between microphones five and six ceases to exist after quite a short distance, within 2.5 m. For 

tile arrangement where tiie microphones are separated by a distance of 0.28 m, the microphones 

on the 'z' axis indicate that the source is at an indeterminate distance when the value of 'z' 

becomes 2.5 m. From reference to table 7.2 tiie mean value of 'R' exceeds the 'true' value of 'R' 

from the distance of Im. The further the source moves away by increasing the value of 'z', the 

closer the values of 'R' become to the distance 'z'. The actual maximum calculated vcdue of 'R' 

caimot exceed 11.5 m which is equivalent to a time separation of 1 period or 20;<S. Anything 

less flian tiiis makes the value zero and 'R' becomes infinite. This occurs when 'z' reaches 8 m. 
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Variation in accuracy of calculated values for the distance between 
source and reference microphone'R'with distance of the'z' 

co-ordinate 
X = 0.50 and y = 0.46 metres 

Time intervals [mx-mO]- 20 jiS units 

z • ^it- 5 R2 R3 True 
•R' 

0.25 31 23 30 20 20 6 0.8 0.71 0.71 0.72 
0.5 28 19 26 17 28 19 0.84 0.91 0.84 0.84 
1 20 13 19 11 35 32 1.37 1.23 1.28 1.21 

1.5 15 9 14 8 38 36 1.74 1.77 1.08 1.65 
2 12 7 11 6 39 38 2.17 2.19 1.38 2.11 

2.5 10 6 9 5 39 39 2.76 2.78 #### 2.59 
3 8 5 8 4 40 40 3.73 2.81 #### 3.08 

3.5 7 4 7 4 40 40 3.76 3.76 #### 3.57 
4 6 4 6 3 40 40 5.66 3.78 #### 4.06 

4.5 6 3 5 3 40 40 3.78 5.69 #### 4.55 
5 5 3 5 3 40 40 5.69 5.69 #### 5.05 
6 4 2 4 2 41 40 5.71 5.71 0.31 6.04 
7 4 2 3 2 41 41 5.71 11.45 #### 7.03 
8 3 2 3 2 41 41 11.45 11.45 #### 8.03 
9 3 2 3 1 41 41 11.45 5.73 #### 9.03 
10 3 1 2 1 41 41 5.73 11.48 #### 10.02 
12 2 1 2 1 41 41 11.48 11.48 #### 12.02 
14 2 1 2 1 41 41 11.48 11.48 #### 14.02 
16 2 1 2 1 41 41 11.48 11.48 #### 16.01 
18 1 1 1 1 41 41 #### #### #### 18.01 
20 1 1 1 1 41 41 #### #### #### 20.01 
30 1 0 1 0 41 41 11.49 11.49 #### 30.01 
50 1 0 0 0 41 41 11.49 #### #### 50 
100 0 0 0 0 41 41 #### #### #### 100 

Distance in metres 

Table 73 - Microphone intervals and distance 'z' 

The # symbol indicates diat there is no difference l>etween the time intervals and 'R' cannot therefore be 
calcnlated. The time differences cannot be klentifkd in a 20;iS time window. 
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If Table 7.3 is consulted, the figures show that as the distance increases for 'z', there is a large 

range where the difference in the time interval between microphones '1,2' and 3,4' equals 2 x 

20f4S. After this point, it is of little value to calculate 'R'. That is, the ability to determine the 

'x,y,z' values beyond a certain point is prevented because of the lack of resolution in tiie time 

window for the data capture. From the data in table 7.3, tiie tiiird pair of time difference values 

gives erroneous information for the calculation of 'R' from Im. 

For the microphone configuration described here, the source should not be greater than Im 

away on any axis. Figures 7.2 and 7.3 illustrate the restricted range over which the mean value 

of 'R' corresponds with the 'true' value of 'R'. 

dl • d 2 - - - d 3 — - d 4 'd5 d6 

dSandde 

dIanddS 

V 
d4aiidd2 

Microphone separation 0.28m 

6 8 10 12 14 16 

Distance in metres from source 

18 20 

Figure 7.1 
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The discussion has referred to measurements based upon the coordinates 'x' = 0.50 m and 'y' 

= 0.46 m. The value of 'z' has been varied to find the effect upon 'R', of the measured and 

calculated distance between the source and the reference microphone. The measured or 'true' 

distance has been determined from the geometric analysis and calculated from 

The calculated value of 'R' has come from the derived equations relating 'x,y,z' and the time 

intervals between the signzils reaching the respective microphones. A similar situation will 

occur in any octant for any of the coordinates. 

Maximum resolution within the limits stated wil l occur when the altitude and bearing are at 

45°. In this situation, x = y = z. Minimum resolution will occur when the value of 'R' tends to 

equal any of the coordinate values. If R = 'x' or 'y' or 'z' then the source will lie on that axis and 

the time differences along that axis will be the time taken to ti-avel tiie distance separating die 

microphones. 

The problem of tiie accuracy in determining tiie coordinates is associated with tiie fact tiiat tiie 

data captiire occurs at lOj^S time intervals. There are two alternatives to the problem. Either 

the time window must be reduced - say, lo2}4S- or the separation of the microphones must 

be increased. To test this hypothesis, calculations were made based upon a separation of 2.8 

m for tiie microphones and compared witii the values obtained for a difference of 0.28 m. (Table 

7.3). The value for the 'x' and 'y' coordinates were kept at 0.5 and 0.46 m and tiie range of 'z' 

values used were also the same as used for the 0.28 m separation. From figures 7.5 and 7.6 it 

is clear that the distance that the source can be in front of tiie array increases from 1 m to 1.8m. 

when the microphone separation is increased tenfold, to 2.8 m. When comparing the two 

microphone arrangements for a distance 'z' of 1 m, the 95% confidence levels for the calculated 

coordinates, illustrate the magnitude of the difference in reliability of the results. 

Microphone separation 0.28 m Microphone separation 2.80 m 

'X' =0.53 ± 0.07 'X' = 0.497 ± 0.02 

'y' = 0.48 ± 0.06 'y' = 0.458 ± 0.02 

'z'= 1.06 ±0.21 'z'= 0.997 ± 0.01 

The measured value for R was 1.209 m 
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Equndlvthdby-O 

•Z' C O O R D I N A T E 

See P. 145 in the Appendices for the 
full sized graphs of 'R' t^'x' and y Figure 7.4 

The variation between the three values for 'R' determined^ 
the combinations of\,x^'; 'x^xj; 'x^,x^' 

Y^I^tlon i^ the accura^^ values of'R* with the coordinate distance 'z' 
: > when microphone separaÛ ^̂  

Time Interval In 20//S periods 
dl d2 d3 d4 dS d6 

Distance In metres 
Rl R2 R3 TRUE 

•R' 
0.25 381 -238 376 -245 

1 330 -195 326 -202 
2 258 -141 254 -147 

2.5 229 -122 225 -127 
3 205 -107 201 -111 

3.5 184 -94 181 -98 
4 167 -84 164 -88 

4.5 153 -76 150 -79 
5 140 -69 137 -72 
10 75 -36 74 -38 
20 38 -18 38 -19 

350 

386 

398 

401 

402 

403 

404 

405 

405 

407 

407 

-279 

-104 

155 

269 

345 

377 

390 

396 

399 

406 
407 

0.75 

1.24 

2.15 

2.63 

3.11 

3.63 

4.12 

46 

5.12 

i a i 7 
20.48 

0.75 

1.24 

2.14 

2.63 

3.12 

3.62 

4.11 

4.61 

5.13 

1O08 

2012 

0.75 

1.24 

2.19 

2.73 

3.49 

4.52 

5.78 

6.9 

9 

29.29 
#### 

0.72 
1.21 
2.11 
2.59 
3.08 
3.57 
4.06 
4.55 
5.05 
10.02 
20.01 

Table 7A- Variation in calculated 'R'for 2,8m microphone 
separation 
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Al l these values were calculated on the basis that each time difference reading could vary by 

±1 x 20/<S time intervals. The coordinates for both calculations were the same, but the set of 

results with the microphone separation at 0.28 m, gives a greater variation in the result for the 

'z' coordinate. With the larger separation between the microphones, all the coordinates are 

more accurately predicted. The conclusion must be that the maximum distance of the source 

from the microphone acting as the reference point for measurements, should not exceed the 

values indicated in Figure 7.8. The charts in Figures 7.5 and 7.6 show how the values of the 

difference in distances travelled by the signal, change with the greater value of the 'z' axis. The 

greater the value of ẑ , the smaller becomes the difference in the distances travelled and the 

more critical is the size of the window for data capture. 

The disadvantage of increasing the microphone separation is that the overall space required by 

the microphone array is considerably increased. For a separation of 2.8 m, the array dimension 

becomes 5.6m. The size of the apparatus would cause problems in many investigations and 

a compromise solution is be needed between the distance from the source and the separation 

distance chosen for the array. The indications from Figures 7.5,7.6 and 7.8 is that the increase 

in the microphone separation does not alter the maximum distance at which the value of 'R' can 

be adequately calculated. 

The poor results obtained for the experiment where the source was in the all negative octant 

can be explained because of the value of 'z'. It has been demonstrated that if the 'z' axis is greater 

than Im, there is a large error in the calculation of the mean value for 'R'. In this particular test 

(see Table 6.10 page 91), the 'z' coordinate was measured as -1.04 m and the 'y' coordinate was 

measured as -0.72 m. Although the angle of bearing was 235°, the value of the 'z' coordinate 

was over Im and the value of the calculated 'R' ranged between 0.9 and 1.8, thus overestimating 

the calculated mean value of 'R' and giving a 16% error in the estimation of the 'y' coordinate. 

In the other practical tests, where the coordinates were under Im from the source, the achieved 

accuracy was that much greater. 
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From the previous discussion, the reliability of the calculation of 'R' depends upon the value 

of 'z' Using a diagram based upon figure 4.7 it is possible to produce a mathematical 

relationship between tiie time differences't', recorded for the appropriate microphones, in this 

case m^ and m^ the separation between the microphones'd', the distance between the source 

and the reference microphone, 'R', and the size of the data recording window, T' . 

T - R = the difference in distance travelled by the waves going from tiie source to the reference 

microphone, m^, and the microphone, mj. 

R - Q = tiie difference in distance tiavelled by the waves going from the source to tiie reference 

microphone, m^, and the microphone, m .̂ 

Figure 7.7 (based upon figure 4.7) 

illustrating variation of R'and 'z' 

LetAS' =AO^+OS^ 

.54 

/ ? ' - G ^ = Z ^ + A S ^ - [ ( z - d f + AŜ  

R^-Q^ =2zd-d' 

{R-QlR + Q) = 2zd-d' 

(R-Q) = 2zd-d^ 
(R^Q) 

.55 

T'-R'={z + df + A^-z'~A^ 
T'-R' =2zd + d' 

2dz+d^ {T-R) = 
(T + R) 

.56 

The value calculated for 'R' ceases to be reliable when tiie measured differences become equal, 

that is when R-Q = T-R If R-Q = T-R 

thenT=2R-Q 
OTT + R = 3R-Q .57 
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By making equation [55] equal equation [56] and using the expression for T + R of equation 

[57], the following expression can be derived: 

(R + Qpzd + ) =(3/? -Q\2zd - <f) 

2Rzd+Qi^ +7Qzd +R(f =6Rzd+Qi^ -2Qz4 -3Rcf 

4Qzd+4R(^ =4Rzd 

Rd" =Rzd-Qzd 

orz=d. 
R 

(R-Q) 
.58 

The quantity (R - Q) is the difference in distance travelled. It can be substituted by the 

combination of the size of the time window, the time interval and the velocity of sound. 

(R-Q]=Tcr 

Where c = velocity of sound, 
T = time window or 2QiS 

and T = the time interval in 20^8 periods measured by the 
microphones 

R .59 

Figure 7.8 Graph of 'z'against 'R' 
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Figures 7.8 to 7.9b are to illustrate the significance of the equation 

TcT 

Rgure 7.8 shows that as the value of the time interval gets greater and tiie value of the distance 

'z' increases, the various curves representing different time intervals, tend to converge. The 

convergence indicates that there is little difference in the value of 'R' with either tiie angle of 

incidence or the increase in 'z' beyond a certain distance. The angle of incidence is determined 

by the values of 'x' and 'y'. (See figure 7.7). This point is further emphasised by figure 7.9a, 

where the value of (R-Q), the difference in the distance between source to reference and source 

to microphone 5, can be seen to become constant at a value just greater than 1 metre for a 

microphone separation of 0.28 m and at 4.5 m for a separation of 2.8 m. Further, it can be seen 

tiiat the curve prior to tiie point where (R-Q) becomes constant, is where the change in (R-Q) 

rapidly decreases. Figure 7.9b illustiates tiiat tiie linear relationship between 'z' and R/Tcx only 

occurs when the time differences become equal. At the point where R=Q, the curves go to 

infinity, which is the point where the source is at 90° to the line of the microphones. Between 

these positions, the maximum slope of the curve indicates the region where the accuracy for 

the determination of 'R' will be greatest. 

Errors occur in the determination of the time interval from the cross correlation of the 

respective waves. Figure 7.10 is a plot of the normalised correlation coefficient obtained for 

different numbers of records included in the correlation sampling. This is of particular 

significance witii respect to tiie multiple source experiments. When tiiere is a single source, tiie 

correlation coefficient hardly changes with the greater number of records used in a sample. The 

normalised coefficient always remained above 0.8 although tiie sample sizes varied from 10 

to 150. For tiie multiple source experiments, not only does tiie size of tiie correlation coefficient 

vary with the number of samples correlated, but the position of correlation can change also. 

(See Figure 6.13). The graph shown in Figure 7.10 attempts to show what is happening. As tiie 

number of samples increases from 10 to 60, the normalised coefficient peaks at 15 samples. 

The values used to produce the curve were subjected to a number of linear regression analyses. 

The result suggested that a cubic relationship existed between the correlation coefficient and 

the number of data samples. Finding the coefficient values with low sample numbers, showed 

that analysis with 3 samples was the lowest sample number to produce normal correlation. 

Below this, the correlation coefficient becomes either -i-l or -1 for all samples, including the 
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noise before the start of the signal. Similarly, taking results with between 20 and 60 samples 

does not produce the smooth curve of the cubic equation. However, the cubic expression fits 

sufficientiy well to make the equation an attractive proposition to predict the optimum number 

of samples to use. (See insert to Figure 7.10) 

In the collection of the data by the A to D conversion, the possible error in the equipment is 

±1 period of 20JAS. Taking the example of the experiment where the source was randomly 

placed, then for the distances between microphones m^, m^ and the reference microphone m^, 

the values recorded were -0.041 and -0.095. Using these figures to calculate 'x' gives -0.319 

and - 030. Changing the values by adding and subtracting one time period, the maximum 

difference in the distances becomes -0.05 and -0.10 with the minimum being -0.03 and -0.085. 

These values give a maximum value of 'x' of -0.40 and a minimum value of 'x' of -0.217. The 

percentage difference between the values is 81%. This example shows the magnitude of tiie 

difference tiiat can occur when the correct time difference is between two integers. This occurs 

in tiie experiment for tiie all positive octant The table of values - Table 6.5 - on page 82 shows 

the significant change in the accuracy of tiie readings due to the alteration of one time period 

for one microphone pair. Wherever the readings have been averaged, tiiere is a probability of 

error and because of the size of the time window, the error can produce quite large deviations 

from tiie correct results. In tiie practical examples, the errors have been quoted in terms of the 

variability in tiie calculated answers from tiie different equations. If tiie variation in tiie possible 

errors were included, the range of differences would be quite large. 

As indicated earlier, the size of the array becomes excessively large for the greater resolution 

by increasing tiie microphone separation. Also, as indicated, once the distance to the source 

gets very large, then the errors associated with the time window require that an alternative 

approach be used. Referring to the paper by Broadhurst[8], the use of an array can enable tiie 

system to be focused and individual areas of a surface monitored. The number of elements in 

the array governs the resolution of the array. Broadhurst suggests a cubic array with a minimum 

of 125 microphones. The advantage of the array is that it is steered electronically and an 

acoustic focus is possible. This enables the separation of signals from different parts of a 

partition. The wheel brace array offers a capability with a modest number of microphones, 

which, provided the limitations of the system are taken into account, can provide the same 

information as the more complicated systems. There are now available PC cards that will 
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capture data in 1/lOth of a microsecond. This facility would provide a high degree of resolution 

for small microphone separation. 
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Chapter 8 

Uses in the Built 
Environment 
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Use of the array in the built environment. 

The array enables a number of building acoustic measurements to be undertaken. As explained 

earlier, the sound transmission coefficient can be measured. Again, by selectively scanning the 

surface of a partition using a time-delay technique, then the surface weaknesses in a partition 

can be investigated. I f the pulsed sound is replaced with a swept pure tone, the absorption 

coefficients of different surfaces within the environment can be measured and related to 

frequency. The system is easily adaptable for the measurement of reverberation time. In fact, 

because of the number of samples collected, the reverberation slope can be computed over any 

part of the decay range with frequency analysis included. 

The use of this type of array wil l be largely applicable to sources in the near field, where the 

approximate location of the source is known. It should be appropriate for dealing with leakage 

of sound through ventilation systems, finding gas flues in party walls or hidden chimney 

breasts. The size of the imperfection that it will detect is limited to relatively large areas 

probably of at least 500 mm square. 

The importance of techniques for on-site measurement of the acoustic properties of buildings 

has changed over the years. The current Building Regulations, Approved Document E(1992 

Edition), page 26, gives a single figure for the sound insulation of a party floor in a multiple 

dwelling as 48 dB, (Building Regulations: Table 2, INDIVIDUAL VALUE, which means that 

only one floor was tested). It is measured as D^^^, the standardised level difference (reference 

BS 5821: Part 1:1984). I f 'deemed to satisfy' construction techniques are used, the control of 

sound insulation is regarded as adequately dealt with and the construction wil l pass the 

Building Regulations. Should complaints arise subsequently about the adequacy of the sound 

insulation, field tests may be carried out that show a single figure sound insulation value less 

than 48 dB. Because the building was built as a 'deemed to satisfy' construction, then the fact 

that the measured values do not reach the minimum criteria does not invalidate the building 

conforming to the Building Regulations. In fact, there is a specific 'let-out' clause in the 

Building Regulations, paragraph 3.8 page 26, entitled "Limits on use of test evidence". This 

paragraph contains the statement "A failure of a new construction to achieve the values in the 

Table is not in itself evidence of a failure to comply with the requirements of the Regulations". 
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When a b\ock of flats is designed, the cost implications often dictate the type of construction 

employed for sound insulation. Although this need not be synonymous with the cheapest 

option, it does seem to correlate with using the 'deemed to satisfy' construction that meets the 

minimum requirements. This in turn is usually the construction that is most marginal in 

achieving the sound insulation regarded as desirable by the occupiers of the flats. In 1988, the 

Building Research Establishment produced a series of digests on the results of testing a number 

of structures built under the deemed to satisfy category. In Digest 334, p.5 it is stated "hollow 

beam or beam and hollow block floors are usually designed to satisfy the Building Regulations 

minimum requirements by having a mass of not less than 220 kg/m^". In Table 1. - 'Sound 

insulation of main types of floor', the value for the insulation of this type of floor, measured 

as D^^^ is 47 dB within the 95 percentile. This is 1 dB below the recommended minimum 

value. 

It would be appropriate and helpful for any architect using a 'deemed to satisfy' design to have 

some means whereby the structure can be tested during construction. It is in this context that 

the equipment described in this research should be of particular application. The ability to 

detect the source of a sound could be used during construction stages to confirm that the floor 

construction was homogeneous and that the sound transmission was meeting the projected 

design criteria. The earlier a fault is detected, the more likely a solution can be found that is 

viable to implement. The equipment used in this research was designed as a laboratory 

experiment. In the discussion, suggestions have been made for the modernisation of the 

equipment that would be used for field measurements. These include the use of a portable 

computer with attached analogue to digital conversion system. With such a device, measure­

ments could be taken, analysed and presented within 30 minutes. 

Work has been undertaken to produce a simplified procedure for the determination of the sound 

insulation value. A paper by Robin K. Mackenzie, was presented on The development of a 

short test method for the measurement of airborne sound insulation in buildings, Proc.I.O.A. 

Vol. 8 Part 3 1986'. This paper described the results of a working group associated with the 

International Standards Organisation engaged to produce a draft standard for the procedure and 
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the criteria for accuracy in a simplified test method. The equipment suggested for the simplified 

test consisted of a special noise source and integrating sound level meters. A switch is 

incorpxDrated to change the noise when the room under measurement is either occupied or 

unoccupied. 

It is considered that the equipment developed and described in this thesis, could be included 

in such a simplified test procedure. The acoustic array would succeed in providing a greater 

amount of detail, allowing diagnosis of faults as well as determination of a simple pass or fail, 

with respect to the Building Regulations. 

Measurements taken by the array described in this research suggest that the repeatability of 

results is good. The experimental work with the array does indicate that the use of a pulsed noise 

source could eliminate the problems associated with the amount of absorption present in the 

receiving room during a transmission loss test The received waves are the direct waves, so that 

the transmission loss measurement would not include any build-up of sound due to multiple 

refiection in the receiving room. This would eliminate the need to modify the sound source, 

depending upon whether the room is occupied or unoccupied. 

The graph in Figure 8.1 shows that provided the 'x', 'y' and 'z' coordinates are equal - which 

corresponds to the optimum accuracy when using the array - the values of the coordinates can 

be determined within an 8% accuracy using a 20 JAS data capture system and a 0.28 m 

microphone separation at distances of (10 x microphone separation). This is equivalent to a 

microphone/source separation of :-

= V ( l 0 x 0 2 8 f x3 = 484 meters 

from the expression R = -Jx^ + 

An additional potential source of error arises since the velocity of sound in air is a function of 

the room temperature. The significance of the variation of 5°C in the room temperature is 

illustrated in Figure 8.1 

I f the separation of the microphones is increased, or if the rate of sampling the data is increased 

by a factor of 10, then the distance is proportionally increased. Since the equipment that would 
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be developed with the now available A to D capture systems easily allows a 2 /<s time interval 

for data capture, considerably improved accuracies can be obtained. In Figure 8.2 the 

percentage errors are calculated for an aixay with a microphone separation of 0.56 m and with 
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Figure 8.1 - Effect of temperature on calculation 

time windows of 20 and 2 ;̂ s. The 2 ;/s time window allows distances of up to 10 m to be 

measured to within a ± 50 mm. 

To demonstrate the possible field application of this array, the following example is included. 

Consider a room 20 m long by 10 m wide and 6 m high. I f the wheel-brace array is placed in 

the middle of the floor at a height of 1.5 m and the spacing of the microphones was set at 0.56 

m (double that used in the laboratory experiments) with a time window of 2 jis, (using a modem 

data capture system with a time window 1/lOth of the size used in this research) the error in 

measurement is 0.5%. With a sound source occurring at the comer of the room in the all positive 

octant, then for the 95 percentile, the coordinates derived from the calculation are: 

X = 6.1 ± 0.12 m 
8 

y^= 5.1 ± 0.10 m 

z = 10.2 ± 0.20 m 

Thus, converting these numbers into practical terms and with a 95% confidence limit, the 
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source of the sound entering the room can be located within an area of 0.05 square metres of 

the wall. This is equivalent to 1.5 bricks or 0.5 blocks. The measurement is from a distance 

of 10 m away. By moving the array closer to the source, the location of the noise entry can be 

e e 
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more precisely determined. As shown by M.E. Hopkins [76], when studying the sound 

insulation in a new build tenement and the identification of the flanking paths, the noise 

breakthrough into a room can have a number of points of entry. The sound pressure level from 

adjacent sources can be quite different and the distance between the entry points may be metres 

apart. This research has attempted to deal with this problem by investigating the resolution of 

two noise sources producing identical sound pressure levels at a separation of 0.10 m. The 

analysis shows that the cross correlation technique could separate these sources, although 

difficulty is experienced in attributing the coordinates to the source. The use of autocorrelation 

and cepstrum analysis suggest that this problem can be resolved. Figure 8.4 is the cepstrum of 

figure 8.3. The cepstrum can locate an echo - the echo in the case described here is a 

simultaneous signal from a second loudspeaker 0.46 m below the first loudspeaker. The 

cepstrum converts the periodicity of the autocorrelogram into a series of rahmonics with a 

spacing corresponding to the delay time of the echo. (B&K Technical Review No.3 - 1981, 

p. 16-17). In figure 8.4, the spacing between the start of the trace and the first spike is the time 

delay of the first echo. 
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Finally, it is worth emphasising that the proposed equipment is portable, can investigate and 

analyse the acoustic problems of a room in near real-time measurements with minimum need 

to alter the original equipment placing, even in the relatively large room used in the above 

example. 

Auto-correlation Record 2803932 (200 samples 
averaged) 
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Figure 8.3 - Autocorrelation - double source 

The periodicity of the autospectrum is transfoimed 
to the lahmonics of the cepstnim with a spacing 
corresponding to the echo delay. If the start of the 
trace is at 26 X 20 //s then the first echo is at 
44 x 20;/s. 

E < 

Quefrency (s) - x 20/is 

Figure 8.4 Cepstrum showing two spikes with harmonics 
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Conclusion 
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Conclusion 
The work described in this thesis has taken place over a period of seven years. During 

that period many advances have occurred in the field of electronics. In particular, the 

transition to computer based instrumentation has made vast strides. The equipment that 

has been demonsU^ted in this work, can now be contained on an 'add-on board of a 

personal computer'. By the selection of the right computer, the entire practical work 

could be performed on a single portable microcomputer with the only external compo­

nents being the microphone array. 

The microphone system used in the research was chosen because of its track record of 

reliability. Initially, the practical work had to find the areas where erroneous results were 

occurring. Using standard, high quality equipment, enabled confidence to be maintained 

in the detection side of the system and allowed Uie area of the problem to be reduced. At 

the conclusion of the work, the weak points can be identified as the preamplifiers and 

conditioning amplifiers. This was largely due to the age of the equipment used - it was 

twenty years old and already well used when it joined this project. The results of the 

research suggest that modem miniature microphones, such as the Knowles FET 

capacitance microphones, are perfectly adequate. The type of preamplifiers and condi­

tioning amplifiers can now be selected from add-on cards for different computer makes. 

For instance, Laplace Instilments advertise an A to D card with a single channel tiiat has 

a sampling rate of 0.1 piS to 12 bit accuracy. The same firm advertises a card with eight 

channels operating on 12 bits with a sampling rate of 3 JAS. Both systems would give a 

significant improvement in resolution over the apparatus used in this research, together 

with being contained in a single computer. Bearing in mind that portable computers are 

now available that accept add-on boards, a modem system becomes an extremely 

portable device. Provided the computer has sufficient on-board memory - and these days 

this is usually a minimum of 8 megabyte - and a large enough hard disk, then with 

programs advertised by National Instmments, real time display of analysed data is 

feasible. For instance, using LabView and the analysis software suite, eight cross 
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correlations could be displayed within 1 second. This enables the scanning of a surface and the 

presentation of the results on screen to be quick enough to allow the data capture to provide 

the information for setting up the microphone array and with instant analysis of the collected 

data. 

With these advances in mind, then the research that has been carried out shows that a seven 

microphone wheelbrace array can give valuable information about the source of noise within 

buildings. The correlation technique can be used to measure transmission loss in any 

environment, because the system can identify the time/signal relationship. In this respect it is 

analogous to Time Delayed Spectrometry. The apparatus can selectively assess the absorption 

coefficients of room surfaces, again by using the knowledge of the time delay of short wave 

bursts from the acoustic source. The research has established that source location can be 

achieved, albeit, under fairly restricted circumstances, but with the development of suitable 

algorithms, the equipment described shows considerable potential. Cross correlation has been 

shown again, to be a powerful tool in comparing coherent wave data and determining the time 

separation between waves travelling over different paths. Mathematical relationships have 

been established to relate the time differences in the reception of a signal, to the polar 

coordinates of the source. The realistic development of the equipment is dependent upon the 

use of high speed data sampling and analysis to achieve adequate resolution for the source 

location at positions close to any of the axes. Where the source is close to an axis, there is a finite 

distance before the time differences between the microphones along that axis and the reference 

microphone become equal. This distance is related to the separation of the microphones and 

to the resolution of the data capture window, that is, the minimum time between successive 

records. Beyond this distance, the array would serve as a direction seeking device by 

determination of the zero time difference along two axes and maximum time difference along 

the third axis, which equates to one axis of the array pointing towards the source whilst the other 

two axes are normal to the source. The advantage of maintaining a minimum of seven 

microphones is that the data collected is vectorial, that is the array can detect the sound from 

any direction. There is no requirement for movement of any of the parts, so that once the array 

is constmcted, there should be little requirement for checking the stmcture. For source location 

exercises, the microphones sensitivity is not critical, but if sound transmission loss and similar 
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measurements are made, then unless comparative measurements can be taken, a built-in 

calibrator would be needed to check pressure sensitivity and phase relationship of the 

transducers. 

The fact thai the system could be reduced to two microphones, with the microphones being 

positioned so that one record is collected at the reference microphone, m ,̂ and the other records 

from a second microphone placed at the equivalent of m^, m^ and m^ positions respectively, 

has certain appeal. The potential for errors in the measurement of the distance between the 

various microphone locations makes it less attractive, especially when one considers that this 

requires mechanical movement and that with two closely coupled microphones one has an 

acoustic intensity measuring device which is capable of higher resolution and accuracy than 

the near field two element array. 

The aim stated for the research, of developing a mathematical model to locate a source from 

the time difference in the arrival of a signal at a set of microphones arranged in the form of 

a wheel brace array, has been achieved. The mathematical model is capable of determining the 

distance provided it is supplied with information that can be positively identified as coming 

from the same source at the same time. This research avoided the problem of the comparison 

of waves to find the common origin by using clearly defined pulses of sound for the signal. The 

second aim of testing the mathematical model produced a lot of information relating to the 

practical problems of the instrumentation. The overall conclusion was that the practical work 

verifies the mathematical model. It also indicates that there is a need to consider certain points 

when taking the measurements in order to obtain maximum accuracy from the equipment. The 

third aim, to develop a computer program for the collection of data and the evaluation of the 

information proved to be the least difficult. The program for the control of the hardware is 

enclosed in the appendix. The program for the calculation of the coordinates is shown as 

examples of prepared spreadsheets which use information from processing programs. These 

processing programs were based upon the calculation of a cross correlation. The program was 

developed to improve the user friendliness of the package and to enable it to be used by anyone, 

without difficulty. The component programs have not been integrated because they were used 

across a variety of incompatible hardware. If the system were developed for a specific device. 
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the integration of the software would not be difficult. 

The final aim, to consider an optimal package for a portable system, is limited only by financial 

constraints. A portable computer capable of being fitted with full size add on cards would cost 

at least £2000. The analogue to digital conversion system with a 0.1 microsecond response, or 

window, would be about the same cost. The constmction of the microphone array and 

associated amplifiers would add at least another £2000. It can be concluded that for an 

expenditure of £10,000 a fully operational and portable system could be assembled from imits 

available in the present market. It is probable that the system could be produced for half that 

price by selective purchase. 

From the literanire produced over the last fifty years, there is evidence that a number of devices 

have been considered worthy of development for use in the built environment. Apart from the 

Acoustic Intensity system - notably that of B&K Ltd. - there is no sign of any of the devices 

being adopted. Whether the option of a compact portable system based upon a computer would 

change that approach remains to be seen; but what is clear, is that the acoustic array can give 

a lot of useful information quickly and accurately. In the developing requirement for quality 

control and the need for more on-site testing of buildings to meet EEC requirements, then tiiis 

research has shown that a small acoustic array could be considered for site use. 
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Photographs 
Above - microphone and 

preamplifiers used in 

array and labelled for 

identification. 

Below - Small loud­

speaker with plumb line 

used to measure the 'y' 

coordinate 
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Photographs 2 
Above - The amplifier rack 

with the digital storage os­

cilloscope on top. 

Below - the analogue to dig­

ital capture system. 
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i 



Photograph 3 
Above - The jig used to align tape meas­

urements in the determination of the 'x,y,z' 

coordinates 

Below - the wooden framework used to 

support the microphone assemble 



Computer program for collection of data. 

]LIST 

20 TEXT 
3999 H O M E : T E X T : REM • • * * * * » * * p 1 j O T . I T * « » * * * * * * * * * 
4000 H O M E : VTAB 5: HTAB 5: PRINT 'This routine wil l plot TWO graphs on the Screen":: :PRINT'To 

continue, [press RETURN ":GEr A$ 
4020 A $ = CHR$(13) 
4500 HGR 
5000 HOME 
5 0 3 0 X = FRE(O) 
5040 HCOL0R=3 
5050 D $ = CHR$(4) 
5060 D I M CX(256): D I M CY(256) 
5070 PRINT D$;"MON C.I.O" 
5080 REM ***************************** 
5090 VTAB 22 
5095 INPUT " MICRO FILE NUMBER = ";CODE$ 
5096 INPUT 'Trace No. 1 <can be from 1 to 8> ";N: INPUT 'Trace No. 2 <again from 1 to 8> ";NN 
5097 INPUT "WHICH DRIVE <l/2>"avIO 
5099 PRINT "Select Magnification <0 TO 100>": INPUT MG:MG = 409.6 / MG 
5100 GOSUB 5320 
5110 FOR K = 0 TO 512 STEP 2 
5 1 2 0 C X ( K / 2 ) = PEEK (20998+ K ) * 256+ PEEK (20998 + K + 1) 
5140 NEXT 
5150 GOSUB 11000 
5155 GOSUB 5500 
5158C = 0 
5160 GOSUB 5340 
5170 GOSUB 5240 
5180 GOSUB 5360 
5192 GOSUB 7000: GOSUB 5100: GOSUB 5340: GOSUB 5240: GOSUB 5360 
5230 REM *************************** 
5240 FOR K = 0 TO 512 STEP 2 
5250 CY(K / 2) = PEEK (20998 + K) * 256 + PEEK (20998 + K + 1) 
5270 NEXT 
5280 RETURN 
5290 REM ************************** 
5300 END 
5310 REM **************************** 
5320 PRINT D$;"BLOAD MICRO.";N;".";CODE$;",V254.D";NO 
5330 RETURN 
5340 PRINT D$;"BLOAD MICRO.";NN;".";CODE$;".V254.D";NO 
5345 RETURN 
5350 REM ***************************** 
5360 HPLOT 0.100 
5365 FOR K = QT TO QR STEP 2:CY = PEEK (20998 + K) * 256 + PEEK (20998 + K ) 
5366 VTAB 24: PRINT K/2 ,CY/4096 
5370 CV = CY-4096 
5375 C V = SQR(CV*CV) 
5376 IF C < 1 THEN GOSUB 18000 
5377 PTY = (CV / MG) - EZ 
5378 IF PTY < 1 THEN PTY = 0 
5379 IF PTY > 159 THEN PTY = 159 
5380 HPLOT T O C J T Y 
5385C = C + Q 
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5387 IF C > 275 THEN GOTO 5400 
5390 NEXT 
5400 RETURN 
5410 REM **************************** 
5500PZ = 2 7 5 / Q * 5 
5501PT = Q * 5 
5502 FORPW = O T O P Z - 1 
5504 HPLOTPT.155TOFT.159 
5506 FT = FT + ( 5 * 0 ) 
5507 I F P T > 2 7 5 T H E N RETURN 
5508 NEXT 
5530 RETURN 
5580 REM ******************************* 
7000 H O M E : VTAB 24: PRINT 'T)o you want to insert a cursor? <Y?N>". GET AS 
7010 I F A $ = ' Y " T H E N GOSUB 19000 
7050 IF A$ = " N " THEN GOTO 8070 
8070 GOSUB 12000 
11000 HGR:HCOLOR=3 
11010 H O M E : VTAB 22 
11020C = 0 
11030 INPUT " LOWEST NUMBER ? ";QT:QT = QT * 2 
11040 QR = QT +512 
11045 HPLOT 0,0 TO 279,0 TO 279.159 TO 0,159 TO 0,0 
11050 HPLOT 0.80 
11055 VTAB 21: HTAB 30: PRINT "Micro.";N;'"';CODE$;" and Micro.";NN;"";CODE$ 
11058 PRINT 'TRESS RETURN TO CONTINUE ": GET A$ 
11059 VTAB 24: HTAB 15 
11060 INPUT "SEPARATION BETWEEN POINTS < 1.5.10> ";Q 
11070 FOR K = QT TO QR STEP 2:CX = PEEK (20998 + K) * 256 + PEEK (20998 + K ) 
11080 VTAB 24: PRINT K / 2.CX / 40% 
11090 CV = CX-4096 
11095 CV = SQR (CV * CV) 
11098 I F C < 1 THEN GOSUB 17000 
11099FTX = ( C V / M G ) - E X 
11100 IF P r X < 1 THEN PTX = 0 
11105 HPLOT TOC.PTX 
11110C = C + Q 
11112 IF C > 275 THEN GOTO 11230 
11120 NEXT 
11230 RETURN 
12000 PRINT "SEND DATA TO PRINTER? <Y/N>": GET Y$ 
12010 I F Y $ = *Y"THEN GOSUB 14500 
12020 RETURN 
14500 H O M E : T E X T 

14510 H O M E : VTAB 24: PRINT "CURSOR POSN.l = ";CURS(1);" CURSOR POSN.2 = ";C) 
14520 PRINT 'THIS IS A TRACE OF MICRO.";N;".";CODE$;" A N D MICRO.";NN;".";CODE$ 
15000 PR# 1:X$ = CHR$ (9) 
15001 PRINT X$;"15L": PRINT X$;"G.E.TX' 
15002 PRINT X$"15L" 
15003 PRINT 'CURSOR POSN.l = ";CURS(1);" CURSOR POSN.2 = ";CURS(2) 
15004 PRINT 'THIS IS A TRACE OF MICRO.";N;".";CODE$;" A N D MICRO.";NN;".";CODE$ 
15005 PRINT "Start of the trace was - ";QT / 2;"and die end was - ";(QT / 2)) 
15006 PRINT : PRINT : PRINT 'The number of calibration marks = ";275 / Q, 
15007 PRINT " and the distance between die marks corresponds to ";5 * Q," 20 " 
15050 PRINT X $ ; ' V 
15060 PR#3 
16000 HOME: VTAB 22: PRINT 'PRINTER OR REPEAT <l/2>": INPUT ZC 
16010 IF ZC = 1 THEN GOTO 8070 
16020 IF ZC = 2 THEN GOTO 3999 
16030 END 
17000EX = ( C V / M G ) - 5 0 
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17010 RETURN 
18000 EZ = ( C V / M G ) - 1 0 0 
18010 RETURN 
19000 H O M E : VTAB 24: PRINT "State position of cursor ": INPUT CURS 
19005 HCOLOR=3 
19010 CS = CURS - (QT / 2):CS = CS * Q: HPLOT CS.O TO CS.159 
19020 PRINT "Replace the position of the cursor? <Y/N>": GET Y$ 
19021 PRINT A$ 
19028 IFCURS(1)> 1 THEN GOTO 19070 
19030 IF Y$ = "Y" THEN HCOLOR= 0 
19035 IF Y $ = "N"THEN GOTO 19048 
19040 HPLOT CS.O TO CS.159: HCOLOR= 3 
19045 GOTO 19000 
19048 CURS(1) = CURS 
19050 PRINT "Do you want to place a second cursor? <Y/N> ": GET Y$ 
19055 I F Y $ = ' Y " T H E N GOTO 19000 
19070 IF Y$ = " N " THEN GOTO 19080 
19072 IF Y $ = " Y " THEN HCOLOR= 0 
19075 HPLOT CS.O TO CS,159 
19076 GOTO 19050 
19080 CURS(2) = CURS 
19083 PRINT "Any more cursors? <Y/N>": GET Y$ 
19084 I F Y $ = "Y"THEN GOTO 19000 
19085 H O M E : VTAB 24: PRINT'CURSOR POS.l = ";CURS(l);" CURSORPOSN.2 = ") 
19090 RETURN 

] 
Program to collect data from A to D system 
0 HOME 
1 GOTO 100 
2 REM PULSES SPECIFIED LINE 
4 REM RUNS WITH MACHINECODE5 
5 N = 8 
6 P A = 7 : U = 32 
8 C A L L 20480: REM CLEAR BUS 
10SA = 25 
14 REM CLEAR BUFFERS 
16 FOR I = 1 TO 8:BUFFERa) = 0: NEXT 
18 REM SET LINE 
20 F O R I = I T O N 
22 I F L I > I * 4 G O T O 3 0 
2 4 L = 4 * I - L I 
2 6 X = 2 ' ^ L 
28 BUFFER(I) = X: GOTO 32 
30 NEXT I 
31 GOSUB 3000 
32 REM SEND DATA 
50 H O M E : VTAB 10: PRINT "RUN PROGRAM AGAIN? <Y/N>": GET Y$: PRINT A$ 
55 PRINT A$ 
60 I F Y $ = "N"THEN GOSUB 12000 
100 D$ = CHR$ (4):A$ = CHR$ (13) 
110 C A L L 20480 
115 INPUT 'CODE FOR THIS RECORD IS = ";DC 
120 INPUT "NUMBER OF CHANNELS IN SYSTEM = ";NM 
122 PRINT: PRINT 
124 PRINT "50% TRIGGER IS ALWAYS 0 VOLTS" 
125 PRINT : PRINT "STATE TRIGGER LEVEL <1 TO 100>": INPUT T X 
126 PRINT "50% TRIGGER IS ALWAYS 0 VOLTS" 
130 TEXT 
140 HCOLOR=3 
170XN = 0 
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180 PRINT D$;"MON C.I.O" 
190 TEXT 
200 GOSUB 10630 
220 PRINT 'TRIGGER EDGE - POSITIVE<+>" 
235 SA = 8:PA = 7:N = 2:VS = VO + 8 T R = 128 + TX 
240 GOSUB 2000 
270 PRINT 
280 GOSUB 10500 
310 N = 1:G = R: GOSUB 2500 
320 H O M E : VTAB 10: INVERSE: PRINT "MICROLINK TRANSIENT CAPTURE": PRINT : NO 
330 PRINT 'TRIGGER EDGE - POSITIVE<+>" 
360 PRINT 'THERE ARE "O^JM;" CHANNELS IN THE SYSTEM" 
370 PRINT "SAMPLE INTERVAL PERIOD - 20 MICRO.SEC" 
382 PRINT'TRIGGER LEVEL - ";TX;"% ";VG$ 
385 PRINT : PRINT "GAIN = ";CZ: PRINT : PRINT "VOLTAGE RANGE = ";5 * 1000 / " 
386 PRINT: PRINT : PRINT 
387 GOSUB 11000 
390 SA = 9:N = 7:SR = 1:SX = 2:SY = 0:PT = 7 
410 GOSUB 2600 
460 GOSUB 5000 
470 GOTO 2 
1999 REM *******SEr BYTES***************** 
2000 BYTE(1) = VS:BYTE(2) = TR: GOSUB 3000 
2010 RETURN 
2099 REM ************************** 
2500 SA = 12: FOR J = 1 TO NM 
2510 BYTE(1) = G: GOSUB 3000:SA = SA + 1: NEXT 
2520 RETURN 
2599 REM * * * * * * * * * * * * * * * * * * * * * * * & * * 
2600 BYTE(1) = SR:BYTE(2) = SX:BYTE(3) = SY:BYTE(4) = PT:BYTE(5) = 1:BYTE(6) =0 
2605 GOSUB 3000 
2610 FOR X = 0 TO 100: NEXT 
2620 BYTE(6) = 1: GOSUB 3000 
2630 RETURN 
2999 REM ****************************** 

3000 REM SUBROUTINETO SEND N BYTES ************************* 
3010 REM T O DEVICE WITH PRIMARY ADDRESS 7 
3020 REM A N D SECONDARY ADDRESS SA 
3030 POKE 20993JNI 
3040 POKE 20994,64: REM SLOT 4 
3050 POKE 20995.(32 + PA): REM PRIMARY ADDR 
3060 POKE 20996,(96 + SA) 
3070 POKE 20997,255: REM ENDOFADDRS 
3080 8 = 20998 
3090 FOR I = 1 TO N 
3100 POKEB3YTE(I ) 
3110B = B + 1 
3120 NEXT I 
3130 C A L L 20543: REM SEND ROUTINE 
3140 RETURN 
3199 REM ******************************* 

3999 REM SUBROUTINE TO COLLECT DATA ********************* 
4000 V Z = INT (16384 / 256) 
4010 V X = 255 - VZ 
4020 POKE 20994,64 
4030 POKE 20995,(64 + PA) 
4040 POKE 209%,(96 + SA) 
4050 POKE20993,VX 
4060 POKE20992,VZ 
4070 C A L L 20660 
4080 B = 20998 
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4090SA = S A + 1:XN = X N + 1 
4100 RETURN 
5000 SA = 12: FOR J = 1 TO N M 
5010 GOSUB 4000 
5020 PRINT D$;"BSAVEMICRO.";XN".";DC;",A"20998;",L";40%;"J)2" 
5030 NEXT 
5040 RETURN 

0500 PRINT "INPUT THE GAIN OFTHE SYSTEM?": PRINT : PRINT: PRINT " 1 . GAIG 
0510 PRINT A$ 
0520 I F C G = 1THENR = 4 
10530 I F C G = 2 T H E N R = 5 
0540 IFCG = 3 T H E N R = 6 
0550 IFCG = 4 T H E N R = 7 
0560 I F R = 7 T H E N C Z = 50 
0570 I F R = 6 T H E N C Z = 10 
0580 I F R = 5 T H E N C Z = 5 
0590 I F R = 4 T I I E N C Z = 1 
0600 RETURN 
10610 REM 
0620 REM 
0630 PRINT 'INPUT VOLTAGE RANGE FOR THE TRIGGER": PRINT: PRINT : PRINT "1 G 
0640 I F V G = I T H E N VO = 4 
0650 I F V G = 2THEN V 0 = 5 
10660 I F V G = 3THEN VO = 6 
0670 I F V G = 4 T H E N V O = 7 
0680 IF VO = 4 THEN VG$ = "+/- 5.0 VOLTS" 
0690 IF VO = 5 THEN VG$ = "+/-1.0 VOLTS" 
0700 IF VO = 6 THEN VG$ = "+/- 0.5 VOLTS" 
0710 IF VO = 7 THEN VG$ = "+/- 0.1 VOLTS" 
0720 RETURN 
1000 PRINT D$;"OPEN TEXT."JDC;",D2" 
1010 PRINT D$;"DELETETEXT."aDC 
1020 PRINT D$;"OPEN TEXT."a)C 
1030 PRINT D$;"WRrTETEXT.";DC 
1040 PRINT 'TRIGGER EDGE - POSHTVE" 
1050 PRINT "THERE ARE " ;NM;" CHANNELS" 
1070 PRINT "THETRIGGER LEVEL IS ";TX;"% ";VG$ 
1080 PRINT "GAIN = ";CZ;" VOLTAGE RANGE = "-.5 * 1000 / CZ." M V " 
1085 PRINT D$;"CLOSETEXT.";DC 
1090 RETURN 
2000 PRINT D$;"RUNHELL0.D1" 
2010 END 

] 
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Spreadsheet calculation to predict time differences 

Calculations from GeometnBelected Value 

Separation of microphones = 

'X' co-ordinate = 

'Y' co-ordinate = 

7" co-ordinate = 

Temperature at which 
measurements occurred = 

0.28 

0.59 

0.46 

0.95 

20 .00 

Derived values 
Velocity of sound 343 .414 

Diagonals of imaginary cube 

'R'- source to 1.209 
reference [OS] 

XY diagonal [cS] 0 .748 

XZ diagonal [aS] 

ZY diagonal [Ob] 

1.118 

1.056 

Distances to 

microphones along axes 

X - d X + d 

Name of Record 
Distances to 

microphones along axes 

0.31 0.87 Name of Record 
Distances to 

microphones along axes 
y - d y + d 

Name of Record 
Distances to 

microphones along axes 0.18 0.74 Mean ot ten recoras 
Distances to 

microphones along axes 

z - d z + d Positive Octant 

Distances to 

microphones along axes 

0.67 1.23 
Positive Octant 

and the source-'mx to S' 
Time In 20/iS 

mO to S 
ml to S 
m2 to S 
m3 to S 
m4 to S 
mS to S 
m6 to S 

Angles to source 
0 

6 

metres equlv. to distance between mics 
1.209 176.1 
1.368 199.2 23.1 
1.100 160.2 15.9 
1.341 195.2 19.2 
1.133 164.9 11.1 
1.440 209.6 33 .6 
1.004 146.2 29.8 

Degrees 
64.2 
60.8 

to nearest 
20iS 

23 
I B 

19 
1-1 
34 
3 0 

Separation of microphones Diff. in distance 

travelled 

0.158 

0 .110 

0.130 

0 .076 

0.234 

Calculated angle -
®C 64.6 

[1 - 0 ] = xl 
[0 - 2] = x2 
[3 - 0 ] = x3 
[0 - 4 ] = x4 
[5 - 0 ] = x5 

6] - x6 40- 0.206 

Equation 1 Calculation ot 'H' 
F o r ' x r & •x2' 

For 'xS' & 'x4' 

For 'xS' & 'x6' 

Mean for "R' 
% error 

1.246 
1.220 
1.089 

1.185 
• 2 . 0 3 % 

Calculation of Angles 
0 64.63 

% error 0 .7% 

e 60.8 
%.error „ - 0 . 0 % 

Equation 2 Calculation of V 
For 'x l ' 

For •x2' 

Mean 

% error 

0.573 
0.583 
0 .578 

- 2 . 0 1 % 

Equations Calculation ot V 
For 'x3' 
For 'x4' 
Mean 
% error 

0.443 
0.449 
0 .446 

- 3 . 0 4 % 
Equation 4 Calculation ot y 
For 'x5' 
For 'x6' 
Mean 
% error . 

0.945 
0.936 
0.941 

r O . 9 8 % 
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Spreadsheet calculation to calculate 'x,y,z' coordinates 
I B I I I H I 

Calcu la t ion o f C o - o r d i n a t e s f rom t h e e q u a t i o n s ( [Ve l .sound * 2 0 * x / 1 0 0 0 ] 
R e c o r d Actual readings taken from computer graph plotter Source 

6 2 2 6 4 5 6 0 6 641 611 6 5 6 5 9 2 4 4 6 
DELAY TIME INfFERVAL - 20 / iS mo t o S 

Record no. 23 16 19 11 34 30 176 
mean of 1 0 

Distances in mm's between mO and other microphones nrio to S 

0 .157 0 .109 0 .130 0 .075 0 .232 0 .205 1 .200 

1 0 x 1 x 2 x 3 x 4 x 5 x 6 Rrm<>a<:1 
n Dif f . d is 0 .1 5 7 0 . 1 0 9 0 . 1 3 0 0 . 0 7 5 0 . 2 3 2 0 . 2 0 5 1 . 2 0 0 1 
1 2 Dist . t o 1.36 1.09 1.33 1.13 1.43 1.00 m e a s R 

c a l c R 1 3 D i s t . mx 1.36 1.10 1.33 1.13 1.44 1.00 
m e a s R 

c a l c R 
1 4 

Max diff 

Min diff 

0 .007 is Dist . travellee in 1 X 2 0 u S 

m e a s R 

c a l c R 

1 5 Max diff 

Min diff 
0 .16 0 .12 0.14 0 .08 0 .24 0.21 

m e a s R 

c a l c R 

1 6 
Max diff 

Min diff 0 .15 0 .10 0.12 0 .07 0 .23 0.20 

m e a s R 

c a l c R 

1 7 

Max diff 

Min diff 

X X y V z z 

m e a s R 

c a l c R 

1 8 

Max diff 

Min diff 

0 .498 0 .534 
0 .595 0 .595 

0 .385 
0 .455 

0 .423 
0 .448 

0 .823 0 .823 
0 .993 0 .986 

m e a s R 

c a l c R 

1 9 95% confidence 

is betwei 

0 .498 0 .534 
0 .595 0 .595 

0 .385 
0 .455 

0 .423 
0 .448 

0 .823 0 .823 
0 .993 0 .986 

m e a s R 

c a l c R 

2 0 
95% confidence 

is betwei 0 . 4 6 0 . 6 5 0 . 3 6 0 . 4 9 0 . 7 1 1 . 1 0 

m e a s R 

c a l c R 

21 lax & Mi 

" R " 
1.22 1.21 1.01 

m e a s R 

c a l c R 

2 2 
lax & Mi 

" R " 1.30 1.26 1.23 
2 3 
2 4 

2 5 
2 6 

Max "x* 0 .60 Max 'y' 0 .46 Max 'z ' 0.99 Max 'R' 1.30 

Min -x- 0 .50 Min 'y' 0 .39 Min 'z ' 0 .82 Min 'R' 1.01 

Mean V 0.56 Mean y 0.43 Mean 'z ' 0.91 Mean 'F 1 . 2 0 

2 7 C a l c . of 1.26 1.23 
2 8 

2 9 
Ca lcu la t ion o f 'y| 

0 .447 0 .453 
3 0 

31 
Mean ' y ' 0 . 4 5 0 

± 0 . 0 6 

1.12 Mean R 1 . 2 0 
Calculat ion of 

0 .953 0 .945 
Mean 0 . 9 4 9 

0 . 1 9 
3 2 

Ca lcu la t ion of 

0 .579 0 .588 
Mean X 

± 
0 . 5 8 3 

0 . 1 0 

e 

6 1 . 0 3 

OLU L/C V 
a 

2 8 . 9 7 
0C 

64.54 
0 

6 4 . 5 4 

3 3 
3 4 

3 5 

3 6 
3 7 

3 8 

3 9 

4 0 

Measured error allowing ±20/iS to each 
value of x,y,z and R 

X 1 6 . 3 7 % 
y 1 4 . 0 0 % % 
z 2 0 . 2 6 % 

% error based upon d i s t a n c e s 
f rom g e o m e t r i c c a l c u l a t i o n 

X - 0 . 2 7 # # # # 
y - 0 . 6 2 # # # # 
z - 1 . 0 4 # # # # 
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Collected wave data from plotter output 

BRIEF OESOJlPTtOK OF SET UP 

CO 

3 

<r 

. 3 

<i 

tlOSNlFICaTlDN^o 

- l O j M l c i c a T T Q V " 2 

mcRo . i 

n:iCRO 

575 600 625 650 675 500 525 550 
TinE DIUISIONS IN 20 niCRDSECOND INTERUALS 

START = 500 FINISH = 750 RANGE = 250 
TNO SOURCES 

700 
— > 

725 750 

DATA RECORD IS 2 8 0 3 9 3 2 
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E q u n d i v i d e d b y ' 0 ' 

X ' c o o r d i n a t e 

? y l 4 T 

4 6 8 1 0 1 2 1 4 

• R 1 - - R 2 • R 3 

E q u n d i v i d e d b y ' 0 ' 

y ' c o o r d i n a t e 

TRUE 'R 

The divergence of 
the value for R, 
with 'x' varying and 

with 'y' varying, 
is not as great as for 
R, with 'z' varying. 
The start of the 
unreliable values is 
similar, starting 
when the variable 
coordinate is 
approximately 5 
metres 

30.00 -r 

25.00 

10.00 + 

Z" COORDINATE 

I 1 
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