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THE AUTOMATIC CONTROL OF LARGE SHIPS
IN CONFINED WATERS

R. S. Burns

ABSTRACT

The design and evaluation of a control system, which can be
utilised for the automatic guidance of large ships in confined or
restricted waters, is investigated.

The vessel is assumed to be a multivariable system and it is
demonstrated that a non-linear, time-varying mathematical model
most accurately describes the motion of the hull, particularly in
tight manceuvres.

A discrete optimal controller has been designed to control
simultaneously track, heading and forward velocity. The system is
most effective whilst operating under a dual-mode policy. It is
shown that feedback matrix adaption is necessary to deal with
changes in forward velocity and a form of gain scheduling is proposed,
Active disturbance contrel is employed to counteract effects of wind
and tide.

An inertial navigation system, together with an optimal controller
and filter, is installed on-board a car ferry model. Free~sailing
tests show that the performance characteristics of the system are in
accordance with theoretical predictions.

The feasibility of implementation on a full-size vessel is
considered.
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CHAPTER 1

INTRODUCTION AND REVIEW OF SHIP

AUTOPILOT CONTROL SYSTEMS

1.1. Introduction

The history of the modern automatic pilot (autopilot) for ship
steering has its origin near the beginning of this century, following
the invention of the gyrocompass. Elmer Sperry discussed the problems
of automatic steering in 1922 (1) in terms of an application of the
gyrocompass and describes what was possibly the first installation
aboard ship. In the same year Minorsky presented the basic theory for
directional stability of automatically steered ships (2) and summa-
rised various éontrol equations that might be applied. Sperry's
system, although completely mechanical, had all the elements that make
up the control loop of an automatic course-keeping system, namely:
rudder, steering gear, ship, gyrocompass and autopilot. By 1932, four
hundred of Sperry's systems had been installed on merchant shibs
throughout the world.

The autopilot of this era was a very simple device in which the
heading error produced a corrective signal for the steering gear
{proportional control)-» The proportional gain; or so-called rudder
adjustment could be varied to suit different loading conditions of the
ship. In heavy seas however, a proportional autopilot produced exces-
sive working of the steering gear and many manufacturers provided a

"weather adjustment”. In most cases this consisted of lost motion, or



backlash between the autopilot output and the control actuating
device, s0 that when the ordered rudder angle changed direction the
control system did not respond until a specified small angle had been
exceeded, thus reducing rudder activity. Backlash, or alternatively,
dead-band weather adjustment was employed in many autopilots and with
some, an added feature was the application of "bias" by which an
initial constant rudder angle or "kick" was applied as soon as the
dead-band was exceeded.

Another scheme introduced in early autopilots was to include in
the rudder adjustment a form of delayed feedback which insured that
rudder motion, once started, would continue to some bredetermined
angle before stopping. It 1is claimed that this had the effect of
checking the ship's initial swing off course ahd also meeting the
return swing of the ship, thus tending to prevent overshoot. Nomoto
(3) describes this approach as "negative backlash" and explains that
its purpose is to compensate for the phase lag caused by '"weather
adjustment" backlash. He adds that it is set to overcompensate for
idle movement in telemotor links so as to yield a "phase lead". He
refers to it as "over-telemotor adjust" and comments that the mechan-
ism is another kind of damping to raise +the stability of auto-
pilots.

1.2. PID Autopilots

Proportional autopilots of a mainly mechanical nature were used
in ships up to about 1950. They were not entirely satisfactory as
over-telemotor adjust did not always prevent transient oscillation.
The introduction of control terms proportional to the first or higher
derivatives of the heading error had the combined advantage of pro-
ducing increased damping, improved stability and introducing an anti-

cipatory effect that helped compensate for control and steering gear



lags. According to Luke and West (4) the first commercial autopilot
with rate-of-turn control action was installed on the 8S.S. United
States in 1951.

About this time also another addition.to the control equation was
a term proportional to the integral of heading error. This allowed
the course to be maintained in the presence of a steady disturbance
such as a cross wind. The contrel law for a proportional, integral

and derivative (PID) controller can be written:

6D = xlwe + Kzzpe + K3I wedt (1.1)

Sometimes just the derivative of the actual heading @A, rather
than ieis employed in equation (1.1). This has the effect of pro-
ducing a single closed-loop zero in the closed-loop transfer function,
whereas equation (1.1) as it stands will yield a pair of real or
complex conjugate closed-loop system zefos.

One disadvantage of derivative terms are that they lead to large,
and ineffective, rudder movement at high frequencies of encounter
(i.e. in bow seas). This high frequency rudder movement has little
effect on the ship's heading due to the dynamics of the hull, but it
does cause unnecessary wear on the steering gear and adds to the ship
resistance.

The use of a low-pass filter for avoiding excessive steering in
rough seas as an alternative to backlash or dead-band was first pro-
posed by Motora (5). Rydill (6) observed that a simple first-order
filter tended to reduce directicnal stability and suggests that a
'quadratic delay' or second-order filter gives a sharper reduction in

rudder movement at high frequencies, with less detrimental effect on



stability.
When Laplace Transforms are taken of equation (1.1) and coupled

with Rydill's filter the autopilot transfer function takes the form:

2
GD Kzs. +-Kls + K3

s + 1) (1.2}

(K 2+K
e s(K,s + K

By factorising the second order terms equation (1.2) may be
expressed in the standard form of the PID ship control algorithm as

described by Bech (7)

EE(S) ) KR(l + TpHS)(l + KCRTCRSJ
we TPH(l + TcRs)(l + TDs)s (1.3)

Bech suggests the following range of autopilot setting to be

suitable for most ships:

K (rudder gain) 0.5 - 3
R
T (automatic permanent helm) 120 -~ = seconds
PH
K (counter rudder gain) 1-8
CR
T (counter rudder time constant) 3.5 - 28 seconds
CR
T {damping time constant) 0.1 - 3.7% seconds
D

Along with changes in control laws came the required change to
electronic hardware in order to.implement more complex designs. The
PID' autopilots of the sixties were analogue in nature and employed
operational amplifiers to perform addition, integrétion and different-
iation. In discussing the "Sperry Gyropilot" Wesner (8) explains
that a single operational amplifier with associated components is used
to differentiate and filter the heading error. A further amplifier
integrates the heading error to generate the "automatic weather helm"
signal. Summing firstly the proporticnal and rate terms and then

finally the integral signal produces the composite rudder output



signal. The "Sperry Gyropilot" was designed mainly with the large
tanker in mind, but Brook, chief engineer for §S.G. Brown, when -
describing an autopilot spécifically for the needs-.of commercial
shipping (9), chose a control algorithm similar to Wesner. These
control equations differ from the standard form of Bech in that the
first-order rate filter converts them intc a classical lead-lag

network with an added integral term as follows:

GD KR(l + KCRTCRS) 1 :
AR § R YT = (1.4)
e CR PH

When the autopilot was tested on a range of vessels Brown found

that the product K which he refers to as the lower break frequen-

CRTCR

cy time constant should have a value of 10 secconds for a ship of 1000
tonnes displacement and up>to 22 seconds for super tankers that
displace ~252,006- tonnes ét normal c¢ruising speeds. He selected a
decade between the break frequencies so that the upper break frequency

time constant TCR ranges between 1 and 2.2 seconds. The weather helm

integrator time constant T was set at 80 seconds.

PH
1.3 Adaptive Autopilots

The disturbances acting upon a vessel may be classified according

to their influence on the ship's behaviour and placed in the following

categories:
1. Disturbances that cause deviations from the
set course.
2. Disturbances which affect the steering
characteristics of the ship.
Wind, waves and tide belong to the first group. Heading error



due to this class of disturbance can be mainly overcome by feedback,
providing the autopilot is correctly set.

The second class of disturbances relate to ship handling qualit-
ies and include such factors as loading, depth of water under keel and
forward velocity.

The dynamics of a super tanker for example, manoeuvring in coast-
al waters may be subject to large parameter variation that could lead
to course instability. Manual autopilot adjustment under these
conditions would demand a significant level of judgment by operating
personnnel.

1.3.1 Model Reference Adaption

This form of automatic adaption compares directly the responses
of the actual ship with an ideal mathematical model when both are
subjected to the same input. A criterion function is genérated in
terms of the difference between the responses. The autopilot is then
so adjusted that the minimum (or maximum) of the criterion function is
approached.

(a) Sensitivity Models

Much pioneer work was done at Delft University of Technoclogy by
Honderd and Winkelman (10) who in 1972 simulated a model reference
adaptive control system, obtaining data regarding the ship's dynamics
from measurements +taken aboard the Dutch training ship "Prinses
Margriet". The dynamics of the model in the adaptive system
corresponded to the dynamics of the actual ship in deep water. Adapt-
ion took place by defining a quadratic criterion of the form:

J

[}

L 2 (1.5)

with e (1.8)

1]
h=g
L}
<

The quantity e was multiplied by a sensitivity coefficient avail-

able from the sensitivity model and the result used to adjust a



parameter in the system. The sensitivity.model has the same structure
as the system, but with a different input and is arrived at by
analysis ¢f how the non-linear function H(i), the steady-state relat-
ionship between 5Aand $A' ié-affected by loading and other category 2
disturbances.

The product of the sensitivity coefficient and error quantity
adjusts the magnitude of the signal obtained from a rate gyroscope, so
adaption takes place by varying the amount of rate feedback in the
control loop.

{b) Liapunov Approach

This technique is based on theée second method of Liapunov where
the system and reference model are assumed to be of the same order.
If there are differences between the state vectors éf the model and
system, the parameters of the system are adjusted in order to minimise
the difference.

Folloﬁing the Liapunov approach, Vén Amerongen and Udink ten Cate
(11), 1973, demonstrated that when a Liapunov function V of the system
error is formed, its time derivative G will be negative definite with
respect to the error if certain adaptive laws are fulfilled. They go
on to explain that such an adaptive system will be asymptotically
stable and for ships with linear dynamics the Liapuno; method 1is
straightforward to apply. Difficulties were experienced however in
forming a suitable Liapunov function for non-linear ship dynamics but
by applying Ingwerson's method (12) a function was formed and follow-
ing the techniques of Winsor and Roy (13) a rate feedback adaptive
law was obtained. After simulation tests on both sensitivity >model
and Liapunov autopilots, Van Amerongen and Udink ten Cate concluded

there was little difference between the two, although the latter



required a‘léw-pass filter in the presence of measurement noise.

Udink ten Cate and Verstoep persued Liapunov model reference
adaptive control (MRAC)} systems further (14) and in 1974 presented a
method of improving performance by employing a new type of error noise
rejection filter. The possibility of an alternative design method of
Liapunov MRAC systems using a function of the parameter misalignment
was investigated and it was demonstrated that this approach had better
convergence properties and was less dependent on input signal
frequencies compared with other design methods.

1.3.2 Self-Tuning Autopilots

As discovered by Honderd and Winkelman (10) one of the main
problems of a model reference system is the selection of the reference
' model dynamic characteristics. In. recent years aspects of system
identification have been refined and a survey by Astrom and Eykhoff
{(15) in 1971 reports that many techniques such as linear leastl
squares, genepalised least squares, maximum likelihood and
instrumental variable methods can all be used, the choice depending on
available a priori knowledge.

Subsequently, in 1973 Astrom and Wittenmark discussed a '"self-
tuning regulator" (16} based on a least squares parameter estimator
and a minimum variance control strategy. The analysis was restricted
to a single-input, single-ocutput system with constant, but unknown
parameters. It was demonstrated that the control law was identical
with that which would have been computed had the system parameters
been known. The minimum variance cost function employed in the self-
tuning regulator had two limitations in the fact that there was nc set
peint specified and no penalty on control effort.

A more generalised "self-tuning controller" was first proposed by

Clarke and Gawthrop (17) and recent work by Mort and Linkens (18)



and Hodder and Shields (19) on this algorithm indicates that the auto-
pilot works satisfactorily under both constant and changing parameter
conditions, although difficulties may possibly exist in applying the
algorithm to ship manoeuvring control.

Following their work on maximum likelihood identification of ship
steering dynamics, Astrom and Kallstrom (20) (21) returned to .the
problem of adaptive self-tuning autopilots, particularly for tankers
(22). The dependence of the ship velocity was ‘handled by gain
scheduling and in the more complex alternative proposed, a Kalman
filter-was emp1oyed to obtain a reliable smooth estimate of the head-
ing, sway velocity and yaw-raté‘ It was concluded that the adaptive
autopilot could reduce the drag by up to two percent compared with
values obtained from well-tuned PID regulators.

1.3.3 Cost Functions for Adaptive Course-Keeping Autopilots

In confined waters and areas of high traffic density accurate
steering 1is necessary and in géneral a PID autopilot will perform
this function. During the seventies, when the cost of fuel oil
increased dramatically, it was realised that on the ocean, good
course-keeping qualitites were neot so important as energy saving
strategies.

It- was suggested as long ago as 1966 by Nomote and Motoyama {(23)
that a ship left to yaw naturally in a seaway without the application
of frequent corrective .rudder movements will in fact suffer less
propulsion loss than if helm is repeatedly being applied. During a
400 mile passage 1t is estimated that heading deviations of i+ 2
degrees increase the distance no more than a quarter of a mile which

means little in terms of fuel consumed. On the other hand, every

departure of the rudder from the mid-position exercises an element of



drag and cbnséquently a  braking effect on the forward speed.
Additiional drag is created by the vast mass of water carried round by
the ship during an induced turn.

Among the first to consider the use of a cost function  were
Koyama (24) in 1970 and Norrbin (25). They independentlv nroposed a funct-

ion of the type:
t o2
J = H.Jo (¢e + AGA ) dat (1.7)

The choice of the weighting factor A led to a great deal of
conjecture. Koyama suggests values of between 8 to 10 whilst Norrbin
indicates a much smaller value. Broome and Lambert (26) conducted
experiments on a scale model of a fast container ship and demonstrated
how the cost function could be minimised for a given value of derivat-
ive gain.

Continuing this work, Marshall and Broome (27) constructed a
three dimensibnal surface whose topology described c¢ost function

variation against rudder proportional gain K and counter rudder time

P
constant T . Employing a cost function of the form:
D
t t
_ 1 2 0.5 2
J = . I ll)e at + TJ 61\ dt (1.8)
o o

it was demonstrated that for certain classical ship models an optimum

setting of the autopilot occured for values of T of about S0 seconds
D
and K of approximately 0.5, .
p
Clarke (28) suggested a similar cost function of the form:

t
_1 2 2 2
J = jo(Awe + B, + 8, “at (1.9)

A simulation exercise based on the results of an analytical

solution for a 200,000 tonne tanker provided the following range of
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constants:
A 0.5 to 1.5
B 1600 to 79000
c 0.9 to 4.7
The variation of values were as a result of assuming different
engine conditions, i.e. constant revolutions, constant power,
constant torque or constant thrust.

1.4 Path and Track-Keeping Autopilots

Ship autopilots can be designed to perform the following tasks:
1. Course-Keeping
2. Course-Changing
3. Track-Keeping
4. Track-Changing

In terms of classical control theory, 1 and 3 present the
regulator problem whilst 2 and 4 the tracking, or servomechanism
problem.

The first recorded track-keeping system was in 1892 when a
British patent was granted for a leader-cable system. This type of
system consists of an electric cable, carrying alternating current,
that lies along the sea bed following the desired track. A pair of
coils on-board the ship experience induced voltages, their difference
indicating whether the cable lies to port or starboard of the vessel
and the magnitudes representing the distance between the cable and
ship. Though the idea of leader-cables has not been fully abandoned,
as yet it has never found general application.

At the end of the second world war interest arose in track—
keeping systems as a result of minesweeping operations, where areas of

sea needed to be searched accurately. In 1966 Goclowski and Gelb (29)




sﬁggésted the use. of radio beacons to obtain peosition fixes . and
designed a lead-lag autopilot based on perpendicular distance off
track, heading and yaw-rate feedback. An automatic track guidance
system for a minesweeper discussed by Horst (30) derived the
perpendicular distance off track from the plotting table and employed

a control algorithm:

GA =a_ Jytdt+ a,¥,* azwe + a3¢A (1.10)

He explains that we and&A‘were used since %.and &;were not available.

Zuidweg (31) (32} was amongst the first to consider automatic
guidance and track-keeping in the light of modern control theory. He
demonstrated the feasdibility of stochastic linear optimal control and
estimation for a ship whose dynamics are constant and known. In 1973
Millers (33) applied modern control theory to the problem of
manoceuvring a ship through a narrow passage and developed a recursive
filtering and control strategy to cope with stochastic current and
measurement errors. Also in the same year Canner (34) discussed the
linking of a Decca Navigator to an autopilot through an Omnitrac
computer and suggests a cheaper alternative would be to extract path
error from an x, y, t plotter.

In a later paper (35) he explores the use of -avionic¢ radar

responder position fixing devices. Yakushenkov (36) also at this.

time discusses the synthesis of a ship's control system based on the
minimisation of the mean square estimate of the deviation from the
desired track, employing filtered data from radio-navigational
receiver, gyrocompass and log.

The problem of controlling surface ships along prescribed paths
in a manoeuvring situation where an adaptive autopilot is required to

adjust for changes 1n system parameters was investigated by Parsons
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and Cuong (37) in 1980. Their épproach was to design a control
system with two loops - an inner or control ldop comprising of both
state estimator and optimal controller together with an outer, or .gain
update loop consisting of an on-iine parameter estimator.

An adaptive autopilot for both track-keeping and track-changing
was discussed by Van Amerongen and Land (38). A Kalman filter state
estimation algorithm coupled with an optimal controller are employed
in the track-keeping mode, but he suggests changing to a course-~
keeping mode at turning points tc ensure smooth transition.

1.4.1 Dynamic Positioning

Dynamic Positioning (DP) may be considered as the special case. of
track-keeping where the desired track is some point on the ocean bed.

Interest in DP has arisen due to the discovery in recent years of vast

. mineral deposits on and below the floors of the ocean and has resulted

in a great increase in the number of offshore mining projects. This

has led to the need for accurate positioning of surfacé ships, for
example, drilling vesssels.

Dynamic Positioning systems have been manufactured since the
early sixties, the traditional approach to the control problem being
the implementation of PID controllers (39). The positional accuracy
of these systems depend upon the measurement techniques employed, some
of the most common being:

1. Taut wire angle and length measurement.
2. Acoustic transponder and hydrophone array.
3. Shore based radic stations such as Decca Hi-Fix
when the vessel is positioned near land.
In 1975 A/S Kongsberg Vapenfabrikk of Norway initiated the

development of a DP system based on the concept of Kalman filtering
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and optimal control. The first installation was tested. during 1977 on

board the vessel M/V Seaway Eagle. Jenssen et. al (40) reported that

the operational performance was in accordance with expectations, the
vessel having a drift of less than 10 m over a five minute period.

1.5 Commercial Autopilots on the Market

A 1983 autopilot survey shows that there are about twelve major
autopilot manufacturers in the world. Most produce a series of models
each of which is designed for vessels within a defined tonnage range.

Autopilots, on the whole, are still of PID design but the
adaptive autopilot 1is starting to make its mark on the commercial
market. The Sperry approcach to adaptivity is an add-on,
microprocessor based, Adaptive Steering Module (ASM) that may be
interfaced with their UGP Universal Gyropilot, a PID autopiloet.
Coleman and Wang (41) explain that the ASM can adjust the parameters
of the Gyropilot for the following operating regimes:

1. Open sea course-keeping, optimisea control for
minimum fuel usage.

2. Course-changing manoeuvres, minimum overshoot and
constant rate of turn.

3. Confined water course-keeping, minimum heading
error.

In 1981 a new company was formed by Racal-Decca to launch what
was asserted to be the mest sophisticated adaptive autopilot on the
market - the DP780, developed by a team directed by Bech. This model
refergnced autopilot costs about £13,500 and Racal-Decca claim that a
2 per cent fuel saving at present prices would pay for a DP780 in 114
days cargo ship steaming, or after only 33 days at sea for a -super
tanker.

Other major manufacturers include Plath who produce an adaptive
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autopilot Navipilot AD, which has three control strategies, open-sea,
confined waters and heavy weather conditions. Adaptive autopilot
control by Kockumation is, like that of Sperry, achieved by means of
an add-on module following broadly similar principles.

1.6 Integrated Navigational Systems

On ocean going ships, various kinds of navigational instruments
are installed wusually according to some safety rules and regulation
requirements. On larger vessels these will include:

1. Gyrocompass.

2. Doppler sonar or electromagnetic logs.
3. Satellite navigator.

4. 'Loran~C, Omega and/or Decca receivers.

These instruments work independently, each with their own
measurements errors, many of which may be considered of a random
nature. The original work of Kalman and Bucy (42) demonstrated the
existence of é method of estimation based on a statistical filter.
Dove (43) points out that the so-called Kalman filter, first used in
navigation of space vehicles and then in aircraft systems 1is now
available as part of a maritime integrated navigational system.

Grimble {44) explains the descrete-time Kalman filter is a
predictor-corrector mechanism. If the estimate of the states at time
kT is known, and the system mathematical model is available, the
predicted étates at time (k+1)T can be ‘computed. When the difference
between the measurements and the predicted states are weighted by the
Kalman gain matrix, a corrected best estimate is arrived at by summing
the predicted states with the weighted errors. The Dbasic Kalman
filter 1is designed for linear systems, but more recently it has been

extended to cope with systems that have non-linear dynamics (45).
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This present investigation concerns a feasibility study of a
guidance system for automatically controlling a large' vessel in the
pilotage phase of its voyage. The proposed system is shown in Figure
1.1. |

The project is part of an integrated scheme where members of a
research team have concentrated separately on the following areas:

1. State Estimation and Digital Filtering.
2. Optimal and Sub-Optimal Controller Design.
3. Ship Modelling and Identification.

The aim of the investigation described in this thesis is the
design of an optimal or sub-optimal controller for the automatic
pilotage of large. ships in confined waters. In the case of the
optimal controller the problem is treated in a multivariable manner so
that several parametérs such as position, heading and forward speed

can be controlled simultaneously. In . simulation studies Burns,

Bouncer and Dove have demonstrated such a technique to be very

effective (47).

This is a new approach since the recent emphasis by other
researchers (37) (38) involved in the study of control systems for
manoeuvring in confined waters has been focused on the minimisaﬁion of
scalar error quantities, for example heading or track error.

The programme of work has three distinct phases:

1. Ship Mathematical Models

Chapter 2 describes the choice of state. variables and the
development of linear time-invariant, quasi-linear time-variant and
non-linear time-variant ship mathematical models.

Chapter 3 deals with disturbance modelling, derivation of

aerocdynamic derivatives and Gauss-Markov relationships for wind and

tidal streams.
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Chéptér 4 is concerhed with cbmpﬁtér model verification empléyihg
(a) data for the- Mariner hull obtained from the literature and (b)
linear and non-linear hydrodynamic coefficients evaluated for a model
car-ferry hull from towing-tank tests at N.M.I., and free-sailing
tests on the river Plym. |

2. Controller Design and Guidance System Simulation

Chapter 5 explains the criteria and strategies employed 1in the
design of suS—optimal and optimal controllers, disturbance
counteraction and adaption to cater for time-varying and non-linear
ship dynamics.

Chapter 6 explores the effectiveness of different control polices
in terms of (a) stability, (b) accuracy, (c) integrity when
simulating the automatic guidance of a full-size vessel into Plymouth
Sound.

3. Free-Sailing_Model Performance

Chapter 7 describes the measurement system and on-board éomputing
facility employed to implement the guidance system on the physical
model. The results of the commissioning tests are given.

Chapter 8 looks at the modifications to the mathematical model
and the software required to enable an optimal control policy to work
in real-time, interfaced with the measurement system on-board the
model car-ferry hull. A performance analysis is conducted on the
results of the free-sailing tests.

Chapter 9 reviews the principal conclusions and observations

based on the work and considers the possibility of future

developments.
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CHAPTER 2
SHIP MATHEMATICAL MODEL

2.1 Introduction

Mathematical models of ship dynamics are required for many
different purposes, amongst which the most important include:
prediction of ship manoceuvres, autopilot analysis,‘ navigational
filteré ‘aﬁd design for optimum ship performance. There are two
different approaches to the problem, theoretical modelling, based upon
physical laws and experimental modelling, derived from measured input-
output relationships.

2.2. Co-ordinate Systems and Sign Conventions

A ship may be considered to be a rigid body with six degrees of
freedom. It is convenient to describe its motion in terms of
translation and rotation about a moving system of three mutually
perpendicular axes x,y,z, referred to as the ship longitudinal axis,
lateral axis and vertical axis respectively. These axes, shown 1in
Figure 2.1, form a consistent right-hand co—ordinaté system.

A second right-handed system of orthogonal axes xo’yo*zo'
referred to as the earth co-ordinate system, is fixed so that the X,

axis, to conform with standard navigational practice, is aligned with

the direction of True North.
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pr+(IZ—Iy)qp+m{YG(w+pv—qu0—ZG(v+ru-pw)} =K
Iyq+(Ix-Iz)rp+m{ZG(u+qw—rv)—XG(w+pv—qu0} =M
Izr+(Iy—Ix)pq+m{XG(v+ru—pw)—YG(u*qw—rv)} =N

(2.1)

When manoeuvring in the approaches to a port, it will be assumed
that ship motions in roll, pitch and heave are small enough to be

neglected. Under these conditions equations (2.1) reduce to:

m(ﬁ—rv—x r2) =X

G

m(&+ru+XGr) =Y

IZ}+mXG(v+ru) = N
(2.2)
If the origin of the ship co-ordinate system is selected to
coincide with the mass centre of the vessel, then equations ({2.2)

become:

[}
>

m(ﬁ-rv)
m(;+ru) =Y
. Ir=N
z

(2.3)

2.4 Selection of System Variables

In the formulation of the multivariable control problem it is
necessary to view the ship as a dynamic system with multiple inputs

and outputs as shown in Figure 2.2.
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The transfbrmation from ship to earth co-ordinate system, which

takes. place after the-state computations, is. given by:

v = Tw)x (2.6)
where J() is a time-varying transformation matrix.

(b) Control and Disturbance Variables

When choosing the control vector it is assumed' that the ship has

a single screw and rudder but no bow thruster, so that:

UL = (&) np) (2.7)

Equation {2.7) will equally apply to vessels with twin screws
and rudders, provided the latter are linked and both engines maintain
the same revolutions.

When considering the tﬁo categories of disturbances mentioned in
Chapter 1, wind and tidal stream have been selected as being the most
important parameters that will deflect the ship from some desired
track. With regard to the ship handling class of disturbance, the
most important variable in a manoceuvring condition is forward
velocity. Other effects such as shallow water and loading are not
included at this stage.

The vector of disturbances, exXpressed with respect to the ship

co-ordinate system, is:

W = Quc v ou v ) (2.8)

It is sometimes convenient to combine the control and

disturbance vectors into an .augmented forcing vector of the form:

T

u = (6D an v v ua‘va) (2.9)
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order linear differential equations:i=

n, + T n, = np (2.12)

2.5.2. State-Space Formulation

After suitable re-arrangement and combination of equations

(2.11) and (2.12), the system equation set may be written,

) 8

a = T11 9a%8yy Op

Ny = Topatessty,

X = u
u=0
M.
; =f., 6 +f n +f_ _v+f

61 A" 62" 66" 168" "Bea 866" a

= .
I

r

= 8§ +
fg10at Egnnat gV fgglt9g,V *9g6Y,

" -
j

(2.13)
'Equation set (2.13) can be expressed as a vector matrix

differential equation as shown in (2.14),which is the general form of

the state variable equation for a linear timé-invariant system.
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or,

The elements of the F and G' matrices are constant and a

complete list is given in Appendix Al.1.

2.5.3. Discrete Solution of the State Equation

Equation (2.15) may be solved in discrete—time and proof of thé
reverse exponential matrix method for computation of state, control
and disturbance transition matrices as employed by Cadzow (50) and
Bouncer (51) is given in Appendix A1.5.

The discrete solution of the state equation is:
X((k+1)T)= A(T) X(kT)+ B(T) u(kT) (2.16)

When the control and disturbance variables are separated,

equation (2.16) takes the form:

X((k+1)T)= A(T) X(kT)+ BiTIU_ (kT)+ CiT) W(KT) (2.17)

2.5.4. Transfer Function Approach

Eliminating v and v from equations (2.11) gives the classical
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linear differential equation governing yaw response to rudder motion,

first used by Nomoto (52) in 1966:

T Tt (Ty# T )0y = K (84+T58) »
(2.18)

Appendix Al.4 lists the relationships between T ,T.,T

10750 T4 and Kn with

the ship's mass, moment of inertia and dimensionalised hydrodynamic
cocefficients..

From equation (2.18) the transfer function becomes:

+
w—A(s) ) Kn(l T3s)
GA. 5(1+Tls) (1+T25)
(2.19)
2.5.5., Co-ordinate System Transformation
To convert from ship to earth co-ordinates we may use:
u, = u cos ¢A - v sin ﬂh
v, = usin ¢A+vcos *A
X = Iu dt
o 0
yo = f Vodt (2-20)
or, in terms of transformation matrix T(t),
ué‘ ) 0 0 0O cos wA 0O -sin ¥ O O [X]
v, 0O 0 0 sin ¢A 0 cos wA 0 0 (2.21)

The discrete transformation takes place by assuming that during
the k th sampling period the ship's co-ordinate system has a fixed

angle wA (kT) with respect to earth axes, so that:

xo((k+l)T) = xo(kT)+(x((k+1)T)—x(kT))cos( wA(kT))

- {y((k+1)T)}=y(kT) )sin( wA(kT))

27



Yb((k+l)T) = y_(kT)+(y (k1) T) -y (kT))cos( ¥, (kT})

+ (x((k+1)T)=-x(kT))sin( ¢AﬁkT))

uo((k+l)T) u((k+l)T)cos(‘bA(kT))-v((k+l)T)sin( ¢A(kT))

v ({(k+1)T)

o( v((k+1)T)cos( ¢A(kT“))+u((k+l)T)s-in( wA(kT))

(2.22)

2.6. Quasi-Linear Time-Variant Model

If, whilst in the approach to the final berthing position say, a
ship undergoes large changes in forward velocity then equations (2.16)
and (2.17) are nét valid since matrices A(Tﬁ, B(T) and C(T) are now
time-varying. The problem can be overcome with a discrete model by
assuming that the values remain constant during the sample period and
then re-computed at each sample instant.

Together with the sway and yaw equations (2.10) it now becomes

necessary to include the surge expression from equation (2.3):

Mu—mry = X.u+X (u+u )+X n, +X u (2.23)
u u c n a a :

A

which may be written:

X X mr
ﬁ = L n, + u u + v
m=X«| A m-Xs m=X.
u u

X X .
+ = 2 u + a u
m-X.| c m-X+| a ] (2.24)

Combining equation (2.24) with (2.11) yields the equation set

(2.13) with the modification:

u = f42nA+f44u+f46v+g43uc+g45ua {2.25)

The matrix equation for the gquasi-linear model is similar to

{2.14) except there will be entries f4o0 f,, and f,g 1Nt the F matrix
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plus and g4 in the (G matrix. The values of +the additional

€43
parameters are given in Appendix Al.2.
To use the quasi-linear state equations the hydrodynamic

coefficients have to be re-dimensionalised at each sampling instant

according to the new total velocity:
~ 2 2.4
UC(k+1)T) = {u((k+1)T) "+v((k+1)T)“} (2.26)

As a result, every element in both the F and ( matrices will
change so that the state, control and disturbance transition matrices
also need to be calculated.

The state equation for the quasi-linear time-variant system is:
Xte) = Fey X(e) « G ue) (2.27)
and the corresponding discrete solution,

X((k+1)T) = A(T,kT) X(kT)+ B(T,kT) U_tkT)+ C(T,kT) W(KT)
(2.28)

2.6.1 Non-Dimensicnal Model

A methcd employed by some researchers {(53) to avoid re-
calculation of the system matrices is to use a non-dimensicnal
mathematical model that does not require scaling as a function of
forward velocity. The system that finds most common Qsage is the
prime system, based on the ship length L and total velocity U. The

fundamental non-dimensional quantities are:

length x' = %
. ' U
time = =
t L]t
]
mass m = m (2.29)
Py 13
2
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Formulation of the state équatibﬁs is a similar process to that
described in 2.6 except that the F and G matrices are calculated
once only, using non-dimensional hydrodynamic coefficients. The non-

dimensional state variables become:

x'(eh = (12====2 13) Xte)
(2,30)

This technique was tested, computing a set of non-dimensicnal
state variables during a turning manceuvre.: Their values, upon re-
dimensionalising, were the same as those obtained using the standard
quasi-linear model.

2.7. Non-Linear Time-Variant Model

It is well known that in a manceuvring situation where a vessel
is executing tight turns, the linear equations of motion become
inaccurate when attempting to predict the ship's movements. In 1969
Bech (54) observed that the Nomoto equation (2.18) was only valid for

a small range of *A and 5A.and'suggested the equation be re-written:

ans [T L4 K ¢
v 1 1 K ueva n_ (6,418,

A+ (—+ =¥ +
1 2 12 172 (2.31)

T. T T T T T o7

Here the main non-linearities have been lumped in the steering
characteristics  H( ¢A) which describes WA as a function of ° GA in

the steady-state and is written as a polynomial expression:

. . L] 2 . 3

H(‘PA) = ¢ +C wAfCZ WA +c3'bA (2.32)

H{ ¥ A) can be determined, in general, by the reversed spiral

test, or in the case of dynamic stability by the Dieudonne spiral

test.

2.7.1 Non-Linear Equations of Motion

The surge equation (2.23) when expressed in terms of a Taylor
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expansion up to third order becomes:

. : ’
mu-mrv = {XGu+Xu(u+uc)+X¢GA+XnnA+xaua}
22 2 2 2
+ 1 . +
& {xuuu quﬁu+uc) +x666A +xnnnA
2 .
+ X u “+2X. u(utu )
aa a uu c
+ 2%e U8 + ..., +
2Xu6u6A 2xnanAua}
+, 1 {X----‘G3+,x (u+u )3+ cerl X u
31 auu uuu c aaa a
.2 .2 2
+ .0 + (] .
U (utu 43K e ut8, + Lol 43X n S )
9 {2.33)
where, Xe = ?l_(. ;i Kee = B_x
u du uu .2
Ju
o . 0% . o X .
a8~ 3mes ' fhu T .2 ere-
du du
Similar expressions exist for the sway and yaw equations.
Abkowitz (48) shows that terms above third order are
unimportant. He also demonstrates that as a consequence of symmetry

in the X-direction, functions with even powers (e.g. 6A2) will be

predominant. In contrast, expressions for Y and N will contain mainly

3.

terms with odd powers (e.g. GA’ GA

The selection of important non-linear coefficients has been made
by reviewing the work of Strom-Tejsen (55), Lewison {56), Gill (57)
and Eda and Crane {58).

These are:

Surge Equation, terms in: u2, ua. v2, r2, 6A2' unA and nA2
Sway Equation, terms in: nAz, v3, rv2, 6A3 and 6Av2.
Yaw Equation, terms in: nA ' v3, rvg, 6A3' Gsz and u v
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2.7.2. Non-Linear Control Parameters

In addition to hull coefficients, the control parameters
themselves (rudder and propeller) are non-linear functions.

Propeller Characteristics

0'Brien (59) shows that the thrust exerted by a propeller is:

2.4

T, = Pn,"dK, (2.34)

. 3K
Gill (57) assumes that t can be approximated +to the

3J

a

straight-line relationship:

Kt = lea+ p2 (2.35)

where J , the screw advance coefficient is expressed by:
a
(1-w_Ju
J =T (2.36)

a a
Ta

From equations (2.34), (2.35) and (2.38):

(1-w_)
4 T 2
T = d — }
b = P {pl g un,+pon, } (2.37)
But the actual thrust is,
Ta = (1—td)Tp (2.38)
so that:
T_= pa’ (-t ) {p, (I=wjun +p.an 2} (2.39)
a d 1 . A 27A *
or:
_ 2
= +
Ta XununA XnnnA (2.40)
Rudder Characteristics

Let the speed of advance of a propeller and rudder be ua_, and
] v
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assume the rudder sits in the propeller race which has velocity u.
It may be shown that the rate of change of axial momentum across the

propeller is;

(2.41)
where:

U= u(l-wT) (2.42)

From Newton's second law, equating (2.37) and (2.41) gives:
3 (1-w_)

2 1} 24 . T 2

Uy = (Q-wpleae= oy =g~ unytp,n, (2.43)

The lateral force on a ship's hull due to rudder action 1is

therefore:

2 3
Yr = hpL u (Y66A+Y665 A ) (2.44)

When dimensionalising the rudder terms it is important to use ﬁr
in equation (2.44) and not u, so that the effect of the propeller race
on the rudder is taken into account when manceuvring at low forward
speeds.

The complete set of non-linear equations of motion now become:

g . = 2 2, - 3 3
mu-mrv = X.u+X (u+u )+ +
5u u(u uc) xuuju u, )+xuuu(u +u )

= 2= 2= 2 r 2
+X_ v +X _r+X + +X o
v’ rr 566A Xan""a nn"a +Xaua

. [} L] - 2
mv+mru = Y.v+Y_ (v+v ) +Y r+¥.r+Y +
v v c) r Yrr 66A Ynnnl-\

- 33 = 2 2, = 3 = 2 2)
+Y
(v +vC J+Y_ r(v +vC )+Y6666A +Y6VVGA§V +vc

+Y v
aa

L . 2 2
Izr = NGV+NV(V+V )+N r+N.r+N55A+N6 6 (v +yc )

= = 3 3 - 2 2, =
+N v +N uv +N n.-+N + + -
(v v, ) ervr(v +v )+

aa uvaaa nna

(2.45)
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In the above equations Clarke's bar notation (60) has been

adopted, i.e.:

au Exuu b xuuu - -%xuuu ete.

Equations (2.45) may now be arranged in a set of the form (2.13)
but with entries in the fourth equation that will correspond to those
in (2.25}.

Since there are many cross—-coupled terms, some state variables
appear in the F and G matrices themselves. For example, with the
term mrv, v 1is considered the state variable and the pro&uct mr
inserted in the F matfix using the current value r(kT).

A list of the non-linear state equation parameters is given in
Appendix Al.3. As with the quasi-linear model, they are re-calculated

at each sampling instant.
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CHAPTER 3

DISTURBANCE MODELLING

3.1. Introduction
The principal factors causing disturbing forces and moments on
a ship in the pilotage phase of its voyage are wind and current. Wwhen
attempting to model their effect on a hull the computational algorithm
requires the following information:
(a} Components of wind and current velocities in x and
y directions.
{(b) The hydrodynamic and aerodynamic coefficients of the
vessel concerned.
{c) The stochastic nature of the disturbances themselves.
3.2 Current
From equations (2.45) it is seen that the total velocity of the
hull relative to the water is (u + uc) in the x-direction and
(v + VC) in the y-direction. The positive sign in these terms requires
that an anti-phase convention be adopted when describing values of
current on the earth and ship co-ordinate systems.
The relative motion vector diagram is shown in Figure 3.1. The

components of OUC in the x and y directions are:

=
I

Uccos(¢c—wA)

<
il

chin(¢c—¢A) (3.1)

Velocity vectors OU and OUC act through the centre of pressure PC and

vector UCU is the total velocity of the hull relative to the water.
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E{wb(k)} = (l—a-c)ucm

cov{wc(kl)Lwé(kz)} = Lc if k =k,

0 if k; # K, (3.34)

From the characterisation of UC(k) it follows that:

q
E{Uc(k)2}= C2=c 2 (3.5)

1l-a ¢
C

Coefficient a, may be obtained from the exponential term:

a =e (3.8)
If the current is assumed to have a constant mean value u
while the ship is entering port, the deterministic and stochastic

components may be separated:
U {k+l) =C.{u +a U (k)+b w (k)} (3.7)
c dl” cm cc cc

The coefficient bC is given by

I
b = 1-eC = 1-a (3.8)
c c
and the overall scaling factor Cdl allows different conditions of

current whilst maintaining a constant ratic between mean and
stochastic elements.

In choosing the parameters for equations (3.7) and (3.8), T was
selected to be the same as the sampling time for the main ship
model, 5 seconds, and TC was set at 10 seconds which correspends to a
turbulent energy break frequency of 0.0159 Hz.

Standard Weather Conditions

A set of standard weather conditions were employed in most
simulation tests. These conditions existed in Plymouth Sound on 26th

October 1982 between 10.30 and 11.00 a.m.
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Values for the tidal steam mean and standard deviation during

this period were:
u = (0.669 m/s Jd =0.2 m/s
cm: c

o {wc(‘k)} = 0.378 m/s E{wc(k)} =0 (3.9)

The stochastic component of the current for this parameter set
is shown in Figure 3.7(a).

3.2.3. Tidal Stream Direction

The direction of the current during the considered period is
taken to comprise of a constant mean value together with a stochastic

component. The process may be described by:

mc(k+1) = “cm*cdz{acd“c(k‘)"bcdwcd(k’)‘}

E{wcd(‘k)'} =0

cov{wcd(kl),wcd(kz)} = chllf kl =k2

0 if kl # k2 _ (3.10)

The scaling constant C,_ - only affects the stochastic component and the

d2
gaussian random process wcd(k) must have high correlation with wc(k)

as explained in 3.3.2. This is achieved by setting:

O{ch(k)}

Yea™ T STu_mo T Pe
c (3.11)

Parameters a4 and bcd are computed according to equations (3.6)
and (3.8) where Tc-has a value of 5 seconds. The mean direction has

been taken as a south-westerly incoming tide with a standard deviation

39






Vecters OU and OUalpass through the <centre of pressure Pa

(Pa#PC) and vector U Ua’ or UA is the total wind velocity relative to

the ship, its components in the x and y directions being:

u = Uapos(ﬂa-wA)+UcosB
or,

u, = Ué(cos“acoswA+51n¢a51nwA)+u (3.13)
ang,

v, = U851n(¢a—wA)+U51nB

which may be rewritten:

v, = Ua(51n=acos¢A—cosma31nwA)+v (3.14)

3.3.1 Aerodynamic Coefficients

A ship may be considered to be a lifting surface as shown in

Figure 3.4.

Figure 3.4

Ship as a Lifting Surface

The components of force in the x and y directions (drag and

lift) may be written:

)
]

2
Lo ¢ AA u
a’x x a

2

]
1

ko C AA .
v Da ¥ yva {3.15)

The correction factor A depends upon the -aspect ratio, which,
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for a body sitting on a flat surface is:

- 2L
a D

A
(3.186)

In terms of non-dimensional aerodynamic coefficients Xé and Y;

equations (3.15) may be expressed:

=t
]

2 1
{(%paL ua)Xa}ua

wj
I

= (30 L2V )Y My (3.17)
a a a a

Comparing equations (3.15) and (3.17) we get:

C/‘.LbD C AD 2Cc A
x':x— : Y"=~L—= b
a 2 a L A
L ay (3.18)

Zuidweg (31) suggests that for a ship the product CyA is usually
in the order of -0.9. Fer a y-direction aspect ratio lay cf 20, this
gives:

‘Ya’ = -0.09 (3.19)

A close approximation to CxA is also about -0.9, and, if it is

assumed for a typical ship that,

L
b
I = 0.16
D
L = 0.1
then,
Xa' = -0.0144 (3.20)

Eda (62) shows that wind-tunnel tests on a model of a Mariner-
class vessel mounted on a ground board produced the following non-

dimensional. aerodynamic coefficients:

<
]

-0.056

-
[}

-0.015 (3.21)
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Correlated Discrete Stochastic Processes

The wind magnitude and direction may be described by correlated
Gauss-Markov functions with 'separate deterministic and stochastic

components:
= }
Ua(k+l) cds{uam+gaua(k)+bawa(k)
E{Wa(k)}= 0

a, if k1=k

2
cov{wackl),wa(kz)} = lo if kl*kz {3.24)
mglkrl) = = +Co da j= (oeb_gu_ (k) )
E(wad(k)} =0
q if k =k2
covlu_ (k) w_ (k) } = ad 1
a a 0 if k. #k
1772
c{wad (k)}
wad(kJ = ET;;—TETT* wa(k) (3.25)

Parameters a_ and ba are found from equat?ons (3.6) and (3.8)
with T and TC set to 5 secondé and 10 seconds respectively, giving a
wind energy break frequency equal to that of the tidal stream,
0.0159 Hz.

Close inspection of anemogram records presented by Watts (64),
shows on all traces the wind direction to contain higher frequency
components than the wind velocity. No explanation is given for this
phenomenon, but to include its effect in both the wind and tidal-
stream models, parameters aad" bad' aCd and bcd are calculated from
equations (3.6) and (3.8) with TC = T = 5 seconds, giving a break

frequency of 0.0318 Hz.

The standard weather conditions prevailing in Plymouth Sound on
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26th October, 1982 produces the following wind data:

u = 10.29 m/s o =3 m/s
am a
of wa(k)} = 5.674 m/s
* = 3.927 rad. 0 = 0.3% rad.
am ad
o{wad(k)} = 0.492 rad. ' {3.26)

Correlated stochastic components of wind velocity and direction

for these values are shown in Figures 3.8(a) and 3.8(b).

3.4. Disturbance Recursive Equation Set

Using the values given in sections 3.2 and 3.3 the disturbance

recursive equation set for the standard weather conditions (Cd = (!

1 daz2
= Cd3 = Cdd = 1) become:

Uc(k+l) = O.669+O.606UC0k)+O.394wc(k)
= {k+l) = 3.665+0.368= (k)+0.632w (k)

c c cd
U (k+l) = 10.29+0.606U (k)+0.394w (k)

a a a

« (K+l) = 3.927+0.368« (k)+0.632w (k) (3.27)
a a ad

3.4.1 Frequency Spectrum

The smoothed frequency spectrum of the discrete time series
generated by equations (3.27) may be evaluated using a Fast Fourier
Transform (FFT) algorithm together with either a Bartlett,Turkey or
Parzan smoothing window. Figure 3.9(a) illustrates the nature of the
smoothed spectrum for tide and wind velocity over the bandwidth 0.001
to 0.2 Hz and Figure 3.9(b) indicates the slightly higher spectrum for

tide and wind direction.
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CHAPTER 4

SIMULATION OF SHIP MANOEUVRES
AND EXPERIMENTAL DETERMINATION

OF HYDRODYNAMIC COEFFICIENTS

4.1 Introduction

In order to assess the accuracy of the three mathematical models
proposed in Chapter 2 to describe the motion of a vessel during tight
manoeuvres, a comprehensive computer simulation study was conducted.
This consisted of subjecting each of the models to a set of standard
steering tests as laid down by the B.S5.R.A. (65),

A comparative evaluation with full-scale measurements taken by
Morse and Price for the USS Compass Island (66) was then undertaken
‘and the best mathematical model selected.

The USS Compass Island was constructed with a Mariner hull form,
and a complete set of hydrodynamic coefficients for this class of
vessel h;ve been measured by Chislett and Strom-Tejsen (67) using a
planar-motion mechanism. These, together with the particulars of the
full-size vessel, are given in Appendix 2.

4,2 Simulation Program

The computer program for simulating ship manoeuvres is written
in FORTRAN, all major calculations being carried out in either
subroutiné LAB (Linear A and B ) for the linear/quasi-linear models

and NAB (Non-linear A and B ) for the non-linear model. Both routines
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are similar and a listing for the latter is given in Appendix A6.1
A flow-chart for the order of operations during a simulation run
is shown in Figure 4.1.

4.3 Manoeuvring Simulations

4.3.1 Turning Circle Manoeuvres

Turning circles are used to determine the effectiveness of the
rudder to produce steady-state turning characteristics, Simulation
runs using approach speeds of 7.717 m/s (15 knots) for all three
mathematical models and 2.572 m/s (5 knots) for the quasi-linear and
non-linear models only, were performed for rudder angles of + 5, 10,
15, 20, 25 and 30 degrees.

A total of 60 simulation runs were carried ocut and a typical set
of results are given in Figure 4.2. Tables 4.1 to 4.4 summarise the
results in terms of advance, transfer, tactical diameter and final
diameter as defined in Figure 4.2(a) and the data is plotted in Figures
4.3 to 4.6 for tﬁe two approach speeds. The results for steady-state
loss inforward speed and increase in lateral velocity due to a turning
manoeuvre are listed in Table 4.5 and shown in Figure 4,7(a) and
4.7(b).

4.3.2 Dieudonne Spiral Manoeuvre

The Dieudonne spiral manoceuvre is used to provide a qualitative
measure of course stability for surface ships. Steady-state yaw-rate
is- plotted as a function of rudder angle in a gradually increasing,
and then decreasing spiral manoeuvre. Results are given in Table
4,6 and Figure 4.8 along with the Morse-Price data.

The simulation was performed at approach speeds of 7.717 m/s and

2.572 m/s. In each case the rudder was set to +25 degrees and then

decremented in steps of -5 degrees to -25 degrees (finer steps being
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used around the origin) and incremented back again to +25 degrees in

steps of +56 degrees. At each increment the ship was allowed to settle

into a steady turn and the corresponding yaw-rate noted.
| 4.3.3 Kempf Zig-Zag Manoeuvre
This mandeuvre gives an indication of the effectiveness of the
rudder to initiate and check changes of heading.Results are shown in
‘ ‘ Figure 4.9.
The simulation was conducted at a single approach speed of
‘ 7.717 m/s. as no data for the real ship was available at the slower
{ speed. Initially the demanded rudder was set to ;20 degrees then, as the
] simulation continued, a check was made on the heading, and when it lay
within a tolerance band of 18-22 degrees, the demanded rudder was
switched to -20 degrees. The process was repeated for several changes
in demanded rudder.

4.3.4 Starting Trials

These were performed to compare the dynamics of the vessel in
the x-direction with data extracted from the Morse-Price trials. With
the propeller moment and side-thrust terms removed (so that the ship
would travel in a straight line) and the vessel stationary with rudder

i amidships, a step change in demanded engine speed was ordered. The
| resulting responses are shown in Figure 4.10.

The final steady-state relationship between forward speed and
engine revolutions obtained from these trials were used as initial
conditions for the turning circle, Dieudonne and Kempf manoeuvres.

4.4 Analysis of Results

The three phases of the turning circle manoeuvre, advance and
transfer, tactical diameter and final diameter provide a measure of
the accuracy of the mathematical models in terms of (a) initial

transient, (b) final transient, (c) steady-state performance.

52




Figures 4.3 and 4.4 show that all the mathematical models are
reasonably accurate in the initial transient, but Figure 4.5 and 4.6
reveal that towards the end of the transient and into the steady-
state, only the non-linear model retains its accuracy. For example,
with 20 degrees of starboard rudder, the final diameter of the real
ship and' the non-linear model is about 1000 m, compared with about 500
for the linear and quasi-linear mecdels. This tightness of turn in
the latter case explains the excessive speed loss and lateral velocity
experienced by the quasi-linear model shown in Figure 4.7.

The' Dieudonne spiral results of Figure 4.8 again emphasise that
only the non-linear model provides an accurate rudder to yaw-rate
relationship over the rudder angle range 125 degrees. Note, however,
that over the range +5 degrees; the slope (which is the gain constant
Kn in the Nomoto model) is correct for all three mathematical models.
A further by-product of this test is the conclusion that the vessel
has controls-fixed stability, although a close inspection of the
Morse-Price data around the origin for the USS Compass Island shows a
slight tendency towards instability.

Results for the Kempf manoceuvre given in Figure 4.9 illustrate
that, as with the turning circle, all three mathematical models
produce fairly accurate results in a manoeuvre which is primarily an
initial transient test,

Figure 4.10 indicates that both non-linear and quasi-linear
models very closely represent the x-direction dynamics of the vessel.

Conclusions

The conclusions that must be drawn from this set of tests is
that the non-linear model is the only mathematical model to
accurately represent the three degrees of freedom ship motion in all

manoeuvring regimes, particularly tight manoeuvres.
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4.5 Important Non-Linear Coefficients

Since the next stage of work involved measurement of
hydrodynamic coefficients for a car ferry hull,  an analytical survey
of the important coefficients on the Mariner hull was conducted so as
not to waste time measuring coefficients that have no significant
effect on the hull's perfcormance.

To assess the relative importance of each coefficient, the
vessel, under simulation, was steered intc a tight turn and allowed to
settle to its steady-state turning cirlce. Using the dimensionalised
coefficients the equations of static equilibrium were employed to
compute the forces and moments acting on the hull arising from each
term. These were then expressed in percentage form.

Using an approach speed of 7.717 m/s and a demanded rudder of

=20 degrees, the steady turning circle contained the following state

variables:

s = =0.349066 rad

A
n = 7.15509 rad/s

‘A

u = 5.8033 m/s

v = -0.897414 m/s

r = 0.012489 rad/s

The steady-state forces and moments acting on the hull as- a
result of these state variables are given as a percentage in Table
4.7, The terms deemed as "negligible" were not measured for the
car-ferry hull, unless they were available from polynomial curve
fitting expressions.

The turning circle simulation was again repeated for a demanded
rudder of -20 degrees with the '"negligible" terms omitted and the
recorded state variables remained unaltered tc  within three

significant figures.,
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4.6 Experimental Determination of Hydrodynamic- Coefficients for Car

Ferry Hull 5502

The Department of Mechanical Engineering at Plymouth Polytechnic
has on loan from the National Maritime Institute (NMI) the scale model
of a twin screw car ferry hull shown in Figure 4.12, NMI designation
5502. The particulars of the model and full-size vessel are:

Model 5502A Full-Size Ship 5502B

Lpp X 3.419 m 150 m
Beam 0.565 m 24.8 m
Draught 0.134 m " . 5.9 m
Displacement 166:.4 kg 14.4x106 kg
Block Coefficient 0.64 . 0.64

Iz about mass
2 9 2
centre 149.8937 kg m 24.364x10 kg m
Propellers - 3-bladed, inward turning. -

The majority of the coefficients were determined from
experiments conducted on the Number Two Towing Tank at the National
Physical Laboratories, Teddington, during October 1981. The remainder
of the coefficients were obtained from tests on the river Plym during
the late summer of 1982.

The NPL experiments required a three-axis dynamometer (surge,
sway and yaw) to be inserted in the model to measure the hydrodynamic
forces and moments on the hull. This was attached via ‘a trailing link
to the towing gantry as shown in Figure 4.13.

A total of 64 runs were made in the towing tank. The tests are

described in 4.7 and the results summarised in Appendix 3.
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Figure 4,12

Model Car Ferry Hull 5502

" 'FPigure 4,13

Model Attached to Towing Gantry
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4.7 Description of Tests

4.7.1 Hull Resistance

The hull was towed at six different speeds with none-rotating
propeliers and zero angle of drift, measurements being taken of drag
force and forward velocity. A least-squares fit of a third-order

polynomial through the results shown in Table A.3.1. produced the
curve in Figure A.3.1 and hence the coefficients X , X and X

u uu uuu
4,7.2 Bollard Pulls

These were performed with fhe hull stationary, measurements
being taken of thrust against propeller speed for (a) both propellers
ahead, (b) single bpropeller ahead and astern as shown in Tables
A.3.2(a) and (b).

The coeffic;ent ihn was obtained from the slope of a least-
squares straight—iine fit of thrust against the square of propeller
speed, given in Figure A.3.2(a) for case (a) above.

The single propeller results were fitted to a third-order
polynomial as illustrated in Figure A.3.2(b) thus overcoming the
negative thrust problem ({(a square-law relationship still provides

positive thrust when the propeller is driven in reverse).

4,7.3. Self Propulsion Experiments

The self propulsion point was obtained for the three different
forward speeds given in Table A.3.3 by adjusting the angular velocity
of the proéellers to give zero dynamometer reading in the x-direction
for each case. This corresponds to the condition under which the
model is not being towed, but is self propelled.

The difference between the bollard pull thrust at this engine
speed and the hull resistance at the self propulsion point enables
the coefficient Xun to be calculated.

The wmodel towing speed was selected to be 0.75 m/s for most of
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the remaining tests. This corresponds to a Froude number of 0.13 and
represents a forward velocity of 5 m/s for the fuil—size;ship.

4,7.4 Rudder Experiments

The rudder experiments were conducted with both rudders linked
together, the hull travelling at a forward speed of 0.75 m/s with zero
drift angle and the engines running at the self propulsion velocity.
Table A.3.4 lists the non-dimensional sufge and sway forces and yaw
moments in ‘rudder angle increments of -5 degrees over the range +30
degrees.

Figure A.3.3(a) shows the X-force/rudder angle relationship
which 1is clearly a square law. The straight-line fit of X' aéainst

2

GA in Figure A.3.3(b) has a slope whose value is 266}'

A cubic polynomial least-squares fit of the non-dimensional sway

force Y'against rudder angle, shown in Figure A.3.4(a) produces the Y6'

and fdGS'coefficients. Bimilarly, fitting a cubic polynomial to the
non-dimensional yaw moment N' and rudder angle data as seen in Figure
A.3.4(b) provides Ng' and Ny

4.7.5 Drift Angle Experiments

These were again conducted with rudders linked and a hull speed
of 0.75 m/s, propellers at self-propulsion velocity. The drift angle
was adjusted in 2 degree increments over a range of 110 degrees. For
each value of drift angle the rudders wére rotated through 130 degrees
at 10 degree increments. At each rudder position, measurements of
surge and sway forces and yaw moment were taken.

This involved only 30 runs because fortunately the tank was long
enough to allow 2 different rudder settings to be made per run. .Table
A.3.5 gives the non-dimensional forces and moments for the positive

and negative drift angles.
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Figure A3.5 shows the non-dimensional X-force plotted against
v2. It will be seen that the results are scattered and the Mariner
hull data is included for reference. A least-sguares straight line
fit produces the fvv coefficient, obtained from the slope of the line.

A cubic poiynomial fit to the non-dimensiocnal Y'- force/sway
velocity data as shown in Figure A.3.6(a) yields the Yv' and ?vvvr
coefficients. A similar fit to the non-dimensional N' moments/sway

velocity information provides Nv'and ﬁ;vv‘as shown in Figure A.3.6(b).

4.7.6 Added Mass Coefficients

No acceleration measurements were taken in the towing tank as
the gantry control mechanism was only designed for constant speed
operation. In the absence of measurements, it was considered
reasonable to assume the ratic of non-dimensional added mass to non-
dimensional ship mass to be the same for both the Mariner and car
ferry hulls, since both have similar block coefficients.

Mariner Hull

X'
u = -0.05263
ml
Y.!
v = =0.93734
ml
N.'
v = -=0.34213
ml
Yo'
_r = -0.21939
I ]
z
N.*
r = -1.,1148 (4.1)
I L}
z
4.7.7 Free-Sailing Tests
The yaw-rate dependant coefficients Y ! ,N !,? v and N ' were
r r rvv rvv
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obtained from steady-state turning circle trials on the river Plym.
A calm day was selected and the tests performed during the turn of the
tide.
The vessel was put in a tight turn with +30 degrees of rudder.

When steady conditions were arrived at, the diameter of the circle was
measured and the time for one revolution noted. To take into account
slight differences in the speed éf the port and starboard screws, the
tests were repeated with -30 degrees of rudder and the mean values
which are listed below, were then computed.

6 A = +30 degrees.

Mean Circle Diameter = 14.75 m

Mean Time for One Revolution = 150 seconds

Track Velocity U = 0.3089 m/s

Forward Velocity u = 0.3034 m/s
Lateral Velocity v = 0.0578 m/s
Yaw Rate r = +0.0419 rad/s
Approach Speed = 0.5 m/s

Mean Propeller Speed = 480 rev/min

Under steady turning conditions the dimensionalised non-linear

sway and yaw equations of motion (2.45) become:

mru =Y v+Yr+Y. 8, +Y v3 + Y rv2 . 5 3
v - r §°A VvV rvv &88°A
: = 3 - 2 - 53
0 = va + Nrr + N56A + N oo’ * N TVt Nsss A (4.2)
It will be noted that there are 2 equations and 4 unknowns. In

the absence of further information, the principle of hull similarity
was again employed using the following force and moments ratios

obtained for the Mariner hull under a 30 degree rudder turn:
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Y rv
rvv
Y r = 1.630
x
N xv?
' 4.3)
N T = 0,771 (4.3

These relationships can be substituted into equations (4.2) and
a force and moment balance obtained.

Table 4.8 lists the set of hydrodynamic coefficients and
dimensionalising factors for car ferry hulls 5502A (model) and 5502B

(full-size). Figures 4.11(a) to 4.11(d) show a set of simulation

results for the model when 30 degrees of starboard rudder is anplied. It

will be noted that they correspond very closely to the free-sailing

results measured on the river Plym.
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CHAPTER 5

CONTROLLER DESIGN

5.1 Introduction

Control theory is a branch of applied mathematics devoted to the
analysis and design of control systems. With the advent of the second
world war, control engineering became a discipline in its own right
due to the development of military systems designed on feedback
control principles.

Classical control theory, based on the transfer function
approach, owes much to the work of Nyquist (68) and Bode (69) in the
frequency domain and Evans (70) in the s-plane. Such techniques have
been in use since the late 1940's and early 1950's and are still
employed in the design of many single input, single output systems.
These methods were later extended to embrace non-linear systems via
the describing function in the frequency domain and the phase-plane
technique in the time domain. A further extension from continuous to
discrete systems was effected with the development of z-transform
operational methods. These latter techniques, together with matrix
algebra, form the interface between classical and modern control
theory.

The 1960's heralded the "state-space revolution" in control
theory and provided the vehicle by which many advanced concepts could
be investigated. Kalman {71} laid down the foundations of

deterministic optimal control together with the maximum principle of

78






Single Input, Single. Qutput Control

Minimises the error in a single variable such as heading or
distance off track that has occurred- due to changes in desired valﬁe
or disturbance effects. The control action is. taken without regard to
its efféct on any of the other system variables. Most existing
commercial ship autopilots fall under this category.

Multivariable Cbntrol

Views the system in total and attempts to formulate a control
policy that minimises the errors in all the state variables according
to some predefined order of priority. Further,. an optimal controller
will seek to maximise the return from the system for a minimum cost.

In this chapter the design of a multivariable optimal controller
is undertaken. An optimal éontrol strategy is initially constructed
under the assumption that the ship dynamics are linear and time-
invariant. The effects of wind and current disturbances are then
considerea and finally the need for controller 'édaption,-' to
accommodate the non-linear and time-variant characteristics of the
real ship, is investigated.

5.3. Controllability and Observability

The concepts of controllability and observability were
introduced by KXalman and play an important role in the control of
multivariable systems. A system is controllable if a control vector

U{t) exists that will transfer the system from any intial state
X(to) to some desired state X(t)} in a finite time interval. If the
state of the system can be determined by observation of the output
over a finite time interval, the system is said to be observable.
Work done by Dove (78) has demonstrated that in theé context of this

project all the states are observable, As a consequence, it can be



assumed that the controller will always receive a best estimate of the

system states X which, for initial design considerations, can be

taken to be the values of the states themselves.

If a system is described by

X = FX+6uU (5.1)

-then a sufficient condition for complete state contrecllability is that

the matrix

Q, = |6 EFGE-—-—— ' 6 (5.2)

- —

contains n linearly independent column vectors, i.e. is of rank n. A
similar controllability matrix can be written in terms of the discrete
state transition matrix A and control transition matrix B.

The F and G matrices for the full-size car ferry hull, moving

in a straight line at a forward speed of 7.717 m/s are:

r -0.5 0 0 © 0 0 0 0 |
0 -0.5 0o 0 0o 0 0o 0
0 0 0 1 0 © 0 0
F = 0 0.0111 0 -0.0091 O O 0 0
0 0 0 o 0o 1 0 0
0.1272 0 0 0 0 -0.0306 O 0.3480
) 0 0 0 0 0 0 1
-0.0047 0O 0 0 0 -0.0011 O —0.084%

(5.3)

From equation (5.2) the transpose of the controllability matrix

may be constructed using equations (5.3) and (5.4).
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F 3
0.5 0
0 0.5
0 0
G = o 0
0 0
0 0
0 0
L ° ° J
(
0.5 0 0 0
0 0.5 0 0
—0.25 0 0 0
) -0.25 0O 0
0.125 © 0 0
0 0.125 0.0055 -0.
~0.0625 0 0 0
0 -0.0625 -0.00282 O.
Q: =| 0.03125 0 0 0
0 0.03125 0.0014 -0.
-0.0156 0 0 0
0 -0.0156 ~0.00071 0
0.00781 O 0 0
0 0.00781 0.0004 -0.
~0.00391 0 0 0
0 ° -0.0039 -0.00018 O.

0

0

.00554 0

0.

00282 0O

-0.

00141 O

0.

00071 O

-0.
.00035 O

0.

00018 O

-0.

00008 0

(0] 0
¢ 0
0.0636 O
o 0

0636 -0.0346 -0.00235
0 0

0346 0.0154 0.00130
0 o}

0174 -0.0087 -0.00066
0 0

00871 0.00436 0.00033
. 0 0

0044 -0,0022 -0.00017
0 0

00218 0.00109 0.00008

0 0

~0.

{5.4)

00235

.00130

. 00066

.00033

.00017

.000C08

.00004

(5.5)

The rank of the controllability matrix was determined using NAG

routine FO1BLF. This routine requires that for an mxn real matrix,
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my n, so the input to the routine was Qc , which has the same rank as
Qc' Upon exit, the rank was computed as eight, i.e. equation (5.5)
is non-singular and the system described by equation (5.1) with

matrices (5.3) and (5.4) is fully state controllable.

5.4, Multivariable System Control

5.4.1. Stochastic Optimal Control

The problem of controlling a system with many inputs and
outputs, which is subject to disturbances and measurement errors, such
that the system's behaviour is optimised is referred to as stochastic
optimal control.

The stochastic optimal control problem is to find a control ()

which causes the system
X =g X(t), Ut), Wit),t) (5.6)

to follow an optimal trajectory X{t) that minimises a performance

criterion
tl
J = J hi( X(t), Uit),t)dt (5.7)
t

o)

whilst being subjected to a measurement process
Z = £0X(t), vit),t) (5.8)

Separation Principle

This important feature of stochastic optimal control theory is
illustrated in Figure 5.2. The separation principle allows a given
optimisation problem to be reduced into two problems whose solutions
are known, namely an optimal filter in cascade with a deterministic
optimal controller. The filter design has been undertaken by Dove

(78) and forms no part of the work described here.
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w(t) converge to constant values and the matrix Riccati equations may

be written:
WF+F N+0-WGRWG H=0 (5.12)

If the desired state vector | is known in advance, tracking
errors may be reduced by .allowing the system to follow a command
vector M. This vector is obtained from the reverse-time differential

equation set,
m=(F-GRIG W 'm-0Qr (5.13)
The boundary condition is:
mey) =0 (5.14)

Inbuilt inte vector M are all the system transient and steady-
state errors for the desired state trajectory. This gives the optimal

control law:

Uopt = -R™H 67t x +m | (5.15)
or,

Uppt = -(S x + R 6" m (5.16)
where S is the optimal feedback gain matrix. An optimal controller

for a tracking system is shown in Figure 5.3.

Discrete Form

The discrete quadratic performance criterion is:
N-1

I = T {{X&KD - PRI QKT - FT)) + U kD) R UKD T (5.17)
k=0
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producing the optimal control at time kT

UkT)opt = - SN-(k+1))T X(kT) - R G mon- (k+1))T (5.23)

or, if time KT is far removed from the terminal time (N-1)T

UkT)opt = S X{kT) - R'l GT M(N- (k+1))T (5.24)

5.5. Optimal Closed-Loop Pole Assignment

Consider the time-invariant continuous system described by the

state equations

X=FX+GuU (5.25)

together with an optimal control law:

Uopt = -RIGTWx-R*6™m (5.26)

upon substitution of (5.26) into (5.25)

F-6R*GW x-R*6™m ' (5.27)

>
tl

or,

F-69x-RY6"m (5. 28)

>
Il

where the term F - GS)may be identified as the closed-loop state
matrix of the optimal system. The optimal .closed-loop eigenvalues
(poles) are then given by:
s I-F-69|=0 (5.29)
It is apparent that when F and 5 are time- invariant the
location of the optimal closed-loop poles depend upon the value of the
feedback matrix S. which in turn is dependent upon weighting matrices

Q and R. There exists then, an infinite number of c¢losed-loop
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poles, each being a measure of the optimality of the system as defined
by relative weightings of (and R,

Work has been undertaken by Kouvaritakis (80) and others in
location of optimal closed-loop poles, particularly for the special

condition:

R = r. ] (5.30)

where I is the identity matrix and qland rltwo positive constants.

The weighting matrices Q and R are diagonal and of the form:

-
il

diag.
tag.ta)) qy; 933 944 955 9gg 997 Ygg!

=
[l

diag.{rll r22} {5.31)

Elements and q,, are the rudder and main engines weightings

911

and may be set at zero since the purpose of the control system is to

employ the rudder and engines as control inputs, not as controlled

variables. Surge dynamics are affected by variations in q33 and q44
together with r22. The sway and yaw weightings are qSS' q66 and q77,
Qgg respectively. Due to the coupling of sway and yaw, these

elements, together with r closely interact, and changing any one
value will affect all sway and yaw terms in the feedback matrix.

The Riccati matrix W and optimal feedback matrix S are

calculated in reverse-time starting at the terminal boundary condition
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as defined by equation {(5.18). The recursive equations (5.19) and
(5.20) are then employed to compute‘w and S, sufficient recursions
being performed to allow steady-state convergence. These calculations
take place in FORTRAN subroutine RICAL, a listing of which is giveﬁ in
Appendix R6. 1.

When the optimal feedback matrix is known, the optimal closed-
loop eigenvalues are given by equation {5.29). Variations in Mana R
then will result in optimal trajectories being traced in the s—plane.
These optimal root loci will always be stable, if a stéble solution
exists. The equations (5.30) cannot be used directly for the system
under consideration since there are large differences of relative
magnitude in individual elements. The alternative design procedure is
to vary surge, sway and yaw weighting coefficients in turn, observing
the effects on the optimal 1loci. Once relative weightings are
established,_ overall scaling can then be used to position the final
value. of the optimal closed-lcoop poles.

If S is a null matrix then equation (5.29) provides the system
open-loop poles, 1i.e. the eigenvalues of the F matrix defined in
equation (5.3). When u = 7.717 m/s these are:

s = -0.5, -0.039, -0.0755, 0, 0, -0.5, 0, -0.00913

(5.32)
Surge Weighting
Consider weighting matrices of the form:
Q=diag. fo 0 q, 0 0o 0o o0 0}
R = diag. {1 1} (5.33)

Figure 5,4 shows the optimal trajectory as q is increased.

33
It is evident from Figure 5.4 that the surge open-loop

eigenvalues are:

s = 0, -0.00913, -0.5
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Thé shaded area indicates the region of excessive transient
oscillation and the ideal optimai closed-loop eigenvalues should lie
outside this area and also as far to the left of the imaginary axié‘as
possible. A set of eigenvalues that fulfill this requirement are:

s = -0.4990; -0.0516 + j0O.0270; -0.0667;
-0.,4999; -0.0086 + jO.0017; 0.0, (5.37)

The associated weighting matrices are given in equations (5.36)

where Q, and r. are 5.0 and 1.0 respectively. When subroutine RICAL

1

is used to compute Sand' H, their values become:

Optimal Feedback Matrix

S =|o.109 0o 0 0 -0.0013 0.1532 -0.8419 -8.047
0 0.0161 0.0069 0.729 O 0 0 0
(5.38)

Riccati Matrix

\
0.237 0 0 0 0.0031 0.322 -1.956 -17.98
.0 0.0326 0.0141 1.477 O 0 0 0
0 0.0141 0.0113 0.649 © 0 o} )
W=|o 1.477 0.549 69.47 0O 0 0 0
0.0031 O 0 0 0.095 1.57 2.99 42.05
0.322 0 0 0 1.57 26.36 47.67 677.5
41.95@ 0 0 0 2.99 47.67 123.2 1520.3
117.98 O 0 0 42.05 677.5 1520.3 20393.3‘
k (5.39)

5.6 Disturbance Control

Conventional controllers employ -integral control action to
reduce steady-state disturbance errors. This is not possible under an
optimal policy without affecting the closed-loop poles and an

alternative method is active disturbance control. This technique,
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used in dynamic positioning,; relies upon knowledge of the disturbance
model for the system in guestion. In the case of a .ship it is the
relationship between the inst;ntaneous forces and moments acting wupon
the hull, and the disturbance variables. The existance of such a
model allows prediction of hull forces and moments from measurement of
disturance variables (wind and current) and so makes possible' the
initiation of coﬁnteractive control action. Complete instantaneous
force and moment cancellation can never be fully achieved due to the
dynamics of the controls themselves. In addition, the control action
availiable may not have sufficient flexibility to nullify the effect of
all disturbances. For example, the deflection of a ship's rudder to
balance the sway disturbance forces will not simultaneously balance
yaw disturbance moments and so. some form of compromise must be sought.

Equation (2.8) defines. the disturbance vector y employed in the
mathematical model. The disturbance elements of the augmented.
matrix of equation (2.14) may be separated from the control elements

and equation (2.15) may be written:

When ~ the disturbance control matrix Gc is included, the state

equations become:

X(t) = F X(t) + G Uopt(t) + (d wit) + Ge yac(t) (5.41)

so that the complete control vector is now:

Utt) = Uopt(t) + (jdc (B (5.42)
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Surgp Disturbances

The surge forces due to current and wind may be extracted from

equation (2.458).

2
K, = —(xu_ X w{l) + X uu w(l) ) w(l) (5.43)
X = =X w(3) (5.44)
w a :
and the counteracting propeller thrust:
2 2 = 2
Xp = {Xun u- o+ v+ (Xnn ny )} udc(2)
= xpr udc'(2) (5.45)
so that,
udc(2) = Xc + Xw (5.46)
X
pr
Yaw Disturbances
Again, from equation (2.45),
- - 5 -
NC = —{NV + ervrw(2) + vavw(Z) + NGVV Aw(2)} w(2)
(5.47)
Nw = -{Na + Nuvaw(3)} w(4) (5.48)
and the rudder moment
Nr =- [N + N5585 A ) udc(l)
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of forward velocity. The adaptive equation set are:

515  - -0.08 u2°

51 = 6.0 u_l'8

s, = -50.0 w20

s;g = —2090.0 w272

S, = 0.418 w20

5,4, = 67.65 w22 (5.58)

When expressed in this manner, the control algorithm is in the

form of a "gain scheduling controller".
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CHAPTER 6

CONTROLLER PERFORMANCE

6.1 Introduction

Having established a range of optimal controller feedback
parameters, 1t becomes necessary to assess the effectiveness of the
system under operational conditions in terms of (a) stability, (b)

accuracy and (c) integrity. This chapter presents a computer

simulation study of the automatic guidance of the full-size 5502 car

ferry into Plymouth Sound whilst under an optimal contrél policy.

The control strategies considered are:

{a) Ship related state variable Tfeedback with reverse-time
integration.

{b) Ship related state variable feedback with dual-mode control and
way—boint anticipation.

(c) Ship and. earth related state variable feedback for dynamic
position-keeping.

Generalised performance indices are employed to select the best
policy and also to measure the degradation of system performance
under:

(1) adverse wind and tide conditions,

(i1) variable forward speed. adaption:

lo4















Controller Settings
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Run Q MATRIX AR MATRIX
NowlGpy {99 933 |Yga |55 || T97 Ygg |11 |7 22
u="7.717 m/s. Without Disturbances.

1 [0 ] 0 |O5E-4 | O 0 olo.xflo j1 |1

2 | o] o |0.8E-4 | 0 0 0 ovsr; o | o.1f1

3 | o{ o |o.8-4 |0 0 0 | 0.5 f o | o.11

a | o] o lo.BE-4 | O 0 olo05| 0 | 01f1

5 | 0| 0 {0.56-4 | 0.5 | 0.56-4[0 |1 o |1 [1

6 | 0 | o |o.5e-4a | 0.5 | o.sE-a|0 |1 o |1 |1

7 | o | o |o.56-4a | 0.5 | o.sE-4|0 1'1 o |1 |1

8 | o| o [[0.56-4 | 0.5 | 0.5E-4|0 |1 o |1 1

u = 7.717 m/s. Including Disturbances.

o | o{ o [0.56-4 | 0.5 | oO.sE-al0 |1 o |1 1
10 | 0 | 0 {0.58-4 | 0.5 | 0.5E-4|0 | 1 o | 1 1
11 | 0| o |o.58-4 | 0.5 | o.sE-al0 |1 o |1 1

u = 5.145 m/s.
12 | 0 | 0 |0.56-4 | 0.5 | 0.5E-4]0 | 1 o | 1 1
13 | 0| o |o0.56-4 | 0.5 | 0.5E-4|0 | 1 o |1 |1
14 | 0| o |ose-a | 0.5 | o.58-a]0 |1 100 |0.2 |o.2
u = 2.572 m/s;
5 | 0} o {o.sE-4 | 0.5 | o.sE-4|0 | 1 o |1 1
16 | 0 | 0 |0.58-4 | 0.5 | 0.5E-4|0 | 1 o |1 1
17 | 0 | o |{0.58-4 | 0.5 | 0.5E-4|0 | 1 {200 |0.01{0.01
18 | 0 | o |o.56-4 | 0.5 | 0.5E-4|0 | 1 o1 |1
19 | 0o | o |o.5E-4 | 0.5 | 0.8E-4]|0 | 1 o |1 |1
Table 6.3




é t A
o
t
I G
Jn.* {to n, dt (6.3)

Table 6.4 lists the values of the performance indices for each
simulation run, these being a representative selection of the *many
runs performed at the controller selection stage.

Figure 6.3(a), (b) and (c) shows simulations 1, 2 and 3 and
illustrates the effect of increasing the heading weighting. It can be
seen from Figure 6.3(b) that raising the weighting level increases the
steady-state heading error. This error arises from the steady-state

solution of equation (5.13):
UF-6SH)T Qr-wx : ~ (6.4)
when X = T,

(F-6$)T1Q

I
=

(6.5)

These errors will be avoided if the command vector is adjusted
according to equation (6.4). Simulation 3 shown in Figure 6.3(c) is a
re-run of simulation 2 with the necessary corrections made.

6.3.2. Dual-Mode Control with Way-Point Anticipation

Way-point anticipation 1is a simple concept that allows the
command equations (5.13) to be removed, thus reducing the optimal

controller given in Figure 5.3 to the form shown in Figure 6.4,
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‘The way-point advances are:

Point A, A =309 m
wp

Pocint B, A = 347 m
wp

Pocint €, A =502 m
wp

6.4, Ship and Earth Related State Variable Feedback

Marine position-fixing navigational equipment will always locate
the position of a vessel relative to the earth co-ordinate system.
With ship related state variable éontrol, all positional dinformation
must be transformed to the ship axis system. The positional
measurehents may be used directly, however, if the state vector is re-

defined as;
= 8 v l!} .
X ( n X uy A F) (6.8)

A A

This requires that the system matrix F  be combined with the

transformation matrix |. to produce the system equation set:

§p = T11 84 *+ 81 O

Ny =T 0y + 85 1y

¥y = U cos wA - Vv sin WA
= 8
u f41 A + f42 nA + f44 u + f46 v o+
f

a8 T " 843 Ve Y 85 Y,

Yo = W sin wA + VvV cos wA

v = 8

v Te1 Pa v fgo Myt fggut fgg v t
Teg T * Bga Vo * Bgg Va

wA =r
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r = f81 GA + f82 nA + f84 u + f86 v +

€82 Ve " %86 'a
(6.9)

which may be expressed as:

)2 (t)

Fo (t,0,) + G (&) U () (6.10)

This. combination of ship and earth related states allows a
multivariaple control strategy, referred to 'as dynamic position-
keeping, to be used to control the vessel's heading and forward speed,
together with its position on the earth's surface.

It will be seen from equation (6.10} that FO is a function of
¢A which implies that the feedback matrix S becomes a function of wD.
This must be true forlif a vessel is steaming north, errors in Yo
actuate the rudder whilst errors in x, operate the engines, whereas

0

when it travels due east, Yo errors operate the engines and Xy errors

actuate the rudder. The reversability of control action requires that

X, and Yy terms in the @ matrix (q33 and q55) be identical.

However, since the dynamics of the system have not been changed, the
relative weightings in the Q@ and R matrices may remain unaltered.
The desired state vector I' given in Table 6.2 will now have

entries in x the required earth related positicnal co-

on’ Yop’

ordinates. If the reverse-time generated command vector M is not
used, the dual-mode control action described in 6.3.2 may be employed.

Let the weighting matrices be defined by:

14

Q

diag. {0 0 0.00005 0.5 0.00005 0 1 d

il

=
1]

diag. {1 1} (6.11)

When the forward speed is 7.717 m/s, the feedback matrices for
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DA

each section of the desired track are:

= 0;109- 0.92E-8 -0.00023 0.48E-6 -0.0013 0.,1532 -0.8419 -8.047
~0.18E-8 0.0161 0.0068 0.729 -0.0012 -0.51E-6 ~0.99E-6 -0.13E-4

(6.12)

=| 0.109 0.19E-6 0.00088 0.89E-5 -0.00102 0.1532 -0.8419 -8.047
0.18E-6 0.0161 0.0052 0.729 00045 -0.45E-6 -0.22E-5 -0.33E-4

(6.13)

=| 0.109 0.24E-6 0.00126 0.12E-4 -0.00048 0.1532 -0.8419 -8.047

0.24E-6 0.0161 0.00245 0.729 0.0065 O0.16E-4 0.29E-4 0.00041

(6.14)

=| 0.109 0 0 0 -0.0013 0.1532 =0.8419 -8.047
0 0.0161 0.0069 0.729 0 0 0 0

(6.15)

It will be seen that the final section matrix SCD in equation

(6.15) is 1identical to the ship related feedback matrix given by
equation (5.38) since at zero heading, F and FO are equivalent,

In equations (6.12), (6.13) and (6.14), entries s and s

12’ 513 14

contribute to demanded rudder angle and entries s and

21" Sag5' Spgr Sp7

Sog to demanded engine speed when the vessel is travelling in a

direction other than north.
Simulation runs 7 and 8 shown in Figure 6.8(a) and (b)

demonstrate the dynamic properties of ship and earth related feedback

control under:
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{a) position-keeping mode,
(b) dual-mode control.
The performance indices given in Table 6.4 for runs 7 and 8 are

as specifed in equation (6.3) with the exception that:

]
|
S———n
ct
<
o]
t:ll
<
vl\.)
o,
+

(6.16)

6.5. Selection of Control Policy

In choosing the best control policy, -account must be taken not
only of the values of performance indices, but also of the relative
merits and disadvantages of each method.

Reverse-Time Integration

This technique provides the only true way of anticipating
desired state trajectories. The settings in run 3 indicate a stratégy
that has reasonable track-keeping, excellent course-keeping and
moderate forward speed control capability. The process of calculating
a reverse-time command vector before entering a port, however, is time
consuming and requires conéiderable computing power. Further, checks
need to be made on the command vector to eliminate the possibility of
steady-state errors accruing.

Dual-Mode Control

A practical and easily implemented solution to. the problem cof
anticipating way-points. 'The main disadvantage of dual-mode control
is that earth-related measurements must be transformed to ship axes
prior to control ‘action taking place. Figure 6.9 illustrates that for

run 6, Jy has a global minimum, so that under dual-mode, the
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controller provides very good track-keeping together with reasonable
course-keeping and forward-speed performance.

Dynamic Position-Keeping

It .will be observed that the performance indices for position—
keeping runs 7 and 8 correspond to those for the dual -mode simulations
5 and 6, i.e. the net outcome of both strategies is the same, the
difference 1lying in the manner in which the problem has been tackled.
The use of a combination of ship and earth related state variables
eases the measurement problem but with the incurred penalty of
feedback matrix dependence upon desired heading.

In summary, reverse-time integration is a sophisticated solution
but with practical difficulties, whilst dual-mode control and dynamic
position keeping wultimately perform the same function, the former
being more straight-forward to use. Hence a dual-mode policy, with
way-=point anticipation as displayed in run 6 was selected as the best
control strategy in terms of;

(a) overall performance,

(b) ease of physical implementation.

Disturbance Control Performance

The standard weather conditions for all disturbance simulations
are generated using the recursive equation set (3.27). These provide
a mean current of 0.669 m/s and a mean wind speed of 10.29 m/s, both
in a south-westerly direction. The stochastic components remain the
same for each run thus enabling comparisons of control strategies to
be made.

Simulation 9 shown in Figure 6.10 indicates the effectiveness of
a dual-mode policy under the combined action of wind and current. It
can be seen from the performance indices that although there is a

marked increase in rudder activity, a significant deterioration in
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overall performance, particularly in respect to track-keeping arises.

When the disturbance control terms of equation {5.42) are
incorporated, the system performance 1is greatly enhanced. In
simulation 10, shown in Figure 6.11(a), it is assumed that
instantanecus measurements of  wind and current are available for use
by the controller. Under these conditions, there is little difference
between the disturbed and non-disturbed response. |

Run 11, shown in Figure 6.11(b), represents the simulated
condition whereby no measured data is available and the controller
opérates with mean values of wind and current, obtained from local
weather forecasts and chart tidal data. Admittedly, such information
will be approximate, but any a priori knowledge on the nature of the
disturbance vector will improve the quality of control, as can be seen
when comparison is made between Figures 6.10 and 6.11(b), together
with their respective performance indices.

Adaptive Control Performance

As the forward speed of the vessel reduces, the open-loop
eigenvalues follow the real-axis trajectories shown in Figure 5.8 and
Figure 5.10 traces the closed-loop loci for a fixed value feedback
matrix. Dual-mode simulations 12 and 15, shown in Figure 6.12(a)
and (b) are for forward speeds of 5.145 and 2.572 m/s respectively
with constant feedback matrix settings using the 7.717 m/s values of
equation {(5.38). Clearly, the oscillatory track-keeping performance
of run 15 is unsatisfactory, and some form of controller adaption is
required.

Simulations 13 and 16, given in Figure 6.13(a) and (b) are again
for speeds of 5.145 and 2.572 m/s, the feedback matrix 9 being re-

calculated, with constant Q and R at each forward speed. This
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method of adaption, when observed in the s-plane (Figure 5.12) appears
to produce significant deterioration in time-domain performance.
Comparison of Figures 6.7, 6.13(a} and 6.13(b) however, show that at
each forward speed, the vessel ‘moves along an identical track, the
adaptive contrcller time-scaling the closed-loop dynamics accordingly.
This surprising and unexpected result, is in many ways more desirable
than the control strategy employed in 'simulations. 14 and 17, shown in
Figure 6.14(a) and (b). Here, the complex closed-loop eigenvalues are
returned to their original optimal positions by the use of adaptive
equation set (5.58).

In a constant Q and R policy, the complete re-calculation of

S via the Riccati matrix is unnecessary since the positional terms

S15° 817 and 523 remain unchanged and the velocity terms S16 518 and
So4 are governed by the relationships:
-1.0
Sig = 1.172 u
-1.0
818 = -61.88 u
s =2.76 u°% (6.17)
24
Simulations 18 and 19, shown in Figure 6.15(a) and (b)

illustrate the effect of wind and tidal stream on a vessel approaching
Plymouth at a speed of 2.572 m/s under a constant & and R policy.
Run 18 1is without 'disturbance correction and run 19 1includes the
correction algorithm. It appears from Figure 6.15(b) that at the
beginning, and towards the end of the run, the corrective measures are
not adequate to cope with disturbance surges.

When a vessel moves at low forward velocity, there is a
corresponding reduction in rudder control forces and moments. The

disturbance forces on the hull, however, do not reduce and so

120































































behaviour, but are also measureable by navigational aids on-board a
full-size ship. When attempting to measure the same quantities within
the constraints of a model vessel, problems of space restriction and
cost dictate the need for a different approach.

Position Fixing

Since radio location is impractical, an underwater acoustic
transponder system that uses localised grid co—ordinates was
considered. A similar system, designed by Wood (81) is currently
being used in the manoeuvring tank at the National Maritime Institute.
The system employs a transmitter transducer mounted under the hull
that tfansmits a 200 kHz signal in bursts of 100 Ws, once every
second. The radial wave travels through the water and is received by
four, equi-spaced transducers. The position of the vessel is a
function of the transmission time to each receiver, and an accuracy of
better than i 7.5 cm over a distance of 40 m is claimed.

For control of a free-sailing vessel the system has the
disadvantage that the positional information is shore-based and must
be relayed back to the model via a telemetry link. The main problem
however, was the high cost of the transmit and receive transducers
and receive amplifiers. The fundamental idea is still attractive,
and ways of 'in-house' transducer manufacture are being considered for
future projects. -

Linear Velocity Measurement

Measurement of the surge and sway velocity of the model hull
pose a problem because of the small magnitude involved, particularly
in the latter case, where even in a tight turn, values will not
rise much above 0.1 m/s.

Conventional turbine and electro-magnetic logs lack in

sensitivity, as do their doppler-sonar counterparts., A  further
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disadvantage is that both systems produce increased drag on the hull.
Also of concern with the former systems is that they measure velocity

relative to the water. Further investigation into doppler-sonar

‘measurement revealed that two-axis systems were outside the project

budget.

An alternative employed in aero-space applications is to measure
the total linear acceleration vector and hence compute the components
the surge and sway directions, the respective velocities being
obtained by integration. This type of inertial navigation system
works well in aircraft, where accelerations are high. In the model
hull however, a tight turn produces a sway acceleration in the region
of 0.01 m/sz, and with a 1 g accelerometer (the most sensitive that
could be obtained) this represents a signal of 10 mV. Another problem
with inertial systems 1is that successive integration produces a
progressively increasing error.

Angular Position and Velocity Measurement

The measurement of angular position (heading) and angular
velocity (yaw-rate) fortunately did not present a problem, The
Department of Mechanical Engineering had in its possession an accurate
heading gyroscope, supplied by University College, London. Also it
owned three servoed rate gyroscopes, mounted on orthagonal axes in
order to measure pitch, roll and yaw-rates. The sensitivities of both
heading and rate gyroscopes were sufficiently high to cope with ' the
range of measurements expected.

7.2.2. Prototype Measurement System

Of the options available, a measurement system based on inertial
principles (acceleration measurement) was the most viable in terms

of performance and cost. Three servoed linear accelerometers were
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This allows accelerations and angular velocities %o be
. calaculated with respect to any other set of orthagonal axes. From a
given set of initial conditions, other kinematic gquantities may be
obtained through successive integration.

A prototype measurement system consisting of 3 acceleroﬁeters
and 3 rate gyroscopes conforming to the configuration in Figure 7.2
was constructed. In addition, heading was to be measured directly by
the University College gyrocompass. The degree of redundancy of
pitch, roll and heave transducers, at this stage, was unknown.

7.2.3. Initial Tests

To check how the accelerometers and rate gyroscopes would
perform in a real manoeuvring situation, permission was obtained from
Brittany Ferries to place the prototype system (excluding heading
gyro) on the bridge of the 5000 tonne ferry Amorique. Recordings from
the instruments were made on a Racal 4-channel tape-recorder whilst
the Amorique manoceuvred in and out of Plymouth (and also Roscoff). In
addition, use was made of the bridge radar, ship's log and rudder
indicator to chart the actual track of the vessel and to collect
information on forward velocity and rudder activity during the
manceuvres.

In this early stage, analysis of data was qualitative rather
than quantitative. Play back cof the tapes revealed that the ship's
moticns 1in yaw, roll and pitch were adequately meausred by the rate
gyros. Signals from surge and sway accelerometers (heave acceleration
was not measured) were detectable during periods of high acceleration,
but deeply buried in measurement noise (main engine vibration).
Bearing in mind that all measurements in the final configuration would
be passing through a Kalman filter, the decision was taken on the

basis of these results to implement the inertial measurement system on
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0 Vdc. = 0 or 180 degrees
+3 V d.c. = 4% or 135 degrees
-3 Vd.c. = 225 or 315 degrees.
To avoid confusing the guidance system, this placed a

restriction that all test manceuvres should be confined to
+ 90 degrees.

Specification

Input Range: + 90 degrees full scale

Electrical Supplies:

Measurement Bridge: + 6 V d.c.

Output Range: + 6V d.c.

+

Gyro Spin Motor: 12 Vv d.c.
Sensitivity (By calibration): 3.8993 V/radian

7.3 The Measurement Package

The measurement package consisted of the accelerometers and rate
gyros mounted in a waterproof box as shown in Figure 7.6. This
package, as with all other high cost equipment, was attached to the

L4

hull with quick-release screws. .

In order to avoid signal contamination, the instrumentation and

‘servo-motor power supplies were separated. The general arrangement of

the former are shown in Figure 7.7,

7.4 Rudder and Engine Servo-Systems

7.4.1 Rudder Servos

Each rudder had its own servo-drive (although eventually both
were linked to a single unit) which consisted of a conventional
feedback positional control system driven by a d.c. servo-motor.
Conductive plastic potentiometers were employed to reduce signal noise

and a 1.0 Amp power operational amplifier (National Semiconductor
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Figure 7.6

‘Measurement Package

" 'Pigure- 7,11

'Top View of “TMS "9900 Computer, Power

Supplies and Heading Gyroscope.
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Figqure 7.8 (b)

Rudder Servo-System

Figure 8,12

" Model in a Tight Turn

on the Reservoir
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The operational requirements of the system were:

(i) To produce sufficient torque at the rudder to

overcome friction and hydrodynamic moments.

(ii) To achieve a rapid response with no more than

10% overshcot with rudder immefsed in water.
{iii) To provide + 40 degrees rudder deflection from
either radio control or computer input.

Although a fairly large d.c. motor was employed, there was
insufficient torque at the motor shaft to meet requirement ({i). The
torque was increased by a factor.of three to a suitable value by the
use of a timing ‘belt and pulleys.

fhe dynamic characteristics were tuned by varying the feedback
resistance of the operational amplifier and the correct rudder
deflection obtained by careful selection of input resistance values.
The ;adio—control rudder deflection was finally increased to i 50
degrees to allow for steerage under a computer malfunction "hard-over"
command.

Rudder Servo Characteristics

Static

Sensitivity (computer input) : 0.4385 rad./V.
Dynamic

Rise Time: 0.2 seconds

Damping Ratio: 0.7

7.4.2 Engine Speed Control

As with the rudders each engine was equipped with its own speed
control system. Since, at any given spéed, the hydrodynamic moments
cn the propeller remain approximately constant, it was decided that

open-loop speed control would give sufficient accuracy.
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Static
Maximum forward. speed: 1,000 rev./min. unloaded
750 rev./min. loaded.
Maximum reverse speed: 750 rev./min. unloaded
500 rev./min. loaded

Sensitivity {(computer input); 105.263 rad/sV
Dynamic

Time Constant: 0.15 seconds.

As with the rudder servo, sufficient control was available from
the radio link to override any computer malfunction command.

When the rudder and engine servos were connected to the same
power supplies, a certain amount of interaction took place during
motor transients. This was overcome by inserting a 40 WF capacitor
between one of the engine inputs and ground.

7.5 Microcomputer Hardware

A Texas TMS 9900 .microprocesscr was used for the on-board
computer facility. The machine was chosen because:
(i) It has 16-bit capacity.
(ii) Several TMS 9900 processors were already in
use within the Department. With the given
expertise of Academic and Technical Staff, a
rapid implementation could be achieved.

7.5.1 General Features of the TMS 9900

The TMS 9900 is a 16-bit machine with bit, byte and word
processing capability. It operates with 16-bit instructions which may
be one, two or three words long. The instruction set comprises of 69
operations which employ a total of 5 addressing modes.

The Workspace Concept

The TMS 9900 chip contains the following registers:
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(1) Program Counter (PC)
{2) Workspace Pointer (WP)
{3} Program Status Register (ST)

Instead of hardware working registers, the processor has the
ability to create a file of 16 general purpose registers in RAM. In
principle, each of these registers can be used for any purpose the
programmer chooses, though in practice some of the registers are
usually reserved for particular functions in connection with software
instructions and addressing modes. To create a workspace area, the
workspace pointer register is loaded with the starting address.

Input/Output Capability

The TMS 9900 chip has separate 16-bit data and address busses;
the latter giving the capability of accessing 64 k bytes of memory.
Input/Output operations are performed by a Communication Register
(CRU). This is a system whereby the information bits enter/leave the
CPU in serial fashion and parallel series or series parallel
conversion takes place under software control in synchronism with the
CPU.

7.5.2 System Configuration

The TMS 9900 may be configured in various arrangements, depending
upon the requirements of the programmer. When operating as an on-
board controller/estimator/logger, the system must contain the
following functions:

() High-level language facility (BASIC)

(ii) Program storage on EPROM

(iii) A/D and D/A conversion

(iv) Data logging capability

This was achieved by a four, oprinted circuit board system, the

155



memory-map details of which are given in Figure 7.10.

7.5.3 A/D and D/A Conversion

Analogue to digital and digital to analogue conversion is
performed on the TMS 9900 by reading and writing, by means of a move-
word instruction, to a small memory area hard-wired to a user-defined
base address, in this case QFFOIG, Both A/D and D/A units are bi-

polar and contain 12-bit accuracy, so that i 2047 separate increments

are available, When set to unity gain, this provides an A/D
resolution of 4.885 mV per bit. A summary cf the functions are given
below.

D/A Conversion (2 Channels)

Channel 1, Write to (Base Address + 2) i.e. MWD(OSFF2H) = D1
Channel 2. Write to (Base Address + 0) i.e., MWD{O9FFOH} = D2

A/D Conversion (16 Channels)

Select Channel. Write to (Base Address + 8) 0, 1, 2 etc.

Select Channel 1. WMWD(O9FF8H) = OO00Q1H

Set Gain Write to (Base Address + 6)
00 Gain = 1
0l Gain = 2
10 Gain = 4
11 Gain = 8
For Gain = 2 MWD (09FF6H) = O0O0OL1H

Start Conversion. Initiated by Write to (Base Address + A)
End Conversion. Conversion complete if contents of (Base
Address + C) are positive.
Conversion time = 25 ys.
Read Data. Data contained in bytes (Base Address + E)

and {(Base Address + F).
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An A/D subroutine would then be:
00 REM ADC SUBROUTINE
10 MWD(OS9FFAH) = OFFFH
20 CHK = MWD(O9FFCH)
30 IF CHK<O THEN GOTO 20
40 AC = MWD(O9FFEH)
50  RETURN

Computer Power Supplies

The tolerances on the computer power supplies (+ 3%) were
tighter than could be obtained directly from a battery. Three
regulators (+5V, +12V and -12V) were mounted on heat sinks and
attached to the top of the computer casing to obtain maximum heat
transfer, as can be seen in Figure 7.11.

7.6 Commissioning Trials

7.6.1 Commissioning Test 1. 19.7.83

This first test was performed on the Rowing Club side of the
River Plym under wind conditions of force 2/3 and a slightly choppy
water surface. Signals from three accelerometers and 3 rate-gyros
were relayed by cable to a shore-based 8-channel Racal tape-recorder.
The heading gyro was inoperative due to transportation damage.
The cbjectives of the test were:
(i} To commission the measurement package and
servo-drives tc rudders and main engines.
(ii) To determine the degree of transducer
" redundancy.
{iii) To gqualify signal magnitudes.
The test consisted of driving the vessel, under radio control,
20 m in a straight line followed by a 180 degree turn to port. The

vessel returned along a reciprocal course arriving at the start point
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again by a further 180 degree turn to port.

Problems were experienced with:

{a) Sea-weed fouling the propellers.

{b) Cable drag in the water.

(¢) Main engines running at only 60% of design speed.

A reasonable set of results however, were recorded on the fourth run,
and are shown in figure 7.12, The points to be noted are:

(i) Surge acceleration is small, a slight deceleration

being evident during the turn.

(ii) Sway acceleration very noisy, due to rolling (up

to 20 degrees) of vessel.
(i1i) Heave acceleration negligible.
(iv) Pitch-rate small.

(v) Good yaw-rate signal, particularly in turn.

(vi) Large roll rates (note correlation with sway

accelerometer).

It is evident from the above that heave and pitch measurements
are small enough to be neglected, thus simplifying vector equaticn
7.1. Under calmer conditions, this statement could egually apply to
roll measurements.

The sensitivity of the sway accelerometer to roll gave cause for
concern, since integraticn would give unreal harmonic variation in
sway velocity.

7.6.2 Commissioning Test 2, 3.8.83.

In order to avoid sea-weed complications, the site location was
changed to the National Trust side of the River Plym, launching from
Point Beach. To overcome cable drag problems, the test consisted of a

turning circle around a moored sailing boat, on-board which sat the 8-
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channel tape-recorder. The speed of the main engines had now been
increased to their design value by the addition of a + 24V rail, as
described in section 7.4.2.

The test was unsuccessful due to wind rising in the .setting-up
period from force 1 to force 3/4. When attempting to perform a
turning circle around the moored vessel, the model hull became
uncontrollable when it was beam-on to the wind.

Other problems encountered were again cable drag and also main
engine malfunction which was diagnosed to be a faulty wiper contact
on the 47k preset shown in Figure 7.9. The cure was to replace it
with a standard potentiometer.

7.6.3. Commissioning Test 3. 12-20.9.83.

The frustrations of attempting to co~ordinate tide, weather and
wind on the River Plym made the search for a more desirable site a
high pricrity. Also, since much time was wasted in setting up, a site
where the model could be left would be advantageous.

Such a site was eventually found at the South West Water
Authority's water treatment works, Crownhiill. Here, the reseérvoir
measured 110 m x 110 m and, depending upon wind direction, wusually
contained at least one stretch of sheltered water. Further, the
reservoir was used by Plymouth Model Boat Club and - possessed an
excellent winched launching platform facility. In addition, mains,
power was available for test instruments and battery charging.

The tests were performed around one of the four corners of the
reservoir, depending upon wind direction. The vessel was
driven towards the corner, parallel to, and about 3 m from the side
for a distance of 50 m. It was then turned under radio control
through 90 degrees and piloted away from the corner, again parallel to

the side. The B-channel tape-recorder was wheeled on a trolley along
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the side of the reservoir, the connecting cable being held vertically
above the modelat.alltimes by means of a boom.

Several runs were undertaken and Figure 7.13 shows a typical set
of results. it cah‘ be seen that surge acceleration is fairly
ccnstant, but has a d.c. bias due to uneven balast. Sway acceleration
still contains a large component of roll which will be considered as
measurement noise by the optimal filter. Good correlation is cbtained
between rudder angle, heading and yaw-rate, all of which are
reasonably nolse-free signals.

Engine and rudder servos performed satisfactorily, although in
the latter case, if too much trim was applied, the rudder angle could
exceed 50 degrees. This allowed the feedback potentiometer to pass
the + 12V discontinuity point and the rudder would attempt to rotate
through 360 degrees and end up jammed hard over. The problem was

overcome by the use of mechanical stops at + 40 degrees.
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CHAPTER 8

FREE-SAILING TRIALS

8.1 Introduction

The

aims that were set when planning the execution of the

sailing trials on the model hull are listed below:

(i)

(ii)

(i11i)

(iv)

Track-Keeping

To demonstrate the ability of the control system to
lock onto a pre-defined track from any given combin-
ation of initial conditions.

Track-Changing

To show the system is able to change from cne track
to another when initilally under: (a)_steady—state
conditions, (b) transient conditions (as may be
experienced when way-points are close together).

Speed Control

To cbserve the characteristics of the forward velocity
control of the vessel.

Comparison With Theoretical Predictions

To compare the trial results with those predicted by
computer simulation.

Measurement Accuracy

To determine the accuracy of the measurement system
and the effectiveness of the filter/estimation
algorithm. This analysis has been undertaken by Dove

(78) and is not included here.

163

free-



Limitations
The trials were conducted at constant forward speed under calm
water conditions with the absence of tide, wind and waves. These
limitations were imposed because:
(a) Restrictions in speed and size of -the on-board
computing facility to fully implement the control
and filter algorithms.
(b} The problems of obtaining scaled disturbance effects
on open water with known mean and statistical
properties.

8.2 Selection of State Variables for Model

When a comparison between the model and g full-size vessel |is
made, two main differences exist:
(a) No positional measurement takes place on the model.
() The dynamics of the rudder and engines are rapid
and may be neglected.
Under these conditions, the state vector as defined by equation

{2.4) reduces to:

X = (uvy r) (8.1)

It will be noted that all of these variables are measurable from

the on-board instrumentation pack.

8.2.1 Reduced State Equations

The reduced state equations for the model, with no disturbance

terms, become:
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was again

corresponding feedback matrix

given in equations (8.3} and (8.

Q = diag. {0 o0 o.

= diag. {1 1}
S = |o.026 0 0 0
0 0.19E-5 0.00107 O.

The reduced version of eguation

-0.06795 2.765 -0.9329

- 0.00107 0.0479 O

with track and forward positiocn

Of interest is that the
equation (8.9)
Q weightings were- varied. This

switching from track to course-

setting S11

employed and the selected weightings,

together with the

for a forward speed of 0.75 m/s are
4)
0005 0.5 0.1 O 1 o}

(8.3}

-0.06795 2.765 -0,9329 -3.1029
0479 O 0 0 o
(8.4)

(8.4) is:

-3.1029

0 (8.5)
ter‘mss]Jl and S51 retained.
course-keeping terms s and s in

13 14

are almost identical to those calculated before the

implies that dual-mode control

keeping may be implemented by simply

to zero without fear of instability.

The optimal closed-loop eigenvalues for the 8-state system with

feedback matrix (8.4) are:

s = -4.8235 ; -=0.3998 ;, -=0.1427 ; -0.2521 ;
0.0 ; -0.0317 ; -0.105E-4 ; -4.9999. (8.6)
Figure 8.1 shows a simulation of a 90 degree track- changing
situation using the reduced state equations (8.2) together with the
feedback matrix (8.5) when the forward speed is 0.75 m/s. Here the
dual-mode controller switches from track to course-keeping when the

course error exceeds 30 degrees.

The way-point advance is 15.75 m and
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estimates, the latter being unavailable. This dilemma is unavoidable
in a real-time situation.

8.4.1 Program Structure

Apart from the obvious functions of estimation, filtering and
control, an important programming feature is that of logging measured
and computed data. The following parameters are stored at each
sampling instant:

{(a) Raw measurements of state variables: forward and

lateral velocity, heading and yaw-rate (4 x 112).

(b) Best estimates of state variables (4 x 112).

(c) Demanded and actual rudder angle and engine speed

(4 x 112).,

(d) Caomputed track co-ordinates (2 x 112).

The final sizing of the DIMENSION statements were left until the
end to use up all available memory space.

Subroutines

The program employs the following main subroutines (BASIC) and

utility subroutines (Assembly Language)

Main Subroutines

Statement Number = Subroutine Function
3000 Estimation Algorithm
3100 Filter Algorithm
10000 Measurement Subroutine
12000 Control Algorithm
13000 Mean and Standard Deviation
15000 Mathematical Model

Utility Subroutines

10400 Analogue/Digital Conversion

10500 Digital/Analogue Conversion
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8.4.2 Computation of Mathematical Model

The discrete mathematical model of the vessel is recalaculated
for the esfimation algorithm during each sampling  interval.
Initially, this was performed in a similar manner to the mainframe
program, i.e. by determining the elements of the F and (G matrices
and then calculating the discrete state and control transition
matrices Aana B using the power series expansion technique outlined
in Appendix Al.5.

The mainframe subroutine TRNMAC takes into account the first 50
terms in thé expansion: and when the routine was performed in BASIC on

the TMS 9900 the following run times were observed:

Number of Terms Run Time
in Expansion (seconds)
50 30
20 12
5 3

In order to maintain an accuracy up to. 3 decimal places in both
A and B matrices, the absolute minimum number of terms in the
expansion was 5. Unfortunately, a total program run time of 3.4
seconds was still too high to be considered.
An alternative approach based on perturbation theory was finally
employed to calculate Aand B directly.

If it is assumed that:

=
n

F (u,v,r,t)
B - (u,v,r,GD,nD,t) (8.7)

then, for small perturbations in u,v,r,5D and Ny
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a = aAll u + aAll v + aAll' r
11 3 u v 3 ‘
a b ic
3B42 8B42 3B42,
b42 T v |Vt “p
a b D |e (8.8)
The TRNMAC routine was run varying u,v,r, 6D‘and n, in turn over

their expected ranges and the partial derivatives for each element
calculated. A summary is given in Appendix 5.

When tested on thé TMS 9900 the perturbation technique gave an
accuracy equal to ten terms in the power series expansion and took
0.58 seconds to run. Dove undertoock further mainframe simulation
tests using both methods in order to validate the precision of state
variable computation (78).

A complete 1listing of the real-time program, including the
control, modelling and estimation routines, is given in Appendix A6.4.
8.4.3 Bench Testing

So that the final version of the program could be tested, the
instrument pack, together with the heading gyroscope were mounted on a
trolley and interfaced with the TMS 9900. Since, in reality, the
vessel would be moving with very small accelerations, signals from the
instruments were obtained by rotating the trolley, at a suitable rate,
through some prescribed angle. The xo,yo filtered track parameters
were fed to D/A converters and output to an analogue X-Y plotter.
Figure 8.3 shows the trace from a typical run.

The instruments, computer and servo-systems were now mounted in
the 5502 hull (re-named St. Nicholas, -after Sealink's flag-ship, a
car-ferry of similar size and displacement) and the hull re-painted

prior to the final tests.
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4. Specify which measurements are to be filtered and
-adjust Kalman gain matrix.

5, Allow vessel to float freely for 1 minute to enable
60 measurements from each instrument to be made.
Calculate and print mean and standard deviation, the
former being subtracted from any future measurements,
the latter being used in the filter measurement noise
covariance matrix.

6. Un-plug the umbilical and pilot vessel to position C.
This is performed by the radio-control operator stand-
ing at E and lining model up with sighting poles F.

7. During the test, still and video cameras monitor the
vessel's progress, either from G for track-keeping, or
from I for a track-changing.

8. Upon completion, manceuvre model under radio—coﬁtrol
back to B, plug in unbilical and dump data to terminal.

A similar procedure may be employed when operating from position

Typically, a test would reguire 5 minutes to align the heading
gyroscope, input the track and filter data and measure the mean and
standard deviation of the instrument signals. The run itself would
take 2 minutes and a further period of about 25 minutes would be
required to print the data to the terminal. During this 32 minute
time interval the computer SV power supply regulator became extremely
hot and a 10 minute cooling down period was allowed, prior to the
execution of the next test. At every copportunity (i.e. during data
print-out) batteries were placed on charge. In this manner, 3

successive runs could be undertaken before a complete re-charge of all
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batteries became necessary. This enabled, weather permitting, up to 9
TUNS t§ be performed in a single day.
8.6 Test Results

A total of 19 runs were conducted during the period 30th May -
8th June 1984, the details of which are given in Table 8.1. It must
be remembered that the effectiveness of the filter as well as the
controller was being studied, and not all tests have significance in
context with the latter. Runs 1, 4, 6, 7 and 8 are particularly
concerned with filter tuning and detailed discussion is presented by
Dove (78). In Runs 3 and 5, the filter closely resembled its final
form, and the test results may be considered to be valid.

wWith Run 2, the heéding gyroscope was inadvertently left caged,
and as the measurement was unfiltered, this led to the condition of no
heading feedback. This set of circumstances was considered in 5.5
where 1t appeared that no stable solution existed. This was indeed
the case and the system became dynamically unstable, highlighting the
fact that if system integrity is to be maintained, a filtered estimate
must always be available under conditions of gyro malfﬁnction. No
data was printed from this run.

The following runs were selected for detailed analysis:

Run No. Objective Reason for Choice

3 and 5 Track-Keeping Positive initial track error
9 Track-Keeping Negative initial track error
10 Track-Changing Steady-state conditicns at
change, no disturbances.
12 Track-Changing Steady-state conditions at
change with wind gusting force 3/4.
1% Track-Changing Initial track error, producing

transient conditions at change.
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8.7 Analysis of‘Reéults

In assessment of system performance it must be clearly
understood "that:

(i) Any difference between the filtered measurements and

the actual states of the vessel is a measufe of the
performance of the optimal filter.

(ii) Any difference bétween the filtered measurements and
the desired states is a measure of the perfqrmance of
the optimal controller.

It must be with respect to (ii) above that the analysis of the
controller is conducted. However, for the purpose of comparison, the
final position of the vessel relative to the sighting poles ié
shown on track plots.

Figures: 8.11(a) and (b) are repeated exposure photographs for
ruhs 5,(track—keeping) and 10 {(track-changing).. In tﬁe former, the
sighting poles at H and F (as defined in Figure 8.4) can be seen on
the far bank, and in the latter the sighting pole at position K.

Figure 8.12, mounted beneath Figure 7.8(b) in Chapter 7, shows
the model in a tight‘turn during a track-changing manoeuvre.

The measured data for all runs was input from keyboard into the
mainframe PRIME 9950 and é common database established. Computer
-8imulations were then conducted for each run, matching in every case
simulated and measured initial conditions. Raw and filtered
measurements (again the former for comparison only) were superimposed
upon simulation data. Figures 8.5 through to 8.10 are the graphics
output for Runs 3, &, 9, 10, 12 and 19 respectively.

When attempting to quantify the "goodness" of a contreol system,

one 1is really asking the question: what error exists between the
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" 'Figure '8.11 (a)

" "Run '5: Track-Keeping

" 'Figure '8.11 (b)

"Ruh'lo:'TrackéChanging.~
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desired value and the Teasurement of the actual vaiue over the control
interval? The‘.answer must lie in the form of a_performance' index,
and " the quadratic form of thosevgiven in equations (6.3) relate best
to the optimal control law employed here. -

Where matpeﬁatical MQdeyling techniques are used in the design
‘of dynamic systems and some coptimal solution is sought, -the ultimate
response: of the simulation model must be considered as an ideal thaé
the real system will approach. The measure of the degree of‘éloseness
of the two systems: will be reflected in their respedtive performance
indices.

The generalised performance indices (with the exception of Jx
which has no relevance to the present set of state variables) for both
the mathematical modgl and the physical model are given in Table 8.2.

Apart from controi quality analysis, it is also necessary to
validate the accuracy -of the mathgmatical model. Since both physical
and mathematical models‘are:responding tb.almost identical inputs, the
integral of the square of the residuals over the control period may be

used to define the following mathematical model validity indices:

t
! 2
Tw = Jt (u-) " 4t
o)
t
. 1 2
J = -
vy Jto (y-¢)  dt

t
_ ("1 ~ 2
Ty = Jt (by=9,) " at
C
t
_ {71 ~ 2
Tgs = J- (6,-6,)° at

t
_ {1 ~ 2
Jnn = [t (nA-nA) dt (8.9)

A list of mathematical model validity indices for the trials on

the reservoir are given in Table 8.3.
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CHAPTER 89
CONCLUSIONS

9.1 Introduction

The research summarised in this thesis has—begn concerned with
the design and evaluation of a control system which could be utilised
for automatic pilotage of surface ships in confined or restricted
waters. This final chapter reviews some of the principal conclusions
and observations based on the work and considers the possibility of
future developments.

9.2 Modelling Techniques

Mariner Hull

The first‘sectiqn‘of'work was devoted to the development of a
matheﬁaticai model Ehaf adequéteiy describes the motion of a.vesselAin
a manoeuvring situation. A coﬁprehensive computer simulation study
was conducted on the Mariner hull form using hydrodynamic data from
the work of Chislett and Strom-Tejsen (67). A comparative evaluation
with full-scale measurements taken by Morse and Price for the USS
Compass Island {66) showed that a non-linear, time-varying model m&st
accurately represented the motion of the hull in surge, sway and yaw,
particularly with tight manoceuvres,

The model gives pgood correlation with the full-size ship in
terms of both transient and steady-state behaviour over a range of
_forward velocities from 2.572 to 7.717 m/s and yaw-rates up to + 1.0
degrees/second; which corresponds to 25 degrees of rudder. It does

not however cater for:
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(1) Changes in handling qualities due to operational

loading or trim.

(ii) Shallow water and bank effects.

(1#1) The action of passing ships.

Disturbances were modelled in terms of hydredynamic effects of
current and aerodynamic effect of wind. The aerodynamic data for the
Mariner hull was taken from wind-tunnel tests performed bylEda (62).
The disturbances were considered to contain both mean and stochéétic
compoﬁents which c¢ould be scaled to simulate a range of weather
conditions that might occur in Plymouth Sound. The stochastic nature
of the disturbances were correlated in terﬁs of magﬁitude -and
direction.

Use was made of the disturbances to deflect the vessel from some
desired track and, in the absence of measured data, no‘attehpt was
made to quahtify the resulting motion. The effect of waves on the
hull was not considered. |

Car-Ferry Hull -

As a consequence of the Mariner modelling exepciée, there
existed a simulation package that had been extensively tested on a
single vessel but was as yet untried on other ship types. Due to time
limitation and lack of availability of +the large. number of
hydrodynamic coefficients: required, it was decided that future
validation of the simulation package could be made using experimental
data derived from tests on the model car-ferry hull.

The towing-tank testsA at the National Maritime Institute
resulted in a set of accurately measured steady-state hydrodynamic
coefficients for the model car-ferry, the yaw-rate dependent
coefficients being obtained .later from free-sailing tests. No

measurements were taken, however, of the added mass coefficients which
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affect fhe transient behaviour of the vessel. The assumption that the
ratio of . non-dimensional added mass to non-dimensional ship mass was
the same for both Mariner and car-ferry, due té their éimilar block
coeffic;ents, was shown to pe true from the magnitude of the validity
indiées obtained by comparison of real and simulated data.

The aerodynamic coefficients for the car-ferry hull are based on
equétions (3.18) and must be assumed to be approximate in the absence
qf measured data.

9.3 Controller Design and Evaluation

The design of a multivariable system to control simultaneously.
track, heading and velocity of a ship modelled by a set of non-linear,
time-varying differential equations is a challenging requirement.

Linear Analysis

The task 1is simplified when the time-varying and non-linear
effects_are removed, anq it was fpr these conditions thaﬁ the system
was demonstrated to Eé fully " state éontroilablé. What effect
variations in forward velocit&, yaw-rate and other parameters have on
controllability still as yet remain unanswered.

Optimal coﬁtrol of systems with linear dynamics using quadratic
performance criteria {(LQP control) has an explicit -solution giving
directly the optimal control law. The matrix recursive equations
(5.19) and (5.20) integraté in reverse time to give the solution of
the steady-state matrix Riccati equation together with the parameters:
of the feedback matri#. The time intgrval required for steady-state
convergence is equal to the settling time of the dominant closed-loop
eigenvalues, needing many recursions when the sampling time is small.
This means> that the algorithm is demanding in terms of processor

utilisation and a more efficient technique might be to use the Potter
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algorithm(BZ).This requires that a 2n x 2n matrix is formed, the
eigenvalues of which correspond to those of the optimal system.
The use of optimal root loci is a very visual approach and‘gives
great insight into the effect of changing parameter weightings in the
Q and R matrices. An important outcome.of linear design analysis
is the dependence of dynamiq stability upon heading feedback.

Non-Linear Analysis

wWhen the effects of-system non-linearities were considered, it
was discovered fhat the optimal closed—looﬁ poles had very little
depérture from their assigned positions, even in very tight turns.
From this it wés concluded that controiler adaption was unnécessary
for turning manoceuvres.

Adaptive Optimal Control

Variations in forward velocity has the efféect of radically
changing system open and closed-loop poles and a éystem tuned to
provide satisfactory response at”7.717 m/s will be highly 6scillatory
at 2.572 m/s, .

A method of adaption was proposed whereby the complex éldééd—
loop poles maintain their original optimally.aSSigned positions. The
controller synthesised from the variations of required feedback matrix
elements takes the form of a "gain scheduling controller" where, in
general, the gaiﬁ of the time-varying elements"is | inversely
proportional to the square of the forward velocity.

Disturbance Control

It is not possible under an optimal policy to employ integral
control action without affecting the closed-loop poles. An
alternative method, referred toc as active disturbance control, was
investigated. The technigque relies upon knowledge of the disturbance

model of the vessel, together with the nature of the disturbances. It

201



was found thatICOmblete instantaneous force and moment\ cancellation
was not possible due to the dynamics of thé controls themselves,.
together with their force/moment characteristics. A compromise
solution was proposed whereby emphasis was placed upon the balancing
of disturbance and control moments.

9.4 Performance Chafacteristics

The performance evaluation of three different types of control
strategy was undertaken. .The first of these, Reverse-Time Integration
provides the -only true means of anticipating desired state
trajectories. | A reverae-time command vector 1is generated from
knowledge of the ship's closed-lcop dynamics together with the desired
étate vector. Inbuilt into the command vector, which must be
available prior to the vessel entering port, is the inverse of aill
transient and steady-state errors.

The technique was_found_to possess good t#ansient anticipation
but  suffered from a lack of steady-state accuracy, the latter being
sensitive to controller setting.

The second control strategy incorporates dual-mode control with
way—-point anticipation. This 1is a simple concept that allows the
rcommand vector to be replaced by a method of advancing way-points so
that track-changing occurs without overshoot. At the advénced way-~
point position, a switch is made from track to course-keeping. This
initiates a turning manceuvre and when the course error is less than
a prescribed amount (thirty degrees was found to be suitable) the
track-keeping mode is re-established.

Dual-mode control was found to possess excellent track-keeping
capability as can be seen in Figure 6.7. The gene;alised performance

indices given in Table 6.4 show that for this run, Jy and Ju, which
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relate to track-keeging ability and forward vélocity control, both
have ‘a global minimum. It will be observed by comparing Jy with Jw_
that good track-keeping performance is achieved at the expense of
‘good course-keeping, for when a vessel pulls onto track it. must
always incur a course penalty.

The third policy uses a combination of ship and ear;h‘ related
state variables to allow a multivariable éontrol strategy, referred to
‘as dynamic position-~keeping, to be used to Acontrol the vessel's
heading and forward speed, together with its position on the earth's
surface. The method has the advantage thét filtered positional
information taken from navigatiﬁnal equipment may be used directly in
the feedback loop, but suffers from: the problem that the feedback
matrix becomes a function of the desired heading.

It will be observed that the performance indices in Table 6.4
for- position-keeping runs 7 and 8 correspond to.those for the dual-
mode simulations 5 and 6, i.e.' the net outcome of both strategies is
the same, the difference lfing in the manﬁer in which the problem has
been tackled.

It was concluded that reverse-time integration is a’
sophisticated solution but with practical difficulties, whilst dual-
mode control and dynamic position-keeping ultimateiy perform the same
function, +the former being more straight—fgrward.to use. Hence a
dual-mode policy with way-pcint anticipation was selected 55 the 'best
contrel strategy to implement in the physical model.

Adaptive Contfol Performance

As predicted at the design stage, oscillatory track-keeping
- performance occurs when a vessel travels at low forward speed with a

fixed gain feedback matrix as shown in Figure 6.12(b). The gain

scheduling controller proposed in Chapter 5 provided the vessel with
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unchanging yaw dynamics .as its forward speed varied.This had the
effect of reducing track transient ernoré but with the penalty of
significant increase in rudder activity.

It was observed, however, that when adaption takes place with.
constant Q and R matrices atAeach forward speed, the ship always
moves along an identical track. This form of adaption was considered
more desirable than the fixed eigenvalue policy and the parameters for
a gain scheduling controller were again computed. These were found,
in general, to be proportional to the inverse of the forward speed.

Disturbance Control Performance

Comparison of Figures 6.10 and 6.11(a) show quite clearly the
benefits that can be obtained by the use of disturbance control. In
the latter, however, it is assumed .that the nature of the
disturbances are known, i.e. that they can be measured. The use of
anemometers to measure wind.strength and direction presents no problem
but-difficulties arise in the measurement of cu;rent. One possiﬁiiity
is to place current-meters at strategic poinfs in port approaches and
radic information to passing vessels. Alternatively, dopplar sonar’
may be used to monitor surge and sway velocity relative to (a) sea-
bed, (b) water, the difference being the velocity of the current.

If, however, no measurements exist, but an approximate mean
estimate for both wind and current is available as input to the
controller, some improvement will result as seen in Figure 6.11(b).

At reduced forward speeds disturbance control is less effective
because of the corresponding reduction in rudder control moments and
forces. Eventually, a saturation point occurs when the maximum
control effort available is insufficient to counteract the disturbance

effects.
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9.5 Implementation and Testing

The factors that governed the selection of measurement and
control system hardwére for the physical model were:

(a) cost

(p) size

_(c) accuracy

(d)- "in house" availability

(e) "in house" expertise.

This resulted in a system that was not ideal, but had the
potential to wo;k. Initial tests on the bridge of the- Amorique
demonstrated that the prototype measurement system had sufficient
sensitivity to detect motions of a full-size vessel.

Apart froa tuning feedback loops, the rudder servos on the model
gave 1ittle' trouble. There was a problem; however, with the main
engine driye amplifiers, which were always working close to their
upper saturation lével in order that the prépéllers could operate at
the mean design speed. As' a result, when testing on the reservoir, the
speed control system was unable ‘to cope with a wide range of demanded
engine speeds about the mean value. To avoid the possibility of
amplifier malfunction‘due to freqéént overload, the optimal céntroller
weightings Qere adjusted to]provide-a-constant'demanded speed with
only small perturbations, with the -incurred penalty of largely
ineffective forward velocity control.

Although the sides of.the reservoir were sheltered, the central
area always remained exposed. Track-keeping runs therefore, could be
performed in conditions of moderate wind, but track-changing runs
required calm weather, usually found early in the morning or late

evening. Run 12 in Figure 8.9 is a good example of where the model is
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deflected off-track by a forée 3/4 wind experienced in the middle. of
the reservoir.

However, 7in calm water, the model responded well and the
dominant closed—loop dynamic characteristics for both simulated and

measured systems can be extracted from runs 3 and 5 and are listed in

Table 9.1.
Run Simulation mD ‘ mn Closed-Loop
or ‘ g
No. - Measured (rad/s) | (rad/s) Eigenvalues
3 Simu}ation 6.0668 | 0.581 0.0821 -0.0477+j0.0668
3 Measured 0.073 1 0.437 0.0812 -0.0355+j0.073
5 Simulation 0.0654 . 0.590 0.0810 -0.0478+j0.0654
5 Measured 0.0654 0.500 0.0755 -0.0378+j0.0654
Table 9.1

Closed-Loop Characteristics of Model

Table 9.1 reinforces the data presented in the form of wvalidity
indices that in general the closed-loop dynamics of both physical and
‘mathematical models are very close. The damping in the physical
system is slightly less than that in the mathematical one and is
thought to be due to small inaccuracies in thelyaw—rate coefficients
measured from free-sailing tests on the River Plym.

9.6 Future Developments

Within the given limitations of the reservoir trials, the
performance of the physical model closely corresponded to theoretical
predicticns, and demonstrates the effectiveness and accuracy of the

synthesis and analysis +techniques employed. Although. these trials
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concludé the - present programme of work, they are also the “starting
point for the next phasevof research.

It has been appreciated throughout, that the detailed information
obtained for the ship mathematical model was for one carefully defined

set of conditions only. Further, data regarding dynamic

" characteristics (added mass) was missing and had to be approximated.

The handling characteristics of surface ships undergo
sipgnificant changes depending upon operational and environmental
conditiongs. It is important therefore to have within the system a

parameter estimation algorithm that provides the controller and filter

'with. frequenﬁ updates of the mathematical model. Parsons and Cuong

(37) in 1980 studied the effectiveness of a two-loop system, an inner
control loop and an outef géin update loop, the latter taking the férm
of either a weighted least-squares, or a minimum variance pargmeter
estimator. Bouncer (83) has used on-line methods of identification
énd _parametef estimation for a noisy electrohydraﬁlié system and
Kallstrom (84) has employed similar techniques to investigate ship
steering properties. Abkowitz (85) employs an extended Kalman filter
technique to .identify hydrodynamic characteristics from ship
manoeuvring trials. Slender body theory has been applied by Hwang (86)

in the identification of non-linear hydrodynamic coefficients and to

show the cancellation effect.

The integrated use of identification, estimation and control
algorithms to form optimal self-tuning systems has been explored by
Grimble et. al. (87), (88) with particular reference to the dynamic
positioning problenm. This 1is an area where there has been much
activity and optimal self-tuning systems for dynamic pesitioning now
exist. Saélid et. al. (89) discusses an instability problem on the

ALBATROSS system and points out that the real life situation often
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results in a sub-optimal solution due to compromise in terms of
performance, ph&sical costs and the technical costs of modelling and
tuning.

The track-keeping performance of a vessel is very dependent upon
accurate positional méasuremént. Apart from the deQelopment of
satellite navigational sys£ems such as GPS, there is a growing
interest in localised position-fixing systems. A state-space
contfoller.has been designed by Gilles et. al. (90} that locks a ship
onto an underwater pilot or leader cable and the systém was
_ successfully tested over a.distance of 4 km.

An offshoot from dynamic positioning technology is the use of
acoustic transponders that lie on the sea-bed in port approaches to
provide positional information to ships in close proximity. Smith (91)
reports that Krupp Atlas-Elektronik have developed an automatic
pqsitiop fixing system that uses a laser beam to measurgl dynamically
botﬁ range and bearing from shore to ship. fhe system is cléimea to
have decimeter accuracy.

The danger with automafic track-keeping is always the risk of
collision. The potential integration of automatic track—kéeping with
collision avoidance systems very much depends upon how reliable and
accurate the measurement of relative position and velocity of nearby
sﬁips can be made.

The main problems are noise on radar data coupled with small
perturbation of ship motion. Merz (92) is investigating the use of an
optimal filtering algorithm to obtain best estimates. Lanka (93) has
developed a continuously adaptive Kalman filter for tracking
manoeuvring radar targets. Stockel and Colley (94) have been working

on collisidn avcidance algorithms that enable a vessel to follow the
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"rules of the road" in a potential collision situation.

It is envisaged that iﬁ therimmeaiate future, developments
the continﬁing ship dyhamics and control research programme
Plymouth Polytechnic will take place in.the following areas:

(a) Identification and Parameter. Estimation

in

at

Carrying on the work of Bouncer, the free-sailing car-ferry model

will be used as a vehicle to investigate on-line identification

techniques such as Linear Least Sguares and Maximum Likelihood
comparative evaluation with existing towing-tank data.

{b) -Integzéted Track-Keeping and Collision Avoidance

The guidance system devised by Burns and Dove will
implemented on the Polytechnic survey vessel for further testing
evaluation. The system will then be expanded to encompass

collision avoidance algorithms of Stockel and Colley and

for

be

and

the

the

feasibility of a fully integrated track-keeping and collision

avoidance system investigated.
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NOMENCLATURE

Constants in control equation.

Constants in Gauss-Markov functions for wind.
Constants in Gauss-Markov funct;ons for current.-
Cost function coefficient.

Analogue to digital converter.

Projected propeller blade area.

Radius of track-changing arc.

Way-point advance.

Projected area in x and y directiocns.

Total acceleration vector.

Components of Jin x, y and z directions.
Statg transition matrix.

Constants in Gaﬁss-Markov functions for wind.

Constants in Gauss-Markov functions for current.

‘Cost function coefficient.

Control transition matrix.

Coefficients in cubic polynomial expression.>
Covariance.

Cost function coefficignt.

Ceﬁtral processing unit.

Communications register.

Scaling factors in disturbance equations.
Drag and 1ift coefficients.

Disturbance transition matrix.

Propeller diameter.
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fll'flz 87'f88

F ,F
x'y
F

FC

gl )

911'912° "985 9g6"
G

J
a

Height of vessel above.waterline.
Digital to analogue converter.
Reverse-time command transition matrix.
Expected value.

Reverse-time control transition matrix.
Eunction-of.

Elements of system matrix.

Aerodynamic drag aﬁd Iift forces.
System matrix.

Clased;loop system métrixi

Function of.

Elements of foréing matrix.

Forcing matrix.

Disturbance control matrix.
Disturbance forcing matrix.

Fﬁnétion of.

Non-linear function of.

Moments pf inertia about mass centre.
Identity matrix.
Cost'function/peyformance criterion.

Screw advance coefficient.

.Jx:Ju,Jy,waJs,Cnpeneralised performance indices.

J ,J

[ Yy.waszﬁuﬂuyathematical model validity indices.

Kok K,

K

Ky KyrKy Ky

Increment counters,

Sum of all external moments about roll
Constants in control equation.
Constant in Nomoto equation.

Rudder and counter rudder gain.

Propeller thrust coefficient.
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L;L
PP

9117929 --- 999

9gsg

9319397 97 9q

Q
Q

C

Ship length between perpendiculars.

Beam..

Total mass of ship.

Non-dimensional mass of ship.

Sum of all external moments about pitch axis.
Axial momentum across propeller,
Command‘véctér.

Actual and demanded engine speed.

Sum of all external momen£s about yaw axis,
Sum of ﬁomenﬁs due tocurrent about yaw axis. -
Rudder moment to counteract disturbances.

Rudder disturbance coefficient.
Linear yaw hydrodynamic coefficients.

Non-Linear yaw hydrodynamic coefficients.
Sum of moments due to wind about yaw axis.
Roll-rate.

Coefficients in propeller equation.
Program counter.

Pitch-rate

Weighting matrix scalar.

Elements of state error weighting matrix.
Variance of wind and curreﬁt.

State error weighting matrix.
Controllability matrix.

Yaw-rate.
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r Weighting matrix scalar.

Elements of control weighting matrix.

! T11°%22

T}D . besired value of r.

RAM :whgandom access memory.

r Desired state vector,

Mo Deéired earth-related state vector.
R ' éontrol weighting matrix.

s’ 7 . Léplace operator.

®11°%12 -~ Sa7’ ‘
'SéB- 7 Elements of feedback gain matrix.
ST Program status register.

S ' Feedback gain matrix.

t Continuous time.

Non-dimensional time.

Thrust deduction fraction.

Sampiing time interval.

Time constants in Nomoto equation.
Current time constant.

Damping time constant.

Engine time constant.
Propgller_thrust.

Automatic permanent helm;

Rudder and counter rudder time constant.
Transformation matrix.

Surge velocity.

Wind velocity 1in surge direction.
Mean velocities of wind and current.
Speed of advance of propeller.

Velocity of current in surge direction.
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[ c!

cd

WP

W

Desired value of surge velocity.
Earth-related ve;ocity (due North).
Desired value of u s |

Velocity of propeller race.

Vector sum of surge and sway velocities.

Total wind velocity.

- Total velocity of current.

Vectof of inputs to system.

Horizontal gust magnitude, parallel to wind
direction.

Vector of control inputs to‘syStem.

Vector of disturbance control inputs to system.
Total horizontal gust magnituae.
Oﬁtimal‘control.

Sway velocity.

Wipd velocity in sWay-diréctioﬁ.

Veiocity of current in sway direction.

Desired value of sway velocity.

Earthfrelaéed velocity (due East).

Desired value of vy

Horizontal gust magnitude, penpendicular to\wind.
Liapunov function,

Heave velocity.

Gaussian random processes for wind and current.
Wake fraction.

WOfkspace pointer.

Vector of disturbances..

Vertical gust magnitude perpendicular to wind
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>

direction..

Riccati matrix. .

Distance travelled‘in surge direction (Judt);
Non-dimensional length.

. th
Earth-related co-ordinate of i way-point.
Desiréd value of x.

Earth—reiatéd distance co-ordinate (Northing).
Desired vglue of ﬁo.

Parallel distance travelled from way-point.

Sum of éll external forces in surge direction.
Sum of forces due to current in surge direction.
Distance to mass centre in surge direction.
Propeller thrust to counteract disturbances.
Propellér disturbance coefficient.

Linear surge hydrodynaﬁic coefficients.

Non-linear propeller derodyﬁamic coefficients.

Non—lineér surge hydrodjnamicIcoefficients.
Sum of forces due to wind in sﬁrge direction.
Ship—related state vector.

Best estimate of state vector.

Distance travelled in sway direction ([vdt).
Earth relgted co-ordinate of ith way-point.
Desired value of y.

Earth related distance co-ordinate (Easting).
Desired value of yo.

Perpendicular distance off track.

Sum of all external forces in sway direction.

Sum of forces due to current in sway direction.
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Distance to mass centre in sway direction.

Lateral force on hull due to rudder.
Linear sway hydrodynamic coefficients.

Non-linear éway hydrodynamic coefficients.
Earth related state vector.

Distance travelled in heave diréction kadt)
Earth related'height co—ordinate.

Sum of all external forces in heave direction.
Distance to mass cenpre'in heave direction.

Vector of measured values.

Earth related wind angle.

Mean angle éf wind and current..
Egrth rel;ted cur?eﬁt anéle.

Drift angle.

Actual and demanded rudder angles.
Damping ratio.

Weighting.factor.

Aspecﬁ ratio - x and y directions.
Aspect rati6 correction factor.
Density of water and air.

Standard deviations of wind and current.
Actual and desired course angle.
Course error.

Track angles.

Course angle of mathematical model. -
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oy Damped and undamped natural frequency.
Q Angular rate vector.

Special Notations

Dot notation is used for time derivatives.

ap 2
A at

e

i

Clarke'sbar notation is used for non-linear hydrodynamic

coefficients.

»i

2% ¢ _ 1 2%
2 & .3

I
o=

uu uuu
du

3u
Hat notation is used when referring to best estimates.

Py

i.e. X 1is the best estimate of X
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APPENDIX 1

MATHEMATICAL MODEL PARAMETERS

AYx.).. Linear Time-Invariant Model
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Al.5. Computation of theé Discrete State and Control Matrices

For the linear‘consﬁaﬁt%coefficient-system:
XY = X + 6 uce
‘the discrete :solution is:
X((k+1)T) = eFt %.(KT) + IT'EFTEGU(T)dT
o

If (1) is piecewise constant over the interval ‘T, then

x( o+ T) = AT X(kT) + B(T) Y™

where, AKT) = eIFt

i
[
m
o
I
—_
g
I
'—l
o

andi, BkT)

‘For general appliications the exponential matrix may be evaluated by a

digital computer program based on -the following arrangement of the

equation
Acr) = ] +Fr +F2 1%+ e, + P o2 PR R
TS (-1 LY
=l +Frifs Fzoel+Fo (F#-e
2 3
fFr_ (1+Fz_ «1+Fn D]
(T-2) (L-1) L
Similarly,

By =a( [ +Foll+Focl+....
2 3
er +FT_ tl+Fz_ (1+FD HYG
(: ) ! L

Starting with the innermost factor, the number: of terms L in.the
series: approximation must be decided beforehand. When implementéd in

subroutine ‘TRNMAC, a value of L = 50 was found to belsufficienﬁlyvaccurate;
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APPENDIX 2

MhRINER HULL HYDRODYNAMIC COEFFICIENTS

Particulars of Full-Size Vessel

Hull
Length between perpendiculars Lpp = 160.9 m
Draught = 9.07 m Displacement = 17.1024 x 106 kg
Beam = 23.17 m Block Coefficient = 0.6
. 9 2
I about mass centre = 21.74962 x 10 kg m
Rudder ’
Maximﬁm Design Angle = 37-40 degrees
Maximum Rudder Rate = 2.5 -~ 3.7 degrees/second
Closed-Loop Time Constant T = 2 seconds
R :
Preopeller
Number of Propellers = 1
Number of Blades = 4

Propeller Diameter = 6.706 m
Direction 'of Rotation = right-handed

Closed-Loop Engine Time Constant T = 2 seconds
N
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Surge Hydrodynamic Coefficients

Sway Hydrodynamic Coefficients

Coefficient| Non-Dimensicnal Value Dimensionalising | Coefficient| Non-Dimensional Value Dimensionalising
Quasi-Linear | Non-Linear :Factor Linear and Non-Linear Factor
Quagi-Linear
3 ‘ - 2
xn' 0.0000462 holL 16' 0.0027 ; ©.00255 YL ur
X' -0.0012 ~6000* Imr.“’u T 0.52 - ka3
' -Q.0005 184 -0.00042 ‘-mr.a Yl'm - 2104. 307+ -
T, - ~1860. 436+ - Y, -0.01243 '.0.0116 L’y
¥ - -272.047* - 2.0 1-0.0070384 | ~0.00748 L
uuu v
X, - -15155,8¢ . ¥ | 0.0028616 | 0.0022 wily
x'a- -0.015 | =0:015 lg:ﬂt.zuA . ¥, ~0.00027 -0.000086 wort
X - ~0.008988 ‘:pL2 ¥ ! -0.056 ~0.056 Lo LZU
v a a A
i - 0.00018 oL ¥ - -0,080782 ot /u
r . . wv
. 22 ' k|
Xeo -0.000948 'wLu ?m - 0.15356 (L") /U
b4 - 21855.5* s - -0.00082 wily
an 444 T
o _ 2
Yoo 0.011896 WL
* dimensionalised form
Table A2.1
Mariner Hull Hydrodvnamic Coefficients
Yaw Hydrodynamic Coefficients
Coefficiant | Non-Dimensional Value Dimensionalising
' Linear-and Non-Linear Factor
! Quasi-Linear
N, -0.00126 -0.001274 ‘zbl:.]u'
Nn' -0.26 - l:pt."I
L - . -169291.5* -
Nv' -0.00351 -0.0026135 ‘xpLjU
Nl 0.00005 -0.000227 yrt
N -0.00227 -0.00166 vty
NE' =0.0000165 =0.000437 ‘:QLS
\ k|
N‘ -0.0017 -0,0017 ‘:QaL UA
' 3l
Nuv’n -0.0Cc46 =0.0046 Hpal.A
T _ 3
N 0.016361 (L7} /U
— . - . 4
N o 0.05483 (hpL ™) /U
g o« R 3
N556 0.00041 Wl ur
iaw' - -0.00489 oo’
* dimensicnalised form
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APPENDIX 3
TOWING TANK RESULTS CAR FERRY HULL 5502

A3.1l.:. Hull Resistance

Forward Velocity u. Force in x-Direction

(m/s) 1 . (M)

0.255 | -0.428
0.505 | ~1.833
0.750 -4.213
1.003 -7.518
1.250 -11.731
1.500 -17.126

Table A3.1

Hull Resistance

Figure A3.1 shows a least-squares fit of the following cubic

polynomial to the data in Table A3,1:

X = 0.038462u ~-7.293782u> -o.227298u3 (a3.1)
so that,

X = 0.038462
u

X = -7.293782
uu‘

X = -0,227298 (3a3.2)
uugu

A3.2 Bollard Pulls

2
A least-squares straight line fit of thrust against nA as shown

in Figure A3.2(a) gives:

X = -0.0482 + 1.1563x10" > nA2 (A3.3)

or,

X = 1.1563x10—3 (A3.4)
nn

A3.1




Propeller Speed ny nA2 |Thrust
(rad/s) (rad/s) > 1 o
10.47 109.66 0.120
20.94 438.65 | 0.480
31.42 986.96 | 1.079
41.89 1754.60 | 1.918
52.36 2741.56 | 3.117
62.83 3947.84 | 4.367
73.30 ' 5373.45 | 6.148
83.78 | 7018.39 | 8.135

Table A3.2(a)

Bollard ?ulls - Both Propellers Ahead

the screws are ahead or astern.

Propeiler Speed n, Thrust
(rad/s) (N)
83.78 3.853”
73.30 2.877
62.83 2.124
52.36 1.387
41.89 0.891
31.42 0.462
20.94 0.154
1c.47 0.069

0.0 0.0
-10.47 -0.103
-20.94 -0.154
-31.42 -0.393

cont.. cont..
A3.2

It will be observed that the relationship Thrust =‘§£nnA2

suffers

from the disadvantage that a positive thrust results, whether or not



Propelier Speed n, Thrust

(rad/s) (N)
cont..

-41.89 -0.617
~52.36 -0.976
-62.83 -1.559
-73.30 -2.021
-83.78 -2,791

Table A3.2(b)

Port Screw Ahead and Astern

A least-squares cubic polynomial fit to the data in Table A3.2(b)

is shown in Figure A3.2(b).

The cubic thrust-speed law is:

X = 0.0107875n, + 0.8073x10_4nA2 + 0.4201x10° nA3 (A3.5)
A3.3 Self Propuision Points.

- | . o 3 3 —
Propeller u R =X n, T.+ R = xun =
Speed n, (m/s) (N) (N) X 0% u.n, T + R

Ll.nA
(rad/s)
25,13 0.25 =0.449 0.718 0.268 6.283 | -0.04267
50.27 0.50 -1.823 2.872 1.048 25.133 | —-0.04170
74.61 0.754 | -4.215 6.327 2.112 l56.258 -0.03754
Mean Value. X__ = -0.040637
un
Table A3.3

Self Propulsion Points - Both Screws Ahead

A3.3




A3.4 Rudder Experiments

Rudder Angle 6A X; b S S .
Degrees Radians b 4 10-3 X lO-3 X 10-3 '
5 0.087 0.005 | 0.268 | 0.126
10 0.175 | -0.052 | 0.537 |-0.264
15 0.262 |-0.172 | 0.784 |-0.406
20  0.349  |-0.303 | 1.218 [-0.550
25 0.436 | -0.449 | 1.528 |-0.687
30 0.524 |-0.699 | 1.693 |-0.772
35 0:611 |-0.882 | 1.899 |-0.833
-10 -0.175 | -0.083 [|-0.619 | 0.273
-20 -0.349 | -0.271 |-1.218 | 0.579
-30 <0.524 |=0.744 | 1.757 | 0.786
Table A3.4

Non-Dimensional Rudder Forces and Moments on Hull

From Figure A3.3(b),

X' = -0.002216A2 (n3.6)

hence, isa = ~0.00221 (A3.7)

The non-dimensional sway-force/rudder relationship is shown in

Figure A3.4(a) and is expressed by:

y' = 0.00341786A - 0.00095696A3 (A3.8)
'so that, Ya' = 0.0034178
v I = -
YGGG' 0.0009569 (A3.9)

Figure A3.4(b) gives the non-dimensional yaw-moment/ridder relation-

ship and the polynomial fit is:

N' = -0.00160115, + 0.00074216A3 (n3.10)
or Ng' = -0.0016011
N -
Ngsg' = 0.0007421 (A3.11)
A3.4




The linear coefficients YG' and‘NG' in equations A3.9:and A3.11
were checked by fitting a straight line through the points over the
range t+ 20 degrees. -

A3.5 Drift Angle Experiments

Thg'straight-line fit of non-dimensional X-force against v2 as
shown in Figure A3.5 is:
X = -0.00617v2 (A3.12)
i,e. xvv' = -0.00617 ) (A3.13)

Figure A3.6{a) shows non-dimensional sway force against lateral

vélocity. The least-squares fit ig:

Y' = =0.0098675v - 0.441178v" '  (a3.14)
hence, Y ' = -0.0098675
¥ = -0.441178 ' (A3.15)
A'atals

Figure A3.6(b) gives the non-dimensional yaw-moment/sway velocity

relationship. The polynomial fit is:

N' = -0.0043535v - 0.0326335 . . . (A3.16) -
" where, Nb‘ = =0.0043535
N ' = -0.0326335 (A3.17)
Aiarats

As with the rudder coefficients, the linear terms YV‘ and Nv' were
checked by a straight line fit over the sway velocity range + 0.08 m/s.

A3.6 Added Mass Coefficients

From equations (4.1)

Xs' = -0.05263 m'

u
Yo' = =0.93734 m"

v
Yo' = -0,21939 1 '

r VA
Ne' = -0.028446 m'

Ne' = -1,1148 1 *

r z

For hull 5502, m' = 0.00809
I_' = 0.0006236 (A3.18)

A3.5






From equation (4,3),

¥ rvi=1.6307Yr (a3.21)
rvv r

Substitution of equation (A3.21) into (A3.20) gives:

Y = 3.129053
r
Yrvv = 1526.64 (A3.2?)
hence,
Yr' = 0.0004926
andg, . Y ' = 0.022934 - {A3.23)
rvv

Steady-State Yaw Equation

Substitution into equation (4.2) gives,
0 = -1.59833 - 0.04189N_ - 1.64488 - 0.41948 - 0.0001399N
+ 0.2090156 . (A3.24)

From equation- (4.3),

- 2 )
ervrv = 0.771 Nr: (A3.25)

Combine equations (A3.24} and (A3.25),

N_ = -46.54237
r -
N__ = -10750.586 (A3.26)
giving,
Nr' = -0.002143
and, = . ’
N. ''= -0,047235 (A3.27)

A3.7






















APPENDIX 5

ELEMENTS OF A aND B MATRICES

Using small perturbation analysis; the elements of the 4 x 4

discrete state transition matrix A and 4 x 2 control transitionmatrix B

have been

%11
&2

313

314

a4

422

223

324

83

832

233

434

an

q42

343

q44

bll

b12

b21

b22

b31

bay

b41
b42

computed in real-time using the following relationships:

1 - 0.0410116u - 0.02119 r

1.06725 r

o]

0.0140048 r

0.446096 r

0.995 - 0.1593785u - 2,05168 ABS(r)

0

0.005 + 0.028376u - 0.02429 ABS(r)
0.015758 r

0.01 - 0.101248u + 0.6868 BABS(r)

1

0.989 - 0.195818u

0.03377 r

-0.0295 - 0.17164u + 1.29186 ABS(x)

o]

0.967 - 0.35436u

—0.03162676D

-0,000195 + 0.0000065n, + 0.000478 ABS (r)
0.0195 + 0.07118%u - 0.0045258 ABS(éD)
0

0.017 — 0.059506u - 0.00146 ABS(SD)

o B
©.0315 - 0.1130267u

0

AS5.1




APPENDIX 6

COMPUTER PROGRAMS

All mainframe simulation programs have been run on a PRIME 9950 CPU
with 10 MB memory and 1 x 600, 3 x 300 MB disc file storage. The sub-
routines listed in A6.1, 2 and 3 are written in FORTRAN and.form the
essential core of the simulation package.

The real-time ship contrel pregram, implemented on the TMS 9900
microprocessor, is listed in A6.4,

A6.1 Main Subroutines

Subroutine NAB : Computes the non-linear system matrices
F and (G and discrete transition matrices
A ' B and C.

Subroutine RICAL : Determines the Riccati matrix W, feedback
matrix S , command vector M and reverse-
time tracking matrices [) and E.

Subroutine RICATI : Is called by RICAL to obtain the discrete
solution of the matrix Riccati eguation.

Subroutine OPTCON : Calculates the optimal control law and confines
the maximum and minimum control wvalues to remain

within specified limits.

A6.1































































