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INTRODUCTION

Introduction

The 1990’s may well be considered as the era of information technology,
with the prevalence of computers, digital communications and hence the need for
data storage. Diverse data storage media have been introduced, such as silicon
(flash memory) [3] and the CD (Compact Disk) [4], however improvements in
magnetic recording has resulted in magnetic media as the prominent leader in mass
storage technology. With improvements to the storage medium, the read/write heads
and the channel electronics, the capacity of magnetic rigid disks has approximately
doubled every 3 years (period 1960-90) [5]. These improvements to the channel,
coupled with fast data-access times, has resulted in the magnetic disk drive

remaining the dominant data storage device in computer technology.

As storage densities increased, digital audio became viable and, driven by the
enormous consumer market, products such as the audio CD [6] and RDAT (Rotary
Head Digital Audio Tape) [7] have taken over from their analogue counterparts, as

state of the art digital recording.

Data communications is another huge growth area, with satellite data
communications providing exciting new applications such as MPEG-2 (Motion
Pictures Expert Group) compressed digital TV [8], Internet access [9] and personal

communications [10].
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These new applications have been made possible largely due to the advances in
digital electronics. DSP (Digital Signal Processing) processors now offer more than
2 GOPS (Giga 10° Operations per Second) [11] while semi-custom devices such as
FPGA'’s (Field Programmable Gate Array), provide more than 130,000 gates with
toggle rates in excess of 150MHz [12]. The cost of the more modest DSP devices
have reduced considerably and such devices with on-chip memory can provide a
dual role of signal processing and control, replacing the more common

MICIroprocessor.

Digital solutions are often preferred over their analogue equivalents since designs
are usually more repeatable, reliable and robust. As DSP devices become faster and
more powerful, the work that the processor can perform may be increased to
encompass such areas as clock recovery, channel filtering, demodulation, error
correction and control. DSP allows the use of re-configurable hardware, resulting in
a flexible and cost-effective product. Low data rate systems are already emerging
[13], and it is likely that the DSP-based algorithms developed today will be adopted

by higher speed systems, as faster and more powerful devices become available.

This thesis restricts attention to the topic of clock recovery, which is a vital
processing part of digital magnetic recording and communications. Despite much
work in this field, few novel advances have been made in this important area of data

recovery (see Section 1.1 Clock recovery architectures), which is surprising when
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one considers that potential improvements can be achieved, both in terms of storage

capacity, bandwidth and BER (Bit Error Rate).

LTI L
Re-time |— Data
T T L T,
Transition Clock
Detector Recovery Clock
Retrieved
Data

Figure 1 Clock recovery used for synchronous re-timing of data

In data recording systems and data modem receivers, it is necessary to generate a
time-base, which is synchronised to the retrieved data. The recovered clock is
normally extracted from timing information contained within the data-bearing
signal. Figure 1 illustrates a clock synchroniser, where the recovered clock is used
to re-time the retrieved data, and for subsequent synchronous post-processing. The
channel-coding scheme used to store or transmit the data is in part chosen to
provide a strong spectral component at the clock rate and such codes are termed

“self clocking™ [14].

The principle of locking a local oscillator within the receiver, to the frequency and
phase of the retrieved data, is typically used to derive a synchronised time-base. The
most common technique for this purpose is the basic PLL (Phased-Locked Loop)
[15]. In order to ensure that the PLL is in a locked condition before data are

retrieved, a preamble containing a synchronising sequence must be applied before

data can be accurately clocked.
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In magnetic recording, the synchronising preamble must be stored on the recording
medium. This occupies capacity that could otherwise be used for data. Each data
block recorded is preceded by a preamble of transitions whose main purpose is to
provide a timing reference for synchronising the PLL. Often, in tape recording
systems, a post-amble is also applied to allow a block to be read in the reverse
direction and to prevent a transient, when the heads are turned off, from corrupting
the last bits written [16]. Latest hard-disk drives [17] [18] devote approximately 6%
of the total storage capacity to the purpose of clock synchronisation.

A clock recovery system with improved acquisition would release some of this
capacity for the storage of useful data as well as increasing data-access time.

Also, loss of lock and synchronisation can occur if the data synchronising the PLL
“drops out” for a period of time, due to defects on the magnetic medium, and
problems can occur in regaining lock if the data signal is poor. The “dropout”,

together with prolonged re-acquisition time, results in corrupted data.

Similarly, in burst-mode communication systems, a preamble is transmitted to allow
the recetver to achieve synchronisation before message data can be decoded for
subsequent processing. For certain applications the message data can be very short,
for example a network “ping” packet [19]. In such cases the synchronising preamble
may be longer than the message itself, clearly an undesirable arrangement.
Furthermore, once synchronisation has been achieved and the packet successfully

received, a guard band must be applied before the next packet can be transmitted.
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This is to allow the synchroniser to drop out of lock, thereby allowing a new
acquisition cycle to begin [20]. This is in direct conflict to the essential flywheel
feature necessary to maintain synchronisation over periods of lost data. Terrestrial
and satellite communication systems also suffer from temporary loss of data when
the signal fades. This is typically due to adverse weather conditions, such as heavy

rain or multi-path reflections producing signal cancellation.

While magnetic recording and communication systems appear to be widely
different technologies, they do in fact share a common objective; namely the
retrieval of burst data. The investigation of clock synchronisation described in this
thesis is therefore relevant to both technologies and the algorithms investigated will

be helpful in solving many of the problems identified.

Clock recovery systems derive their timing information from the retrieved data
transitions. Hence, the channel-coding scheme employed influences the
performance of the clock recovery system. One area that is distinctly different
between magnetic recording and communication systems, is the method of
increasing the channel efficiency. Broadband communication systems use
multilevel signals and hence the channel capacity can be improved by employing
complex modulation schemes. These include amplitude, frequency and phase

modulation or a combination of all three [21].




INTRODUCTION

In general, digital magnetic recording operates with just two levels +1. This is
because the magnetic particles of the medium are saturated in one of two directions.
The channel capacity may, however, be increased by the use of RLL (Run Length
Limited) coding [22]. If data are encoded to contain fewer transitions, then these
transitions can be recorded closer together for a given packing density, resulting in
increased storage capacity. However this can affect the self-clocking properties of

the coded data, which could adversely affect clock synchronisation.

Throughout this research, computer simulations have been performed to simulate
and analyse system performance [23] [24]. SPW (Signal Processing Worksystem) is
a powerful integrated software suite, which has been extensively employed for
system design and analysis [25]. Full simulation models and results are located in
the appendices, key extracts of which are included in the relevant chapters.
Computer simulations have been standardised with the use of normalised
frequencies. The sample rate has been normalised to 1Hz and the nominal symbol
rate normalised to 16 samples/symbol = 0.0625Hz. The advantage of using
normalised frequencies is that the system can easily be scaled to any absolute
frequency. For example, at 16 samples/symbol a sample rate of 1MHz results in a

symbol rate of IMHz/16 = 62.5KHz.

Chapter 1 provides a background to the investigation. Current clock recovery

algorithms are reviewed together with a summary of their limitations for burst data
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applications. The channel-coding scheme employed is fundamental to clock
recovery performance. Hence, channel coding is reviewed and five codes are
selected as bench marks for subsequent analysis of clock recovery performance.
These codes are described and have been selected to represent a typical cross-
section of available codes. A summary of popular recording codes is provided to

demonstrate the various trade-offs.

Three new DSP-based algorithms have been investigated:
. ¢ A fixed frequency clock recovery system.
¢ An adaptive (tracking) clock recovery system.
¢ An OFFT (Offset Fast Fourier Transform) based clock recovery system.
These algorithms together with reéults, are presented in Chapters 2, 3 and 4,

respectively.

Chapter 2 describes a novel DSP-based clock recovery scheme utilising a high-Q
IIR filter that demonstrates superior performance over that of a PLL, particularly in
terms of clock acquisition. Long flywheel periods can be tolerated, maintaining
clock synchronisation over severe data dropouts or fades. Simulation results are
analysed for the new clock recovery scheme to determine clock acquisition,
flywheel performance and clock jitter in the presence of noise. Performance using
several magnetic recording codes is investigated. Hardware and software

implementation of the new algorithm is described. The simulation results are
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verified in real-time using a fixed-point digital signal processor [26]. The IIR filter
algorithm has also been implemented in an FPGA, using fast coefficient multipliers
[Appendix 11{3}]. This device has been successfully incorporated into a
commercial satellite modem for reception of computer data, utilising a sub-carrier

on an analogue FM satellite TV broadcast [Appendix 11{4}].

Chapter 3 describes the investigation of an adaptive tracking system, based upon
two detection filters. These detection filters have a wider bandwidth than the
tracking filter and are placed symmetrically around the nominal input (symbol rate)
frequency. The output of the detection filters are envelope-detected and subtracted
to generate a dc error-control signal which is used to move the tracking filter to the

correct symbol rate.

Chapter 4 describes an OFFT [27] that is used to estimate the frequency of the
retrieved symbols. The frequency estimate is used to determine the correct
coefficients necessary to move the centre frequency of the clock recovery filter to
the correct symbol rate. The OFFT has been implemented, and results verified in
real-time, using a specially designed dual DSP board based around two fixed-point

DSP processors [28].

Finally, Chapter 5 summarises the investigation with conclusions, a discussion of

the results, applications and recommendations.




BACKGROUND TO THE INVESTIGATION

Chapter 1

1. Background to the investigation

Current clock recovery algorithms, which are represented by basic architectures,
are reviewed. These architectures are described and their individual performance
noted. A summary of their relative performance is provided, with particular

reference to acquisition of burst data.

The channel-coding scheme employed is fundamental to clock recovery
performance. Hence, the principles of channel coding are reviewed and five codes
are selected as bench marks for subsequent analysis of clock recovery performance.
These codes are Scrambled NRZ (Non Return to Zero) [29], Manchester [30],
Miller [31], Miller® (Miller Squared) [32] and RLL2,7 [33]. These codes are
described and have been selected to represent a typical cross-section of available
codes, from high clock-content codes through to the more efficient block codes.

In practice recording codes are pre-coded with NRZI (Non Return to Zero Inverse)
[34] encoding to eliminate phase ambiguity and error propagation. The NRZI code
is also described. A summary of popular recording codes is provided to demonstrate

the various trade-offs.












































































BACKGROUND  1.1.7 SUMMARY OF CLOCK RECOVERY ARCHITECTURES

For systems that exhibit an accurate and stable symbol frequency, the high-Q
resonator provides good overall performance, producing rapid clock acquisition,
long flywheel periods and good jitter rejection. Unfortunately, practical

considerations make these systems expensive to implement.

The open-loop gated oscillator is simple to implement, provides instantaneous
acquisition and exhibits good flywheel performance. However, this algorithm must
be rejected for synchronous operation, because the recovered clock inherits all of
the symbol jitter. This is unacceptable for a synchronous system, since clock jitter

causes the symbols to be incorrectly sampled, resulting in data errors.

A closed-loop algorithm is usually employed, for systems that exhibit symbol rate
drift. In order that phase and frequency variations may be tracked, many closed-

loop algorithms are based upon the basic PLL.

Appendix 2 concludes with a summary of PLL characteristics, and points out some
of the difficulties and undesirable features. These include: instability of a feedback
system, conflicling loop parameters, phase variations of the recovered clock relative
to the symbols, variable start-up conditions and the need for a long synchronising
pre-amble. Techniques such as zero phase start and variable loop time constants

may be employed to aid acquisition [55], but these parameters render the loop

complex to design and implement.
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A PLL with a narrow-loop filter seriously limits the capture range, which is usually
less than 10 times its closed-loop bandwidth [62]. For similar noise rejection
performance to that of a high-Q resonator, a loop bandwidth of 0.1% is required,
which provides a capture range of less than £1%. Also, a training sequence of

several hundred symbols are required, in order to achieve lock.

Hence, the basic PLL is often modified with frequency detection to extend the
capture range and improve acquisition. The most successful of these algorithms is
the Quadricorrelator, which employs a wide bandwidth FDD to aid acquisition and
a narrow bandwidth PLL once phase-lock is achieved. This improves the capture
range to +5% and reduces the training sequence to approximately 30 phase-reversal
symbols. However, the Quadricorrelator requires the use of an expensive quadrature

VCO, and stable designs are difficult to implement.

Other PLL clock synchronisers use a combination of open and closed loops. A DLL
is used to provide a selection of clock phases, the optimum of which is chosen to re-
time the symbols. The DLL can only accept a periodic input and therefore cannot be
locked to the input transitions. Hence, the DLL is locked to a local reference
frequency. A wide-band PLL takes a snapshot of the symbol timing, which is used
to select the optimum clock phase from the DLL. The recovered clock is then taken
from the DLL, which operates in an open-loop configuration, relative to the

retrieved symbols. The wide-band PLL achieves rapid clock acquisition and the
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changeover to an open-loop configuration provides good noise immunity and clock
flywheel performance. However, if the data burst is long, drift between the local

reference clock and the retrieved symbols, eventually results in cycle slips.

The closed-loop tracking MAP-estimator and the Early-Late gate synchroniser,
operate at low signal to noise ratios, providing optimum clock timing for re-
sampling the data. However, these synchronisers are intended for use in coherent
communications modems and do not address the problem of rapid acquisition.
Hence, clock acquisition is poor, requiring several hundred symbols in order to
achieve lock. Also, the MAP-estimator is constrained to a strictly confined pulée

shape and is therefore unsuitable for rectangular pulses.

The summary of clock recovery architectures, tabulated in Table 1-1, demonstrates
the various performance trade-offs. There is no single' algorithm, which satisfies all
the requirements of an ideal clock recovery system. The high-Q passive resonator
provides good overall performance, with the exception of tracking symbol rate drift.
It is possible to implement a high-Q “ringing” filter using DSP techniques, which
eliminates many of the practical problems associated with the implementation of a
passive resonator. The use of DSP also allows system parameters to be re-
configured “on-the-fly”, and this may be exploited to provide an adaptive high-Q
tracking filter. Hence, it is the use of DSP to implement a high-Q “ringing” filter,

which forms the basis of the new algorithms described in subsequent chapters.
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BACKGROUND 1.2 CHANNEL CODING

1.2. Channel coding

In communications systems the channel code is usually called the transmission or
line code, while in magnetic recording it is more commonly known as the
modulation or recording code. The time interval between signal transitions
significantly affects the ability of a clock recovery system to achieve and maintain
synchronisation. Therefore, a channel-coding scheme is in part chosen to provide
frequent transitions, so as to aid clock recovery. However, this is often achieved at

the expense of channel bandwidth efficiency [76].

In communication systems, binary data are commonly transmitted in the NRZ,_L
(Non Return to Zero Level) format. In this format, each bit is of duration 7}, and has
equal probability of being a one or a zero. The bit rate is 1/T,, and is measured in
bits/second. Binary data can also be transmitted in the RZ (Return to Zero) format,
in which case the signal returns to a zero between consecutive bits. Manchester data
are encoded and the corresponding symbol rate is 2/T,, measured in
symbols/second. The Manchester code is described more fully in Sub-Section
1.2.2.2. The symbols of the Manchester code have guaranteed transitions at every
bit period and is often referred to as a “self-clocking” code, since it has a high
spectral component at the clock rate. However, this is achieved at the expense of
poor channel efficiency and a reduced jitter margin or timing window. Therefore,

RZ data are only suitable for low noise systems where bandwidth is plentiful.
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DISCUSSION OF RESULTS 5.1 BACKGROUND SUMMARY

The DSP-based clock recovery algorithms, described in this work, are based upon
the concept of a high-Q “ringing” filter, which eliminates many of the practical
problems associated with the implementation of a passive resonator. The use of
DSP allows system parameters to be re-configured “on-the-fly”, and this is

exploited to provide an adaptive high-Q tracking filter.

Results have shown that a DSP-based clock recovery algorithm provides rapid
clock acquisition and long flywheel periods over encoded run lengths. This reduces
the constraints currently imposed on recording codes, and could ultimately lead to

new more efficient codes, providing increased storage capacity.

In burst mode applications it is necessary to achieve both rapid clock acquisition
and good clock flywheel performance during a data burst. However, in some
communications systems, at the end of a data burst the flywheel performance is no
longer desirable. It is often necessary to quench the clock synchroniser as quickly as
possible, to allow acquisition to a new data burst. In analogue systems, quenching
of the clock synchroniser is not instantaneous and hence, a guard band is provided

between successive burst transmissions.

A DSP-based clock recovery system has the advantage that registers can be

immediately reset upon detecting the end of the burst thereby reducing the need for

guard bands.




DISCUSSION OF RESULTS 5.1 BACKGROUND SUMMARY

Due to the popularity of monolithic integrated circuits, many clock recovery circuits
employ analogue techniques, which suffer from drift due to temperature change and
ageing components. Digital solutions are often preferred over their analogue

equivalents, since designs are usually more repeatable, reliable and robust.

DSP is a powerful, flexible and cost-effective platform for the implementation of
many hitherto analogue processes. Common DSP hardware can be programmed to
implement other processes as well as clock recovery (such as filtering,

demodulation, error correction and control), thereby providing an integrated system.

The main problem of DSP processor-based systems is that algorithms are
implemented sequentially in software (albeit very fast) and hence, a compromise
must be met between the sample rate and the number of processor operations which
can be performed within a sample period. Hence, DSP-based solutions tend to be

used for low data rate systems.

To obtain a speed advantage over DSP processors, digital algorithms may be
alternatively implemented using parallel logic, programmed into an FPGA or
fabricated into dedicated integrated circuits. FPGAs are now widely available with

capacities in excess of 130,000 gates and at speeds of 150MHz [12].
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5.2. DSP-based clock recovery

With improvements in digital techniques, clock recovery has been successfully
implemented using DSP. Instead of applying a direct digital implementation to an

analogue model, it is often more constructive to consider a new approach.

This research investigates the use of DSP to implement novel clock recovery
algorithms, all of which are based around the implementation of an IIR filter.
Theoretical analysis, computer simulations and real-time DSP implementation have
been used, to demonstrate the clock recovery features of a high-Q IIR “ringing”
filter, which is exploited to provides rapid clock acquisition and long clock flywheel

periods.

Three algorithms have been investigated:
¢ A fixed frequency clock recovery system.
¢ An adaptive tracking clock recovery system.

¢ An adaptive OFFT-based clock recovery system.
In addition, the IIR filter has been implemented within an FPGA and successfully

incorporated into the clock recovery system of a commercial satellite receiver,

utilising a data sub-carrier on an analogue FM TV broadcast.
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5.2.1. Fixed frequency clock recovery system

Of the three algorithms investigated, the fixed frequency clock recovery filter has
proven to be the most successful in terms of practical applications. This algorithm
has been successfully implemented into a number of commercial satellite data
modem receivers, developed at the University of Plymouth. Since early publications
by the author, the algorithm has been adopted by a number of readers, who

reporting-back, have claimed success in its implementation and performance [118].

This fixed frequency algorithm is best suited for communication systems, which
usually contain an accurate and stable symbol rate. Clock acquisition is achieved at
the first transition of the retrieved symbols, although a short preamble of 6 phase-
reversal symbols is desirable to stimulate the filter sufficiently, so as to combat
noise and worst case symbol run lengths. The system can withstand a data loss of 80
symbol periods, without losing clock synchronisation, while cascading filter
sections can double this flywheel period. A filter Q of 100 is considered a good
compromise, which provides good noise rejection, while still tolerating a symbol
rate drift of +1%. Statistical simulation results have shown good jitter rejection
properties, with a PDF of better than 89% at zero phase jitter, when subjected to a

gaussian phase jitter distribution.,

The fixed frequency IIR filter, and its desirable clock recovery characteristics, form

the basis of the adaptive algorithms investigated.

170




DISCUSSION OF RESULTS 3.2.2 ADAPTIVE TRACKING SYSTEM

5.2.2. Adaptive tracking clock recovery system

The adaptive tracking system is probably best suited for digital magnetic recording,
which can suffer from short-term symbol rate drift. The algorithm uses an iterative
approach (sample-by-sample basis) based upon two wide-bandwidth symmetrically
placed IR detection filters, which are used to derive a frequency offset error signal.
The error signal is then used to calculate the appropriate coefficients, so as to
reposition the centre frequency of the IR clock recovery filter, to the frequency of
the input symbols. Clock recovery performance is then similar to that of the fixed

frequency filter system.

In order to obtain identical mirror image detection filters, the detection system is
sampled at ¥4 of the system sample rate, so as to take advantage of the cosine
response of the IIR filter coefficient, which changes sign but is otherwise identical,
at ¥ of the sample rate. The tracking filter is placed nominally at the centre of the
two detection filters. If the frequency of the retrieved symbols drifts from the
nominal, towards one detection filter (and away from the other detection filter) then
a higher output is achieved from the in-band detection filter. This imbalance in the
detection filter outputs, produces an error signal, which is used to calculate new
coefficients, so as to reposition the centre frequency and adjust the gain of the IIR
tracking filter.

This algorithm is sensitive to change in system parameters, and of the three

algorithms investigated is probably the least attractive to implement. The error
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response is dependent upon the detection filter spacing and the encoded run length.
Hence, a calibration curve or look-up table must be tailored to these system
parameters. Simulation results have shown good tracking performance over the
entire acquisition range, for a drifting symbol rate frequency. However, an abrupt
change in the drift direction causes a corresponding reduction in the tracking filter
amplitude, as the filter adapts to a change in phase direction. The reduction in

amplitude does not fall to zero and continuity of the recovered clock is maintained.

Results have shown that the algorithm works well for recording codes with a high
clock content, providing an acquisition range of +10%. However, for codes with
long run lengths, the reduction in stimulus to the low-Q IIR detection filters
necessitates a reduction in the acquisition range. For codes with a run length of 7, an
acquisition and tracking range of £5% was found to provide reliable results. This is
comparable with that of a conventional Quadricorrelator clock recovery system.
Whereas the Quadricorrelator requires a training sequence of 30 phase reversal
symbols, the DSP-based algorithm generates a recovered clock at the first retrieved
transition. However, a short preamble of 6 phase-reversal symbols is recommended
to combat noise and worst-case symbol run lengths. For low noise applications, a
wide bandwidth fixed filter may prove more desirable, due to its simpler
implementation. For example a filter Q of 25 allows +4% symbol rate drift, while

cascading filter sections can offset the reduction in flywheel performance.
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5.2.3. Adaptive OFFT-based clock recovery system

The OFFT-based adaptive clock recovery system is best suited for applications that
experience large symbol rate offsets.

The asymmetric frequency response of the OFFT, around the Nyquist frequency,
provides an advantage over a basic FFT for frequency estimation. The OFFT power
output is threshold detected and the resulting frequency estimate used to determine
new coefficients, so as to move the adaptive clock recovery filter to the correct

symbol rate frequency.

Unlike the tracking filter (which uses an iterative approach) the OFFT uses block
processing, which compromises acquisition performance. However, the OFFT does
have the advantage that large symbol rate offsets (almost dc to the Nyquist rate) can
be detected, hence this algorithm may be used to provide clock recovery where the

symbol rate is not known.

This work has refined the frequency estimate resolution, reducing the residual
frequency error to just /g of a frequency bin (compared to ¥ a bin for an FFT). For
an adaptive clock recovery filter with a Q of 100, then a 512-point OFFT provides
sufficient resolution to accurately reposition the adaptive filter. For a 512-point
OFFT, a preamble of 64-symbols is required in order to determine the frequency
estimate. The coefficients are then calculated and immediately applied to the

adaptive filter, which is snapped to the correct symbol rate frequency.
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Clock recovery performance is then identical to that of the fixed frequency filter
system. The OFFT can then continue to monitor the symbol rate, providing
frequency estimates every 32 symbols. Therefore, assuming that the symbol rate
frequency has not drifted significantly during this 32-symbol period, then the

adaptive filter is capable of tracking symbol rate-drift.

This algorithm is computationally intensive, requiring (in the real-time test system)
two processors operating in a flip-flop mode, to provide continuous frequency

monitoring.

For burst mode applications, it is unlikely that the symbol frequency will drift
significantly over the duration of a short burst. Therefore, just a single frequency
estimate can be provided on the preamble at the start of the burst, and the
appropriate coefficients loaded into the adaptive filter. The processors can then be
released from symbol frequency estimation and employed for other processes, such
as decoding and error correction. This algorithm-sharing approach, operating on

common hardware, can result in a more financially viable system.

The OFFT algorithm has been successfully used in a burst mode satellite modem,

where it is employed for frequency estimation and demodulation of a BPSK signal.
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5.2.4. FPGA implementation

A processor-based system is compromised by the speed of software operation, the
program of which must be executed sequentially. To achieve a high-speed solution,
whilst maintaining a degree of programmability, the IIR filter has been
implemented into a low-cost Xilinx FPGA. The configuration programme is stored
in ROM and downloaded to the FPGA at power-up, although it is also possible to

reconfigure the gate array during operation.

The IIR filter requires coefficient multiplications, which are easily achieved in a
DSP processor with a dedicated multiply register. However, multiplication using
discrete logic (as in a gate array) is time consuming and occupies a lot of silicon.
To avoid using conventional binary multipliers, the filter coefficients have been
successfully implemented using a novel technique of binary-weighted coefficients.
This is achieved by bit shifting the data words and adding or subtracting, to obtain
the required coefficient values. Hence, the filter coefficients are implemented
automatically at the sample rate without the need for sub-multiplication processing.
This technique results in an approximate reduction of 50% in silicon utilisation and

a 50% increase in speed performance.

The binary-weightings do impose quantization restrictions in the selection of the
filter coefficients, however these restrictions are offset by the choice of sample rate,

which provides fine-tuning to the desired centre frequency.
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The FPGA implementation has been tailored to a commercial satellite data modem,
operating at a sample rate of 2.59MHz and a data rate of 100Kbits/sec. The product
is intended for consumer use and for cost reasons, the design has been targeted to
the lowest specification device (2000 gates, SOMHz). Larger and faster devices are
available (130,000 gates, 150MHz) and hence, there is much potential for

improving performance and increasing sample rates.

A 16-bit dynamic range has been used throughout the filter, and simulation results
have demonstrated negligible quantization errors for 16-bit coefficients. Further
quantization analysis has shown that the coefficient can be reduced to just 9 bits,

after which the system becomes unstable.

Due to the discrete binary-weighted coefficient steps, this approach would have
limited value for an adaptive system. A further complication is that reprogramming
the device “on-the-fly”, requires a configuration time of 2msec. During this period

the device is inoperable and would result in loss of clock synchronisation.

A tracking filter may be possible by retaining a fixed FPGA configuration and

instead providing coherent adjustment of the sample rate frequency, to re-tune

centre frequency of the filter. This is an idea that may warrant further investigation.
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A preamble of just 32 symbols is used, to establish carrier frequency estimation,
clock recovery and word synchronisation. DSP algorithms successfully acquire and

decode the request packets, which are routed onwards to the Internet sites.

The requested internet pages from the accessed sites are routed back to the satellite
hub-station, where they are multiplexed into the MPEG-2 digital TV transport-
stream and broadcast at high data rates (up to 2Mbits/sec). All users receive the
broadcast, but Ethernet address filtering only allows the client that requested the
pages to decode the data, which is displayed on the users web browser. Hence, the
system traffic is asymmetric, where request data are relatively few and can be sent
at low data rates, but the requested internet pages can be huge and therefore benefit

from delivery at high data rates.

This project is a world first and has received much acclaim from the satellite
communications industry. A pilot scheme, funded by the BNSC (British National
Space Centre) for satellite multimedia applications, has been successfully

completed, the final report of which is referenced in [119].

Readers are also referred to the author’s published paper [Appendix 11{7}].
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5.4. Further work

This work has involved development of the algorithms, with real-time DSP
implementation tailored to specific applications. Given available devices, further
work can be carried out to determine the maximum sample and data rates possible.
The algorithms may be optimised for speed, by for example reducing the number of

samples per symbol and pipelined optimisation of DSP code.

In the case of an FPGA implementation, the speed is limited by the accumulative
ripple-carry propagation delay of adders, used for the binary-weighted coefficients.
The use of fast (150MHz) devices and look-ahead carry techniques, can
significantly improve speed performance. The use of discrete binary-weighted
coefficients, used in the FPGA, impose limitations for use in an adaptive system.
However, in principle a tracking system is possible by providing coherent
adjustment of the sample rate frequency derived from a VCO, resulting in

repositioning the centre frequency of the filter.

While the algorithms have been simulated using recording codes, real-time testing
on data magnetic recording systems could be implemented. Given that the
algorithms demonstrate good acquisition and flywheel performance, the constraints
currently imposed on recording codes can be relaxed. Hence, new recording codes

may be developed, which could provide improved storage capacity.
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Chapter 6

6. Conclusions

Taking the investigation as a whole, the concept of using DSP for clock recovery
has proven successful for low data rate systems. The algorithms investigated, all of
which are based upon a high-Q “ringing” IIR filter, have demonstrated good clock
recovery properties, providing noise rejection, rapid acquisition and good flywheel
performance. The author believes that a contribution to knowledge has been made

in the following areas:

¢ Analysis, simulation and real-time testing have shown superior performance
over that of conventional feedback systems, particularly in terms of clock
acquisition. This considerably reduces the length of the synchronising preamble,
improving access time and increasing storage capacity. Also the long flywheel
performance demonstrated allows use with channel codes containing long run

lengths, and maintains clock synchronisation over severe data dropouts.

¢ The fixed frequency algorithm has been simulated and implemented in real-time
DSP processors. Clock acquisition is achieved at the first retrieved symbol
transition and a symbol rate frequency offset of +1% can be tolerated. The
recovered clock flywheels over an 80-symbol dropout, without losing

synchronisation. Cascading filter sections can extend this flywheel period. The
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algorithm has been successfully incorporated into a number of commercial
satellite data modem projects, and has proven reliable, even at low signal to

noise ratios.

¢ The fixed frequency IIR filter algorithm has been implemented within an FPGA,
using fast binary-weighted coefficient multipliers, providing a single chip
solution to digital clock recovery. This technique provides both a speed
advantage and a reduction in silicon utilisation. Hence, GEC-Plessey
Semiconductors (at Plymouth) are investigating the use of this technique, for use

in high-speed digital filter integrated circuits.

¢ An adaptive iterative tracking algorithm, based upon two symmetrically placed
frequency offset detection filters, has been investigated. This algorithm
demonstrates short-term tracking capabilities over a limited symbol frequency
offset range. Simulation results have demonstrated improvements over that of a
basic PLL, both in terms of acquisition time and range. Clock acquisition is
achieved at the first retrieved symbol transition and the acquisition range can be
up to £10%. Also, the system demonstrates good clock flywheel performance,

maintaining clock synchronisation over a dropout of 80 symbol periods.

¢ An adaptive algorithm, using an OFFT as a symbol rate frequency estimator, has

proven successful. However, the block processing involved reduces acquisition
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performance to 64 symbols. The system is capable of detecting symbol rate
frequencies, from almost dc to the Nyquist frequency, and is therefore suitable
for clock recovery of an unknown symbol rate. This algorithm is capable of
tracking long-term symbol rate drift, updating the adaptive filter every 32
symbols. The OFFT algorithm has been implemented in real-time DSP and has
been successfully integrated into a satellite burst-data modem, where it is used

for carrier frequency estimation.

This investigation has resulted in the publication of seven refereed papers, relating
to the developed algorithms and their applications. The referees remarks [120] and
the subsequent feedback from readers [118], have been both positive and

supportive.

The contribution to knowledge of this investigation has resulted in the
implementation of the developed algorithms, applied to satellite data
communication systems. These experimental systems have successfully undergone

pilot-schemes to demonstrate the technology.

The following organisations have co-operated in this experimental activity:

BNSC (British National Space Centre), ESA (European Space Agency), Eutelsat,

Armstrong Electronics Ltd., Novella Satcoms Ltd. and Communicado Data Ltd.
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