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STRUCTURAL INTEGRITY ASSESSMENT USING VIBRATION DATA
By

Olusegun Saheed Salawu

ABSTRACT

Engineening structures need to be assessed as part of activities to ensure their continued
serviceability. Global methods of assessment which also give an indication of local
conditions are most attractive since they are cost effective and flexible. A suitable method
with these attributes is vibration monitoring which involves relating dynamic properties, or
changes in them, to the integrity of the assessed structure. The present study investigates
the application of vibration testing to structural integrity assessment of civil engineering
structures.

A survey of existing methods of damage detection, location and quantification in structures
using vibration testing was conducted. Evaluation of the performance of some of the more
promising methods was conducted using both simulated and experimental data. The results
revealed that the damage identification process could be enhanced if appropriate modes are
used. To this end, a new function, called Modal Sensitivity Values, has been proposed for
identifying damage sensitive modes to be included in damage detection and location
methods. It was also found that some success could be achieved if system identification
and model updating procedures are applied to the problem of damage detection in
structures. The literature survey revealed that most of the available methods are not
applicable to general structural systems and are often limited by the damage model
assumed. A new method, called Integrity Index Damage Location method, of assessing
structural integrity using vibration data has also been proposed. The method is applicable
to any structure and any damage type that affects the integrity/stiffness of the structure.
Performance evaluation of the method using both numerical and experimental data is
presented.

Full-scale forced vibration tests were conducted before and after repairs on two reinforced
concrete highway bridges. The wvibrator used during the tests was developed during the
research project and details of its development and operation are given in the thesis. As
a background to the tests, a review of full-scale dynamic testing of bridge structures was
conducted. Results from the tests were used to investigate the effectiveness of forced
vibration testing as an integrity monitoring tool. It was found that the repair works caused
slight (less than 5%) changes in the natural frequencies while there was no definite trend
in the changes to the modal damping ratios. Comparison of frequency response functions
and mode shapes, using modal analysis procedures, was found to give an indication of the
presence and location of the repairs. The integnty assessment method proposed was also
able to identify some of the affected parts of the structures.

Results from the full-scale tests were also compared with predictions from finite element
analysis. Good correlation was obtained between the measured and calculated natural
frequencies and mode shapes, thus enabling validation of the analytical models within
limits of the model assumptions and experimental errors. The results demonstrate the
importance of accurate representation of boundary conditions. They (results) also showed
that the vertical stiffness of new bearings installed on one of the bridges is not as high as
was assumed in the design.

vii
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CHAPTER ONE

INTRODUCTION

1.1 General Background

With increasing stock of constructed facilities, most of the work conducted by engineers
of infrastructure owners will involve maintenance of existing structures. An important part
of a maintenance programme is structural assessment to ensure that the integrity of the
structures 1s preserved. Williams (1992b) has reported a situation where fatal structural
failure was averted as a result of periodic structural assessment. Structural integnty
assessment of engineering structures is necessary if they suffer damage or deterioration,
when they have to carry loads higher than originally anticipated, when doubts about their
capacity to sustain current or future loads exist and generally to ensure that the structures
are fit for the intended purposes. Regular inspection and assessment enable early detection
of damage/deterioration and therefore allow timely planning of remedial action to arrest
further deterioration, thereby reducing or avoiding human, social and economic costs.
Current structural assessment procedures usually rely on visual inspections and location

dependent (nondestructive, pseudo-nondestructive and destructive) methods.

A typical assessment programme, for any structure, would usually start with a visual
inspection of the structure. If observed features (e.g. presence of cracks, delamination,
corrosion) suggest structural distress, further investigations are conducted. The exact nature
and degree of complexity of these investigations depend on the aims of the investigations,
the visually observed features and available resources. Collation and interpretation of
inspection and test results and calculations to assess structural condition are tasks that

always accompany an assessment programme irrespective of the specific methods used.



The visual inspection stage and test methods (Iffland and Bimnstiel, 1993, have presented
an extensive list / bibliography summarising most of the currently used test methods)
adopted in subsequent investigations often lead to some problems with the use of these
procedures. According to Cabrera (1988), many of the detailed investigations carried out
for evaluation of bridge performance have shown that the intrinsic properties measured

(using current methods) on site do not seem, on the whole, to correlate with performance.

Other limitations of current assessment procedures include: 1) concealed and inaccessible
parts of the structure are difficult, if not impossible, to inspect; 2) the quality of the process
15 often dependent on the inspection personnel's experience and knowledge; 3) results from
one (local) area of a structure does not necessarily represent the condition at another area;
and 4) as a result of (3), it would be necessary to take measurements at a large number of
points so as to have a good representation of the global structural condition. These

constraints imply that the process is time consuming, labour intensive and expensive.

In view of the above limitations, a better approach to structural assessment would be a
procedure that is not location dependent and involves the participation of the complete
structure under investigation. Any distress or loss of integrity can be detected by
measuring global parameters at a few easily accessible points on the structure. Since the
measured properties are global, the measurement points can be chosen to suit the test
sttuation. Static load testing used to be the only full-scale global test method for assessing
the condition of built structures. However, it requires extensive (and cumbersome) site
preparation involving application of large loads (for example, see Bakht and Jaeger, 1992).
Other disadvantages include high cost, potential for damaging the test structure (Tilly,
1988) and the possibility of producing results that may be difficult to measure (Savage and

Hewlett, 1978).




A more attractive global test method is dynamic (vibration) testing. Vibration testing does
not require a large force input since dynamic amplification of the modest input loads would
ensure generation of measurable response. The basic principle in using wvibration
monitoring to assess structural integrity relies on the fact that dynamic response is a
sensitive indicator of the physical integrity of any structure. This is discussed in more
detail in chapter three. Occurence of defects reduces structural rigidity which leads to
changes in dynamic properties such as natural frequencies. Thus, results of tests conducted
at different times offer the possibility of monitoring changes in structural condition with

time.

System and modal parameters, which characterize the behaviour and condition of the
structure, can be obtained from the measured dynamic response. The most reliable
experimental results In civil engineering are obtained by using large scale
specimens/prototypes which give a true representation of actual site conditions (Kroggel,
1993). Experimental data obtained from a full-scale structure still in service provide
valuable information which aid understanding of structural behaviour and are useful in
validating theoretical models before such models are utilized in predicting future behaviour.
Such data also add to the database on structural performance of similar structures. Current
analytical and design procedures can be refined using the performance database so that

design of new structures is improved.

1.2 Objectives and Qutline of This Work

The main objective of the research is to investigate the suitability of using data obtained

from vibration testing in integrity assessment of civil engineering structures. To achieve

this, it was necessary to study the performance of some methods for detecting and locating



damage. This required evaluating the methods using numerical and experimental
(laboratory and field) data. Highway bridges were used as the test structures for the full-
scale field tests. The choice of bridges was influenced by the current programme of
structural assessment to ensure Britain's highway bridges on designated routes are capable
of carrying loads from the 40 tonne trucks to be introduced in 1999. It was also intended
to gain a better understanding of the dynamic behaviour of large civil engineering structures
from the test results and comparison of the results with predictions from theoretical models.
Although bridges were used as the test structures, the procedures adopted are applicable to
other types of structures. The layout of the thesis, with respect to the approach adopted in

conducting the research, is described in the remaining paragraphs of this chapter.

As a background to the full-scale tests conducted, a review of dynamic testing of bridge
structures 1s presented in the next chapter. The review covers reasons for conducting full-
scale tests, the available types of dynamic testing and a discussion on the types of

excitation systems used in forced vibration testing.

The justification for using vibration data in structural assessment and vanous approaches
proposed for detecting, locating and quantifying damage in structures are reviewed in
chapter three. The discussions are meant to give an overview and unified perspective,
while highlighting the potentials and limitations, of integrity assessment using vibration
data. Chapter four presents a critical study of the performance of some damage detection
and location methods using both simulated and laboratory data. Development and
evaluation of a new method of damage detection/integrity assessment are discussed in
chapter five. The performance evaluation was conducted using results from theoretical

simulations and laboratory testing.



Details of equipment used, test and data analysis procedures adopted during full-scale tests
conducted are discussed in chapter six. Also included in chapter six is a discussion on the
configuration and performance charactenistics of the system developed for generating
vertical excitation during full-scale tests. In chapters seven and eight, results from
experimental and theoretical vibration analyses of two full-scale highway bridges are
presented. Integrity assessment of the bridges, based on results of tests conducted before
and after repair works, using the approaches described in chapters three to five 1s also
discussed in these chapters. Conclusions from the research and recommendations for future

work are given in chapter nine.



CHAPTER TWO

A REVIEW OF FULL-SCALE DYNAMIC TESTING OF BRIDGE

STRUCTURES

21 Introduction

Dynamic field tests have been carried out on bridges since the late 19th century (Kato and
Shimada, 1981). Many of the early tests were conducted as part of safety inspection of
railway bridges and involved monitoring bridge vibrations. Modem test methods are
sophisticated extensions of these early investigations. Most of the more recent tests have
been concemed with improving analysis and design procedures, aséessment of bridge design
code provisions and monitoring the in-service behaviour of bridges. These test objectives

underline the importance of vibration testing.

A simplistic view of dynamic testing is to consider it as a procedure for determining the
resonance (natural) frequencies of a structure. Each natural frequency has a vibration mode
shape which corresponds to the deflected shape when the structure is vibrating at that
frequency. Every vibration mode has an associated damping value which is a measure of
energy dissipation. The natural frequency, vibration mode shape and damping value of a
mode are sometimes referred to as the modal parameters of the particular mode. In the
literature, dynamic tests involving identification of modal parameters are also termed modal
tests or modal surveys. Other parameters such as modal mass, modal stiffness, system
mass and system stiffness can also be identified from the measured vibration response. The
basic stages involved in dynamic testing are illustrated in Figure 2.1. Although the stages

have been shown as distinct phases, it should be noted that modem test configurations






discussion of some of the reasons for conducting full-scale dynamic tests. Ambient

vibration testing and forced vibration testing are respectively discussed in sections 2.3 and
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2.2

Reasons for Full-Scale Dynamic Testing

There are various reasons for conducting full-scale dynamic testing. Some of these are :

Dynamic measurements on a full-scale structure serve to increase the database on
d-ynamic behaviour of similar structures. The database can be useful in predicting
the response of new structures. Since full-scale tests can be expensive, this
database becomes invaluable in procedures utilizing test data to evaluate and
improve current analytical methods.

To determine the integrity of a structure after the occurence of an overload. If the
nature of loading causing the overload is unknown, results of the dynamic tests may
be used to determine the type of loading (Tsang and Rider, 1988). The same
approach can also be used to assess the effectiveness of remedial works (Willhams,
1990; 1992a) and repair materials (Slastan and Pietrzko, 1993a; 1993b).

To validate theoretical models of structures. Mathematical models of real structures
usually involve significant assumptions especially with regard to boundary
conditions, material and inertia properties. Moreover, as the structural system
becomes more complex and sophisticated, it becomes more difficult to understand
its mechanisms, and, therefore, to develop an appropriate model which will give a
good prediction of its dynamic response (Nalitolela et al, 1990). Comparnison and
correlation of theoretical predictions with measured response will lead to a better

understanding of the structure, better defined safety margins, less conservative



assumptions and hence, more economical designs.

4. To assess the integrity of a structure when higher loading levels are envisaged either
due to a change of use, higher environmental loading or an increase in allowable
loading. A possible application of this approach is in the current assessment of
some highway bridges in the UK. to check their ability to withstand 40 tonne
trucks to be introduced in 1999. According to Proulx et al (1992), dynamic testing
15 more reliable than other methods to evaluate the dynamic amplfication factor
since it (dynamic testing) yields information, on the dynamic properties of the
structure, that can be used in structural assessment and design of repair work.

5. The overall condition of a structure can be monitored by regular measurement of
its dynamic response. Changes, as a result of deterioration, in the system
parameters - mass, stiffness and damping - lead to changes in the vibrational
response and these can be measured using standard dynamic testing techniques.
Results of tests have shown that the size of damage is proportional to the
magnitudes of observed changes in identified system parameters (Tsai and Yang,
1988).

6. As a trouble shooting tool to venfy that behaviour of a given system conforms to
that expected. This provides performance information on the completed structure
and also yields useful data for future designs. Dynamic testing has historically been

used by engineers to study structural vibration problems.

2.3 Ambient Vibration Testing

Most of the published work on full-scale dynamic testing have used the ambient vibration

testing method. This is due, among other factors, to the ease of measuring the vibration

response while the structure is still in service, increasing availability of robust data



acquisition and storage systems, elimination of the need for special excitaton devices and
the possibility of correlating structural vibration response with the normal service loading.
The literature on ambient vibration testing of highway bridges is extensive. In this section,
some of the reported tests are presented. The list is by no means exhaustive but the papers
reviewed are meant to illustrate the different test approaches employed and the main results

obtamed.

In ambient vibration testing, the input excitation is not under the control of the test
engineer. The loading could be from either wind, waves, vehicular or pedestrian traffic or
any other service loading. Since the magnitude of the input is unknown, certain
assumptions have to be made about its nature. The basic assumption of the method 1s that
the excitation forces are a stationary random process, having an acceptably flat frequency
spectrum (TaSkov, 1988). If this assumption holds, then the vibration response of any
structure subjected to such effects will contain all the normal modes. Ambient vibration
testing implicitly assumes response data alone could be used to estimate vibration

parameters.

In most cases, the nature of the input excitation can only be approximated by statistical
descriptions or by assuming the excitation spectrum to be concentrated within a frequency
range. If the loading spectrum is limited to a narrow band of frequencies, only a limited
picture of the dynamics of the structure can be monitored (Williams, 1992a). Inadequate
knowledge of the input force also implies generalised mass and stiffness cannot be denved.
A theoretical justification of ambient vibration testing has been proposed by James et al

(1992).

During the 1970s, the Transport Research Laboratory conducted series of full-scale
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vibration tests on motorway bridges to re-assess bridge loading rules and to gain a better
understanding of the dynamic behaviour of bridges. As part of the series, Eyre and Smith
(1977) measured the dynamic response of Tinsley viaduct due to excitation from normal
vehicular traffic and a 30 tonne control vehicle driven at speeds of 13, 18, 22 and 27 m/sec.
The viaduct is a two-level, twenty span steel structure with a total length of 1032m. The
measurements were made on the eighteenth span of the upper level using cantilever
deflection guages. It was found that the superstructure deflected as a continuous beam and
that the principal bending and torsional vibration frequencies were in the range 1.80Hz to

3.60Hz and 1.31Hz to 1.84Hz respectively.

Ambient vibration testing of the Tamar suspension bridge has been reported by Williams
(1983). The dynamic response was monitored when the bridge was excited by a wind of
between 7 and 12m/s speed and a fairly continuous flow of traffic. Seismometers were
used at 17 locations for the measurements. Ten natural frequencies in the range 0.3Hz -
2.75Hz were identified. Although analytical mode shapes were given, experimentally
determined mode shapes and damping values were not reported. Seismometers were also
used by Taskov (1988) to measure the wind induced oscillations of the Spilje lake bridge,

Yugosiavia.

The traffic induced vibration of some 18 bridges were studied by Ward (1984). Vertical
vibrations were recorded on the ground approaches to the bridges and at locations close to
the mid-span. The approach measurements were made to provide an estimate of the energy
input to the bridges and to identify unambigously the natural frequencies of the bridges.
Estimates of the damping values were obtained by treating the time histories as a series of
transient vibration records associated with the passage of each vehicle across the bridges.

It was found that most of the energy associated with the traffic loading were confined



within the frequency range 0 - 30Hz.

The Golden Gate suspension bridge, California, has been the subject of a number of
investigations to monitor the structural dynamic bebhaviour and give waming of any
impending disaster (Vincent, 1958). Recently, extensive experimental investigations have
been conducted (Abdel-Ghaffar and Scanlan, 1985a; 1985b) on the bridge to determune
effective damping, three-dimensional mode shapes and resonant frequencies. Excitation
was from wind, ocean waves and vehicular traffic. 20 vertical, 18 torsional, 33 lateral and
20 longitudinal modes were identified (frequency range 0 - 1.5 Hz) from simultaneous
measurement of vertical, lateral and longitudinal vibration of the suspended structure. The
measured mode shapes and frequencies showed good agreement with the results of both 2-
and 3-dimensional finite element analyses. McLamore et al (1971) also studied the

dynamic characterisitcs of two suspension bridges using ambient vibration methods.

Preliminary vibration tests of the 866m long Foyle bridge (Northem Ireland) have been
reported by Leith et al (1987) and Sloan et al (1992). The monitoring system was
automated and could be programmed to gather data either at a preset timetable or when
certain environmental conditions were fulfilled. The results showed that the lower
frequency end (< 0.2Hz) of the relative displacement spectrum was caused by traffic

crossing the bridge.

Dynamic response monitoring during normal bridge traffic was carried out by Creed (1987)
on a six span concrete motorway bridge. Eight vertical accelerometers were used in pairs
to assess mode shapes and check bearing motion at the supports. The measured natural
frequencies for a given span were found to be repeatable to within 2.5% though the mode

shape ratios were only repeatable to within 35 - 40%. The measured natural frequencies
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also showed good agreement (within 3.5%) with finite element analysis predictions.
Ambient vibration testing was also used by Pardeon et al (1981) and Baumgirtner and
Waubke (1993) to study respectively the dynamic behaviour of a steel truss bridge and a

steel-concrete arch bridge.

Brownjohn et al (1987) conducted ambient vibration tests on the Humber suspension bndge
to determine vertical, lateral and torsional vibrational characteristics of the deck and towers.
It was found that while many vertical and lateral modes occured at close frequencies, they
were not related. Though there were relatively few predominantly longitudinal modes,
there was significant longitudinal participation in most main span vertical modes. This
interaction between different vibration modes was also observed by Abdel-Ghaffar and
Scanlan (1985a) and more recently by Owen and Blakeborough (1993) and Ventura et al
(1994). From the correlation between wind speed and modal amplitude, Brownjohn et al
(1987) suggested that low frequency excitation is mainly wind induced while response
upwards of about 2Hz is mainly traffic induced. Although reliable frequency values were
obtained, the modal damping values were believed to be over-estimated due to signal
processing errors involved in analysing response from ambient vibration. Simuilar

conclusions about damping estimates were also expressed by Mazurek and DeWolf (1990).

Using a different data acquisition method, Littler and Ellis (1987) also conducted vibration
tests on the Humber bndge. The estimated natural frequencies and mode shapes were in
agreement with the results of Brownjohn et al (1987). Detailed discussions of a number
of modal surveys, using ambient excitation, that were conducted on suspension and cable

stayed bridges can be found in Brownjohn (1988).

During the modal testing of Kessock bridge, Owen and Blakeborough (1993) obtained
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mode shapes from low frequency resolution measurements taken during the day while
natural frequencies were identified from ovemnight recordings using a finer frequency
resolution. This approach was taken to achieve a reasonable compromise between
frequency resolution, recording period and number of averages. However, modal
parameters of closely spaced modes were still inadequately identified primarily due to the
problems associated with ambient testing and the low sophistication of the modal

identification algorithm used.

Results from an extensive programme of testing to determine the dynamic characteristics
of a slant-leg steel frame pedestrian overpass were reported By Rivas-Gomes (1993).
Excitation of the bridge was by people jumping and running on the deck in such a way that
maximum response was produced. The tests were conducted to validate analytical models
developed for the bridge and assess design assumptions. It was found that the dynamic
response of the structure was govemed by the rocking oscillations of the foundations
(massive concrete supports on top of vertical drilled piers). The results demonstrate the
fact that boundary conditions are the main determinants of the behaviour of some statically
indeterminate structures and that assumptions about rigidity of the supports are critical for

supports at which fixed moments and horizontal thrusts are expected to be developed.

Alvarez et al (1993) have produced a relationship (Figure 2.2) between the fundamental
natural frequency and span length of concrete bridges. The relationship was deduced from
results of dynamic tests on 174 rail and highway bridges of span length ranging from 7.4m
to 150m. A quick initial estimate of the first natural frequency can be obtained from the
curve. For multi-span bridges, response of the longest span would tend to dominate the

fundamental frequency.
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To achieve better results, it is necessary to use higher energy excitation techniques which
can excite all the modes of interest. Thus, the only alternative to ambient vibration testing
1s to conduct forced vibration testing using properly designed excitation systems which can
produce desired loading spectra. According to Kroggel (1993), artificial excitation is
sometimes the only means of obtaining accurate and reproducible dynamic parameters.
Tests on offshore structures (Gundy et al, 1980) using both ambient and forced vibration
methods have shown that damping and frequencies can be measured more accurately with
forced vibration and that the higher modes can only be excited to measurable levels by
artificial excitation. Dynamic tests involving artificial excitation are discussed in the next

section.

24 Forced Vibration Testing

This involves application of input excitation of known force levels at known frequencies.
The input 1s thus under the control of the experimentalist. Forced vibration tests have the
advantage of supressing effects of extraneous noise in the measured structural response.
The input loading can be altered to suit test requirements. Also included in this category
are tests in which the input is controlled but not measured. The physical means through
which the excitation is realised maybe termed a vibrator, vibrator exciter, exciter or shaker.
It is a device used for transmitting a time varying force into the structure. Forced vibration
testing is based on the classical fact that if the loads on a structure are known and the
resulting motion can be measured, then it should be possible to estimate the structural

properties.

In full-scale testing of large structures, vibrators are generally of the contacting type i.e. the

exciter stays in contact with the test structure throughout the testing period. In such
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applications, they are physically mounted onto the structure. However, non-contacting
devices such as impactors have also been successfully used on some large structures.
Appropriate contacting vibrators are usually of the eccentric rotating mass or electro-
hydraulic type. Brief description of the general characteristics of eccentric rotating mass
vibrators, electro-hydraulic vibrators and impactors are included in the review. Further
details on the configuration and operating principles of these machines can be found n
Clements et al (1988) and Unholtz (1988). Also discussed in this section are some other

types of excitation mechanisms in which the input force is not measured.

The number of reported forced vibration tests is less than that reported for ambient
vibration testing. A factor contributing to this is the difficulty in constructing suitable
excitation systems that can generate sufficient excitation forces at low frequencies,
especially for long span slender bridges. The papers reviewed form a subset of the
published literature and have been chosen to highlight types of excitation systems used, the

main conclusions from the tests and the various test procedures adopted.

2.4.1 Eccentric rotating mass vibrators

An early form of contacting vibrator is the eccentric rotating mass vibrator which is a
reaction type mechanical vibration machine. These vibrators have been used for some
years to excite large civil engineering structures (Ellis et al, 1977, Jeary and Sparks, 1977).
The eccentric mass vibrator generates vibratory force by using a rotating shaft carrying a
mass whose centre-of-mass is displaced from the centre-of-rotation of the shaft. The
motion generating the force can be circular or rectilinear (in which case, the term 'moving
mass vibrator' i1s more appropriate). The magnitude of the applied force is constant for a

particular setting of mass, rotational speed and the out of balance displacement.
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Details of the design, construction and operation of some eccentric rotating mass exciters
which have been built are given by Hudson (1962), Shepherd and Reay (1967) and Sevem
et al (1980). Examples of field application of such exciters to the full-scale testing of

highway bnidges are briefly described below.

Rotating eccentric mass exciters were used to generate excitation forces during the tests on
the Bosporus suspension bridge (Brownjohn, 1988). The tests had only partial success
because the exciters were unable to supply adequate force at frequencies much below 1Hz,
which is the range of interest for suspension bridges. During modal testing of the Pdinja
river bridge, Yugoslavia, TaSkov (1988) used two electro-mechanical vibration generators

to generate harmonic vibrations in the frequency range 0.5 - 9.0 Hz.

Okauchi et al (1986) successfully conducted forced vibration tests on the Ohnaruto
suspension bridge. Excitation of the bridge was by a pair of 200kN vertically acting
reciprocating mass exciters operating at a constant amplitude of 140mm. This was
sufficient to give reasonably accurate damping estimates. A damping value of 0.53% of
critical damping was obtained for the first vertical mode. Ohlsson (1986) conducted swept
sine testing on the 366m cable stayed Tjorn bridge, Sweden, with a special type of
reciprocrating mass exciter. Four vibrational modes were identified in the frequency range

0.4Hz to 1.6Hz.

2.4.2 Flectro-hydraulic vibrators

The electro-hydraulic vibrators can generate higher forces than the other types. The force

is generated through the (reciprocating) motion induced by the high-pressure flow of a
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liquid. The pressure is provided by one or more pump units. In operation, the system
usually consists of a servo-controlled hydraulic actuator which drives an attached mass.
The weight of the mass can be varied to obtain varying force magnitudes. The vibrators
provide relatively high vibration strokes and allow accurate excitation at different
frequencies in bending or torsion. They also have the advantage of being able to apply a
static preload and complex waveforms to the test structure. However, the attainable stroke

reduces with increasing frequency.

Electro-hydraulic vibrators are less common than the eccentric rotating mass types.
Leonard (1974) has described an inertial excitation system, called Energy Input Device,
consisting of four masses, each driven by an electro-hydraulic actuator, mounted on a
mobile axle. Similar exciters were also used in the tests reported by Galambos and Mayes
(1979), Kennedy and Grace (1990), Salane et al (1987), Tsang and Williams (1988) and
Williams (1990). The Energy Input Device was used during tests conducted on bridges
with individual spans of up to S0m. It was capable of generating sinusoidal forces over
the frequency range 1.5Hz to 30Hz at force levels of up to £16kN. The actuator used
during full-scale tests conducted as part of this research is of the electro-hydraulic type.
Details of the design, construction and operation of the actuator are given in Salawu and

Williams (1992, 1994b) and chapter six (section 6.2).

Cantieni and Pietrzko (1993) conducted tests on a three span 108m long wooden footbridge
to verify design assumptions and check if pedestrian induced vibration was excessive.
Excitation of the bridge was by a servo-hydraulic vibrator which was capable of generating
a maximum force amplitude of +5kN at frequencies > 2.3Hz. The bridge response was
measured in three orthogonal directions at 77 points using accelerometers. The

accumulated spectrum over all 231 measured frequency response functions was used to
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identify prominent modes. Burst random excitation signal was found to reduce the
measurement time and eliminate leakage errors during spectral computations. However,
utilization of specialised software and signal conditioning equpment was necessary.
Results obtained from the tests showed that the bridge was not susceptible to excessive
vibration by walking pedestrians. Similar equipment and procedures were also used by
Deger et al (1994) during experimental modal analysis of a prestressed concrete arch

bridge.

Forced vibration tests, in addition to fatigue tests, were conducted by Salane et al (1987)
on a full-scale in-situ composite three span highway bridge in order to evaluate the
effectiveness of using changes in dynamic properties as a means of detecting structural
deterioration. A closed-loop electro-hydraulic actuator system was used to generate the
excitation forces. Stepped-sine, slow sine sweep and steady-state normal mode testing
techniques were utilized. For the stepped-sine tests, the damping values obtained vaned

from span to span although the range was consistently between 1 and 3 %.

Results of damping measurements on 23 steel and composite bridges (spans between 17m
and 213m) were discussed by Eyre and Tilly (1977). The damping was measured from
decays of response obtained for the first bending mode though it was acknowledged that
higher bending and torsional modes could be significant for bridges having low natural
frequencies which coincide with those for the suspension of heavy vehicles. It was found
that damping increased with amplitude of vibration and stabilised at an upper level which
was about four times higher than the level at small amplitudes. The lower level of
damping was associated with the behaviour of the superstructure while the upper damping
included contributions from joints and substructure and was more relevant to unduly 'lively'

behaviour. A tendency for damping to increase with frequency was also noted. Damping
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values for steel, composite and concrete bridges and the intrinsic material values for steel

and concrete have been presented by Eyre and Tilly (1977) and Tilly (1977).

Raimer and Pemnici (1979) have reported sinusoidal forced vibration tests on a three span
pre-stressed concrete bridge. Salane and Baldwin (1990) also conducted steady state
sinusoidal tests on a three span highway bridge using an electro-hydraulic actuator. The
bridge had a composite deck supported on four steel girders. Three resonant modes - two
bending and one torsional - were identified. A modal damping ratio of 0.0134 was
obtained for the first bending mode. Servo-hydraulic actuators were also used in the tests

conducted by Kroggel (1993) on two road bridges.

2.43 Impactors

The simplest means of applying an impact to a structure is by using an instrumented
hammer or a suspended mass to deliver blows to the structure. A simple impact device is
shown in Figure 2.4. The impulse delivered to the structure can be varied by changing the
mass of the impact device. The impact frequency range can also be varied by changing
the hammer head type. The impulse function consists of a short duration broad band
spectrum. The width of the function determines the frequency content while the height and
shape control the energy level of the spectrum (Allemang and Brown, 1988). Impulse
testing 1s susceptible to input noise since the input force is applied over a short period

compared to the record length (of the measured response).

Important factors to consider before conducting impact testing are (Raghavendrachar and
Aktan, 1992): 1) effect of the level of impact and change in ambient conditions on

structural characteristics; and 2) reciprocity between impact and response at altemating
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mass and the anvil so that the impact frequency content covered the test frequency range.
Results from impact tests (66kg dropped from a height of 30cm) were used by
Vanhonacker (1994) to validate a finite element model of an 80 years old railway bridge.
The validated model was subsequently used to design a strengthening scheme which
allowed the bridge to remain in service and accommodate heavy axle load trains running

at 80 km/h (compared with 20 km/h previously).

An instrumented hammer (total mass of 23kg) was used during the dynamic tests reported
by Green and Cebon (1993). Repeatability of the testing procedure was demonstrated by
comparing measurements obtained when the hammer was dropped several times at one
position while linearity of the dynamic response was ascertained by comparing measured
responses, at a point, due to impact at three different positions on the bridge. Gardner-
Morse and Huston (1993) verified linearity of data obtained from impact testing of a cable-
stayed footbridge by ascertaining the reciprocity of measured frequency response functions
between two measurement points. However, a similar approach was used by
Raghavendrachar and Aktan (1992) to indicate nonlinear response and by Imregun and

Agardh (1994) to confirm repeatability of measurements.

Linearity of the structural system could be assumed in impact testing if the impact level
18 limited to a certain range (Sun and Hardy, 1992a; 1992b) and the lowest possible level
of excitation is used (Agardh and Palm, 1992). The estimated damping ratios, from the
tests by Green and Cebon, varied from 1.4% to 8.8% of cntical damping. Although the
authors did not give any reason for the high damping values, they (high damping values)
could have been due to high impact energy during excitation. This raises the question of
uniformity of 'blows' when using instrumented hammers. During the tests reported by

Biswas et al (1990), a soft tipped head was used on the 53.4N hammer employed as the
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exciter. This enabled elimination of local damage to the bridge and allowed sufficient

bridge response at low frequencies.

Forced vibration tests were conducted (Aktan et al, 1994; Zhang, 1994) on a three span
steel-stinger bridge to determine the level of correlation between impact testing and swept-
sine testing with a linear mass-inertia exciter. Two modes which were reliably 1dentified
by the impact testing could not be identified by swept-sine testing. Although no apparent
quality difference was noticed (Aktan et al, 1994) between the two sets of response
functions measured, a detailed error analysis (Zhang, 1994) revealed that results from the

impact tests were more erroneous.

A 5.4kg instrumented sledge hammer was used by Maguire and Severn (1987) to test four
40 tonne bndge beams. The hammer was reported to have a maximum impact force of
22kN. A cylindrical steel hammer, having a mass of 840kg, was also used as the excitation
device during the dynamic tests reported by Lee et al (1987). Despite these published tests,
instrumented hammer is not often used on large structures because of the large mass of the
latter and the risk of local damage, at the point of contact, to the structure when high force

levels are applied.

Other special impact devices have been developed to excite large structures. One of such
devices was called a sand drop impactor (Morgan and Oesterle, 1985). It consisted of a
weight dropped onto a sand bed that was, in tum, mounted on a load cell. The device has
been reported to have successfully excited a number of both steel and concrete structures.
More recently, Wood et al (1992) have reported the use of a ‘bolt-gun' to excite large
structures while Agérdh (1991; 1994), and Agardh and Palm (1992) haye reported

development and field usage of an impact equipment for exciting concrete bridges. The
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main advantages of impact testing are that the test times are short and the instruments

required are lightweight and relatively inexpensive.

2.4.4 Other excitation mechanisms

The other means of forced excitation can generally be classed under transient testing. For
these other methods, the input force is not usually measured. They take one of two forms
- impulse testing or step relaxation. Excitation by test vehicles driven along the bridge can
also be considered as transient. In impulse testing, the impulsive force is applied to a
structure, initially at rest, by vehicle impact, vehicle driven over an uneven surface, a
dropped weight, rocket impact or controlled jumping of people. The same comments made

in the previous sub-section apply to this type of excitation.

In step relaxation testing, excitation is achieved by releasing the structure from a statically
deformed position., The initial static deformation is achieved by either loading the structure
with a wire or cable (Chasteau, 1973; Eyre, 1976), hydraulic rams (Douglas et al, 1990,
Richardson and Douglas, 1987) or by continuous thrust from rocket motors (Selberg, 1966).
An example of transient excitation is shown mn Figure 2.5. The response of the structure
to this form of excitation is strongly dominated by those modes whose deformed shapes
best resemble the statically deformed configuration of the structure. Step relaxation is
seldom used because it can be mechanically difficult to implement (Came et al, 1988).
However, it is possibly the simplest and most effective method of determining damping

(Brownjohn, 1988).
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obtained from the normal quick release method. The modified procedure was tested on a
series of data obtained during field tests on a two span reinforced concrete box girder
bridge. The procedure enhanced the use of the quick release dynamic testing method and
also produced detailed static response of the structure as a by-product of the dynamic

investigation.

Several full-scale dynamic tests have been conducted in Ontario, Canada, to investigate the
effects of traffic and road characteristics on bridge dynamic behaviour. Results from a
series of such tests conducted between 1956 and 1971 have been reported by Green (1977).
Excitation was by vehicles driven on the bridge. The results indicated that the dynamic
deflection can be in excess of values suggested by design specifications. It was found that
for superstructures having a (fundamental) longitudinal flexural frequency between 2Hz and
5Hz, the dynamic interaction between vehicle and bnidge systems appeared to be present
and gave rise to higher dynamic deflections. Values of damping were found to range from
0.64% to 2.39% of cntical damping for simple and continuous spans having lengths up to
75m. For structures with a total length in excess of 125m, damping values of 0.64% to

0.95% were found to be representative.

More recently, Billing (1984) has reported dynamic tests on 27 bridges of various
configurations, of steel, timber and concrete construction to obtain data to support the
Ontano Highway Bridge Design Code (OHBDC) provisions. Excitation of the bridges was
by passing trucks and scheduled runs, at known speeds, by test vehicles of various weights.
Further details of instrumentation layout, test and data processing procedures adopted are
given in Billing (1982). The number of modes found depended upon the particular
characteristics of a bridge. Interaction between the vibration modes of the individual spans

was also noticed. The damping ratios of the first flexural modes of steel and concrete
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bridges were respectively found to be 0.4% - 0.7% and 0.8% - 3.8% of cntical damping.
These values are consistent with other damping measurements (Cantieni, 1983, Green,

1977, Tilly, 1977).

Williams (1990; 1992a) has reported dynamic tests on the three span Axmouth bridge,
which is believed to be the oldest concrete bridge in the UK. Excitation was by a 7.5
tonne lorry crossing the bridge. A system of three Willmore seismometers were used to
monitor vibration levels in three orthogonal directions at eight locations on the bridge. The
vibration monitoring was used to assess the effects of piling work on one of the bridge's
piers. Modal parameters of the bridge were not given. Proulx et al (1992) also used
vehicular-crossing as the source of excitation during dynamic tests on a steel arch bridge.
Pressure tubes were used to estimate the total excitation time of the structure and the speed
of the test vehicles. Results of the tests were used to estimate the bridge's dynamic
amplification factor and dynamic properties. However, accuracy of some of the computed
power spectral density curves is doubtful since the frequency resolution was poor and the

sampling period shorter than would be expected.

Kohoutek (1993) used a 40kg mass and a 50 tonne truck to excite a five span bridge during
full-scale dynamic and modal tests. The test results were correlated with theoretical

predictions and used to assess the structural condition of the bridge
25 Concluding Remarks

Of the two main types of dynamic testing, ambient vibration testing is easier to conduct
since the structural response can be measured while the structure is still i service.

Artificial excitation systems, which could sometimes be complex and expensive, are not
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required. A disadvantage of the method is that some of the estimated dynamic parameters,
especially damping, could be in error since their values may depend on the (uncontrolled)
unknown excitation level. Structural response measured under a given operating condition
would give a true picture of the behaviour of the structure for that particular service
environment. However, use of the model derived from such data may not be reliable in
predicting response under a different operating environment. For tests involving normal
vehicular traffic as the means of excitation, the natural frequencies of the bridge could be
accompanied by some harmonics due to the motion of the vehicles, Despite these
shortcomings, the ease and convenience of the method would continue to make it a popular

option.

Forced vibration testing produces data from which more accurate system and modal
parameters can be obtained especially if the input load is measured. Of the forced vibration
test methods, impact testing is the easiest to conduct but probably produces less reliable
data compared with tests using rotating mass and electro-hydraulic vibrators. However, the
latter types of excitation devices are more difficult to develop. Although the concept of
transient testing is quite straightforward, devising and applying suitable transient excitation
could be difficult. It is also possible that not all the vibration modes of interest will be
sufficiently manifested by transient excitation. Both impact and transient testing have the

disadvantage of potentially inducing localized damage on the test structure.

Selection of an appropriate excitation mechanism is one of the main problems encountered
in full-scale forced vibration testing of large structures. The system chosen should be
robust and be able to generate sufficient force levels while not causing localised damage
to the structure. The papers reviewed have illustrated the various types of devices that have

been employed. Selection of a particular system will depend on, among other things, type
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of structure to be tested, information required from the test and available resources. Factors
considered during the development of the excitation system used in the tests reported in

chapters seven and eight are discussed in chapter six.

Results from the reported tests indicate that vibration testing 1s a useful tool for obtaining
information on the condition of structural systems. The review has shown that forced
vibration testing produces better parameter estimates as compared with ambient testing
primarily due to the advantage of being able to relate response to a measurable mput.
Forced vibration testing was therefore adopted for the full-scale tests conducted in this
research. However, ambient testing will continue to be more popular as it is relatively
easier to conduct. Most of the reported work were concemed with validating analytical
models, characterization of the dynamic behaviour of the test bridges and investigating
relationships between vehicular/cyclist/pedestrian traffic (loading) and dynamic response
of bridges. Only a few of the published tests dealt with integnity assessment / damage
detection despite the potential of using vibration testing for these purposes. For relatively
rigid structures, forced vibration testing techniques are more effective for integrity
monitoring. Application of vibration testing to integrity assessment of structures is

discussed in the next chapter.
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CHAPTER THREE

A REVIEW OF METHODS OF DAMAGE DETECTION AND INTEGRITY

ASSESSMENT USING VIBRATION DATA

31 Introduction

Nondestructive vibration testing methods of assessing integrity and locating damage in
general structural systems are reviewed in this chapter. The methods are grouped according
to the parameter used to assess structural condition. Some methods utilizing mathematical
error localization schemes are also discussed since these can potentially be applied to detect
and locate damaged areas in real structures. Other methods which do not fall into distinct
categories are also reviewed. In reviewing the methods, discussions on results from some
vibration tests have been included to illustrate the relationships between dynamic
parameters and existence of damage in a structure. It should be borne in mind when using
dynamic monitoring for integrity assessment that it is stiffness and not strength that is being
assessed. Thus, defects causing loss of strength without reduction in stiffness or changes
in mass might not be detected. This introductory section discusses the rationale for using

vibration monitoring to assess structural integrity.

Vibration monitoring has historically been used to assess structural integrity. The basic
principle relies on the fact that dynamic response is a sensitive indicator of the physical
integrity of any structure. Early techniques involved use of 'echo methods' in which the
object is tapped or sounded and the structural condition assessed from the sound produced.’
Modem vibration methods of assessment are based on sophisticated extensions of these

basic ideas.
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As a result of damage, local or global, there would be a reduction in stiffness and a
decrease in the free energy stored in the bod'y (DiPasquale et al, 1990). Since dynamic
response is governed by the system parameters (stiffness, mass and damping), changes n
these parameters would lead to changes in the vibrational response as characterized by the
modal parameters (natural frequencies, mode shapes and modal damping values). Due to
the fact that each vibration mode has a different energy distribution, any localized damage
will affect each mode differently depending on the location and severity of the damage.
Modal parameters are also sensitive to the boundary conditions (physical constrants) of the

structure.

Results of tests have shown that the size of damage is proportional to the magnitudes of
observed changes in identified system parameters (Tsai and Yang, 1988). Although the
detection of such changes is relatively easy to achieve, interpretation of the data might
require expert knowledge. Results of studies by Rizos et al (1990) have indicated that
changes in modal parameters might not be sensitive enough to indicate small structural
damage such as those caused by fatigue cracks (Uzgider et al, 1993). The most common
types of faults will lead to the following conditions, with respect to frequency and damping,
m the structure (Richard and Mannan, 1993):
* A decrease in natural frequency combined with an increase in damping of
a mode implies that a loss of stiffness, an increase of damping and possibly
a decrease in mass has occurred in the structure.
* A decrease in natural frequency and a decrease in damping of a mode means
that a loss of stiffness and damping, and possibly an increase in mass,

occurred in the structure.

Early application of dynamic monitoring for integrity assessment of large structures has
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been limited to the 'high tech' industries like nuclear, defence and offshore (Cole, 1992,
Vandiver, 1977; Yang et al, 1980). This limitation is probably due to the high quality of
data required which would necessitate expensive equipment (Cole, 1992). Extension of the
techniques for condition monitoring of general civil engineering structures is continuously
receiving attention from researchers and is one of the main objectives of this thesis. First
application of vibration monitoring to assess integrity of civil engineering structures was

probably in the field of pile integnty testing.

3.2 Theoretical Background

A brief consideration of the mathematical representation of the dynamics of a structural
system is appropriate before discussing damage detection/location methods. The equations
of motion of a vibrating structure are usually derived by applying Newton's second law of

motion. For a linear, time-invariant structure, the equations of motion are given by:

IMIX” ()} + [CIX' (0} + KX ()} = {F()} (3.1)

where [M], [K] and [C] are respectively the structural mass, stiffness and (viscous) damping
matrices; t is the time variable; {F(t)} is the vector of externally applied forces; {X(t)},
{X'(t)} and {X''(t)} are the displacement, velocity and acceleration vectors respectively.
Viscous damping has been assumed in Equation (3.1) although other damping mechanisms
can be present. [C] can be regarded as the equivalent viscous damping matrix for the
system {Allemang and Brown, 1988; Raghavendrachar and Aktan, 1992). The dynamic
model, as represented by Equation (3.1), can be transformed into the frequency domain by
applying Fourier transformations. If {X(jw)} represents the complex Fourier transform of-

{X(t)}, denoted by {X(j@)} = FT{X(t)}, the following relationships exist:
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X' (jo) = FIX' (1)} = (jo)X (jw) i 3.2
X (o) = FIX'" (t)} = (ju)? X (jo)} = -02X (jo)!} (.2)

where o = frequency in radians per seconds and j*> = -1. Equation (3.1) becomes

(-[M]@? + [C] (jo) + KX ()} = (F(jo)} (3.3)
or
X ()}t = [H (o) 1F({w)} (3.4)
where
[H(jw)] = = (3.5)

-IM]w? + [C] (o) + (K]

[HGw)] 1s the (displacement) frequency response function (FRF) matrix. Each element
H,(jo) of the matrix is an FRF measurement between two degrees of freedom (DOF) -

response measurement location i and excitation point k - of the structure. H,(jw) can be

expressed as:
A,
Hy(o) = £ i (36)
-l 02 - w2+ j2Eww,
where A,, = modal constant for the rth mode at point 1

m = total number of measured modes
o, = natural frequency (radians/seconds) for the rth mode

& = wviscous damping ratio for the rth mode

The first objective of modal testing and analysis is to measure the FRFs of the structure..
Curve-fitting Equation (3.6) to the measured values will yield the modal parameters. FRF

computation and curve-fitting procedures adopted in this study are discussed in chapter six
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(sections 6.4 and 6.5). The system matrices - [M], [C], [K] - can also be derived from the
measured FRFs. There are two main approaches to obtaining the system matrices: 1) using
the measured FRF directly by utilizing Equation (3.5); and 2) indirect methods which use
the estimated modal parameters. Implementation of an indirect method is discussed in

chapter four (sub-section 4.3.2).

Existence of damage in the structure will cause a modification of the system matrices. If
A 1s taken to represent the change in a given parameter, the FRF matrix [H(jo)], of the

modified structure is given by:

' - 1 3.
HU) b =~ e? + [CACT Ga) + KAK] S

Curve-fitting response functions given by Equation (3.7) will yield new modal parameters
which, depending on the level of damage, will be different from those of the original
structure. Mere comparnison of the modal parameters could indicate existence of damage.
To locate and quantify damage, various methods exploiting the parameter changes exist.
Overlay plots of the components of the FRFs of the original and modified structures can

also be used to detect and locate damage.

Other approaches, based on system identification and model updating procedures, derive
system matrices for the original and modified structures from Equations (3.5) and (3.7).
These matrices, with or without the modal parameters, are then used to compute an error
identification matrix or index which indicates the damage areas. Some of the available
methods for detecting, locating and quantifying structural degradation are reviewed in the

next sections.

36



3.3  Methods Based on Measuring Natural Frequency Changes

Before presenting some of the available methods for detecting damage using natural

frequencies, the sensitivity of frequency changes to damage is briefly examined.

3.3.1 Effects of structural damage on natural frequency

The presence of damage or deterioration in a structure causes changes in the natural
frequencies of the structure. The most useful damage location methods are probably those
using changes in eigenfrequencies because frequency measurements can be quickly
conducted and are often reliable. According to Morgan and Oesterle (1985), abnormal loss
of stiffness could be inferred when measured natural frequencies are substantially lower
than expected. Frequencies higher than expected are indicative of supports stiffer than
expected. It would be necessary for a natural frequency to change by about 5% for damage
to be detected with confidence (Creed, 1987). However, significant frequency changes
alone do not automatically imply existence of damage since frequency shifts (exceeding
5%) due to changes in ambient conditions have been measured (Aktan et al, 1994) for both

concrete and steel bnidges within a single day.

At modal nodes, the stress is minimum for the particular mode of vibration. Hence,
minimal change in a particular modal frequency could mean that the defect may be close
to the modal node. The other modal frequency variations can still be used to determine the
magnitude of damage. Results of dynamic tests on 1/7 scale models of simply supported
one- and two- cell box girder bridges show a decrease in the fundamental natural frequency
with progressive damage (Mirza et al, 1990). Near the ultimate load, the frequency

decreased linearly by about 40% and 75% for the one-cell and two-cell bridges
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respectively. Other results (Agardh, 1991; Haroun et al, 1993; Kawahito, 1974; Kroggel,
1993; Mazurek and DeWolf, 1990, Salane and Baldwin, 1990; Salane et al, 1987; Savage
and Hewlett, 1978, Sun and Hardy, 1992a) of dynamic tests on model and structures
indicate that changes in resonant frequencies can occur due to support failure, crack

propagation, shear failure and overload causing intemal damage.

From results of vibration tests on concrete portal frames, Moradalizadeh (1990) reported
that the magnitude of frequency reduction is dependent on the position of the defect relative
to the mode shape for a particular mode of vibration. Similar observations were reported
by Rytter and Kirkegaard (1994) from tests conducted on a 20m high steel mast. Damage
at regions of comparatively high stress in the frames (tests by Moradalizadeh) resulted in
significant reduction (up to 15%) in the resonant frequencies. Gomes and Silva (1990), Ju
and Mimovich (1986) and Salane and Baldwin (1990) also reported increased accuracy of
the diagnosis when cracks/damage occured at sections of high stresses. These findings
suggest that detection of damage using frequency measurements might be unreliable when
the damage is located at regions of low stresses. Thus, shift in natural frequencies alone
might not provide sufficient information for integrity monitoring, unless the failure is in one
of the most important load bearing members (Idichandy and Ganapathy, 1990). A
theoretical explanation of the relationship between magnitude of frequency changes and

extent of damage is given below.

Existence of a crack at a section of a beam is equivalent to a reduction (proportional to the
crack's severity) in the second moment of area. This leads to a reduction in the local
bending stiffness at the cross-section where it is located. The modified beam can be.
represented as two beams connected by a torsional spnng (which models the crack) with

a stiffness dependent on the depth of the crack (Gomes and Silva, 1990). This torsional
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spring model was first proposed by Chondras and Dimarogonas (1980). A similar crack
model based on the "fracture hinge" concept was proposed by Ju et al (1982) and
experimentally verified by Ju and Mimovich (1987). The consequence of reduced local
bending stiffness is a lowering of the values of the bending natural frequencies. The
natural frequency changes vary proportionally with the square root of the stiffness change,
thus underlining the need for relatively large stiffness changes before significant frequency
changes can be detected. The reduction (in frequency) becomes more important when the

crack 1s at regions of high curvature for the modes under consideration.

Results from some experimental (Moradalizadeh, 1990, Slastan and Pietrzko, 1993a) and
numerical (Brownjohn, 1988) studies have suggested that the lower vibration modes would
probably be best suited for damage detection. However, Begg et al (1976) stated that
modes higher than the first should be used in damage detection so as to iumprove the
identification. Alampalli et al (1992), Biswas et al (1990), Cempel et al (1992), Flesch et
al (1991), Lieven and Waters (1994) and Mannan and Richardson (1990) have also
mentioned the increased sensitivity of the higher modes to local damage. Since these
higher modes (those above the 6th mode) are usually unavailable from the results of a full-
scale modal survey, their use in damage detection can not be fully justified (Salawu and

Williams, 1993a).

3.3.2 Damage detection and location using natural frequency changes

Ju and Mimovich (1986, 1987) used changes in modal frequencies to locate damage
occuring at sections of a beam to within 3% of the length. It was found that the accuracy
of the damage localization was improved to less than 1% of the length when the built-in

end of the experimental beam was represented by a torsional spring. A fundamental
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assumption, and limitation, of the method used is that the damage can be represented using
the "fracture hinge" concept proposed by Ju et al (1982). Changes in modal frequencies
were also used to locate damage in the investigations by Adams et al (1978), Al-Ansary
and Azayem (1986), Chondras and Dimarogonas (1980), Gomes and Silva (1990),
Gudmundson (1982; 1984) and Springer (1988). The methods used in the investigations
are not likely to be applicable to structures other than the simple cases (typically, a simple

beam with artificially induced cuts) considered.

The method of Cawley and Adams (1979) uses the sensitivity concept to obtain frequency
changes due to stiffness loss. The method is based on the premise that the ratio of
frequency changes in two modes is a function of the location of the damage only, if
changes in stiffness are independent of frequency. To locate the defect, theoretical
frequency shifts, due to damage at selected positions on the structure, were calculated and
compared with measured values. A normalized error, which also gave some weight to the
crack direction, was calculated at selected sites and used to search for the defective area.
The method assumes the damage to be in the form of a hole, which 1s not always the case,
and is umable to locate defects at more than one site. Futhermore, erroneous results are
obtained for defects involving creation or alteration of mode shapes and no indication is
given as to the accuracy of the predicted damage site. Another drawback of the Cawley
and Adams method, and indeed most sensitivity based methods, is the use of considerable
computing time subsequent to physical measurement as a consequence of the need to model
all possible damage mechanism at various possible sites. Application of the method to
damage location in reinforced concrete and steel beams revealed that at least nine modes
should be included in the computations if the damage is to be located with any reasonable-
accuracy (Brownjohn, 1988). Other damage location methods using frequency changes and

sensitivity analysis have been proposed (Eggers and Stubbs, 1994, Heam and Testa, 1991;
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Menegetti and Maggiore, 1994; Penny et al, 1993). Accuracy of sensitivity based methods
is dependent on the quality of the finite element model (or other theoretical model) used
to compute the sensitivities. The methods are most useful for skeletal structures where the

damage event affects one significant stiffness component in the structure.

Law et al (1990) have suggested a technique for determining structural stiffness changes
and positions of defects from measured changes in resonant frequencies. The technique
uses a finite element model of the structure and assumes the structural mass matrix to be
unsymmetrical so that a unique identification can be obtained. This assumption does not
always hold. Solution of the identification problem involves utilization of a non-linear
programming method which requires a weighting matrix and vectors defining upper and
lower bounds for the identification factors. Selection of appropriate matrix and vectors
would affect the results. It appears that the identification is improved if only certain parts
of the structure are included in the formulation. Since prior knowledge of damaged areas

is unavailable, determining which part to include might be difficult.

Measurement of natural frequency can be used to estimate the tension in the stay cables
of cable-stayed bridges (Gardner-Morse and Huston, 1993). Estimated values of the cable
tension significantly lower than design / as-built values would indicate loss of cable
tension. A sipular approach (though using a different formulation) was adopted by
Camomilla et al (1993) to determine the stress levels in the prestressing cables of
reinforced concrete stays of the Polcevera viaduct, Genoa, Italy. One main problem with
this technique is the fact that deterioration of a rope or cable by corrosion or by breaking
of wires will change the rope's cross-section and reduce its strength but may not alter rope.
tension (Hearn and Testa, 1991). In such circumstances, existence of damage may not be

detected by natural frequencies; especially if axial modes are used.

41



Uzgider et al (1993) have proposed a damage location method which uses measured natural
frequencies to identify stiffness parameters. Stiffness parameters and vibration modes
which the parameters significantly influence are first selected. The natural frequencies of
the selected modes are then used to identify the stiffness parameters. The relative
magnitudes of the differences between the identified parameters and prior estimates are
used to indicate the presence of structural damage. Success of the method depends on
identification of suitable stiffness parameters, accurate definition of base values (prior
estimates) of the parameters and values selected for the lower and upper limits of frequency
and parameter value variation. The need for a very sophisticated mathematical model of

the structure is another limitation of the method.

Zhang et al (1992) proposed a pattern recognition method for detecting structural faults in
frame structures. The same approach was also applied to the diagnosis of defects in
foundation piles (Zhang et al, 1993). The method is based on the fact that the ratio of the
relative change in natural frequency between any two modes is equal to the ratio of the
squares of the corresponding strain modal values at the fault. Due to experimental and
analysis errors, the equality is only approximate. To account for this, two parameters were
defined to control the fault identification. Thus, accuracy of the method is highly
dependent on the choice of proper values for the control parameters. Futhermore, the

method is only applicable to faults which can be represented as slots.

Two approaches to the integrity assessment of bridges have been proposed by Ward (1984).
The first involves monitoring a given bridge, say yearly, to check if there are changes in
the dynamic properties with reference to the last/previous measurement(s). The second.
approach involves comparing the dynamic characteristics of similar structures one of which

1s known to be in good condition. To account for different ground conditions at various
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locations of the bridges, Ward put forward a dimensionless factor - velocity amplification
factor - to assess the integrity of the bridges. The velocity amplification factor is defined
as the response spectrum of the bridge divided by the spectrum of the ground vibration in
the approach to the bridge. Further work would be necessary to assess the factor - or a

similar variable - as an identification parameter.

34 Damage Detection and Location using Mode Shape Data

Results of studies by Biswas et al (1990), Rubin and Coppolino (1983), Salane and
Baldwin (1990), Shahrivar and Bouwkamp (1986), Srinivasan and Kot (1992) and Tang and
Leu (1988) have suggested that mode shapes are more sensitive to damage than are natural
frequencies since the changes in the mode shape values are much more pronounced
(Shepherd and Reay, 1967). In addition, natural frequency changes alone may not identify
location of the structural damage (Salawu and Williams, 1994a). This is because cracks
associated with similar crack lengths but at two different locations may cause the same
amount of frequency change (Pandey et al, 1991). According to Mazurek and DeWolf
(1990), mode shapes can be heavily influenced by crack propagation and support failures.
The greatest changes occur in the vicinity of the defect, thus offering the opportunity of
locating damage. According to Richardson and Mannan (1992), the lower and higher
modes can respectively be used to detect and locate structural faults. This is due to the fact
that the lower modes are global while the higher modes are more localized to particular
regions of the structure. A fault will be located in the vicinity of the anti-nodes of those
modes whose poles (frequencies and damping) move the most (Richardson and Mannan,
1993). The sensitivity of modal vectors perpendicular to the predominant modal direction
is clearly established for predicting damage in load bearing and highly redundant members

(Idichandy and Ganapathy, 1990).
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When mode shapes are used for structural assessment, the vibrational modes should be
selected such that they provide significant response of the particular members that are being
monitored. In general, the changes in mode shapes seem to become more pronounced as
the mode number increases (Fox, 1992; Sun and Hardy, 1992b). A distortion of the third
vibrational mode shape after damage to reinforced concrete beams was noted by Savage
and Hewlett (1978). An important point observed was the development of asymmetry, as
damage progressed, of the half wave length between the two nodes in the centre of a
simply supported vibrating beam. This observation was useful in pinpointing the damaged

arca.

Morgan and QOesterle (1985) have described some characteristics of measured mode shapes
that can be exploited in evaluating the condition of a bridge. They stated that a condition
of local deterioration may be detected if : i) there is a lack of symmetry in a mode shape
when symmetry is expected and/or ii) occurence of two different mode shapes with
comparatively close frequencies. A mode shape in which one point participates excessively
in the motion could indicate local loss of stiffness. This could be a support or foundation
problem if the point concemed is grounded. Jeary and Ellis (1984) have pointed out that
mode shapes could indicate onset of increased soil-structure interaction. Mode shapes are
more useful than natural frequencies and damping values in detecting damage that leads to
creation of new modes. An example of such a case is the creation of new modes due to

support failures (Mazurek and DeWolf, 1990).

Chowdhury (1990), while investigating the effects of base support material on the dynamic
properties of continuously supported structures, found that the magnitudes of the imaginary-
parts of FRF increase as the stiffness of the base material reduces. The magnitudes of the

imaginary part of the FRF are proportional to the deflection (mode shape) of the structure
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at a given frequency of vibration. The mode shape patterns observed were also found to
depend on the quality of the support material. These findings suggest that measurement
of mode shapes, when properly modified to account for the type of structure, boundary
conditions and support type, can be used to identify the support conditions. Crema et al
(1985) and Tracy et al (1984) also used mode shapes to detect damage in composite

structures.

In analysing results of dynamic tests on a three span highway bridge, Salane and Baldwin
(1990) plotted the mode shapes as contours on the bridge deck. Comparison of the
contours obtained before and after several fatigue load cycles indicated impending fracture.
The technique shows promise as a means of locating structural damage. Analysis of mode
shapes measured on a bridge girder was found to be effective in detecting delamination
along one side of the girder (Morgan and Oesterle, 1985). Biswas et al (1990), Salane et
al (1987), Snnivasan and Kot (1992) also found mode shapes to be good indicators of

structural deterioration.

A number of studies have been conducted on the sensitivity of meode shapes, Modal
Assurance Criterion (MAC), Coordinate Modal Assurance Criterion (COMAC) and Modal
Scale Factor (MSF) to structural changes. The formal definition and mathematical
formulation of these parameters are given in chapter four. Also discussed in chapter four
1s the performance of the methods proposed by Fox (1992), Pandey et al (1991) and Yuen
(1985). Application of MAC and COMAC to damage detection and integrity assessment

1s discussed in chapters four, seven and eight.

The approach adopted by Ko et al (1994) addressed the problem of defining suitable modes

when using MAC/COMAC for damage location. The damage is assumed to be at a
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particular node and sensitivity analyses are conducted to find the most sensitive modes for
a range of damage events. The types of damage considered would obviously place a
limitation on the approach. After selecting suitable modes, COMAC values are then
computed. If the indicated damage location (with the lowest COMAC value) is the same
as the assumed one, then the damage is actually at or close to the assumed position. A
new method of determining suitable modes for damage detection and location is presented
in chapter four (sub-section 4.2.1) while Salawu (19947) has discussed the problem of

identifying damage sensitive vibration modes.

A modified version of the basic MAC definition was introduced by Fox (1992). The
modification, called Node Line MAC, involves using only selected measurement points,
which are close to nodes of particular modes, in the MAC computation. The concept is
based on the idea that changes in mode shapes will be most noticeable in the vicinity of
node points or nodal lines (Wolff and Richardson, 1989). Fox noticed a slight
improvement in the identification procedures when the Node Line MAC values were used.
It should however be noted that the changes observed are to four significant figures which

would be insignificant in practical field tests on full-scale structures.

Lieven and Waters (1994) have recently discussed application of Normalised Cross
Orthogonality (NCO), Normalised Difference (NDIF) and Normalised Cross Orthogonality
Location (NCOL) to the identification of spatial differences between a finite element model
and its corresponding measured modal data. These parameters are similar to MAC and

COMAC and can also potentially be used to locate regions of error in a structure.

Despite the foregoing discussions, some authors have suggested that use of mode shapes

1s not very effective in detecting damage. One of the reasons suggested is the inaccuracy
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in estimating mode shapes from measured data. According to Friswell and Penny (1992),
a 20% error in a particular element of the mode shape vector would be typical while
Raghavendrachar and Aktan (1992) have indicated that the error may be about 30%. Tests
by Creed (1987) suggest that measured mode shape ratios are only repeatable to within
35% to 40%. Furthermore, DiPasquale et al (1990) pointed out that, for a given mode, the
damaged structure's mode shape is not usually very different from that of the original
structure. This view was also reflected in the results of tests (Slastan and Pietrzko, 1993a)

conducted on reinforced concrete T-beams before and after various levels of damage.

According to Hearn and Testa (1991), vibration mode shapes are poor indicators for small
damage that does not alter mass. This i1s a rather curious conclusion since most damage
events (involving stiffness reduction) do not lead to significant mass alterations. From
numerical evaluation of two structural dynamic identification schemes, Ojalvo (1986)
discovered that use of only mode shape data in model error detection resulted in
convergence to the wrong answer. If the structure is severely damaged, deciding which
modes, from the damaged and undamaged structures, to be paired for damage detection

may be difficult (Penny et al, 1993).

3.5 Methods Based on Measuring Changes in Damping Values

Occurence of damage in a structure would be expected to lead to an increase in damping.
Unusually high damping would suggest more energy dissipation mechanism than expected,
indicating possibility of cracks in the structure (Morgan and Oesterle, 1985). Simularly, an
increase in damping values for similar excitation conditions can be taken to indicate a
detertoration in the structure (Jeary and Ellis, 1984). Studies by Tsai and Yang (1988),

Yang et al (1983) and Yang et al (1985b) concluded that, for a variety of structures and
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loading conditions, damping is generally more sensitive to damage than stiffness.
According to Jeary and Ellis (1984), change in damping is a potential indicator of structural
changes since the relationship between damping and stiffness suggest that damping changes
may indirectly indicate small localised areas of changing stiffness. Damping may be the
only indicator of distress when frequencies, as well as mode shapes, are insensitive to
damage as in the case of transverse motion of wire ropes (Hearn and Testa, 1991).
Considerable changes (up to 80%) in damping values were noticed (Agardh, 1991) after

shear failure close to the support of a reinforced concrete bridge.

Savage and Hewlett (1978) reported a significant difference (87%) in the damping ratio of
two geometrically similar concrete beams but with one prestressed and the other unstressed.
The unstressed beam exhibited high damping which was thought to be associated with the
presence of micro-cracking along the beam'’s length. Microscopic movement and resulting
friction between solid concrete in the cracked regions probably damped out the response
motion to an applied transient. In the stressed beam, the microcracks were effectively
closed up by the post-load and hence could not produce friction motion. A general increase
in damping values after crack initiation in reinforced concrete beams was reported by
Slastan and Pietrzko (1993a). Results of tests conducted by Kennedy and Grace (1990) on
continuous (two spans) bridge models indicated that damping values would increase due

to development of transverse cracks in the deck slab near the intermediate pier support.

However, results (Baldwin et al, 1978) from vibration tests during fatigue testing of a full-
scale bridge showed that vanation in damping ratios was not significant from the viewpoint
of structural monitoning. Sun and Hardy (1992a) performed statistical tests of significance.
on damping estimates, obtained before and after induced damage in a rock structure, with

a view to check if there was any significant change in damping as a result of the
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modifications. The results from the two statistical tests (F-test and t-test) were not in
agreement. The large scatter usually observed in damping estimates would make any

statistical test insignificant.

Differences between damping ratios of an undamaged beam and the same beam after
strengthening by carbon fibre reinforced plastic laminates were found (Slastan and Pietrzko,
1993b) to be practically negligible. Some test results (Agardh, 1991; Baldwin et al, 1978;
Heam and Testa, 1991; Salane and Baldwin, 1990; Salane et al, 1987) indicate an 1initial
increase in damping before subsequent reduction as damage progressed. Agérdh and Palm
(1992), Alvarez et al (1993), Askegaard and Langse (1986), Alampalli et al (1992) and
Farrar et al (1994) reported a large scatter in the measured damping values from laboratory
tests to nvestigate the effectiveness of damping and frequency measurements in damage
detection. The scatter becomes more pronounced when the damping values are low. A
change of a factor of two between damping measurements made on the same day was
observed by Askegaard and Mossing (1988). According to Shepherd and Reay (1967), the
damping mechanism in structures must be better understood before changes in modal
damping ratios can be successfully used in damage detection/integrity assessment. Unlike
frequency changes which can be associated with highly stressed areas of the structure,
damping changes may more properly relate to local motions, or specifically to the potential
for increased motion and increased friction as damage loosens connected members (Heamn

and Testa, 1991).

From the author's experience, a major factor against the use of measured damping values
in integrity assessment is the error involved in estimating damping values especially if-
ambient testing is used. During modal parameter extraction procedures, the damping values

usually have the greatest degree of uncertainty. DiPasquale (1990) and Mazurek and
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DeWolf (1990) also concluded that damping values alone can not provide very reliable
means of damage detection since quantitave relations between deterioration and the level
of damping in structures are not available. Furthermore, there are many methods (Jeary and
Ellis, 1984) of estimating damping, each giving dissimilar results, in addition to the
different definitions of damping. If damping values are to be used in damage detection,
more efforts would be needed to increase the accuracy of data acquisition system, increase
the restrictions on the testing environment and improve the quality of parameter extraction

routines (Sun and Hardy, 1992a).

3.6 Mathematical Model Error Localization Schemes

As more emphasis is placed on predicting structural behaviour using analytical (usually
finite element) models, it becomes more important to validate (update) these models, using
test data, before they are used in response predictions. Many model updating methods have
been proposed for refining theoretical models. Review papers providing an overview of
model refinement techniques have been published (Heylen and Sas, 1987; Ibrahim and
Saafan, 1987; Imregun and Visser, 1991). Only some of the methods which have been
applied to damage detection and location are reviewed in this section. Theoretical
background, implementation and performance evaluation of two model updating based

methods are presented in the next chapter.

As a first step, most updating schemes locate regions of errors in the finite element model
before the updating proper. If it is assumed that the (analytical) system matrices to be
updated (corrected) were obtained from a prior vibration measurement, then the error.
localization stage can be utilised to detect, locate and quantify damage in a structure from

any two measurements of the vibration response. The system matrices are obtained from
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measured dynamic response using system identification procedures. Selection of an
appropriate system identification algorithm is crucial to the accuracy of the methods. For
this approach to be successful, the error introduced by data acquisition and processing
should not be large enough to suppress the damage induced deviations in the system
matrices. Other factors to be considered in the application of structural identification
procedures to damage detection have been investigated by Beck (1991). Link (1990) has
discussed the problem of defining bounds for error localization using model updating

techniques.

Most of the damage location methods based on model refinement techniques compute an
error identification matrix which 1s used to indicate the damage location. In some cases,
the values of the matrnix elements can be used to determine the severity of the defect. The
basic form of the identification matrix is the stiffness error matrix which represents the
difference between the stiffness matrices of the damaged and undamaged structures. The
stiffness matnx is used since most damage events will lead to changes in the structure's
stiffness. This is probably due to the fact that while very localized defects in a structure
produce small, but measurable, changes in the overall dynamic properties, the local stiffness
of the structure is significantly reduced at the defect location (Cawley and Adams, 1979,
Cawley and Nguyen, 1988). Despite this, Tsai and Yang (1988) proposed a technique
which uses ratios between corresponding elements of identified mass matrices of the
damaged and undamaged structures. If a location on the test structure is close to a defect,
the ratios corresponding to the location will be substantially lower or higher than unit

magnitude, thus offering a way of locating the defect.

The locations in the error matrix which have the largest reduction in stiffness give the most

likely damage sites. Many of the error matrix methods (Gysin, 1986; He, 1992; Lieven and
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Ewins, 1990; Park et al, 1988; Sidhu and Ewins, 1984) use either the basic formulation or
modified versions. An evaluation of the performance of a few of the available methods has
been presented by Salawu and Williams (1993) and is further discussed in the next chapter
while the effect of (data) incompleteness and noise on error matrix calculations has been

studied by Lieven and Ewins (1992).

The method proposed by Yang et al (1985a) involves comparison of the diagonal elements
of the mass and flexibility matrices before and after damage. It was found that (for
cantilever beams), the flexibility does not change significantly for response stations before
the damage location while for stations after the damage site, flexibility changes
progressively according to the severity of damage and distance from the damage location.
A disadvantage of the method is that the full modal matrix is needed to construct the
system matrices. In addition, neither is the severity of damage quantified nor multiple

damage locations identified.

The approach adopted by Raghavendrachar and Aktan (1992) also uses expertmentally
determined flexibility matrices but without assuming a mass matrix. Successful application
of the method depends on careful consideration of the factors (sub-section 2.4.3) affecting
impact testing. The need for many reference points (use of reference points in full-scale
tests 1s discussed in section 7.4), though likely to increase accuracy of the identification,
might increase test costs. In addition, about twenty modes are needed to obtain a

sufficiently accurate flexibility matrix (Aktan et al, 1994).

Another approach to using error localization methods is to use measured data from the.
undamaged structure to correct a finite element model of the structure. The system

matrices of the corrected model will then represent the undamaged structure. Data from
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subsequent tests on the structure are then used to update the correct initial model (model
A) to obtain a new model (model B). The updating is achieved by changing the physical
parameters (Young's modulus, member dimensions, density etc) so that the predicted mode
shapes and frequencies agree with the measured values. Comparison of the physical
parameters of each element of models A and B (or the system matrices of the two models)
will indicate which areas have been affected by damage and to what extent. Application
of the technique to damage detection in model trusses has been presented by Doebling et
al (1993) and Kaouk and Zimmerman (1993) while Flesch et al (1991) have investigated
suitability of the technique for safety evaluation of bridges. The method adopted by Kaouk
and Zimmerman includes a minimum rank perturbation algorithm for estimating the extent

of damage.

The major limitations of the approach described in the previous paragraph are as follows
(Avitable and Li, 1993; Link, 1990): 1) Selection of an appropriate model updating method
is crucial; 2) If the wrong parameters are selected for the updating process, incorrect system
matrices will result; 3) The mass and stiffness sensitive regions of the structure, for the sets
of modes included in the updating process, will always dominate the solution if they are
allowed to participate in the process; 4) Accuracy of the error localization depends on the
choice of the areas of the model to update and the modes to include; 5) Incompleteness of
the measured data would necessitate use of model expansion or reduction techniques to
ensure compatibility between the experimental and analytical models. These techniques
will introduce further errors; 6) Mismatch of boundary conditions between analytical and
- experimental models, and 7) Measurement and modelling errors. Zhang (1994) has
suggested that an error analysis of the modal data should be conducted before they are used
in system identification/model updating. Since such an analysis would involve conducting

more than one series of tests (and ideally with different excitation/testing techniques) on
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the reference structure, resource constraints would limit any widespread practical

application.

3.7  Other Damage Location Methods

There are other damage location and quantification methods which do not fall into the
categontes already described. Most of these methods use the FRFs directly to either
compute a damage indication parameter or develop pattemns to be used in damage diagnosis.
The simplest methods are probably those that involve overlay plots of magnitudes and
squares of the real and imaginary parts of the FRF (Biswas et al, 1990, Richardson and
Mannan, 1993; Salawu and Williams, 19947). Baumgirtmer and Waubke (1993) have also
suggested use of banded spectra plots in which the FRFs obtained from long term dynamic
monitoring are plotted as histograms and the relative shifts in amplitude used to assess
stress levels in the structure. These plots could indicate existence of degradation and which
modes are most affected. The sensitivity of the plots largely depends on the severity of the
damage and the accuracy of FRF measurement. A similar approach but with the added
advantage of damage location was proposed by Afolabi (1987). The approach is based on
the premise that the minima in FRF plots for points on a structure do not change for points
at which damage has occured, but that the further a point lies from a damage site, the

greater the number of shifted minima.

A signal subspace correlation (SSC) index for detecting structural changes was proposed
by Chemg and Abdelhamid (1993). The method utilizes impulse response functions (IRF).
For a single mode, the frequency domian equivalent of the index is the drop of the FRF.
peak as frequency changes. For a multi-degree of freedom system, the SSC index indicates

the change in the most sensitive mode. The method proposed by Stubbs and Osegueda
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(1990a; 1990b) involves determining damage location and severity from expressions
relating variations in stiffnesses of structural elements to changes in modal stiffnesses. The
approach is limited to structural elements (such as beams, plates and shells) and requires

predefining the damage locations.

Application of neural networks (Caudill and Butler, 1992) to damage detection has been
investigated by some researchers (Kudva et al, 1992; Rytter and Kirkegaard, 1994; Worden
et al, 1993; Wu et al, 1992). The rationale is based on the fact that fault location can be
considered as a process of distinguishing between data from the original structure from that
of the damaged structure. The neural network has to be trained by feeding it sets of modal
parameter changes along with the mass, stiffness and damping changes that caused them
(Richardson and Mannan, 1993). The network, in turn, computes a set of internal weights
that allows it to predict mass, stiffness and damping changes that caused the modal
parameter changes. After training the network, it can be used to predict the location and
extent of defects that caused measured modal parameter changes. The major drawback is
the significant amount of computation involved in training the network (at least 100 000
changes are needed to train a network - Mannan et al, 1994). Furthermore, the accuracy
1s limited by the number and type of damage cases built into the network. If experimental

data are used to train the network, the quality of the data must be very good.

Perturbation analysis is sometimes conducted as an altemative to repeating the full dynamic
analysis in order to compute changes in modal parameters due to localized damage.
Although most sensitivity based methods utilize natural frequencies and mode shapes, it is
sometimes more convenient to use the sensitivities of FRFs directly. Sensitivity based.
methods using changes in FRF characteristics have been proposed (Brandon, 1987, He,

1993; Law et al, 1991; 1992). However, methods utilizing response functions might be
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inappropriate if the FRFs contain a substantial amount of noise (Imregun and Agérdh,

1994),

Application of signature analysis to condition assessment of bridge structures has been
studied by Samman and Biswas (1994a;, 1994b). The measured FRFs are used as
signatures. The signatures are first processed by applying a "smoother” (a form of low-pass
digital filter) which reduces their peakedness without destroying their characteristic
appearance. The "smoother" also reduces/removes noise in/from the signals. Different
types of signal recognition tools are then applied to detect differences between any series
of signatures. The techniques can be used to identify presence of damage before damage
location schemes are used to indicate affected areas. They can therefore serve as condition
monitoring tools. The procedures were used to detect the presence of simulated cracks in
amodel bridge. Limited success was obtained in detecting damage in a full-scale highway

bndge.

Armstrong et al (1993) have reported application of a dynamic stiffness technique to
integrity assesment of masonry arches. The approach, which is based on earlier studies by
Davis and Dunn (1974) and Sibbald (1988), involves utilization of the displacement FRF
values at low (close to 0.0Hz) frequencies. However, use of FRF values at low frequencies
is unreliable since measurements at the low frequency range are more susceptible to errors.
In fact, the low frequency components are sometimes attenuated during field testing of

large civil engineering structures.

One approach that is also applicable to the problem of structural assessment (damage
detection/location) is 'reverse' structural modification. The usual structural modification

techniques (Snyder, 1985; Jones and Iberle, 1986) seck to find the optimum changes in a
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structure necessary to achieve desired dynamic properties. A reversal of this procedure
would be to find positions (and magnitudes) of structural modifications that would cause
observed changes in the structure's dynamic properties. Application of this reverse
approach to detect, locate and quantify damage is rare. It would involve creating a
reference database of possible modification (damage) sites corresponding with known
parameter changes. The accuracy of structural modification methods are affected by
truncatton errors - only an incomplete set of all the possible vibration modes are usually
measured. Ulm (1986) has studied the accuracy of structural modification relative to errors
and deficiencies of typical modal data while a proce(-iu-r-e to predict error bounds for results

from structural modification has been proposed by Braun and Ram (1990).
3.8 Factors To Consider

Some factors to consider when using vibration testing for integrity assessment are discussed
in this section. For successful utilization of vibration data in assessing structural condition,
measurements should be taken at points where all the modes (in the frequency range of
interest) are well represented. The simplest way of achieving this is to conduct a
theoretical vibration analysis of the structure prior to testing. The best positions would be
those points where the sum of the magnitudes of the mode shape vectors are maximized.
Models for selecting the best excitation (Kientzy et al, 1989) and measurement (Penny et
al, 1992; Shah and Udwadia, 1978) locations have been proposed while Larson et al (1994)
have presented a comparative study of several pre-modal test planning techniques. A few
simple procedures that may also be applicable to test planning can be found in Bolton

(1994). Schiitze et al (1994) have described an expert system for vibration test planning.

For effective utilization of dynamic testing as a diagnostic tool, it is necessary to
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understand the effects of deterioration and defects on the dynamic characteristics of
structural systems. For example, long span bridges are not likely to show measurable
changes in dynamic properties if local damage is sustained (Brownjohn, 1988). In addition,
dynamic characteristics are sensitive to changes in support conditions that may have little
structural consequence. Responses measured at boundaries (abutment, piers and other
support types) could also yield erroneous results (Zhang, 1994). It 1s also important that
the effects of environmental factors, such as temperature and humidity, on changes in
dynamic characteristics be either small or predictable (Askegaard and Mossing, 1988). Al-
Ansary and Azayem (1986) have pointed out the need for 'sufficient’ number of frequency
vartations before defects can be adequately located. According to Tang and Leu (1989),
it would be necessary to detect changes in natural frequencies in the order of 0.01Hz for
safety inspection of bridges. However, this is probably only applicable to long span

suspension bridges.

Quantitative relationships between changes in dynamic parameters and environmental
factors are very rare. The many variables involved will make assigning numerical factors
difficult. An investigation into this issue has been reported by Askegaard and Mossing
(1988) who showed that the relative change in the magnitude of a well defined natural
frequency of an undamaged structure is little influenced by changes in temperature,
humidity etc if measurements to be compared are made at the same time of the year. Their
results (Figures 3.1 and 3.2) showed that changes in natural frequencies during short term
tests were insignificant while the fluctuation observed over a two year period were much
less than those occuning in deteriorated structures (Askegaard and Langse, 1986). Further
discussions of the effects of temperature on the resonant frequencies of structures can be
found in Adams and Coppendale (1976). The fluctuations in damping values (Figures 3.1

and 3.2) are much larger and have been discussed in section 3.5.
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From an analysis of the effect of ambient conditions on the dynamic response of four
prestressed concrete bridge decks, Purkiss et al (1997a; 1997b) concluded that the most
significant variable affecting measured responses is the soffit temperature of the brnidge
deck. The other variables investigated were the site's air temperature and humidity; mean
upper deck temperature;, local temperature variation, mean local humidity, mean air
pressure, and mean rainfall on the day preceeding the test. The results show a gradual
decrease in natural frequency with increasing soffit temperature. The authors used the
normalized frequency-temperature gradient to analyze variation in dynamic response with
soffit temperatures. A procedure for calculating the normalized frequency-temperature
gradient was proposed. The vanation in temperature was not related with time. The
relationships observed would not undermine using vibration data for assessment as long as

measurements are taken at similar periods and ambient conditions are similar.

Other factors to consider are the consistency and reliability of the testing procedures.
Alampalli et al (1992) have noted that previous investigations paid little attention to the
random effect of environment and test equipment on test results. They also pointed out that
the sensitivity of a dynamic monitoring system is limited, at least, by the observed random
variation due to environmental influence and instrumentation accuracy. Other researchers
(Aktan et al, 1994; Fox, 1992; Kroggel, 1993) have also mentioned these factors. To
account for these limitations, Alampalli et al (1992) suggested development of criteria
based on statistical concepts to establish windows for waming triggering. Use of trigger
windows would be synonymous with the concept of mechanical signature analysis
employed in the mechanical and nuclear industries for assessing integrity of machinery and
products. Some researchers (Aktan et al, 1994) have questioned the reliability of modal.
parameters as integrity indices and have suggested other indices, also derived from the

measured dynamic response, for condition assessment,
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One potential problem with the use of mode shapes in integrity assessment is the possibihity
of changes in the dynamic condition of the bridge during the course of a test programme.
During a full-scale bridge test, Richardson and Douglas (1987) noticed changes in the
dynamic response of the bridge as a day's testing progressed with the bridge returning to
its original state overnight. This phenomenon could prevent the complete identification of
some mode shapes. However, an approach similar to that adopted by Purkiss et al (1997b)

- mentioned earlier - may be used to account for the variation in the dynamic response.

A limitation of structural assessment using vibration testing is the need to conduct at least
two series of tests - one on the pristine structure and another after a period of time. In
most cases, the (measured) dynamic parameters of the as-built structure are unavailable and
assessment engineers require information on the current state of the structure. To
circumvent this limitation, Alocco et al (1993) have suggested two methods for assessing
the integrity of prestressed bridges using results from one series of tests. In principle, the
methods should be applicable to any type of bridge. At least two or three tests would be
necessary to determine the frequency and damping ratio of the first mode. The first test
will be on the structure without any load while the others will be after adding different
levels of uniformly distributed imposed loads. The main disadvantage of the technique is
the requirement to apply large imposed loads especially for large structures where the

practicability and cost could be prohibitive.

3.9 Conclusions

A review of methods of damage detection using vibration data has shown that the approach
is potentially useful for routine integrity assessment of structures. Of the dynamic

parameters, damping values seem to be the least appropriate, despite the sensitivity of
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damping values to damage, because of the large scatter in reported experimentally
determined values. Methods using natural frequencies and mode shapes are more attractive
since they can identify the occurence, and to some extent, locate and quantify damage.
However, many of the proposed methods require either a theoretical model of damage or
a set of sensitivity values to be computed before physical measurements.
Perturbation/sensitivity analysis methods could be very slow if matrices are large especially
if a complete eigensolution is required for each iteration. To be truly realistic, the methods
would require consideration of all possible damage events at various locations on the
structure.  Consequently, the computations that would be required for large civil
engineering structures could be prohibitive. These methods are thus limited in application
to specific structural geometries and the type of damage model assumed. In addition,
uttlization of a theoretical damage model could introduce uncertainties into the results.
Methods that rely only on measured data without any prior theoretical assumptions would

be more appropnate to large civil engineering structures.

Damage detection using system identification and model updating schemes is limited by
the accuracy of the system identification algorithm used. Many system identification
methods have been proposed but none is completely satisfactory since there is no unique
solution to the problem of obtaining a set of system matrices, from a set of incomplete
measured data, that would realistically model the structure. In addition, model updating
tends to spread the effect of damage around the structure (as represented by the system

matrices), making damage localization difficult.

Integnity assessment of civil engineering structures using vibration data would require a
method which uses only test data from the first few modes and is based on simple

assumptions about the behaviour of the structure. In the next chapter, the effectiveness of
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some of the more promising methods reviewed in this chapter are evaluated. This would
enable development of a scheme, taking account of the limitations of the methods assessed,

for integnty assessment.
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CHAPTER FOUR

EVALUATION OF SOME DAMAGE LOCATION METHODS

41 Introduction

The review in the last chapter has revealed the existence of a significant number of
methods for detecting, locating and quantifying damage. Each method has its advantages
and limitations so that selection of a particular method would require some knowledge of
its performance in locating damage in the type of structure under consideration. Evaluation
of existing methods is desirable so that important merits and drawbacks of these methods
can be emphasised. This would aid in directing future research towards more productive
areas. For these reasons, the relative effectiveness of some damage location methods is
considered in this chapter. The more promising methods out of those reviewed in chapter

three were selected. Both theoretical and experimental data were used in the studies.

Simple configurations (a cantilever beam for the theoretical model and a simply supported
steel beam for the experimental structure) whose behaviour could be easily understood were
used. In addition to evaluating the methods, it was intended to investigate which factors
are most influential in damage detection and location. The number of damage cases that
can be considered is unlimited. Therefore, the cases selected were chosen to reflect the
more common damage situations and facilitate reasonable comparison of the performance
of the methods tested. Details of the methods evaluated, numerical simulations,

experiments conducted and results obtained are given.

Figure 4.1 shows a generalized section of a structure represented with beam elements. This
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R R (4.1)
MAC ({¢A}q ’ (d’ﬂ}r) ({¢A}QT {d)A}q{(bB}rT {¢B}r)

where {al, = mode shape vector for mode q of data set A
) = mode shape vector for mode r of data set B
A MAC value close to 1 indicates that the two modes are well correlated while a value

close to 0 is indicative of umcorrelated modes.

To compute the COMAC values, correlated modes from the two sets A and B are paired.
If 1 = measurement location, L = total number of correlated mode pairs and (;¢,), = element
of mode shape vector for set A in correlated mode pair 1, then the COMAC for

measurement location 1 is defined as (Lieven and Ewins, 1988):

(X (0, (0p) ]2 (4.2)

COMAC (i) =
N SRV RED RPN

where the summation is from 1 = 1 to L. A COMAC value close to 1 indicates good

correlation, at the selected location, between the two data sets.

A new function, called Modal Sensitivity Value (MSV), for identifying damage sensitive
modes is proposed here. If (¢,,) = element of the rth mode shape vector at measurement
point 1 for data set A and A,, = eigenvalue of mode r for data set A, MSV for mode r is

defined as:

' ((bﬂlr) 2jo.5 _ o (¢Au-) 2}o.5
A’Br A'Ar
{E (¢Air) 2}0 .5

Aur

MSV (i}, b)) = | | (4.3)
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where the summation is from 1 to n (number of measurement points). {X(¢..)'}*’ is the
Euclidean norm of the rth mode shape vector of data set A and represents the distance of
the vector from the origin in R". R" denotes the set of all n-dimensional column vectors
with real number coefficients and {¢,},, {¢5}, € R". Assuming data set B to be from the
damaged structure, existence of damage will cause {X(d5,)*}** to be greater or less than
{X(da.)?}*°. Only the magnitude of the change is considered since damage identification
is the sole intention. Since {X(¢,,)*}*’ is unchanged, occurence of damage can be inferred
from the magnitudes of MSV. The MSV for all modes (for a particular damage case) are
normalised such that the mode showing least correlation, thus most affected by damage,
has a MSV value of 100. In Equations (4.1) to (4.3), the modes have been assumed to be

real.

4,2.2 Eigenparameter method

The eigenparameter method uses the changes in the eigenvectors to locate damage in beam-
like structures. It is based on the existence of a systematic change in the fundamental
mode shape with respect to the damage location. The eigenparameter {U}, for mode 1 is
defined (Yuen, 1986) as the vector difference between the damaged and undamaged case
of the mass orthonomalised eigenvector divided by the corresponding eigenvalue and is

mathematically expressed as:

), = (M ) o (4.4)
A'Dr A'Or'
Where
A = rth eigenvalue of damaged structure
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o, rth eigenvalue of undamaged structure

{$p), = rth eigenvector of damaged structure

{do}, = rth eigenvector of undamaged structure
The 10° factor is merely to increase the values of the elements of the eigenparameter vector
since normalization by the eigenvalues could lead to very small values. Only the
fundamental mode (r = 1) is used since the higher modes require functions more complex

than the eigenvalues for the eigenvector normalization (Yuen, 1985).

Characteristics of the plot of {U}, against the measurement points are used to infer the
damage position. For simply supported beams, change in slope of the plots will occur at
the damage position while the magnitude of {U}, will increase with increasing degree of
damage. For cantilever beams, the value of {U}, will be negligible for positions between
the fixed end and the damage location. Beyond that, {U}, is expected to exhibit a linear
characteristic against the distance from the damage location. The slope of the linear
portion increases with the severity of the damage. Figure 4.2 illustrates the characteristics

of the eigenparameter plots for the case of damage in element j of Figure 4.1.

u simply supported beam ] cantilever beam
AN 1
A -
fixed l
end
/ B
1 ETT i)+ (i (4] (+2)
measurement points measurement points

Figure 4.2 Eigenparameter plots
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423 Curvature mode shape method

Existence of a crack or damage at any section of a structure reduces the stiffness (as
represented by EI where E and I are respectively the modulus of elasticity and the second
moment of the cross-sectional area) at the crack location. The reduction in EI leads to an
increase in the magnitude of the curvature v'’ at the section as given by the relation v'’
= M / (EI) where M is the bending moment at the section. Since the changes in the
curvatures are local and depend on the extent of reduction in (EI), the curvature changes
can be used to detect, locate and quantify damage. The absolute difference in the curvature
mode shapes between the damaged and undamaged structure is expected to show a
maximum at the damaged region. In addition, the maximum difference increases with
increasing degree of reduction in the stiffness of the damaged zone (Pandey et al, 1991).
The curvatures are computed from the displacement mode shapes using a central difference

approximation (Pandey et al, 1991):

(Vg,-”) - ((d)(l'*l)f) "~ z(hd:‘r) * (d)(l'—l)r)) (4.5)

where h is the length of each beam element, (v,'’) and (¢,) are respectively elements of
the curvature and displacement mode shapes for mode r at measurement point 1. In
implementing the method, h was taken as the average of the lengths of the elements on
either side of 1 while an element length was regarded as being the distance between two

consecutive measurement points.
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4.2.4 Mode shape relative difference method

In this method, graphical comparison of displacement mode shapes is used to indicate the
damage position. The parameter used is the relative difference {RD} between the scaled

mode shapes and is defined as (Fox, 1992):

- {¢O}r - ), 4.6
(RD), = 2or o dor (4.6)

The method relies on the fact that the largest differences in mode shapes occur within the
vicinity of the nodes. A plot of {RD} against the measurement positions would show a
definite trend with distinct discontinuity at the defect position and significant peaks in the
region of the nodes. The modes most affected by the damage are more likely to show the

patterns sought for in the {RD} plots.

43  Methods Based on Model Updating Procedures

4.3.1 Matrix cursor method

The matrix cursor method (Brown, 1988) is based on vector space theory and seeks to
locate the error region by identifying all the degrees of freedom associated with the element
in error. Much of the background vector space theory (Milne, 1980) has been ommitted

from this discussion. The case of stiffness error only (unchanged mass) is first considered.-

An approximation {[§;] to the stiffness error matrix [AK] is defined as:
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[85] = [KF] - [K,] (4.7)

where [K,] is the stiffness matrix of the undamaged structure and [K"] is an ‘hybrid' form

of the stiffness matrix. [K"] is given by (Brown, 1987):

[KF] = [Mp] [¥p] [Ap] [TplT[Mg] - (Kl [¥p] [¥p] TIMg] -
[Mg) [¥p] [Fp]T(Kp) + (Kp] +
(M) [Fp] [Fp] TIK,) [Fpl [¥pl T [Mp)

(4.8)
where [My] = mass matrix of undamaged structure
[Fp] = mode shape matrix of undamaged structure
[Ap) = eigenvalue matrix of damaged structure
Another approximation [€] to [AK] can be defined as
[es] = [Mo] [TD] [lD] [TD]T[MO] -
[Mg] [Fp] [Fp)TIK,] [Pp] [Fp) TIM,)
4.9)

The best approximation [&s] to [AK] will be an average of the two previous versions.

Thus,

[as] 0.5(¢ [63] + [es] )
0.5(2[Mg) [¥p] [Ap] [Fp)T(My] - (Mgl [Fp) [Fpl 7Kyl -

K] [¥p] [¥p1T[Mg])

(4.10)
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Using vector space representation, [as] can be defined as:

[ag] = 0.5([PIT[AK] + [AK][P]) (4.11)

where [P] is a matrix projection operator expressed as:

(P] = [TD] { [TD] T[Mo] [TD] ) 1 [TD} I'[Ada] (4-12)
and

[PIT = (M) [¥p] ([Tp]T[Mp] [¥p]) 2 [Fpl7 (4.13)

For any zero row of [AK], ([AK][P]) = 0 since [0][F,][ P ] [Mo] = [0]" and for any zero
column of [AK], ([P]"[AK]) = 0 since [M][®,][¥p]'[0] = [0]. This implies that only non-

zero values of [AK] will contain non-zero values in the error identification matrix [a;).

For the case of mass error only, the same procedure is applied to obtain

[ayl = 0.5(-2[Mp] [¥p] [Ap] [Fp)TIM,) + [Kpl [Fp] [FplTIMp] +
[My] [Fp] [¥p] 7K,

(4.14)

where [&,] is the mass error matrix. Comparison of Equations (4.10) and (4.14) shows that
[@s] =-[&,]. Therefore, a general expression for the error location matrix, which identifies
either mass or stiffness (or both) errors, can be established. Equation (4.10) will be taken

as this expression. In order to use this method, it is necessary to compute the system
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[c], [k] and [m] are the diagonal modal viscous damping, mass and stiffness matrices,
respectively, obtained during modal parameter extraction while {¢}, {¢'} and {¢''} are,
respectively, the normal displacement (mode shape), velocity and acceleration vectors. [¥F]

1s the mode shape matrix.

For a complete system, the physical matrices can be obtained from Equation (4.16) by pre-

and post-multiplying by the appropriate inverses to get

[C] = ([PID[c]) [P]?
(K] = ([®]1T)2(k] [P]?
M] = ([P1D)t[m] [P]?

4.17)

All the matrices in Equation (4.17) are of order n x n. However, the data obtained from
experimental testing usually descnibe a truncated system. A truncated system leads to a
non-square modal matrix ['¥] thereby making the ordinary matrix inverse inapplicable. A
special type of inverse, called pseudo-inverse, is necessary. The pseudo-mmverse is a
generalised inverse that can deal with a non-square or a square but singular matrix. By

using the pseudo-inverses, Equation (4.18) can be written (for a general system) as:

[C) = ([¥]1D)*[c] [¥)*
(K] = ([¥]10)*[k] (¥]"
(M] = ([¥]T)*[m] [F)"

4.18)

In Equation (4.18), [C], [K] and [M] are of order n x n, [c], [k] and [m] are of order m x

m, [¥] is of order n x m and * denotes a pseudo-inverse.
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43.3 Stiffness error matrix method

The basic formulation for the stiffness error matrix between the undamged [K,] and
damaged [K] structures is [AK] = [K;] - [K,]. The error location can be identified as
those degrees of freedom (DOF) corresponding to non-zero elements of [AK] since all
other DOF not affected by the damage will have zero stiffness changes. In reality, the
elements of [AK] corresponding to the damage location should have much larger values
as compared to the others. The simplest way to evaluate [AK] would be by obtaining the
matrices [K;,] and [K;] using a method such as that described in the last sub-section.
However, this direct approach leads to poor damage 1dentification (Salawu and Williams,
1993; Park et al, 1988). To improve the sensitivity of [AK] to stiffness errors, many
modified versions of the direct approach have been suggested. The version implemented
here was proposed by Lieven and Ewins (1990) and uses the pseudo-flexibility matrix

[K']" defined as follows:

[K*1* = [¥] [A] 2[¥]7 (4.19)

where [K'], [\P] and [A] are respectively the pseudo-stiffness, mode shape and eigenvalue
matrices. [K'] is then obtained by finding the psuedo-inverse of [K']! using Singular

Value Decomposition (SVD). Thus,

[K‘] — [[K+] —1] -1 (4.20)

Substituting Equations (4.19) and (4.20) in the expression for [AK] yields:

76













































































































































































































































































































































































































































































































































































































































