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AN ADAPTIVE PARTIAL RESPONSE DATA CHANNEL 

FOR HARD DISK MAGNETIC RECORDING 

by Neil Darragh 

Abstract 

An adaptive data channel is proposed which is better able to deal with the variations in 
performance typically found in the recording components of a hard disk drive. Three such 
categories of variation were investigated in order to gain an understanding of their relative 
and absolute significance; variations over radius, along the track length, and between 
different head I media pairs. The variations were characterised in terms of their effects on 
the step-response pulse width and signal-to-noise ratio. It was found that in each of the 
categories investigated, significant variations could be found in both longitudinal and 
perpendicular recording systems which, with the exception of radial variations, were non
deterministic over different head I media pairs but were deterministic for any particular head 
I media pair characterised. 

Conventional data channel design assumes such variations are non-deterministic and is 
therefore designed to provide the minimum error rate performance for the worst case 
expected recording performance within the range of accepted manufacturing tolerance. The 
proposed adaptive channel works on the principle that once a particular set of recording 
components are assembled into the disk drive, such variations become deterministic if they 
are able to be characterised. Such ability is facilitated by the recent introduction of partial 
response signalling to hard disk magnetic recording which brings with it the discrete-time 
sampler and the ability of the microprocessor to analyse signals digitally much more easily 
than analogue domain alternatives. -

Simple methods of measuring the step-response pulse width and signal to noise ratio with 
the partial response channel's electronic components are presented. The expected error rate 
as a function of recording density and signal to noise ratio is derived experimentally for the 
PR4 and EPR4 classes of partial response. On the basis of this information and the 
recording performance it has measured, the adaptive channel is able to implement either 
PR4 or EPR4 signalling and at any data rate. The capacity advantage over the non-adaptive 
approach is investigated for the variables previously identified. It is concluded on the basis 
of this investigation that the proposed adaptive channel could provide significant 
manufacturing yield and capacity advantages over the non-adaptive approach for a modest 
increase in electronic complexity. 
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Chapter 1 

Background to the Investigation 

1.1 Hard Disk Drive Technology Development 

The first hard disk product, the 'RAMAC 350', was introduced by International Business 

Machines {IBM) in 1956. It stored 5 MBytes of data on fifty, 24" diameter disks. A recent 

product from the same company, the IBM 0664, stores 2 GBytes of data on eight, 3.5" 

diameter disks [Kerwin et. al., 1993). The enormous improvements in storage capacity, 

product size, data rate and file access time achieved over these four decades are attributable 

to a number key developments in each of the drives constituent components (figure 1.1 ). 

Namely, 

• The record I replay head; 

• The recording media; 

• The head tracking (servo) system; 

• The signal processing system (The Data Channel). 



Data 
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Figure 1.1 - Schematic diagram of the hard disk drive's primary components. 
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Record I Replay Heads 

Record I replay heads for hard disk drives have seen a number of major developments since 

the original RAMAC design. In 1973 the Winchester head design was introduced in the 

ffiM 3340 disk drive [Warner, 1974]. This design removed the need for the bulky hydraulic 

systems previously required to address the head against the spinning disk and then keep it 

accurately suspended over the surface. Rather, the Wmchester head employs a slider body 

that takes-off and flies over the surface of the disk whilst it is spinning. This enables smaller 

head-medium separation to be achieved (typically a few micro-inches) and a corresponding 

increase in linear storage density. The Winchester head is constructed using ferrites which 

have a high resistivity (limiting Eddy current losses) and good machining and wearing 

properties. 

The requirement for higher linear storage capacities brings with it the need for higher 

coercivity media which supports narrower transitions [Koster & Amoldussen, 1989]. 

Consequently, to be able to saturate such media, higher head fields are required. This 

causes the ferrite material at the trailing edge of the gap (where the flux density is 

maximum) to saturate, thus destroying its flux guiding abilities. Correspondingly, this leads 

to a reduced field gradient (broader transitions) and limits the maximum attainable 

magnetisation. A method to overcome this problem has been developed known as Metal

In-Gap (MIG) recording [Nishiyama et. al, 1987]. Here, a film ofNi-Si-Al (Sendust) with a 

much higher saturation magnetisation than ferrite, is deposited on the trailing pole of the 

head. Therefore, much higher fields can be generated in the head without the risk of 

saturating the pole tip. The use ofMIG technology has extended the use offerrite heads for 

rigid-disk applications. 
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Heads fabricated using thin-film techniques have been in development since the late 1970's 

[Jones, 1978; Miura et. al., 1978; Berghof & Gatzen, 1980; Kakehi et. al., 1982]. This type 

of head fabrication provides several advantages over the existing milled ferrite core type. 

Thin-film heads may be manufactured with smaller features and tighter tolerances. This 

allows the track widths and the gap I pole lengths to be smaller, leading to an increase in 

storage capacity. Also, the reduced volume of core material leads to reduced inductance 

and therefore a wider frequency response. On the negative side, thin-film heads are more 

complex to manufacture and give rise to non-symetrical undershoots in the read back signal 

caused by the relatively short length of the poles and their unequal width. 

The principle of magnetoresistivity, where the resistance of a material is altered according 

to the magnitude of an external magnetic field, has provided alternative possibilities for read 

head design [Hunt, 1971; Gorter et. al., 1974; Shelledy & Broclc, 1975; Druyvesteyn et. al., 

1981]. The signal from a magnetoresistive (MR.) head, unlike its inductive counterpart, is 

not proportional to the rate of change of flux. Therefore, MR. heads are particularly suitable 

in applications where the relative velocity between the head I medium is low and I or 

changing. Such is the case in small form-factor hard disk drives, where the linear velocity at 

the inside track may be less than half that on the outside. An MR. head can provide greater 

output than a film head, and, the single-sense element of the MR. head is small compared to 

the multi-turn thin-film type. Hence, the heads can be used to read significantly narrower 

tracks with little loss in signal amplitude [Jones, 1986]. However, MR. heads are a read

only device and so for recording applications, the head must be mounted along with an 

inductive type write element. This imposes further complications and restrictions (expense) 

on the fabrication process and has therefore limited their use in rigid-disk applications so 

far, where MIG and thin-film inductive head technologies still adequately serve. On the 

other hand, the separate write and read elements allows each of them to be individually 
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optimised. This is an advantage over the inductive head, where, the design is always a 

compromise to give adequate writing performance (wide gap) and high resolution reading 

performance (narrow gap). Furthermore, the MR. read element can be made narrower than 

the write element allowing for a reduction in servoing tolerance and closer track spacing. 

Because of its high sensitivity and low resistivity, the MR. head generates less thermal noise 

but is more susceptible to media noise than its thin-film inductive counterpart. Media noise 

is already an important noise element in today's inductive head applications. It is expected 

to become the dominant noise component in the future. High storage capacities employing 

a write-wide inductive head coupled with a narrower MR. read head have been 

demonstrated for rigid-disk applications [Mowry et. al., 1986; Yogi et. al., 1990]. In the 

latter demonstration, very low noise media was specified, which even then, contributed 90% 

of the total noise power. 

Recording Media 

Thin-film recording media has progressively replaced the original particulate type during the 

1980's. Particulate media is comprised of elongated particles of gamma ferric iron. The 

particles are mixed with a binder material and then deposited onto the disk surface. The 

elongated particles are oriented circumferentially during manufacture by means of a 

magnetic field, which for longitudinal recording aligns their easy axis of magnetisation with 

the head writing fields. The ratio of volume of particles per volume of surface film is 

known as the packing fraction. T)rpical packing fractions for rigid-disk particulate media 

are 40-50%. 
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Thin-film media is composed of a homogeneous film of Cobalt alloy (for example, Co-P or 

Co-Ni-P for longitudinal recording, and, Co-Cr for perpendicular recording) which is often 

sputtered onto the disk surface (other deposition methods are electroplating, chemical 

plating or evaporation). The homogeneous nature of thin-films means that their packing 

fraction is very close to 100%. This enables higher magnetisation to be achieved with 

thinner layers than particulate media which results in narrower transitions, and therefore, 

higher linear recording densities. Also, thin-films may be made smoother than particulate 

media allowing for lower flying heights and therefore also increased linear density. The 

fabrication of thin-film media is more involved than that of particulate media since 

additional non-magnetic material layers have to be deposited to achieve satisfactory 

tribological and film-growth properties. 

The perpendicular mode of recording first suggested by Iwasaki and his eo-workers in the 

late 1970's has offered the potential of inherently higher storage densities than longitudinal 

recording [Iwasaki, 1977]. In perpendicular recording, where the plane of magnetisation is 

normal to the surface of the film, the adjacent recorded bits do not suffer from the 

demagnetisation effects ultimately limiting the inter-bit transition length in longitudinal 

recording [Kryder, 1990 ]. Thus, the way to increase the linear density in longitudinal 

recording media is to produce thinner films with higher coercivities. In perpendicular 

recording these constraints do not apply, and in fact, the demagnetising fields actually 

improve at high recording densities [Mapps & Pan, 1993]. The world record linear 

recording density for magnetic disk recording has been demonstrated on a perpendicular 

film [Yamamoto et. al., 1987]. This study highlighted the fact that although the media 

could support extremely high linear densities, 680,000 flux changes per inch (26,771 flux 

changes per mm), it is the head technology that limits the practically achievable density 

limit. In both longitudinal and perpendicular technologies, the recording density improves 
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with reducing flying height. However, the advance of the improvement in the perpendicular 

mode is greater than that of longitudinal. Therefore, as we move towards flying heights 

below 150nm, the advantages of perpendicular recording over longitudinal will become very 

significant [Mapps et. al., 1988]. 

Servo System 

In servoing technology, closed loop feedback control and voice-coil actuators have replaced 

the open-loop stepper motor actuators, allowing for an order of magnitude increase in track 

following resolution [Mitsuya et. al, 1982]. Current servo systems are capable offollowing 

a 5 Jlm track to within ±0.5Jlm. Systems may rely on one disk surface of the drive being 

reserved for the positioning information, with a consequential loss in overall capacity. The 

possibility of embedding all the servo information in the data surfaces either by means of a 

servo underlayer [Hansen, 1981 ], or, by optical tracking over pre-grooved tracks [Koshino 

& Ogawa, 1980] would free up the servo surface for information storage and also lead to 

finer track following capability and therefore higher track densities. 
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Data Channel 

Whereas there have been significant technology developments in the heads, media and servo 

system, the analogue Peak Detection (PD) method of data recovery (figure I.2) has 

consistently dominated the magnetic recording data channel technology for over 30 years. 

In Peak Detection, information is recorded as reversals of magnetisation in the media where 

a reversal represents the binary digit 'I' (so-called NRZI recording). When the replay head 

passes over the recorded track, the reversals of magnetisation (so-called transitions) cause 

pulses of electric current to be generated through it. A phased-locked loop is synchronised 

to the replay signal waveform and the pulses are detected with respect to the clock phase by 

differentiating and thresholding the replay signal. A detected pulse within a clock window 

is decoded as a binary 'I' and no detected pulse within a clock window is decoded as a 

binary '0'. Information in the Peak Detection channel is decoded on a bit-by-bit basis. 

The error events in the peak detection channel are classified as being missing bit or peak

shift errors. :Missing bit errors are caused by pulses falling below the threshold (or 

equivalently noise exceeding the threshold). Peak shift errors are caused by pulses being 

detected outside their correct window. Noise and interference effects conspire to cause 

these effects in a number of ways. Band-limited white Gaussian noise arising from the 

resistive elements of the head and amplifier input stages, adjacent track interference, 

intersymbol interference (ISI) and old information signal reduce signal to noise ratio and can 

cause missing bit errors. Linear and non-linear intersymbol interference cause peak shift 

errors when transitions are recorded very close. This is particularly so for thin-film 

longitudinal media where at close transition spacing a non-linear transition shift effect 

becomes significant and the principle oflinear superposition no longer applies [Arnoldussen 

& Tong, I986; Tang, 1986; Melas & Arnett., I988]. 

8 



Qualify 

@§] e(t) 0 t---1----'e('--t) ... j 
d 

dt d je(t)j 
dt 

e(t) 

lect)l 
Qualify 

d I e(t)l 
dt 

Pulse 

Data 

Clock 

100110100010 

Figure 1.2 - The principle of the Peak Detection channel 
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In the peak detection channel the linear storage density is detennined by the minimum 

allowable spacing between two adjacent pulses before they suffer excessive intersymbol 

interference, increasing Bit Error Rates (BER) to unacceptable levels (figure 1.3). To this 

end it is important for the pulses to be as separated I narrow as possible, the recording 

process to be linear and for the frequency content of the information to match as closely as 

possible that of the recording channel. Hence, prior to recording, the data stream is channel 

encoded [Franaszek, 1970; Cohn et. al., 1982; Wolf & Siege~ 1991] to maximise 

information rate in the presence of ISI and equalised (write-precompensated) to counter 

peak-shift [Thornley, 1981; Schneider, 1985]. During reading, equalisation is applied to 

slim the pulses, once again to maximise information rate in the presence of ISI [Schneider, 

1975; Barbosa, 1981; Arai et. al., 1984]. 

Whilst the analogue peak detection method has been acceptable in the past in terms of 

simplicity, low cost and speed, it has become increasingly apparent that to make more 

efficient use of the information bandwidth available, a revolutionary rather than evolutionary 

approach to information representation and recovery is required. 

One such approach lies in the application of digital signal processing techniques within the 

rigid-disk data channel. Digital techniques process discrete time digitised samples of the 

head replay signal. Once digitised, complex signal processing techniques can be 

implemented much more easily and precisely than they can using the analogue domain 

alternatives [Proakis, 1989]. Historically, the introduction of this technology to rigid-disk 

drives has been held up by speed, large scale integration and cost issues. Hence, it has only 

recently been made feasible following the introduction of the low cost, high speed compact 

mixed signal digital and analogue signal processor [Coker et. al., 1991a; Schmerbeck et. al., 

1991]. 
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Of particular interest has been the application of Partial Response (PR) signalling which has 

been used successfully in digital communications systems for many years [Kobayashi & 

Tang, 1970; Kabal & Pasupathy, 1975, Thapar & Pate!., 1987]. Coupled with Maximum 

Likelihood Sequence Detection (MLSD), so called PRML, significant density increases can 

be realised over peak detection with the same physical recording components [Kobayashi, 

1971; F orney, 1973]. The application of PRML to magnetic recording disk drives has so 

far led to two state-of-the-art product releases; the industry's first PRML drive, the I GByte 

IBM 0681, 5.25" disk drive [Coker et. al., 1990; Coker et. al., 199la] and, the industry's 

first 2 GByte 3.5" disk drive, the IBM 0664 [Kerwin et. al., 1993]. 
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1.2 Partial Response Signalling for Magnetic Recording 

The transmission rate (capacity) in the Peak Detection data channel is determined by the 

maximum rate at which adjacent pulses may be transmitted without them overlapping 

excessively (intersymbol interference) and degrading the error rate to unacceptable levels. 

1.2.1 Nyquist Signalling 

The problems of ISI constraining the information capacity of a digital communications 

transmission channel were investigated by Nyquist in the 1920's of this century [Nyquist, 

1928). Nyquist demonstrated that the theoretical minimum bandwidth required to transmit 

R symbols/sec without intersymbol interference was R/2 Hz (the so-called Nyquist 

Bandwidth). In other words, he showed that for any communication channel with a 

bandwidth of B Hz, the maximum theoretical signalling rate is 2B symbols/sec (the so

called Nyquist Rate). He showed that this could be achieved by a channel with a rectangular 

frequency response cutting off at R/2 Hz. The time domain response, h(t), of such a 

channel is a cosine function decaying at the rate 1/t (figure 1.4). Despite there being 

considerable pulse overlap, the tails of the overlapping pulses always pass through zero at 

the detection points. Hence, at the detection instants, the ISI is always zero and the pulse 

stream, in the absence of noise and timing offsets, may be decoded without error. 

However, in practice such a scheme requires an exceedingly complex detector to 

implement. The rectangular frequency response corresponds to the pulse tails extending to 

infinity thus making the system intolerant of timing errors. Also, such a pulse is non-causal 

and therefore requires an infinite delay to generate. Nyquist therefore explored 
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Figure 1.4- Nyquist Signalling. Note the tails of the adjacent pulses always pass through zero at the 

sampling instances, defmed by the clock rate, T. 
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more practical spectral shapes that would also yield zero ISI at the detection instants. One 

such function, the raised cosine spectrum, has a frequency response which decays more 

gradually thus limiting the extent to which the tails of the pulses interfere with neighbouring 

pulses in the data stream. However, the penalty is that it requires more bandwidth than the. 

minimal Nyquist bandwidth. 

1.2.2. Correlative Encoding 

Nyquist's work made the assumption that successive symbols in the information stream 

could take on any of the arbitrary values defined for the n-ary signal set, i.e. that successive 

symbol values were completely uncorrelated. Lender observed that if correlation between 

symbols in the transmitted sequence could be introduced, transmission schemes could be 

devised that would practicably be able to transmit at the Nyquist rate [Lender, 1964] . He 

termed such schemes 'correlative coding'. 

In correlative level coding, correlation between transmitted symbols is introduced by 

algebraically combining sequences of source symbols into one transmission symbol in a 

manner illustrated in figure 1.5. In this simple scheme, the transmitted symbol, bk, is 

determined from the source symbols, ak & ak-1 by the relation, 

(1.1) 

Hence, each transmitted symbol is correlated with the previous one. 

At the receiver, the original source symbol values are obtained by performing the reverse 

algebraic operation on the received correlated symbols, 
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(1.2) 

Such a scheme differs from the Nyquist transmission channel in that it requires a memory of 

previously received symbols in order to decode the present one, i.e. the Nyquist channel is 

memoryless and the correlative channel is not. Also, the introduction of correlation 

between symbols is equivalent to introducing intersymbol interference between them since a 

correlative coded symbol value is the result of an algebraic sum of its original value and 

some other symbols in the immediate proximity. 

The introduction of correlation between transmitted symbols imparts an overall structure to 

the sequence of symbols, or equivalently, shapes its frequency spectrum. Through careful 

selection of the correlative encoding scheme, the frequency response of the symbol 

sequence! Gan be shaped to yield certain desirable attributes such as nulls at d.c., and/or, 

nulls at the Nyquist frequency (to allow Nyquist rate signalling). This is shown for the 

scheme described by (1.1) in figure 1.6(a). Note that the frequency response is periodic as 

I/2T and extends to infinity. 

To enable transmission of the symbols at the Nyquist rate over a practical bandlimited 

channel, the frequency response must be limited to only the first period. Hence, the 

practical correlative coding channel also requires a filter cutting off at I/2T. For this task a 

raised cosine filter may be employed. The filter will, of course, convert the correlative 

coded digital symbols (perhaps represented as impulses) into dispersive (Nyquist) pulses. 

However, at the sampling instances, determined by the symbol rate, the interference from 

adjacent pulses will be zero. The resulting signal will resemble a Nyquist transmission 

1Note that the symbol sequence may be arbitrarily represented as either impulses, NRZ or NRZI waveforms; 
the spectral shaping function of the correlative coder will be the same. 
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Figure 1.5 - A simple correlative encoding scheme. The source symbol sequence is coded into a correlated 

transmission sequence comprising 3-levels. At the receiver, the reverse operation is 

pelformed to recover the original source symbols. 
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channel, but, where correlation between successive symbols has been introduced by the 

correlative level coder. Hence, the overall response is shaped to some different function 

from that of the pure Nyquist channel. 

An alternative method of correlative encoding the source symbol sequence would be to 

replace both the algebraic encoder and Nyquist filter with a single transmission filter whose 

(impulse, step or pulse) response was such that, at the sampling instances, it was directly 

equivalent to the correlative coding function. This is shown in figure 1.6(b) for the 

encoding scheme described by (1.1). Here, the symbol rate is adjusted such that the 

samples of a transmission pulse span two or more source symbols (in fact, precisely the 

number of source symbols defined by the correlation function). We can see that as symbols 

are transmitted at the symbol rate, the resulting transmission pulses will interfere with each 

other. At the sampling instances, the intersymbol interference will correspond exactly to the 

required values of the correlative encoding scheme. Hence, the process of correlative 

encoding is exactly equivalent to introducing intersymbol interference between successive 

source symbols and that the introduction of correlation can be done in two ways; 

algebraically using a digital source encoder followed by bandlimiting filter or dispersively 

using a suitable transmission filter and appropriate symbol rate. 

Conventionally, correlative coding techniques have been viewed as a transmission coding & 

signal generation technique, where the response of the signal is derived at the transmitter. 

In magnetic recording, the step response to a transition and the pulse response to a (so

called) dibit bear close resemblance to a class of simple correlative encoding schemes, i.e. 

these schemes are therefore inherently well suited to an application that demands maximal 

symbol transmission rate (storage capacity) in a limited bandwidth. 
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Figure L6- Spectral propenies of example correlative encoding scheme. (a) The frequency response of 

the correlative encoder is periodic as I/2T and extends to infinity. (b) The practical 

bandlimited channel limits the frequency response to only the first period with a filter, G(f), 

cutting off at l/2T. The resultant channel is capable of transmitting at the Nyquist rate but 

with realisable filters. 
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Subsequent to Lenders work, correlative signalling techniques have become commonly 

known as Partial Response Signalling (PRS). The term partial response arises from the idea 

of conveying information in a channel subject to controlled amounts of Intersymbol 

Interference. In a full response channel, the information is conveyed with, assumed, zero 

ISI. The Peak Detection channel, described previously, is a full-response channel. Also, a 

simpler notation has developed, by means of the D-transform, which allows a bandlimited 

correlative encoding scheme to be described more compactly than an expression describing 

an algebraic sum of raised cosine (or sine) time domain waveforms. A number of schemes 

suitable for (general) digital communications systems have been classified and reported on 

[Kretzmer, 1966; Kabal & Pasupathy, 1975] 

Partial response schemes are characterised by system polynomials of the form, 

N-1 

F(D)= I. f D11
, 

n=o n 
(1.3) 

where fn are the sample values of the desired (impulse) response, and, D is the delay 

operator equal to one symbol delay. The desired samples of the impulse response define the 

structure (correlation) between symbols in the information sequence. 

The transmitted sequence, B(D) is related to the source sequence A(D) by, 

B(D) = A(D)F(D), (1,4) 

where, 

and 
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Hence, for the scheme described by (I. I), 

F(D)=I+D 

"' 
B(D) = L A(D)(I +D) {1.5) 

k=O 

k=O,I,2 .... (a0 =0) 

Thapar & Pate) have noted that a family of partial response schemes characterised by the 

polynomial, 

P,(D);, (I- D)(I + DY n = {0, I,2 ... } (1.6) 

are particularly suited to the magnetic recording channel [Thapar & Patel, I987]. The 

frequency response of this polynomial is given by substituting the transfonn, D = e-ia>T, 

which yields, 

S.(m) = jT(2Y cos.-1 (mT /2) sin(mT) (1.7) 

The spectrum for various values ofn is shown in figure 1.7. As n increases, the increasing 

number of (I+ D) factors cause the roll off at the Nyquist frequency, l/2T, to become less 

severe. The (I-D) factor causes the response to roll-off at D. C. By way of comparison, 

figure 1.8 shows the general fonn of the magnetic recording channel frequency response. 

That the family of partial response schemes in (I.6) are suited to the magnetic recording 

channel is clear by noting the similarity between the spectral distributions in figures 1. 7 and 

1.8. 
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Partial Response channel obtained by setting n=2 (EPR4). 
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In the time domain the similarity is explained by reference to figures 1.9, 1.10 and 1.11. 

The magnetic recording channel step response (the output from the replay head as it passes 

over a transition in the media) is shown in figure 1.9. The step responses for the partial 

response systems obtained by setting n= I and n=2 are shown in figures 1. I 0 and 1. I I. 

(These two systems have become known as class IV and extended class IV partial response 

respectively). 

The (I+D)n factor in (1.6) is equivalent to the step response in the magnetic recording 

channel and the effect of the (I-D) factor is to convert this step response into a pulse 

response. Therefore, the magnetic recording channel is equivalent to a dispersive 

transmission filter which approximately shapes the transmitted symbols into a partial 

response waveform. Increasing the value of n and adjusting the signalling period 

accordingly, squeezes more bits (and more signalling levels) into the natural width of the 

step response. Alternatively, increasing n for the same signalling period requires a broader 

step response, with the spectral energy being distributed to the lower frequencies. 

Therefore, increasing n allows for a higher signalling rate in the same bandwidth. On the 

other hand, the number of signalling levels increases with n and so the signal to noise ratio 

falls. Some or all of this SNR loss can be recovered by the use of a maximum likelihood 

detector, but, when n is equal to 3 or above, the theoretical recovery gain in the detector is 

less than the loss in SNR for when n=2 [Thapar & Pate), I987]. Furthermore, the 

complexity of the maximum likelihood detector rises exponentially with n since the number 

of required states is equal to 2n. Therefore, only the two schemes characterised by the 

polynomials generated by letting n=I (PR4) and 2 (EPR4) have received significant 

attention in recent years. 
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1.3 Partial Response Equalisation 

The magnetic recording step response does not exactly match the PR4 or EPR4 step 

response. Therefore, equalisation is required before the detector in order to shape the 

replay waveform to the correct response. 

When the spectrum of noise has a dissimilar distribution to a signal being equalised, the 

signal to noise ratio at the output of the equaliser differs from that at its input and there is a 

corresponding SNR loss through the equaliser. The SNR loss is dependent on the 'amount' 

of equalisation required to shape the actual channel response to the target response. For 

example, comparing figures I. 7 and 1.8 it can be seen, qualitatively, that EPR4 (n=2) bears 

a closer resemblance than PR4 (n=I) to the magnetic recording channel and therefore 

requires less equalisation. 

Thapar and Pate! have shown that for a modelled Lorentzian2 channel, the loss through the 

required equaliser is greater for PR4 than EPR4 at normalised densities (PWSO!f) of 

greater than I.6 3 [Thapar & Pate!, I987]. At a normalised density of 3, the loss through 

the EPR4 equaliser is approximately 3dB less than that through the equivalent PR4 

equaliser - this is due to the closer match of the spectrum and therefore the lower noise 

enhancement ofEPR4. On the other hand, at a normalised density of I, PR4 outperforms 

EPR4 with the SNR loss through the equaliser being 1.5 dB greater for EPR4. This is due 

2 A Lorentzian pulse is often used to approximate the step response in magnetic recording systems. This is 
discussed in chapter 4. 

3PW50 is a commonly used measure of resolution in magnetic recording. Its significance is discussed in 
detail in chapter 3. 
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to more signal power than noise being attenuated for EPR4 equalisation compared to that 

forPR44 . 

Using Lorentzian simulation, Moon & Carley have compared the performance of a number 

of partial response schemes, confining the equaliser to a raised cosine type [Moon & Carley, 

1988]. At normalised densities of 1 they have found that PR4 has a 2.5 to 4 dB advantage 

over EPR4 assuming perfect timing. At higher densities (PWSOff=3) EPR4 outperforms 

PR4 by 3.SdB. However, in the presence oftiming errors and amplitude modulation of the 

replay signal due to medium inhomogeneities, they have shown that the EPR4 system 

degrades rapidly due to its increased number of controlled ISI terms. 

Using a Lorentzian simulation, Moon has studied the effect of channel mismatch on signal 

to noise ratio for PR4 and EPR4 signalling [Moon, 1991]. Such is the case when equalisers 

have been tuned to one value of PWSO and are required to equalise a range of values - for 

example, when equalisation has been fixed for a range of tracks5. This study reports that 

when the PWSO is 10% smaller or larger than the assumed value, PR4 and EPR4 show 

considerable degradation from the nominal performance and can actually fall below that of a 

peak detect channel under certain conditions. 

Coker et. al. have described the equalisation issues in the industry's first implementation of 

Partial Response signalling in a disk drive product [Coker et. al., 1991a]. They use a fixed 

passive equaliser to provide the bulk of the equalisation to PR4. In addition a 3-tap 

adaptive equaliser is employed to cope with channel variations over the disk surface, and, 

between different heads and disk. A single signalling rate is chosen such that at a particular 

4This is discussed in detail in chapter 4. 

5The magnetic recording channel response varies with linear velocity which itself varies as a function of 
radius. This is discussed in detail in chapter 3. 
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radius, the unequalised channel response is "roughly matched" to the required response. In 

a later paper, Coker et. al. explain the modifications made to this existing design in the 

second generation Partial Response disk drive product [Coker et.al., 1993]. The combined 

passive and 3-tap adaptive equaliser is replaced with a single 10-tap to better deal with the 

changes in channel response over disk radius and between different head I disk pairs. 

Using a Lorentzian simulation, Moon evaluates the sensitivity of partial response equalisers 

to timing errors [Moon, 1993]. Evaluating the performance for 3, 5 and 9-tap equalisers this 

study reports that PR4 equalisation is highly sensitive to timing errors for a 3-tap equaliser 

but reduces dramatically for a 5-tap implementation. A 9-tap equaliser provides little 

improvement over the 5-tap. EPR4 shows much less sensitivity to timing errors for all 

equaliser lengths, but, as with PR4, performance improves markedly with a 5-tap instead of 

a 3-tap equaliser. This is also the case at higher densities (PW50/T=3) but the absolute 

sensitivity to timing errors is reduced over the lower density case because of the band 

limiting. The conclusion is that 9-taps offer the same performance as infinitely long 

equalisers but 5-taps are adequate and may be preferable in terms of complexity. 
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1.4 Detection Issues 

It has been widely recognised that maximum likelihood sequence detection (MLSD) 

techniques are best able to exploit the inherent correlation in partial response signalling and 

provide some degree of detection gain over simple bit-by-bit threshold (full-response) 

detectors [Forney. 1972; Forney, 1973; Cioffi & Melas 1986; Clark, 1989). 

For a gtven received sequence, the maximum likelihood detector selects an output 

(decoded) sequence that most closely matches the received sequence out of all the possible 

output sequences. In it simplest form, the detector finds this by computing the square error 

between the received sequence and all the possible output sequences and chooses the output 

sequence corresponding to the minimum squared error. A practical algorithm for 

implementing this, called the Viterbi Algorithm, was first proposed as a means for decoding 

convolutional codes [Viterbi, 1967). However, its use has been extended to decoding 

signals with intersymbol interference, and in particular partial response signals [Fomey, 

1972]. A particularly elegant tutorial on the Viterbi algorithm is given by Forney [Forney, 

1973). 

A number of published works have analysed the performance of the Viterbi detector for 

magnetic recording applications. Kobayashi describes the application of the Viterbi 

detector to NRZ and NRZI recording schemes [Kobayashi, 1971). Cioffi & Melas have 

analysed the performance of maximum likelihood detection for magnetic recording and have 

concluded that it offers a theoretical four-fold improvement over that achieved with peak 

detection (at that time) [Cioffi & Melas, 1986). 
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Wood & Petersen have described how the Viterbi detector for PR4 signalling can be split 

into two interleaved (1-D) detectors, each operating at only half the data rate [Wood & 

Petersen, 1986]. Zeng & Moon have suggested a modified Viterbi algorithm that provides 

superior performance in a jitter dominant PR4 system [Zeng & Moon, 1992]. Shafiee & 

Moon have investigated methods to reduce the complexity of the Viterbi detector for EPR4 

since it cannot be decomposed into interleaved sequences [Shafiee & Moon, 1992]. Wood 

has also suggested a method by which EPR4 detection may be implemented more 

economically than by a full-state Viterbi detector [Wood, 1993]. Sugawara et. al. have 

proposed an integrated Viterbi detector which will operate as PR4 at low densities (below 

1.8) but as an EPR4 detector at high densities [Sugawara et. al., 1993]. 

Using simulations Newby discusses the sensitivity of PR4 detection in the presence of 

variations in the nominal parameters of a hypothetical recording channel [Newby, 1989]. 

Newby notes that the PR4 system is sensitive to variations in variable channel parameters 

such as head-medium spacing and head gap length and suggests that "the utilisation of 

receivers which provide the ability to compensate for variations in channel parameters are 

likely to become as important in magnetic recording as they are presently in other 

communications channels". 

Coker et. al. have proposed how, using the sampler and microprocessor present in a partial 

response disk drive, a number of value-added features could be added to the drives 

operation [Coker et. al., 1991b]. Specifically, these are media surface analysis to detect 

defect sites for subsequent de-allocation, flying height change analysis to detect imminent 

failure modes and error detection performance estimation to check equalisation 

performance. The methods rely on the ability of the microprocessor to take control of the 

channel electronics, write test patterns and analyse the digitised replay samples. 
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1.5 Summary 

A summary of the preceding discussions reveals the following observations. Recent 

advancements in digital signal processing technology have allowed the data channel 

designer to step up to the challenge of increasing storage capacity through signal processing 

means, in addition to those improvements being made elsewhere in the underlying recording 

component technologies. To this end, partial response signalling has been identified as a 

suitable way to proceed. This is due to the recognition of the fact that a family of such 

schemes are particularly suited to the magnetic recording channel. 

The signal-to-noise ratio advantage of some of these schemes over peak detection methods 

has been shown both theoretically and experimentally. Practical issues regarding the reliable 

detection of multi-level signals dictate that only the schemes known as PR4 and EPR4 are 

of immediate. interest. At moderate densities, PR4 signalling has been shown to give a 2-

3dB advantage over peak detection channels which corresponds to a 30% to 50% increase 

in capacity. The performance ofEPR4 over PR4 has been demonstrated to be between 10% 

and 20% due to its closer match to the recording channel and correspondingly less-severe 

equalisation. However, whilst the PR4 detector can be split into two interleaved sequences 

each running at half the data rate, the detector for EPR4 cannot. Therefore, whilst EPR4 

provides higher density for the same SNR and error rate, it cannot run at the same potential 

speed as PR4 if they are both governed by the same signal processing speed constraint. 

Both response classes show significant sensitivity to equalisation mismatch if the actual 

response of the channel is different from that to which the equaliser has been tuned. For 

this reason it is concluded that adaptive equalisation is essential in the disk drive where not 

only does the response change with track radius, it can also change significantly between 

31 



head and disk pairs. It has been found that 5-taps provides adequate perfonnance in 

simulation and 9-taps provides the same perfonnance as an infinitely long equaliser. In an 

actual disk product it was found that I 0-taps provided sufficient equalisation and increasing 

the number of taps beyond this provided no extra benefit. 

Even for perfect equalisation, the signal to noise loss through the equaliser required to 

match the recording channel response to either the PR4 or EPR4 target has been shown to 

vary as a function of nonnalised density. At low densities the SNR loss is greater for EPR4 

than PR4 because signal power is attenuated more so than the noise power for EPR4 than 

PR4. At high densities the situation is reversed because more severe equalisation (and 

therefore noise enhancement) is required for PR4 than EPR4. A dual mode detection 

system has therefore been suggested which operates with PR4 at low densities and EPR4 at 

high densities. 

It has been suggested that variations in recording channel response may lead to the need for 

the data channel to pre-detennine the recording conditions in order to maximise storage 

capacity. It has also been shown that the sampler inherent in the partial response signalling 

method can also be used to provide infonnation about the recording conditions such as 

flying height changes, the magnetic non-linearities, and, the effectiveness of the equalisation. 
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1.6 Thesis 

The conventional approach to data channel design has been to select an operating point 

such that in the presence of (apparently) random variations in recording component 

performance, a minimum required error rate will always be achieved. In practice this means 

that the data channel is de-tuned from the nominal performance achievable to a performance 

that yields the minimum error rate for the worst case recording conditions. This is done to 

ensure that when the hard disk drive is manufactured, a large proportion of the products 

will actually work. It is noted that whenever recording conditions are better than this worst 

case, the error rate is better than that required and information capacity is wasted. 

It is shown in chapter 3 that some of these seemingly non-deterministic variations in 

recording channel performance become deterministic once a particular set of recording 

components are assembled together into a disk drive. However, they are only deterministic 

from the data channels point of view if it is able to measure them first of all. Therefore, it is 

noted that the introduction of partial response signalling which has brought with it the 

sampler and the microprocessor, has also enabled the channel to characterise these 

deterministic variations for any particular set of recording components to which it is 

married. 

It is shown in chapter 4 that because the recording channel pulse response varies as a 

function of data rate and the signal to noise loss through a partial response equaliser varies 

as a function of the recording channel pulse response, the data rate may be used as a 

variable to tune the performance of detection. Furthermore, if the option is also available to 

select different classes of partial response, it is shown that considerable flexibility is 
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provided in achieving ma.xJmum storage performance for a given set of recording 

conditions. 

Therefore, it is proposed that a new kind of approach can now be taken towards the design 

of the data channel. That is, to allow the data channel to become much more adaptive and 

allow it, on the basis of performance measurements it has made, to select recording 

strategies that maximise storage capacity whilst maintaining the minimum error rate 

requirements. i.e., allow the data channel to recover the lost capacity over a fixed-design 

approach. This new channel is termed The Adaptive Partial Response Data Channel 

This thesis investigates and reports on this new concept. Chapter 2 describes the 

experimental details of this investigation. In chapter 3 a number of recording channel 

performance variations are investigated. In chapter 4 the proposed adaptive partial 

response data channel is described and its performance is evaluated with respect to these 

variations over the fixed design approach. In chapter 5, conclusions are drawn about the 

investigation and suggestions for future work are made. 
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Chapter 2 

Experimental Details 

2.1 The Hard Disk Experimental Test Station 

All recording experiments and signal analysis were carried out using the custom designed 

disk test station shown in plate 2.1. 

2.1.1. Mechanical Design 

The read/write heads used in this investigation typically 'fly' at heights of I 00 nm or less 

and at relative velocities up to 35 m/s. The integrity and reliability of the head I disk 

mechanical interface under these conditions is highly susceptible to contaminants and 

vibration during operation. Sub-micron sized particles or vibration can cause failure of 

the interface resulting in catastrophic damage to the head surfaces & magnetic 

components and also the disk surface. These issues necessarily place high demands on 

the design and quality of the test station. 
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Plate 2.1- The hard disk experimental test station 
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Figure 2.1 - Schematic diagram of the experimental test station mechanics 
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The mechanical assembly of the test station is shown schematically in figure 2.1. The 

spindle, clamp, head mounting and head positioning components are mounted on a 

granite bed supported by air 'servas'. The large mass of the granite bed conjoined with 

the air serva support suppresses any external vibration being transmitted to the head I 

disk interface. To minimise the threat from particle contamination, the granite bed and 

mechanical assembly are housed within a class 100 air booth which itself is located within 

a class 1000 clean room facility. 

Air Bearing Motor and Clamp Mechanism 

The disk under test is mounted on a spindle which is supported on air in an arrangement 

known as an 'air bearing'. The air bearing provides the spindle with almost zero 

rotational friction and less than 0.1 J.lm (measured) non-repeatable radial runout. The 

spindle and clamp mechanism are of considerable mass and are mechanically balanced to 

ensure stability when they are rotating. The spindle is driven by a 3 phase brushless 

motor and digitally controlled electronic drive and can operate at speeds between 1000 

and 5400 rpm .. 

It was found that the motor drive gave rise to a large noise component which was picked 

up by the read head during testing. This could be significantly reduced by shielding all 

the electronic apparatus in metal boxes and providing each shielded unit with a large 

braided earth strap to a central earthing point. The best results were obtained when the 

motor and clamp metal work were also earth strapped but to a separate earthing point. 
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The disk is clamped finnly in place by a sprung rod which pulls the clamp face against 

the disk surface and down onto the spindle. The clamp is operated by an air hydraulic 

pump. 

Head Micro-positioner 

The majority of the work in this investigation requires that the head may be positioned to 

sub-micron accuracy. Primarily, this requires accurate positioning of the head in the x-y 

plane normal to the spindle. This is achieved by employing two stepper motor beds 

mounted orthogonally, one on the other. Relative accuracy is achieved by employing a 

closed loop feedback path with optical diffiaction sensing. 

The stepper motors both have a rotational resolution of 40000 steps per revolution and 

are attached to a 0.25 revolution per mm lead screw. This yields a lateral movement of 

10000 steps per mm, or, 0.1Jlm per step. The tables are able to position to an absolute 

accuracy of ±O.SJ.lm when racked fully out and in again from a known position. 

Calibration marks on the diffraction grating allow the table position to be calibrated 

before recording tests begin. Incremental position accuracy is of the order of plus or 

minus 0.1 micron. 

Adjustable Head Mounting Unit 

In addition to the two degrees of freedom provided by the head micro-positioner, the 

necessities of this investigation require further degrees of freedom which are provided for 

by a specially designed head mounting unit shown in plate 2.2 and schematically in 
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Figure 2.2 - Schematic diagram of adjustable head mounting unit. 
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figure 2.2. The mounting unit attaches to the head rnicro-positioner and has numerous 

mounting holes and attachments onto which the recorded head(s) may be mounted. 

The head mounting unit provides z-height adjustment in the plane parallel to the spindle 

and allows the loading force and therefore flying height of the head to be adjusted. The 

dial gauge allows z-height adjustment to an accuracy of ±501-lm. The bed onto which the 

head attaches can be rotated through 360°. This facility is used for adjusting the skew of 

the head pole I gap with respect to a recorded track and for emulating actual disk drive 

actuator geometries. Finally, the bed also tilts which allows the attitude of the head to be 

adjusted with respect to the disk surface. 

2.1.2 Automated Test System Hardware 

Figure 2.3 shows schematically the hardware components of the automated experimental 

test system. Circuit diagrams are given appendix B. The write channel comprises a data 

generator, write current programmer and head write-driver and is synchronised by the 

write controller. The head amplifier, pre-amplifier, low-pass filter and digital storage 

oscilloscope form the read channel. The write and read channel, as well as the x-y tables 

and motor, are controlled via RS232, IEE£488 and GPIO interfaces from the PC 

running custom designed software developed by this author, called 'DISKLAB'. This 

software allows virtually any testing procedure to be automated by allowing the user to 

write test programs in a high level control language and run them in DISKLAB. This 

facility was particularly important in the gathering of the media noise results and 

response measurements detailed later in this investigation. 
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Figure 2.3- Schematic diagram of the experimental test system 
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The Write Channel 

Figure 2.4 shows schematically the operation of the write channel. Data is generated in 

the PC either automatically or by the user in an ASCII text file format. It may then be 

encoded and preceded if desired using software algorithms and sent to the data generator 

as a file of8-bit words through the IEEE interface. A Lecroy 9109 data generator was 

employed for this task. This instrument can store up 512k bytes of data in separate files 

with each file containing up to 65 kbytes. Data streams of unlimited length can be 

generated by linking different files together and repeating them indefinitely. Data rates of 

up to 200 Mbits/sec can be generated. The data appears differentially at the output of the 

Lecroy 9109 terminals and is connected to the write driver either via coaxial connectors 

or ribbon cable (depending on the write device being used). The versatility of the Lecroy 

9109 generator allowed permanent sector patterns such as equaliser training field and 

Phase-lock field to be stored in the memory and inserted into the data stream as and 

when necessary. 

The write device is a fast differential current driver which alternately reverses the current 

direction through the writing head according to the data pattern sent from the Lecroy 

9109. For the dual mode inductive write I MR read head, a VTC 7800 device was used 

with a switching time of 7 ns. For the perpendicular pole head an SSI 521R device was 

employed with a switching time of 32 ns. The magnitude of write current is set 

externally using the programmable constant current source. The current source is 

programmed via the interface connected to the computer controller. Inside the write 

driver a current mirror drives the selected value of current through the recording head. 
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The write driver and data generator are triggered by the 'write controller' which provides 

all the necessary control signals to the various components of the system (figure 2.5). 

The write controller monitors the angular position of the disk via the 'index pulse' which 

it receives from either the opto-detector on the spindle or the laser index (to be described 

later). At some arbitrary time the write controller receives an asynchronous write trigger 

from the PC. At the start of the next index pulse the write enable line is brought low and 

the write driver goes into write mode. At the end of the index pulse the write data 

enable line is brought low which triggers the data generator to start sending data. At the 

start of the next index pulse both write data and write data enable lines are reset until the 

next write trigger request. The action of bringing write enable low before write data 

enable ensures that the write driver has settled down before it starts writing data. Also, 

it always erases the section of track before the recorded test pattern. This enables the 

oscilloscope to easily locate and trigger on the start of the recorded pattern during read 

mode. 
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The Read Channel 

Figure 2.7 shows schematically the operation of the read channel. The head is connected 

to a dedicated head preamplifier which acts as a low noise differential amplifier with a 

typical gain of 100 VN. It is important for this preamplifier to operate at as low a noise 

level as possible as it is always the first amplification stage in any cascaded amplification 

system that dominates the overall noise performance. Therefore, typical hard disk read 

amplifiers have an input noise figure of only 0.5 - 1 nV I ..JHz.. Similarly, it is important 

that the head amplifier is located as closely as possible to the read head to reduce 

external pickup and transmission line effects in the interconnection. For this reason, the 

head read I write device is usually located within the head arm & disk enclosure as close 

to the end of the head arm as practically feasible. In this investigation, the read 

amplifiers were mounted on the rotating head mounting assembly, some 1 Omm away 

from the head base. It was found that severe noise pickup from the motor drive and/or 

oscillation occurred if the preamplifier was mounted on the main circuit platform. 

Following the read amplifier an optional second amplification stage is employed which 

provides wideband gain up to 50 MHz of approximately 10VN. This amplifier is based 

around an NE592 video amplifier and was typically only needed for the investigations 

into the perpendicular media noise characterisation. 

Following the amplification stage(s) an optional low-pass filter is employed to cut out 

unwanted noise and interference signals. Two equiripple differential filters were 

constructed providing cut-off frequency at 40 or SOMHz. The oscilloscope also had 

optional filtering with a cut-off at 30:MH.z. With these three options all filtering 
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requirements were met. The NE592 amplifier and low-pass filters were constructed 

using common input I output connectors for versatility. 

This investigation is primarily concerned with signal processing in the digital domain. To 

this end a digital storage oscilloscope connects directly to the output of the read 

amplification I filtering system. The oscilloscope digitises the read signal into discrete 

time samples. The samples are then transferred to an mM compatible Personal 

Computer (PC) for further analysis and processing. The use of the digital storage 

oscilloscope and PC are in direct replacement, and equivalent to, the Analogue to Digital 

Converter (ADC) available in a hard disk partial response detection channel. This 

implementation allows for ease of flexibility in the choice of processing techniques 

without compromising the validity of the experimental data. 

The oscilloscope is capable of sampling at up to I GSampleslsec and storing up to 50000 

consecutive samples. Additionally using repeated sampling of repetitive waveforms it is 

able to effectively sample at up to I 0 GSamples I sec by interleaving the acquired 

records. On-board waveform processing enables common signal analysis techniques to 

be performed in the oscilloscope including Fast Fourier Transform (FFT), signal 

averaging and waveform arithmetic. 

The Laser Index 

The work on media noise in this investigation requires accurate angular location of the 

head with respect to the disk to allow readings to be taken from exactly the same place 

each time the disk rotates. A number of schemes have been reported [Tang, I985; 
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Y armchuk, 1986; Hoinville, 1991] but here a different approach is taken based on the 

use ofa laser and an avalanche photo-diode. 

The technique is illustrated in figure 2.8. A small front silvered mirror is attached to the 

spindle and the laser and photodiode are arranged such that each time the spindle rotates 

the laser spot is scanned over the photodiode's sensitive area. Each time the laser scans 

the diode it rapidly breaks down giving rise to a large amplitude current pulse. This is 

amplified and brought out on a connector. Providing the mirror, laser and photodiode 

are stable, the pulse generated by the diode will correspond to an exact angular position 

on the disk. This position is then used to provide an index by which to take 

measurements. The advantage of this system is that the indexing is highly stable (jitter is 

measured to be ±5ns) and is unrelated to head position which means that no matter 

where the head is on the disk, it is possible to determine an absolute angular reference. 

The use of the laser index has also led to a method of accurately determining the head 

radius and absolute co-ordinates with respect to the disk centre. This is detailed in 

appendix C. 

There were occasions when even the laser index could not provide a stable enough 

trigger for the measurements being undertaken. Namely, when the sampling rate of the 

oscilloscope exceeded 50 Msamples/sec to capture signals with frequency components 

greater than 25 MHz. In this case, the state triggering modes of the oscilloscope were 

employed. Here, a low frequency trigger pattern is written to the disk some distance 

before the test data. In read mode, the oscilloscope trigger system is set up to trigger off 

the replay signal only when it has firstly detected an index pulse. In this manner, a 

trigger accurate to the jitter in a replay pulse is generated. The low frequency nature of 
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the trigger signal compared to the test data ensures a high signal to noise ratio and low 

jitter. 

Many of the experiments undertaken in this investigation relied on the ability of the 

oscilloscope to average the replay signal over many disk revolutions to reduce the 

random electronic noise and interference and leave only the deterministic signal. This 

was particularly the case for the investigations on media noise where the amplifier being 

used to amplify the head signal yielded a higher noise voltage than that which was 

attempting to be measured. 

By averaging a deterministic signal, all_ the non-deterministic noise is reduced as the 

square root of the number of averages taken. Therefore, if the signal to non

deterministic noise ratio is 30dB and it is required that a signal to non-deterministic noise 

ratio of 40dB is needed to measure a particular effect, the non-deterministic noise must 

be reduced by 10 times. Therefore, lOO averages are required. Typically, the number of 

averages required varied from I 00 to 1000 depending on the phenomena being 

investigated. 
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2.1.3 Automated Test System Software 

Initially, the test-stand control and data measurement functions of the test system were 

separate software routines but as the complexity of the system grew and the need for 

tight linking between the control and measurement aspect became apparent, these two 

functions were merged into one. Consequently, a disk test station operating system has 

been developed which allows the user to program complex control and measurement 

sequences quickly and easily using a high level control language and programming 

interface. 

Figure 2.9 shows a captured screen image of the automated software system (which has 

been called 'DISKLAB') which illustrates its operation. The upper window shows details 

of waveforms which have been captured by the oscilloscope and transferred to the PC. 

The lower window is the command editor which allows the user to enter commands via 

the keyboard. The command line editor part of the software interprets the psuedo

english command and calls the relevant software routine to perform the task. Such tasks 

include setting the write current, moving the head to a desired position, writing data, 

transferring waveforms from the oscilloscope to the PC, sending data patterns to the 

Data Generator etc. The lower bar of the screen display informs the user of the current 

working disk directory, the position of the head co-ordinates and the number of 

waveforms currently active in the computer memory. 

The software allows the user to save and load waveforms to the computers' hard or 

floppy disks. This enables waveforms to be stored indefinitely for future processing and 

makes them available to other analysis packages. Typically this post processing involved 

many calculations and so it was performed 'off-line' on another, faster computer. 
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In addition to the command line features, the software also allows complex test 

procedures to be implemented by means of so-called 'script' files. Script files are text 

files that contain the same commands that can be typed in at the keyboard. The user is 

allowed to 'run' a script file which passes the commands one-by-one to the command line 

interpreter. Therefore, script files may be written to perform tests that require many 

repeated operations and that would otherwise take a lot of time to perform manually. 

Another advantage of this approach is that once script files have been debugged and are 

known to work, operator errors in the method and measurement of the experiments are 

eliminated from the results. From this authors experience this was a major advantage 

since some of the results presented in this thesis required more than I 00 individual 

experimental measurements. An example script file which measures signal output as a 

function of write current (the saturation curve) is shown below figure 2.9. 
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Figure 2.9- 'DISKLAB' software user interface 

Example Script file to perform Saturation Curve measurement : -

current 0 
clock lOmhz 
dgen load square.wav 

loop 10{ 
write 
scope clear_sweeps 
wait 10 

; resets write current to 0 
; sets clock rate to 10 :rvtH.z 
; loads a square wave pattern 

; perform the following 10 times :
; write the pattern 
; clear the oscilloscope & acquire signal 
; wait 10 seconds for acquisition 

scope cursor 
current +2ma 

cl amplitude ; get amplitude ofwaveform 

} 
rel ; increment current by 2mA 

; repeat until finished 
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2.2 Software Modelling of the Data Channel 

It was noted in section 2.1 that the oscilloscope was equivalent, and in direct 

replacement to, the sampler found in a partial response detection channel. This is the 

case if the sample rate and phase of the oscilloscope analogue to digital convertor is the 

same as that as the real sampler. In practice, this is not the case since it is not possible to 

clock the oscilloscope with an externally derived clock. Therefore, to overcome this 

problem, the replay signal is 'over-sampled' by many times to form a pseudo-analogue 

waveform. The waveform is then passed through a software timing recovery algorithm 

to yield the samples that would be generated in a real sampler. Linear interpolation is 

used to derive the amplitude of the waveform between two oscilloscope samples. 

Provided the signal is sampled fast enough, the linear interpolation is accurate. Typically 

the signal was oversampled by 10 times. That is, if the highest frequency component in 

the signal was 50l\1Hz, the minimum sampling rate (according to Nyquist) would be 100 

MS/s and the signal was actually sampled at 1GSamples/sec (to yield 10 times 

oversampling). 

The functional elements of the adaptive channel have been implemented using software 

models which mimic the operation of the corresponding hardware solutions. These 

include, Automatic Gain Control (AGC), adaptive equalisation, decision directed timing 

recovery, and Viterbi Maximum Likelihood detection (figure 2.10) Furthermore, 

waveform generators which produce waveform samples in exactly the same format as 

those transferred from the oscilloscope have been implemented to produce perfect Partial 

Response and Lorentzian waveforms. A White Gaussian noise generator may be used to 

add noise to the real or model waveforms and test the abilities of the detection system. 

The use of this modularised approach, where the performance of the data channel can be 
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analysed using real or simulated disk data, has greatly enhanced the understanding 

process (figure 2.11 ). The software algorithms for these functions are listed in appendix 

D. 
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Figure 2.11 -Model waveform generators have the same format as real sampled data. Therefore they 

can be interchanged and compared easily in the software detector. 
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2.3 Head I Media Parameters 

The parameters for the perpendicular recording components used in this investigation are 

as follows. 

Head: 

Disk: 

Single-pole, thin-film 

25-turn, 50 n, 2-wire common inductive write I read 

12 j..Lm track width 

0.3 j..Lm pole length 

Dual layer perpendicular anisotropy 

Underlayer :-

10 11m. 80:20 Nlfe (wt%) 

Relative Penneability 500 

Recording Layer:-

160 nm, 79:21 Co:Cr (at%) 

Coercivity 800 Oe 

Saturation Magnetisation 225 emu/cm3. 

For reasons of confidentiality, it is not possible to list all the above parameters for the 

longitudinal head and disk used in this investigation, only that the head is a dual-mode 

inductive write (4!lm width), MR read (3 J..llll width), thin-film design. The reader is 

asked to note that this investigation is not concerned with the absolute recording 

perfonnance of these longitudinal components, only the variations in recording 

perfonnance between them and over the disk surface - they are used as typical examples 

of state-of-the-art longitudinal recording components. 
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Chapter 3 

Results & Discussion 1 : 

Channel Variation Characterisation 

3.1 Introduction 

In this chapter the magnetic recording channel is characterised in respect to the variations in 

signal and noise phenomena that the data channel is required to cope with in a typical hard 

disk system. In such a system, the information is stored linearly along concentric tracks 

over the disk surface. The signal and noise characteristics of the system are shown to vary 

over two key parameters; head position over the disk surface (both radially and linearly 

along the recorded track) and between head-media pairs (for a system which contains 

multiple recording surfaces). The changes in channel response are measured as a function 

of these variables and the measured response characteristics are quantitatively related to the 

underlying recording process. Predictions concerning the current and future significance of 

these variables are made in the light of the observations and the expected trends in hard disk 

recording technology. Finally, since it is the purpose of the adaptive channel to overcome 

some or all of these variables, the information that the channel will need in order to make 

its adaptive decisions must be identified. 

The signal is characterised by the channel step response, that is, the response of the replay 

head to a step change in magnetisation from one direction to the other (an isolated 
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transition in the media). In many linear systems, the response of the system to a step input 

is an output step which exhibits oscillation with an exponentially reducing amplitude over 

time. In that case it is often convenient to characterise the system by its step-response rise

time. In the magnetic recording channel, the response to a step input is normally a pulse. 

Therefore, in this case it is convenient to characterise the step response in terms of its zero

peak amplitude and output pulse width. This is defined as the pulse width in time at 50% 

zero-to-peak amplitude, and is termed PWSO. Because the information is stored on a 

medium moving at a velocity, v m/s, there is a relationship between the time domain (in 

which most of the measurements are taken) and the spatial domain (which relates to how 

the information is physically represented in the medium). Therefore, PW50 may be 

expressed in terms of time or distance and the relationship between the two is given by, 

PW50disuncc = PW50tim. x velocity (3.1) 

Whereas the PW50 yields important information about the resolution of the channel, the 

step-response pulse amplitude yields important information about the error rate 

performance of the channel. The bit error rate is determined by the statistical variance of 

noise with respect to signal amplitude at the input to the data detector. The step response 

pulse forms the basic unit of information in the magnetic recording channel. Therefore, 

characterisation of step response pulse amplitude will yield information regarding the signal 

to noise power and therefore error rate. The noise characteristics in the recording channel 

may be correlated or uncorrelated with the signal, and may vary independently to signal 

amplitude. It is therefore necessary to study noise in its own right and later combine both 

signal variance and noise variance to determine signal to noise ratio over the variables under 

consideration. 
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3.2 Channel Variation over Disk Radius 

3.2.1 Step-Response Pulse Width 

Figure 3.1 shows the step response ofthe recording channel at track radii of21mm, 33mm 

and 45mm for the MR. head used in this investigation. The pulses were obtained by 

averaging the read signal from a written track comprising equally spaced transitions 

recorded at a low enough frequency such that the replay pulses are distinctly separated. The 

amplitudes have been normalised and only the positive going pulses are shown here, 

corresponding to a step change in magnetisation from the reverse direction to the forward 

direction (arbitrarily chosen- it is noted that for step magnetisation reversals in the opposite 

sense, the replay pulses are negative going). 

One can see from figure 3.1 how the pulses broaden in time as the head is moved from the 

outer towards the inner radius. Figure 3.2 shows the relationship between track radius and 

PWSOtime normalised to the pulse width at the inside radius. At the outside radius the 

pulses are almost half the width of those at the inside and the characteristic is somewhat 

curved between the two. There are two primary effects that produce this characteristic; 

linear velocity variation and flying height variation. 

The linear velocity between the disk surface and the head varies over the radius of the disk 

according to the simple relationship, v=cor, where v is the linear velocity, r is the track 

radius and (:) is the angular velocity of the disk. The signal produced by the read head is a 

geometric convolution of the transition perpendicular field distribution and the head 

sensitivity function [Middleton, 1989]. Therefore, assuming a constant physical transition 

length, the widths of the replay pulses in time vary inversely proportionally to the speed at 
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which the transitions pass under the head. The inverse velocity relationship is also shown in 

figure 3.2 (normalised to the inside radius). The disagreement between the inverse velocity 

characteristic and the observed pulse-width characteristic is explained by consideration of 

the second major effect, flying height variation. This alters both the recorded transition 

length and the replay pulse width. 

The flying height of the head varies over radius because the flying height is a function of the 

air velocity between the head and disk. For an MR. head, the replay pulse width in the 

spatial domain (PWSOdistance) has been shown to approximately relate to the head 

geometry, head-media separation and transition length via the relationships [Middleton, 

1989], 

PWSO = ~(l+tY +4(d +a)(d +a+ 8) nm (3.2) 

where, d is the head - media separation, t is the thickness of the MR. stripe, I is the distance 

from the shield to the MR. stripe, and o is the media thickness. The transition length 

parameter, a, for a thin-film disk is given by, 

a= (_3_ MJil)~ 
J3 7d{c 

(3.3) 

61 



PW50(ns) 

100% -

If ~ 
.... . . -- .... . . . . -~~ 

If 

!f 

I I 
V f/ 

. . - · . -·. /~ v; . . . . . . .. . 

~ ~ 
()'JI-

Time 

. . . . -- . ... 

1\ / V:; 
l\_\.--~ V 

'~ 

·\\ .\: .. . . 

--~ ~ 

.. . . 

~ 
/ 

. ... 

!'-..... 

-

~~r= 
r= 

r=21 mm, PW50=44ns 

33mm, PW50=31.5ns 

45mm, PW50=24.5ns 

Figure 3.1- :rv1R. head replay pulses at track radii of2lmm, 33mm and 45mm. The amplitudes 

have been normalised 

1.1 

., 
' I • PW50 (time) I :;, 

' :0 
' :! 0.9 ' - - - 1/velocity 

E ' E .... 
.... .... ... .... 
iii 0.8 .... ...... .. ...... 
:;, .... 
;;; .... ... > 0.7 ... 
.£ ... ... , ..... ..... .. ..... 
• !!! ..... 
;;; 
E 

0.6 --..... 
5 z 

0.5 --- --
0.4 

20 25 30 35 40 45 

Radius (mm) 

Figure 3.2- Dependence of pulse width (time) on track radius 

62 



where Mr and He are the remanence and coercivity of the disk respectively. The head

media separation is linearly related to the flying height but with an additional factor to 

account for media overcoat thickness and pole-tip recession from the head flying surface. 

Consequently, even with a zero flying height, there will always be some small additional gap 

between the head poles and the medium magnetic layer. 

These empirical relationships, have become commonplace tools which provide good 

agreement with experimental data and which are useful for comparative measures. Using 

(3.2) and (3.3), PW50distance and the transition length parameter are shown plotted in 

figure 3.3 for the fabrication data and range of flying heights applicable to this head and 

media. 

One can see from this figure that PW50distance and flying height are approximately linearly 

related over this range. Hence, a simplified expression relating head-media separation to 

PW50distance may be determined, 

d = PW50diSW>cc - 277 
3.3 

(3.4) 

Using the experimentally measured data in figure 3.2, the PW50(nm) may be calculated 

from (3.1) and therefore the flying height profile for this head over the radius of the disk 

may be obtained. This is shown plotted in figure 3.4. One can see that the radial variation 

in flying height is somewhat linear with the exception of the deviation at the inside radius. 

Overall there is about a 40% change in flying height from the inside to the outside radius. 

The measured range of flying heights from 60-90 nm are in good agreement with the 

manufacturers data. 
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The transition length parameter plotted in Figure 3.3 indicates that the recorded transition 

length also varies as a function of flying height. This may be explained by the fact that at 

greater head-media separations the media is influenced by relatively weaker head field 

gradients. Consequently, the writing field is not so well defined and the transition region 

tends to broaden. However, it is also noted that the transition length is approximately one 

quarter of the measured pulse width. Therefore, it is the head sensitivity function 

(determined by the shield gap length) that primarily determines the width of the replay 

pulses and not the recorded transition length [Schneider, 1985]. 

The range of velocities encountered by the head (and therefore, flying height variance) 

depends on the ratio of the outer to the inner recording radius; a factor which tends to 

increase with the continuing trend towards smaller disk sizes [Grochowski & Hoyt, 1993]. 

This is because as the diameter of hard disks reduces, the total mass reduces as a near cubic 

function of radius (the thickness also tends to reduce in addition to the surface area). A 

lower disk mass requires lower torque. Therefore, smaller motors may be employed with a 

corresponding greater than proportional reduction in disk clamp area and inner recording 

radius. 

Summary 

The PW50distance provides a measure of the spatial resolution of the channel - the 

narrower the pulses, the closer they can be placed to each other and the higher the 

recording density. Therefore, as PW50distance increases, the spatial resolution of the 

channel decreases and so too does the achievable recording density for a constant error rate. 

It has been shown in this section that the spatial resolution of the channel reduces as a 

function of flying height, which itself is a function of track radius. Therefore, achievable 
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storage density (bits/mm) along the recorded track for a constant error rate must reduce as 

a function of radius. In the future, the ratio of the outer recording radius to the inner 

recording radius is expected to increase and therefore yield an even greater difference in 

achievable storage density between the two extremes. On the other hand, if in-contact 

recording is achieved (or equivalently, constant flying height) the spatial resolution of the 

channel will no longer change as a function of radius and the achievable storage density at 

the outside radius will be the same as that at the inside for the same error rate. 

This result has important implications for the proposed adaptive channel. In a flying height 

varying channel it would not be correct to measure the pulse width at some arbitrary radius 

on the disk and then assume the same spatial resolution (bits/mm) would be achievable at 

any radius on the disk surface. Indeed, unless the flying height profile for that particular 

head were precisely known, the channel would have to measure pulse width over all radii in 

order to accurately detennine the spatial resolution. On the other hand, if the flying height 

was known to be constant over radius then it would be possible to measure the pulse width 

at one location and assume that the same spatial resolution was available over the disk 

surface. 
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3.2.2. Step-Response Pulse Amplitude 

Figure 3.5 shows the step response pulse amplitude plotted as a function of radius for the 

MR head. The signal amplitude measurements were made by recording a constant 

frequency pattern of isolated transitions and then measuring the average peak-peak 

amplitude of the read signal along the track. One can see from figure 3. 5 that the signal 

amplitude decreases as a function of radius, with the amplitude at the outer radius being 

approximately 10% less than that at the inside. As was the case for the PW50(nm) 

characteristic, this may be explained by the increasing flying height as the head moves from 

the inside to the outside radius. 

For the MR head the peak pulse amplitude is determined by the magnitude of the 

perpendicular flux coupled into the head sensing element when it is over the centre of the 

recorded transition. Amongst other parameters this is a function of head/media spacing and 

the magnitude of the remenent magnetisation of the media. In digital magnetic recording it 

is assumed that the media is always in either one of the two saturated states, or, in transition 

between them. However, in order for this to be the case, the writing current through the 

record head must be great enough to ensure media saturation. The required magnitude of 

writing current is determined by reference to the saturation curve, which is shown plotted 

for this media and head in figure 3.6. The curve shows the output signal amplitude as a 

function of recording current for a constant recorded frequency. One can see from this 

figure that at 1 OmA write current the output signal amplitude rises rapidly with increasing 

recording current and then peaks and remains constant for recording currents greater than 

about 20 mA. At recording currents greater than 20 mA, the media is assumed to be 

saturated and relaxation of the recording field (whatever it may be) always results in the 

same remenent magnetised state. This important result shows that the magnetic recording 
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channel is peak amplitude limited. At recording currents above the saturating value, signal 

amplitude does not increase. Therefore, for saturation recording, the recorder (transmitter) 

has no control over signal amplitude whilst the information is being stored (transmitted). 

Furthermore, it is the hysteretic nature of the recording medium that makes anything other 

than saturation recording impractical. In any state other than saturation, the recording 

channel is highly non-linear. This is because the application of a non-saturating field to the 

medium results in a new rernnent magnetisation which depends not only on the magnitude 

of the applied field but also on the existing magnetisation of the medium. Hence, the 

combined applied and existing field cause the hysteresis curve to be traversed in a non

deterministic way and the meaning of the conveyed information is lost. Consequently, 

conventional multi-level signalling techniques for digital data recording have met with only 

limited success [Price et. al., 1978; Mackintosh & Jorgensen, 1981]. 
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3.2.3 Noise 

The noise in the replay signal for a hard disk system comprises two primary sources; 

thermal noise arising from the head resistance and amplifier input impedance (electronic 

noise), and, media noise arising from irregular discontinuities in the magnetic structure of 

the medium. 

3.2.3.1 Electronic Noise 

The electronic noise of the system is determined by calculating the r.m.s. amplitude of the 

noise signal voltage at the output of the amplifier terminals and averaging the result over 

100 measurements. For this measurement the digital storage oscilloscope is used to capture 

segments of the noisy signal and calculate the r.m.s. amplitude. The noise is considered to 

be stationary and so the ensemble of segments have the same statistical properties as the 

noise signal itself The sum of all thermal and noise contributions at the output of the 

amplifier and with the disk stationary was measured and found to be 8.3 mV r.m.s in a 

bandwidth of 30 MHz. The noise generated by the amplifier was not precisely known but 

was determined by subtracting orthogonally the contribution from the head resistance via, 

V mead= .J4KTBR V r.m.s. (3.5) 

where K is Boltzmans constant, 1.38e-23 joules per degree, T is the temperature (degrees 

Kelvin), B is the bandwidth (Hz) and R is the resistance of the element (ohms). In a 30MHz 

bandwidth at room temperature the thermal noise generated by the 15Q MR. element 

appearing at the output terminals of the amplifier is calculated from (3.5) to be 2.6 m V 

r.m.s. Hence, the thermal and electronic noise generated by the amplifier is calculated to be 
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7.89 m V r.m.s and accounts for 90% of total electronics noise. From the data in figure 3.5, 

the signal to electronic noise ratio (defined as the ratio of zero-peak signal amplitude to 

r.m.s. noise) ranges from 33dB at the outside radius to 34dB at the inside radius. 

3.2.3.2 Media Noise 

Unlike electronic noise which is assumed to be stationary, white and Gaussian, media noise 

has been shown to be signal dependent. The primary source of media noise in longitudinal 

thin-film media arises from the irregularity of the transition between one saturated state and 

the other [Baugh et. al., 1983; Tong et. al., 1984; Belk et. al., 1985, Arnoldussen & Tong, 

1986]. It has been noted that the common practice of analysing media noise using a 

spectrum analyser does not take into account its non-stationary aspects. and can therefore 

yield incorrect conclusions [Tang, 1985; Yarmchuk, 1986]. In the spectral analysis method, 

the level of media noise is determined by integrating the spectrum of the head readback 

signal over the system bandwidth and subtracting the electronic noise power as calculated 

before. The problem with this method is that since the media noise is primarily associated 

with the transitions, the media noise amplitude is very much lower when the medium is in 

the d. c. erased state than if it has transitions recorded in it. Furthermore, for a medium with 

recorded transitions, the spectrum analyser averages the measurement over time and, 

importantly, does not give account of where the noise is actually located within the signal. 

A more suitable measurement of medium noise is presented here and is based on the work 

by Bertram and Aoi [Bertram et. al., 1986; Aoi et. al, 1986]. It is argued that at the centre 

of the transition the medium is in a maximally disordered state - the domains being randomly 

organised in magnetisation direction. This state may be induced on a larger scale by De

demagnetising the medium using the record head. 
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Here, a section of the track is forward erased to saturation. Next, the direction of write 

current is reversed and set equal to a fraction of its normal saturating value and the section 

of track is reverse erased. Then, using a stable trigger, repeated samples of the section of 

track are captured and averaged using a digital storage oscilloscope. After I 000 such 

averages the random (electronic) noise is reduced by some 30dB to leave a smal~ but 

measurable media noise signal. The r.m.s. amplitude of this sample is then calculated and 

noted. The experiment is repeated by forward erasing to saturation but with increasing 

magnitudes of reverse erase current. At some intermediate reverse current value," the media 

noise signal rises sharply in amplitude. At the point where this signal is a maximum, the 

write current through the head is that required to place the medium in a d.c. demagnetised 

state; a state where the medium domain structure is maximally disordered and random. As 

the reverse current increases beyond this value, the medium is more and more reverse 

saturated and the noise reduces again. 

The reverse erase characteristic is shown in figure 3. 7 at three radii. One can see from this 

figure that at the outside radius the maximum medium noise occurs at a higher reverse erase 

current than that at the inside radius. Also, the magnitude of the maximum media noise is 

lower at the outside radius than at the inside. Once again this phenomena may be 

attributable to variations in the flying height of the head [Bertram et. al., 1986]. At the 

outside radius the higher flying height requires that a higher write current is required to 

place the medium in the d.c.-demagnetised state. Similarly, at the inside radius, the lower 

flying height means more noise signal is coupled into the read element of the head. 

Relatively, the signal and media noise remain constant and the signal to media noise ratio is 

27 dB at all measured radii. This is, of course, to be expected since the media noise and 

signal should change proportionally the same with flying height. It can be seen that with a 
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magnitude of 18 mV r.m.s, the media noise dominates all noise sources and accounts for 

approximately 90% of the total noise voltage (20 m V r.m.s.). 

This is in contrast to the signal to noise characteristic produced by the more commonplace 

inductive thin-film head. The signal amplitude for an inductive head is proportional to the 

rate of change of the flux that is coupled into the head poles as it reverses between one bit 

cell and the next. Conversely, the MR. head is sensitive to absolute flux magnitude, 

primarily perpendicular, which is maximum at the centre of the transition. The MR. head 

output does not therefore decrease with decreasing linear velocity as it does with an 

inductive head (where the corresponding rate of change of flux is lower at the inside radius). 

Moreover, systems employing thin-film inductive heads give rise to a higher electronic noise 

component than MR. heads since the resistance of the coil can be 3 or more times greater 

than that of the MR. sensing element. Also, for an inductive head, the high-power (noisy) 

write-current transistors are permanently connected across the read coil (since the same coil 

is used for both write and read operations). Therefore, the associated thin-film amplifiers 

also tend to be much noisier. 

Consequently, data channels employing inductive heads tend to be thermally noise limited 

with the media noise contributing a smaller proportion of the overall noise voltage. As in 

this investigation, with an MR. element, the primary noise component tends to be media 

noise. Therefore, with an inductive head the signal to noise ratio (SNR) worsens at the 

inner radii since the noise is more or less constant over radius but where at the inner radius 

the signal is a minimum. For an MR. head the SNR is more or less constant at all radii; the 

sensitivity to signal flux and noise flux remaining proportionally the same. Similar 

arguments have been noted by other authors [Comstock, 1989]. 

73 



20 

~ 18 
'E 
411 ... 16 
~ 14 '6 
lli 12 e 
..: 10 
> .s. 8 
411 
<12 6 0 
c: 

4 "' '6 
411 2 :: 

0 

7 8 9 10 11 12 

• 21 mm Radius - Max = 18.64 m V 
•33mm Radius- Max = 17.76 mV 
.&45mm Radius- Max = 17.1 mV 

13 14 15 16 

Reverse erase current (mA) 

Figure 3. 7 -Reverse erase noise characteristic. 

74 



The insensitivity ofthe MR head signal amplitude with respect to radius is one of the main 

factors driving their development for hard disk applications. The MR head is able to 

transduce flux into signal energy even at very low head-medium speeds. Therefore, as 

form-factors reduce and the velocity at the inner radius reduces, the signal to noise ratio 

remains acceptable for the MR head whereas that for the inductive head does not. 

Consequently, the trend towards smaller form factors inevitably means the widespread 

introduction ofMR head technology. 

Summary 

The bit error rate of the channel for a given detection method and storage capacity is a 

function of the signal to noise ratio into the detector. It has been shown in this section that 

the SNR for an MR head is constant over radius; it is media noise limited and media noise 

scales with signal amplitude over radius. On the other hand, the SNR for an inductive head 

is not constant but varies according to radius due to the signal dependence on rate of 

change of flux, and, the dominance of electronics noise over media noise (which does not 

scale with signal). Therefore, depending on the underlying recording components, the 

proposed adaptive channel will need to determine what the distribution of noise is and 

whether it varies as a function of radius. If the latter is affirmed, the channel will be 

required to adopt a suitable strategy to recover the loss in signal to noise ratio at a given 

radius. 
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3.3 Channel Variation along the Recorded Track. 

The variation in channel performance considered here is short to medium variations in 

recording performance over the surface of the media which, unlike the previous analysis, are 

generally not correlated with radial position. These range from short scale asperities or 

'dropouts' which can conupt the signal over the length of a few bits, or, medium-long scale 

variations which effect signal performance over relatively more bits but typically in a less 

dramatic way. The short scale asperities are typically caused by micron-scale particles, or 

holes, on or in the recording layer. The medium scale variations are typically attributed to 

variations in the magnetic quality of the recording layer due to non-uniform sputtering 

during the manufacturing process. The effect of both types of variation is to cause 

amplitude modulation of the replay signal as the head travels along the track. 

The laser index and waveform averaging technique described in chapter 2 is used here to 

investigate a number of spatial phenomena in recording media. The results of the following 

investigation have led to a published paper [Darragh et. al., 1993]. 

3.3.1 Underlayer Domain Noise in Perpendicular Recording Disks 

Whereas media noise in longitudinal disks as been shown to be associated with the recorded 

transition and therefore rises with recording density, it has been modelled [Zhu & Bertram, 

1991] and shown experimentally [Okabe & Yamamoto, 1992] that the media noise in 

perpendicular recording reduces with increasing transition density. This is because it is 

believed to be associated with the recorded bit cell area between transitions rather than any 

irregularity in the transitions themselves. In this part of the investigation the technique 

described above is employed to demonstrate that there is an additional and significant noise 
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component in dual layer perpendicular recording media which arises from the inclusion of 

the magnetically soft underlayer. 

Figure 3.8(a) shows a typical 12.5 mm sample of perpendicular media noise extracted from 

a d.c. erased track. The fine detail of the media noise is not visually resolved in this figure 

but ones attention is drawn to its dual frequency nature; a high frequency signal 

superimposed by low frequency perturbations. Figure 3.8(b) (upper trace) is an expanded 

125!-lm section of the 12.5mm sample and shows the high frequency signal in closer detail 

and its spectrum (lower trace). The noise is characterised spectrally as being wide band 

with a peak at a spatial frequency of 0.5 cycles/micron which is of the order of a recorded 

transition length for this media. This noise is deterministic provided the medium is not re

written between measurements; repeating the experiment and calculating the cross 

correlation between the newly acquired sample and the first yields coefficients close to unity 

When the medium is re-written by a field in the opposite direction and a new sample of 

media noise is extracted, it is found to be un-correlated with the first, with a cross 

correlation coefficient of zero. These observations and the spectral content of this noise 

source are in good agreement with results presented elsewhere[Indeck et. al., 1991]. Zhu 

has argued that this noise component arises from the random placement of reverse domains 

in the recording layer of the medium [Zhu & Bertram, 1991]. 

Of greater interest here is the low frequency noise signal which is observed as a result of the 

relatively long samples of noise that this experimental procedure is able to capture. In order 

to analyse this noise in greater detail the recording layer noise is filtered out by applying a 

300kHz low-pass filter to the captured signal in figure 3.8(a). The result is shown in figure 

3.9(a). The perturbations range from widths of 100-500 microns. This is further concurred 

by the spectral analysis, figure 3.9(b), which shows a peak at a spatial 
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frequency of 1 cycle/mm and a sharp roll-off to around 12 cycles/micron. Unlike the 

recording layer noise which has a spatial frequencies of the order of the transition length (1 

micron), this noise source is correlated over a distance corresponding to many hundreds of 

transitions (and therefore bits of data). The amplitude is ofthe same order as the recording 

layer noise and is therefore significant for a media noise limited system. 

Correlation analysis of this noise source in a similar manner to that performed on the 

recording layer noise show contrary results. Firstly, repeating the experiment with no 

intervening write fields from the head yields a new sample which, like the recording layer 

noise, has a cross-correlation coefficient close to unity. However, when the medium is 

reverse erased and the experiment repeated, unlike the recording layer noise, this noise 

source does not change; the cross correlation remains as before, close to unity. The 

conclusion from this result is that the noise cannot arise from the recording layer of the 

medium, since if it did, the second sample would be the mirror image of the first yielding a 

cross correlation coefficient of minus unity. 

If such a result had occurred, the low frequency noise could have been attributed to 

repeatable modulation of the flying height or large scale variations in the performance of 

the recording layer. However, the noise is deterministic and must arise from a magnetic 

source otherwise the head would not detect it. Therefore, it is concluded that the noise 

must arise from the underlayer of the recording disk. 

In an attempt to show that the low frequency noise is ansmg from the underlayer an 

experiment is conducted to show whether there is any overall pattern to this noise source 

over the surface of the disk. This is done by extracting samples of the low frequency noise 

in steps from radii between 60mm and 30mm; each starting from the same angular reference 
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determined by the laser trigger. Using pixel brightness to represent the low frequency noise 

voltage amplitude each sample of each waveform is plotted in its correct radial and 

circumferential position to build up a grey-scale picture of the low frequency noise over that 

section of disk (figure 3.1 0). The result is shown in figure 3 .11. From this figure one can 

see that the low frequency noise has a structure over the disk surface characterised by lines 

that span inwards radially from the outside diameter. 

The previous correlation analysis showed that fields from the head have no effect on this 

noise structure. This is likely to be due to its relatively large geometric size compared to 

the geometric size of fields that can be generated by the head. The noise lines may, 

however, be re-set by placing the disk in a bulk A.C. eraser or by bringing a dimensionally 

large magnet near the sample space. The result of this is shown in figure 3.12 where the 

same sample space is shown after interaction by such a field. Comparing this to figure 3.11 

one can see that although the lines show similar characteristics, they are in different 

locations. The appearance and behaviour of these lines are consistent with domain 

formation in the magnetically soft underlayer of the disk. 

Similar noise properties in perpendicular recording disks have been reported on previously. 

Uesaka and eo-workers reported on 3 kinds of noise arising from dual layer perpendicular 

medium [Uesaka et. al., 1985]. The spatial frequency of the component they call 'spike 

noise' is very similar to that of the underlayer domain noise reported here and they 

acknowledge that this may be caused by domain walls in the underlayer of the disk. Seagle 

and eo-workers have also reported a noise source they attribute to domain walls in the 

underlayer of the disk [Seagle et. al., 1989]. They find that the noise can cause partial 

erasure of the data stored in the recording layer. They believe that this is due to flux being 

80 



/ 
/ 

/ 
I 

I 

Sample 1 

/ (r=60mm) 
I 

I 
I 

/ 
I 

/ 
-~~... __ ...... Sample 2 

'\ ,.----; 
. ',, \, . . >-~---

\ --\ -- Sample 3 

Laser Index 

Angular Reference 

\ 
\ 

\ 
\ 

\ 
\ 

\ 
\ 

\ 
\ 

\ 
\ 

\ 
\ 

\ 

\ Sample 100 

(r=30mm) 

Figure 3.10- Principle ofunderlayer domain noise imaging. 

81 



Figure 3.11 -

Figure 3.12 -

Picture of low frequency perpendicular noise over a section of disk surface. Noise 
amplitude is represented by pixel brightness. The picture is to scale and 2.5 times actual 
size. 

A picture of the noise from the same section of disk as figure 3.11 after it has been 
subjected to a magnetic field. The noise lines have been re-set into new positions. 
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collected in the wide return pole and concentrated through the narrow pole. Sato and eo

workers have shown that for high permeability underlayers, the spike noise arises from 

domain walls with widths of several tenths of a mm [Sato et. al., 1993]. In the work 

presented here, the structure of this noise has, for the first time, been observed over the 

surface of the disk and conjoined with the results of these other works is confirmed as being 

due to domain wall formation in the underlayer of the disk. 

3.3.2 Amplitude Modulation 

Amplitude modulation of the replay signal is an effect which is caused by variations in the 

quality of the medium over the disk surface [Koster & Arnoldussen, 1989]. It is usually 

recognised by the slowly undulating envelope of the signal from a track recorded with a 

square wave pattern. Because it is due to the magnetic performance of the medium, this 

effect repeats each time the disk rotates and is permanently superimposed onto the replay 

signal. It is primarily for this reason that, conventionally, hard disk data channels contain 

Automatic Gain Control (AGC) amplifiers at their inputs. If the modulation is slowly 

changing with respect to the signal, the AGC can reduce the variation effectively. If the 

channel is media noise limited there will be no change in signal to noise ratio since it is 

assumed that the media noise will also be attenuated in regions of poor media quality. 

However, if the channel is electronic noise limited then signal to noise ratio will degrade 

each time the signal drops below its nominal value and improve when it exceeds its nominal 

value. For this reason amplitude modulation is included in this investigation as one of the 

possible areas in which the adaptive channel could bring some improvement over the AGC 

approach. 
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Figure 3.13 shows the amplitude modulation effect over a 1.25mm section of track. The 

lower trace is an expanded section of the upper trace to show the detail of signal that has 

been recorded on the disk. In the upper trace this detail is not visible but the envelope of 

the signal can clearly be seen to be amplitude modulated. In this example the depth of 

modulation is about 20% - a typical figure for this phenomena. A 20% reduction in signal 

amplitude relative to the noise amplitude corresponds to a 2dB loss in signal to noise ratio; 

a clearly significant effect if the channel is electronic noise limited. 
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3.4 Channel Variation over Head and Media Population 

In a hard disk drive the number of recording surfaces will typically vary from two, for small 

form factor drives, to twenty for very large capacity drives. Therefore, it could be expected 

that due to manufacturing tolerances there would be a variation in recording component 

performance and therefore the channel response between selected head/media surfaces. In 

this section the spread of recording performance is investigated over a small, but typical, 

sample of recording components of the same type. Because the number of recording 

components of the same type was limited, no attempt is made to quantifY the variation 

statistically. However, the results give a reasonable indication of the significance of the 

component spreads. 

A single head is used to measure the step response of six 95mm longitudinal disks over head 

radius. For each disk the pulse width and amplitude was measured as a function of radius 

from 21mm to 45mm in 4mm steps. For each radius, the pulses were obtained by averaging 

the replay signal along the track length using a digital storage oscilloscope. The 

experiment is repeated for a single recording surface and 4 heads. Pulse width as a function 

of radius is shown plotted in figures 3.14 and 3.15 for the multiple disk and multiple head 

spreads respectively. One can see that the spread of heads has a greater effect on PW50 

than does the spread of disks. For the samples here, the variation over recording surface is 

approximately 2ns compared with 4ns for the spread of heads. Therefore, if the best head 

were matched with the best disk the measured pulse widths could be 6ns better than if the 

worst head were matched to the worst disk. At the middle radius which has an average 

pulse width of 35ns this represents a 15% difference. 
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Figures 3.16 and 3 .17 show the amplitude variation for multiple disk and head spreads 

respectively. Here, the difference in variation between the two is not so clear but unlike the 

pulse width variation for the spread of recording surfaces, the amplitude variation does 

show significant difference. Both graphs show amplitude variations of about 30 m V over 

the spread of recording components. Using the same assumptions as before, ifthe best disk 

were matched to the best head, the amplitude would be some 60m V better than the worst 

disk matched to the worst head. At the middle radius this represents a difference of 

approximately I 0% in signal amplitude. 

The PWSO relates to the resolution of the recording channel. Therefore, assuming a linear 

correlation between PWSO and achievable density (for a constant bit error rate), the density 

between a range of recording components would vary by at least IS%. If the channel is 

media noise limited then it is assumed that media noise amplitude varies proportionally with 

signal amplitude and there is no net variation. On the hand if the channel is electronic noise 

limited, the variation in signal amplitude between recording components of I 0% results in 

signal to noise ratio variation of approximately I dB. It is concluded that the difference in 

PWSO between recording components is significant, whereas the difference in signal to 

noise ratio is not, particularly if the channel is media noise limited. 
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Figure 3.15- Pulse width at 50% amplitude over radius for a single disk and 4 heads 
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3.5 Summary 

In section 3 .I the effects of track radius on signal and nOise characteristics were 

investigated. The pulse width (in time) shows a strong dependence on track radius which is 

as a result of the proportional relationship between physical transition length and linear 

velocity. The variation is countered slightly by the increasing flying height towards the 

outer radius. However, in future this variation is expected to increase, due jointly to the 

reduction in flying height towards in-contact recording and the introduction of smaller form 

factors. In contrast, the variation in signal amplitude for the MR. head is small (around 

IO%) and the variation in signal to noise ratio is therefore only IdB for an electronic noise 

limited channel and zero for a media noise limited channel. As the technology progresses 

towards in-contact recording the variation in signal amplitude over radius is expected to 

reduce to zero and the variation in signal to noise ratio is expected to remain at zero for 

either the thermal, or media noise limited case. 

In section 3.2 channel variations along the recorded track were investigated. Unlike the 

radial variation, changes in recording performance along the recorded track are randomly 

distributed and cannot be predicted for any particular sample space unless measurement is 

made first. The variations have typical correlation lengths (I 00j.l.m-I mm) which are many 

times the transition length (100 nm) and are attributed to variables in the media 

manufacturing process. These variations primarily affect signal amplitude and they are 

significant (in the order of 2dB) if the channel is electronic noise limited but not so if the 

channel is media noise limited. This is because it is assumed that the effects are linked to 

the magnetic performance of the media which will affect the signal in a proportional manner. 

90 



In section 3.3 a limited study of channel performance over combinations of head media pairs 

was performed. It was found that the variance in pulse width between different heads using 

the same media was 15% whereas the difference in pulse width between different media 

using the same head was negligible. It was concluded that this was caused by variations in 

head-media spacing for the different heads, caused by finite tolerances in the head 

manufacturing process. The effect of component population on signal amplitude was found 

to be I 0% between the worst and best head-media combination. In the electronic noise 

limited channel this accounts for a signal to noise variation of 1dB and zero signal to noise 

variation for the media noise limited case. 

Therefore, it has been shown that the channel characteristics can vary somewhat 

deterministically with radius but non-deterministically along the recorded track and between 

head-media combinations. The total non-deterministic variation in signal amplitude (over 

head-media combinations and along the track length) of 2.5dB is significant compared to 

the deterministic change over radius of 1dB. The pulse width, which relates to the 

resolution of the channel, varies very significantly but deterministically with track radius but 

also varies non-deterministically over head and media population (by 15%). 

The conventional approach to coping with these variations has been to design the channel to 

provide acceptable error rate performance for the worst case situation. In light of the 

variations that have been considered here it can be seen that in this approach considerable 

channel capacity is wasted between this and the other extreme of performance - the best 

case situation. It is the objective of the next chapter to introduce an adaptive data channel 

which, by adapting to changes in signal to noise ratio and resolution, will always attempt to 

maximise channel performance in the presence of these channel variables. 
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Chapter 4 

Results & Discussion 2 : 

The Adaptive Partial Response Data Channel 

An adaptive partial response data channel is proposed that, in the presence of recording 

channel response variations, will detennine an optimum recording strategy for a particular 

point in the disk drive based on the recording performance it has measured there. The key 

feature that the channel relies on to be able to do this, is prior knowledge of how the 

recording channel pulse response, partial response, data rate and equalisation loss are 

interrelated. 

4.1 The Pulse Response and The Partial Response 

Figure 4.l(a) illustrates properties of the pulse response of the magnetic recording channel. 

The pulse response is formed by the linear superposition of two step response pulses, 

alternating in polarity and spaced Tp apart. The two step response pulses overlap causing 
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mutual intersymbol interference and an output dipulse which bears a resemblance to the 

impulse response of a class of partial response systems characterised by the polynomial, 

F(D) = (1- D)(l +D)" (4.1) 

where D is the delay operator and n={O, 1,2 ... } Setting n=1 or 2 yields the partial response 

schemes which have become known as PR4 and Extended PR4 (EPR4) (see chapter 1.2). 

The similarity between the magnetic recording channel pulse response and the Partial 

Response impulse response can be seen by comparing the output wave shapes in figure 4.1 

(a) and (b). 

The shape of the dipulse produced by the overlapping step response pulses will depend on 

the distance between them, Tp. Conversely, the shape of the Partial Response impulse 

response does not change but its width scales with signalling period. For any chosen Tp, the 

recording channel dipulse will require equalisation in order to shape it exactly to the 

required Partial Response characteristic. Therefore, the 'amount' of equalisation required 

will depend on Tp. In theory, any input signal can be equalised to the required response. 

However, equalisation of an input signal contaminated by noise which has a dissimilar 

spectral distribution to the signal causes the signal to noise ratio at the output of the 

equaliser to be modified from that at the input. Therefore, the signal to noise ratio at the 

output of an equaliser required to shape the recording channel pulse response to a particular 

class of partial response will vary as a function ofTp. 
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Figure 4.2 shows the spectrum of the recording channel pulse response over a range of 

normalised densities, PW50fip, for the MR head and thin-film media used in this 

investigation. Tp is the pulse period and PW50 is the pulse width at 50% zero-peak 

amplitude. Figure 4.3 shows the target PR4 spectra for the same range of normalised 

densities. For each normalised density, the target response is achieved by an equaliser, the 

transfer function of which, He(f) is given by dividing the target PR4 response by the 

measured channel response, 

(4.2) 

where V c(f) and VpR4(f) are the voltage spectral densities of the measured channel and 

target PR4 response respectively. The corresponding range of equaliser functions are 

shown in figure 4.4. From this figure one can see that the shape of the required equaliser 

function changes as a function of normalised density, requiring more and more high 

frequency boost as the density is increased. 

The method used to measure the channel pulse response is illustrated in figure 4.5. A 

repeating pattern of dipulses, with input pulse width Tp and repeating period Ts, are 

recorded over a small length of track. The Discrete F ourier Transform of the replay signal 

is then computed. The spectrum is discretised, the distance between the spectral lines 

corresponding to the reciprocal of the period between the dipulses, Ts. The result is the 

sampled voltage spectrum of the dipulse signal. The sampled voltage spectral density of a 

single dipulse is then given by multiplying the amplitude of the discrete spectral lines by the 

fundamental period of the signal, Ts. By altering the input pulse width, Tp, and normalising 

to the measured PW50 over the sample space, the responses in figure 4.2 are obtained. 
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4.1.1 Correction for Non-linear Transition Shift 

It well known that for very small transition spacings, the demagnetising fields in the medium 

can cause the position of the transitions to shift towards each other whilst they are being 

written by the recording head; an effect known as non-linear transition shift [Tang, 1986; 

Arnoldussen & Tong, 1986; Madrid & Wood. 1986; Melas & Arnett., 1988] . Therefore, 

in order to measure the pulse response of the channel correctly, the non-linear transition 

shift needs to be measured as a function of transition spacing and a correction applied. 

A particularly elegant method of measuring this and other channel non-linearities has been 

demonstrated using the unique shift and add properties of Pseudo Random Binary 

Sequences [Newby & Wood, 1986; Palmer & Ziperovich, 1987; Che et. al., 1993]. In this 

method a Pseudo-Random Binary Sequence is recorded on the track and the average replay 

signal for one complete cycle of the sequence is captured using the digital storage 

oscilloscope. The Discrete F ourier Transform of this signal is then divided by the Discrete 

Fourier Transform of one cycle of the input NRZ PRBS sequence. The result is the 

spectrum of the impulse response of the recording channel and performing the inverse DFT 

yields the time-domain impulse response. Because of the unique shift and add property of 

the PRBS, any non-linearities in the recording and playback process show up in the impulse 

response as echoes of the primary response. The position and amplitudes of these echoes 

indicate the cause and magnitude of the various non-linearities. The theory behind this 

method and the analysis for a number of common non-linearities is shown in appendix E. 

This method is used to determine the non-linear peak shift caused by adjacent recorded 

transitions in the media. For the 511 sequence length PRBS chosen, the adjacent transition 

shift echo appears at a position -225.5 bits away from the main impulse. The magnitude of 

transition shift is then given by twice the ratio of the echo amplitude to the main impulse 
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response amplitude (figure 4.6). By repeating the experiment over a range of recording 

densities, the non-linear transition shift as a function of normalised recording density may be 

obtained (figure 4. 7). 

The results in figure 4. 7 show that the transition shift starts to become significant at 

normalised recording densities of around 1 and rises exponentially with increasing density. 

Therefore, when measuring the channel pulse response as a function of recording density, a 

correction must be applied to the analysis which takes into account the effect of the 

transition shift. This is done by assuming that if two transitions are recorded at a 

normalised density of2, the second will be shifted towards the first by 12%. Therefore, the 

measured pulse response will in fact correspond to two transitions spaced at a normalised 

density of2.24. This correction characteristic was used in the collection ofthe results for 

figure 4.2. 
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4.1.2 Signal and Noise Loss Through the Equaliser 

When the equaliser functions in figure 4.4 are applied to the channel signal, the signal to 

noise ratio at the output of the equaliser will be modified from that at its input. To 

investigate this the channel model shown in Figure 4.8 is used to characterise the channel 

response and compare it to the target PR4 and EPR4 responses over a range of recording 

densities. The bandwidth requirements for the signal at each signalling rate are different and 

so in order to provide a realistic comparison in the presence of noise, the equaliser is 

preceded by a brick wall filter cutting off all signal and noise energy above the signalling 

rate. The SNR loss through the equaliser is determined by considering the relative effect of 

the equaliser on the signal and noise energy. 

The signal and noise are characterised by their single-sided voltage spectral density 

functions, the total energy contained in which is given by Parseval's theorem, 

(4.3) 

The signal to noise loss through the equaliser is determined by the ratio of the output SNR 

to the input SNR, 

SNR . =10loa(SNR""') dB sm• o SNR. 
'" 

(4.4) 

The input SNR is given by, 

(4.5) 
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where 11 is the input noise single-sided power spectral density (which is assumed to be 

additive Gaussian, white noise), and V t(f) is the voltage spectral density of the signal into 

the equaliser. 

The output SNR is given by, 

(4.6) 

Hence, the SNR gain through the equaliser is, 

(4.7) 

The pulse response of the magnetic recording channel is measured at a specific normalised 

density which has been correctly identified in the presence of non-linear transition shift. The 

equaliser transfer functions for PR4 and EPR4 are then derived using (4.2) and the SNR 

gain through the equaliser is computed from (4.7) using numeric integration. This is 

repeated over a range of normalised densities. The results are shown in figure 4.9 as the 

dashed lines. 

One can see from this figure that the SNR loss characteristic is curved; exhibiting a 

maximum loss at the extremes of recording density and a minimum at around 1.25 for PR4 

and 1. 75 for EPR4. This may be explained by noting that at low densities, the required 

equaliser function attenuates signal energy relatively more so than the available noise power 
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(figure 4.10). At high recording densities, the required equaliser function tends to boost 

high-frequency noise relatively more so than the signal (figure 4.11). Also, the absolute 

gain through the equaliser between 0.7 and 1.75 for PR4 and 1.05 and 2.25 for EPR4 is 

positive indicating an overall improvement in SNR. This is explained by noting that as the 

signalling rate approaches its optimum value, the corresponding equaliser response 

approaches that of a matched filter; the maximum theoretical gain of which is 3dB. From 

this data it appears that EPR4 outperforms PR4 at normalised densities above about 1.4. 

Suguwara et. al. have studied the effect of noise correlation on the Viterbi detector from 

spectral shaping of the noise due to equalisation [Sugawara et. al., 1993]. In order to 

obtain a more realistic comparison of the two classes of response it is found that a 

correction for noise correlation needs to be applied. This is shown in the solid lines of 

figure 4.9 where their correction has been applied to the previously obtained results. On the 

basis of the corrected characteristics, EPR4 performance exceeds that for PR4 at a 

normalised density of about 1.65. 

Comparing this result with that obtained by [Thapar & Pate!, 1987] using a Lorentzian 

simulation, it is seen that the density at which EPR4 performance exceeds PR4 perfonnance 

agrees well with their value of 1.6. Also, below this value, the characteristics of the curves 

are in good agreement. However, at densities above 1.6, the roll off with density is much 

more severe here than in the results presented by Thapar & Patel. For example, at a 

normalised density of 3 they predict that SNR loss should have increased by only 5dB for 

PR4 and by only 1.5 dB for EPR4. Here we find that at a nonnalised density of 3, the SNR 

loss for PR4 and EPR4 has increased by some 19dB and 9dB respectively. To investigate 

the possible reasons for this, an investigation was carried out to compare the shape of the 

:MR. head pulse to the Lorentzian model. 
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The Lorentzian family of curves is given by, 

A 

e(t)= 1+( 2t )x 
PW50 

(4.8) 

where A is the amplitude, PW50 is the pulse width, and x is the Lorentzian coefficient 

which is almost always assumed to be 2 (which yields the Lorentz shape) but where it has 

been noted that choosing 2 < x < 3 can sometimes yield a more accurate model [Cioffi, 

1990]. (Thapar & Pate! use a value ofx=2). 

The step response pulse for the MR head is shown in figure 4.12 with the Lorentzian curves 

superimposed for various values of x. Computing the cross correlation coefficient between 

the measured pulse and the Lorentzian pulses yields the characteristic in figure 4.13. Here it 

can be seen that rather than it being the value ofx=2 that is the best match to this recording 

pulse, it is in fact x=2.6. This higher value ofx leads to the tails of the pulse decaying more 

rapidly than when x=2. In the frequency domain this corresponds to the frequency response 

of the measured pulse response rolling off much more rapidly at high frequencies than the 

Lorentzian model for x=2. The result of this is that the partial response equalisation 

required for the actual channel is much more severe at high densities than the Lorentzian 

model predicts. Therefore, significantly more high frequency boost is required 

corresponding to a larger increase in the loss of SNR through the equaliser. 

It is concluded, therefore, that care must be taken when interpreting Lorentzian simulations 

since the assumption that the recording channel is approximated by the Lorentzian pulse 

may not actually be valid when specific heads I media are characterised. This is particularly 

so in the type of analysis here, where the desired equaliser function at high densities is very 
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sensitive to the relative amplitudes between the measured and target responses in the high 

frequency parts of the spectrum. It may be that this is a common feature of MR. heads, or, 

it could be an anomaly for this particular design. It is concluded that further research would 

be required to answer this particular question. 
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4.1.3 Bit Error Rate 

For the Viterbi detector, the probability of error for high signal to noise ratio is well 

approximated by [Fomey, 1972], 

P = K • o(dmm ) 
• - 2cr 

(4.9) 

where K is a small constant which relates to the number of bits per error event, cr is the 

signal to noise ratio into the detector, dmin is the minimum Euclidean distance between two 

distinct input sequences which give rise to the same output sequence and Q(.) is the 

cumulative Gaussian error function given by, 

1 
1

., -yx 
Q(z) = r;:;- e 2 dy 

...;2;r = 
(4.10) 

For the same average input signal power, the signal to noise ratio for EPR4 is half that for 

PR4 since the number of levels is increased from 3 to 5. On the other hand, the Viterbi 

detector for EPR4 has twice the minimum distance, dmin. that the equivalent detector for 

PR4 has. Therefore, there is no overall gain or loss in error rate in going from PR4 to 

EPR4 signalling with the same input signal to noise ratio into the detector [Thapar & Pate!, 

1987]. Consequently, the error rate curves as a function of input SNR are the same for 

both PR4 and EPR4. 

The probability of bit error for PR4 detection is given by [Sugawara et. al., 1993], 

p = 4•0(.fi) • - 2CT 
(4.ll) 
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where 1/cr is the signal to noise ratio defined as the zero-peak signal amplitude divided by 

the r.m.s. noise. The Bit Error Rate characteristic given by (4.11) is shown plotted in 

figure 4.I4. 

The results in figures 4.9 and 4.I4 may be combined to yield the probability of error for the 

two classes of response as a function of signal to noise ratio into the equaliser and data 

density. Therefore, for a given recording channel SNR and a desired error rate, the 

maximum recorded density for each class that will meet the error rate criteria can be 

determined. This is shown in figure 4.I5 where lines of constant error rate have been 

plotted as a function of normalised recording density and signal to noise ratio. 

The results in figure 4.I5 show that for normalised densities above I. 7, the EPR4 class of 

response can tolerate a higher recording density than PR4 for the same recording channel 

signal to noise ratio and the same target error rate. For example, if the measured recording 

channel signal to noise ratio were 24dB and the required error rate were I in 10 I 0 bits, then 

the maximum density for PR4 would be 2.25 and EPR4 would be 2.7. Therefore at this 

SNR and error rate, by choosing EPR4, the density would be increased by 20%. The 

density increase of EPR4 over PR4 increases with signal to noise ratio for the 

corresponding densities above I. 7. For densities below this value, however, the achievable 

density is greater for PR4 than EPR4 for the same signal to noise ratio and required error 

rate. 

It can be seen from figure 4.15 how the proposed adaptive channel is able to tune the data 

rate in order to meet a target error rate. Specifically, if the channel is given the ability to 

measure the signal to noise ratio and pulse width at a particular recording location, then, by 
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reference to figure 4.15, the maximum normalised recording density corresponding to the 

measured signal to noise ratio and target error rate may be found. Then, the data rate is 

determined from, 

R - k 
D- PWSO (4.12) 

where k is the maximum normalised density and PWSO is the measured pulse width. 
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4.2 Determination of the Recording Performance 

The methods that the proposed channel would employ to measure the signal to noise ratio 

and pulse width will now be described. The key requirement is that they should be 

implementable using similar, if not the same components already found in the hard disk 

partial response signal processing system. 

4.2.1 Measurement of Pulse Width (PWSO) 

The proposed method that the channel uses to measure PW50 is illustrated in figures 4.16 

and 4.17. A constant frequency pattern of transitions is recorded at a low frequency over 

the sample space such that the replay pulses do not overlap. Such a frequency typically 

corresponds to a normalised density (PW50/T) of 0.25. It is assumed that the channel has 

some prior knowledge of the maximum expected pulse width and is therefore able to meet 

this criteria. For example, in the heads I media used in this investigation it is known that the 

pulse width is, on average, 4 7ns at the inside recording radius. Therefore, if it assumed that 

the maximum pulse width was SOns a data rate of 5 MHz would be chosen (200 ns -1 ). 

The replay signal is fed through the Automatic Gain Control (AGC) amplifier which forces 

the peak-peak amplitude of the signal to a preset value (in this example 1.27 Vp-p). A 

voltage equal to half the zero-peak amplitude of the rectified signal is fed into one side of a 

comparator. The other side of the comparator is fed with the signal itself. The output from 

the comparator is fed into a charge pump which drives a capacitor with a fixed charging 

current. The voltage across the capacitor is then proportional to the input pulse width. The 

voltage across the capacitor is sampled by the analogue to digital converter and the value is 

stored by the microprocessor. 
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It was found that the variance of the measurements with respect to the mean value is 

approximately equal to the signal to noise ratio of the signal (figure 4.18) Therefore, to 

obtain an accurate measurement ofPWSO, the measurements are averaged. The variance of 

the averaged measurement is reduced as the square root of the number of measurements in 

the average. The number of averages taken is typically 100 which reduces the variance by 

ten times. One hundred transitions spaced 200ns apart corresponds to a measurement time 

of 20J..t.S, or approximately 200 J..lm of track length at the inside radius (assuming a linear 

velocity of 10 m./s). Hence it is concluded that the technique may be used accurately down 

to relatively fine resolutions, of the order of the amplitude modulation I spike noise feature 

lengths investigated in chapter 3. 
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Figure 4.16 - PW50 measurement circuit. 
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Figure 4.18- Samples from the PW50 measurement circuit. The variance of the measurements about the 

mean is equal to the signal to noise ratio. Measurements are averaged to increase the accuracy. 
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4.2.2 Measurement of Signal to Noise Ratio 

The proposed method that the channel uses to measure signal to noise ratio is illustrated in 

figure 4.19 A square wave recording current pattern is written to the disk over the sample 

space. The frequency of the written square wave is set equal to l/PW50 (which is 

determined from the previous technique). At this density the replay waveform is 

approximately a sinusoid. During the read phase, the phase locked loop locks onto the 

constant frequency pattern and the same decision directed timing algorithm that is used for 

data recovery adjusts the phase and frequency such that the samples yield the values. 

+1,+1,-1,-1,+1,+1...... The variance of the samples and the signal amplitude over the 

sample space is then computed by the microprocessor which receives the samples from the 

ADC into a buffer. The ratio of the zero-peak signal amplitude to the square root of the 

variance of the samples (the standard deviation) is then computed which yields the signal to 

noise ratio over the sample space (figure 4.20). 

At the same time a boundary searching algorithm can be used to identify large scale changes 

in sample values over the sample space. Such boundaries indicate performance degradation 

due to amplitude modulation or underlayer noise, or perhaps an asperity. If such a 

boundary is identified, its magnitude and position is noted. The channel may then avoid 

recording in regions of media where there is no recording performance (such as in the case 

of an asperity), or, could adapt its recording strategy to cope with the nominal change in 

signal and noise properties. 
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Figure 4.19 - SNR measurement technique principle. The Phase Locked Loop (PLL) is used to capture 
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4.3 Performance Comparisons of the Adaptive Channel 

In section 4.1 it was shown how the error rate varies as a function of nonnalised density 

(bits!PW50) and as a function of response class for a given recording perfonnance. In 

section 4.2 it was shown how the proposed adaptive channel could measure the 

perfonnance of the recording components over short sections of track length. The 

perfonnance was characterised by measuring the signal to noise ratio and the isolated, step

response pulse width. In this section it is shown how the perfonnance of the disk drive may 

be increased over a non-adaptive design by allowing the adaptive channel to compensate for 

the variations in recording perfonnance identified in chapter 3. 

The merits of PR4 and EPR4 signalling for the magnetic recording channel have been well 

reported elsewhere [Cioffi & Melas 1986; Wood & Petersen, 1986; Coker et. al., 1991a 

Moon & Carley, 1988; Kerwin et. al., 1993; Shafiee et. al., 1993]. It is therefore assumed 

that for a given signal to noise ratio into the Viterbi detector for either class of response, the 

detection channel is well behaved and will yield the error rate perfonnance predicted by the 

response curves in figure 4.15. Therefore, in this section, recording perfonnance is 

evaluated with respect to the measured signal to noise ratio and pulse width. Perfonnance 

of the adaptive channel is compared against that for a fixed, non-adaptive channel design. 

The perfonnance of the adaptive channel is illustrated on recording components recording 

characteristics based on those used to characterise the channel response variation in chapter 

3. The disk diameter is 95mm, rotating at a speed of 4500rpm. The head accesses tracks 

radially from 20mm to 45mm. The track width is 3 microns and the pitch is 5 microns (200 

tracks/mm). The head is a thin-film dual mode inductive write I MR read. The head is 

assumed to have a constant flying height characteristic (in-contact) and the nominal signal 
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to noise ratio is therefore assumed to be constant over the recording surface and equal to 

24dB (peak signal to r.m.s. noise). The nominal pulse width at any given radius is assumed 

to be directly inversely proportional to radius with a base value of SOns at the inside radius 

at 4500 rpm (figure 4.21). The target error rate is assumed to be I in 1010 bits transferred. 

4.3.1 Performance Variation with Radius 

The first consideration of the adaptive channel is to cope with the change in pulse width 

over radius. Conventionally, the disk drive designer will make the channel a fixed data rate 

over all radii or band the data rate in a manner known as Zone-Bit-Recording (ZBR)1. For 

a fixed data rate approach, the rate must be chosen such that the density it yields at the inner 

radius of the zone (which may also be the whole disk) yields the minimum required error 

rate performance. Then, at all radii between this and the start of the next zone (if there is 

one) the error rate will exceed the required minimum and useful capacity is effectively 

wasted. 

The storage capacity of a zone is given by, 

(4.13) 

where r zo and r zi are the outside and inside radii of the zone respectively, Dt is the track 

density and Dbi is the linear bit density at the inside radius of the zone. 

1 Zoned-Bit-Recording recovers lost capacity due to the increasing linear velocity between the inside and 
outside radius. If the data rate is held constant over radius, the transitions are placed further apart as the 
radius increases. In ZBR, the data surface is split into zones. At the inside radius of each zone the data rate 
is increased such that the linear bit density is the same at the inside radius of all zones. 

120 



50 

•s 

r.a 
0 .. 
~ ... 35 

30 

25 

20 

Radl .. (rnm) 

Figure 4.21- Assumed nominal pulse width variation characteristic over radius. 

121 



For a disk with outer and inner recording radii ofr0 and ri respectively and divided into Nz 

equally spaced zones the capacity is given by, 

C=2m:D.(r -r.)D[I+(N,-I)(ro-r.)] 
I bl 0 I t 2r.N 

I Z 

(4.I4) 

where Dbi is the linear bit density at the inside radii of each zone (which is the same for all 

zones). Hence, the increase in capacity achieved by going to Nz zones over a non-zoned 

design is given by, 

(4.I5) 

Increasing the number of zones from I to 5 for a disk with inside and outside radii of 20mm 

and 45mm respectively yields an increase of 50% in recording capacity over the unzoned 

case and increasing the number of zones to I 0 yields an increase of 56% in storage capacity 

over the unzoned case. Increasing the number of zones still further brings smaller and 

smaller reward for the added complexity in conventional disk drive design, and, depending 

on the variance of other variables (e.g. differences between different head/disk 

combinations) brings no benefit whatsoever if these approach the same spread of pulse 

widths nominally found across the zone. 

The adaptive channel does not suffer from this limitation because it will also take account of 

variations from the nominal value at any particular radius on the disk. Therefore, the 

number of zones in the adaptive channel is equal to the number of tracks and nominally the 

full advantage of zoning is realised. Furthermore, the channel will also use the EPR4 class 
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wherever possible to further extend capacity over that which would be achieved with a class 

PR4 only implementation. Of course, it would be desirable for the channel to use EPR4 

over all radii, but, in the presence of the finite processing speed constraint this is not always 

possible. 

The channel operation is illustrated in figure 4.22 for the head I disk parameters detailed 

above. The two dotted lines extending from bottom left towards the upper right of the 

graph show the maximum channel data rate as a function of radius which achieves the 

desired error rate for both classes of response. The lines are obtained from figure 4.15 by 

extending a line corresponding to a signal to noise ratio of 24dB across to intersect the I in 

10 I 0 error rate curve for both classes of response. The corresponding normalised density, 

k, to achieve this constraint is then read off the bottom axis. The channel data rate, Rn, is 

then obtained from (4.I2). 

Referring to figure 4.22 it can be seen that at radii below approximately 30mm., the data rate 

required to meet the error rate performance is greater for EPR4 than PR4. Hence, EPR4 is 

selected by the channel in order to maximise capacity I data rate. At 30mm., the maximum 

data rate of 80 Mbitslsec for EPR4 is reached. Between this radius and about 35.5 mm 

EPR4 still gives better performance than PR4 with a fixed data rate. Over this zone, the 

error rate improves over the required minimum. At 35.5mm., the performance of PR4 in 

terms of capacity I data rate for the minimum required error rate starts to exceed that of 

EPR4 at 80 Mbitslsec and so the channel switches to PR4 and returns to constant density 

recording. 
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The overall capacity of the adaptive channel for this situation is compared to that for a 

conventional data channel design. Firstly, the simplest case of a fixed data rate PR4 

implementation is considered. The data rate is determined by that which yields the 

minimum error rate performance at the inside radius for PR4. This corresponds to a data 

rate of 45 Mbits/sec and a linear bit density, Dt,, of 4777 bits/mm. From (4.13) the capacity 

of this implementation would be 3 Gbits. If a zoned PR4 system were implemented with, 

for example, 5 zones, the capacity would, rise to 4.5 Gbits. On the other hand an EPR4 

system with the same complexity could be implemented which had 4 zones from 20mm to 

30mm and l zone from 30mm to 45mm (running at the maximum data rate.) The data rate 

and linear bit density at the inside radius for EPR4 from figure 4.15 are 52 Mbits/sec and 

5520 bits/mm respectively. The capacity of this implementation would be 1.65 + 3.12 = 

4.77 Gbits. 

The capacity of the adaptive channel in the regions where there is constant recording 

density may be found from, 

cC.D. = Recording Area X Area) Density 

where, Area) Density = Db • D, (bits I mm 2 ) 

The capacity of the adaptive channel implementation is given by the sum of the achieved 

capacities over the three regions, 
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I. 73 Gbits 

C3o..3s.smm =2Jr•30•5520•(35.5-30)•200= 1.14 Gbits 

2.3 Gbits 

TOTAL 5.17 Gbits 

Therefore, the adaptive channel is able to increase capacity by 72 % over the non-zoned 

PR4 implementation, 15% over the zoned PR4 implementation and 8% over the zoned 

EPR4 implementation. This is a significant increase in capacity over the fixed channel 

approach when applied to the components used here. Clearly, the actual increase in capacity 

will depend on the performance of the head I medium and the associated practical 

constraints. However, if this increase is possible for a particular implementation, it is 

obtained 'free of charge' - the channel is adaptive for other reasons than simply coping with 

deterministic variations in pulse width over radius. 

4.3.2 Performance Variation along the Track Length 

It was shown in chapter 3 that the recording performance of the medium can change 

significantly along the recorded track. For dual-layer perpendicular media, a noise 

attributed to domain walls in the underlayer can cause 'spikes' in the replay signal and which 

are fixed in positions over the disk surface. The well known phenomena commonly known 

as amplitude modulation which is due to sputtering inhomogenities during manufacturing 

was also illustrated. The effect of both these noise sources is to modulate the signal to 

noise ratio along the track length. Conventionally, the fixed channel has to be designed to 

yield the minimum required error performance in the presence of this type of variation. 

That is, the worst case signal to noise must be assumed along the track length. In all 
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regions where the signal to noise ratio is better than the worst case, channel capacity is 

wasted. 

To investigate the significance of this loss and demonstrate the ability of the adaptive 

channel to recover it, the simple track-length signal to noise model illustrated in figure 4.23 

is employed. Here, the nominal signal to noise ratio is assumed to be 24dB. However, over 

lengths of track which in total comprise 10% of the recorded track length, the signal to 

noise ratio drops by 2dB to 22dB. It is assumed that this model broadly reflects the effects 

of spike noise, and I or amplitude modulation presented in chapter 3. 

The fixed channel design must assume the worst case signal to noise ratio along the length 

of the recorded track. Therefore, referring to figure 4.15 the normalised density which 

yields an error rate of 1 in 1010 for PR4 drops from 2.25 for a signal to noise ratio of24dB 

to 2.03 for a signal to noise ratio 22dB. Similarly, the normalised density for EPR4 drops 

from 2. 7 to 2.43. In both cases, the reduction in density to cope for the 2dB loss in signal 

to noise ratio is about 10%. Therefore, the overall capacity for a fixed implementation will 

also drop by the same proportion. 

The adaptive channel will detect the performance of the track along its length and adjust the 

density accordingly. For 90% ofthe track length, the signal to noise ratio is 24dB and the 

channel chooses normalised densities of 2.25 and 2.7 for PR4 and EPR4 respectively and 

implements whichever gives the greater capacity. For 10% of the track length, the channel 

chooses normalised densities of2.03 and 2.43 and, once again, implements whichever gives 

the greater capacity. Therefore, the channel capacity is reduced by 10% only in the 10% of 

the track length that is corrupted by the noise source. Overall, the track capacity is reduced 
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by only I% as compared to I 0% for the fixed design case. Therefore, the adaptive channel 

recovers 9% in capacity over the fixed design case. 

Extending this analysis over a range of percentages that the track is corrupted by the noise, 

and, over a range of noise amplitudes yields the results in figure 4.24. One can see from this 

that as the percentage of track corrupted bythe noise increases, the percentage of recovered 

capacity that the adaptive channel achieves over the fixed approach, reduces. On the other 

hand, as the significance of this noise increases (in terms of signal to noise loss), so too does 

the percentage of recovered capacity. One can see from this figure that the channel is 

particularly effective at recovering capacity when the noisy lengths of track are a small 

proportion of the total track length and relatively large in amplitude. For a disk with 

amplitude modulation of 30%, this corresponds to variations in 3dB in signal to noise along 

the track. If this covered 50% of the disk surface, then the loss recovered by the adaptive 

channel is about I 0%. On the other hand, if this only covered I 0% of the disk surface the 

recovered capacity is approximately IS%. 
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4.3.3 Channel Variations over Head /Media Population 

In conventional fixed disk drive design a procedure known as matrix testing is employed to 

statistically find the spread of recording performance over a sample of components to be 

used in a particular disk drive product. Each head in the sample is tested against each disk. 

in the sample. The result is a matrix of performance measurements which have a (assumed) 

Gaussian distribution about the nominal performance. The data channel is then designed to 

cope with all variations in channel performance which fall within a multiple of the standard 

deviation of the distribution about the mean (e.g. plus or minus three standard deviations). 

In practice this means that the data channel would be designed to yield the minimum error 

rate performance for the worst case head ·and disk which just falls inside the specified 

deviation from the mean. Therefore, for all head and disk combinations that perform better 

than this worst case situation, information capacity is wasted in the fixed channel design. 

Figure 4.25 illustrates the fixed design approach which has to cope with variations in 

recording performance between different head I media combinations. The probability 

density function is assumed Gaussian and the random variable is some generalised measure 

of recording component performance (for example, signal to noise ratio, pulse width etc.). 

For the purposes of the illustration we assume that a plus or minus 3-sigma deviation in 

pulse width between head I media combinations corresponds to a minimum and maximum 

of plus or minus IO% about the mean, i.e. at the middle radius of the disk, where the 

nominal pulse width across all heads and disks is 3lns, the channel is expected to cope with 

actual pulse widths between 27. 9ns and 34 .Ins. This corresponds to a standard deviation of 

I.03ns at this radius. Assuming a nominal signal to noise ratio of 24dB we see from figure 

4 .I5 that for an error rate of I in 10 I 0 the maximum normalised densities for PR4 and 
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EPR4 are, as before, 2.25 and 2.7 respectively. If the channel were designed with the 

nominal pulse width of 31ns, the required signalling rate would be 72.6 Mbits/sec for PR4 

and 87.1 Mbits/sec for EPR4 to achieve the minimum error rate performance. However, if 

this were done, whenever the actual pulse width were greater than the nominal case, the 

normalised density would rise and the error rate performance would fall below the minimum 

requirement; the drive would fail. Therefore, the fixed channel must be designed for the 

widest pulse width such that all actual pulse widths in the specified distribution are narrower 

and therefore the density is lower. In this example this corresponds to signalling rates of 66 

Mbits/sec and 79 Mbitslsec respectively. It is clear, therefore, that capacity is reduced from 

the nominal point by 10%- the width of the specified distribution. 

By adjusting the signalling rate according to the head I media performance the adaptive 

channel is able to recover this loss in capacity. This is because it is not required to operate 

at the worst case point for all heads and disks but only those that require it. Furthermore, it 

is also able to exploit the conditions when the recording performance is better than the 

nominal case. Using the above example, a head I media combination at the other extreme of 

performance would yield an increase of 20% in capacity over the non-adaptive channel. 

In chapter 3 it was shown that not only did pulse width vary considerably between head I 

media combinations (due primarily to differences in head-media spacing) but so too did the 

signal amplitude. Over the small sample tested, the signal amplitude varied by about 10% 

between the worst and best combination. This corresponds to a spread of 2dB in signal to 

noise ratio for a non-media noise limited channel. At moderate densities (PW50/T=2 to 3) a 

drop in 1 dB of signal to noise ratio from 24dB to 22dB corresponds to a drop in capacity of 

about 5%. Therefore, the fixed channel must, once again, be designed to yield the minimum 

error performance for the worst case situation and assume a signal to noise operating point 
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of 23 dB over all head I disk combinations. Then, whenever the actual perfonnance is 

better, the potential increase in capacity is wasted. The adaptive channel, as before, regains 

this lost capacity. 

If signal amplitude and pulse width are completely correlated, the nominal gain in capacity 

by moving from the fixed channel to the adaptive channel is equal to the sum of the widths 

of the deviations for the two distributions. That is, if the pulse width and signal amplitude 

are completely correlated, the widest pulse width in the distribution also corresponds to the 

lowest signal amplitude. This might be expected to occur if the variations between head I 

media pairs were due primarily to changes in head-media spacing rather than differences in 

recording medium perfonnance. In such a situation a high flying head would be expected to 

give a wider pulse width with lower amplitude. Using the above example this means that 

'the fixed channel must be designed to give the minimum error perfonnance at a worst case 

signal to noise ratio of23 dB with a worst case pulse width of 34.1ns. This corresponds to 

a signalling rate of 63Mbitslsec and a drop of 15% from the nominal case of 72.6 Mbits/sec 

for a SNR of 24dB and PW50 of 31 ns. 

The result of the adaptive channel recovering lost capacity due to head I media perfonnance 

variations is that the capacity of the average disk surface increases by, for example 15% 

over a fixed data channel design. Some disk surfaces will increase in capacity by as much as 

30%. Indeed, the result will be that the capacity per surface will take on a probability 

distribution function the same fonn as that for the variation in head I media perfonnance 

itself If the capacity probability distribution function of each disk surface is Gaussian with 

mean lls and variance crs2 then the probability density function of drive capacity (assuming 

independently distributed capacities per surface) is the linear sum of the individual surface 
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capacity distribution functions. If the drive contains N data surfaces, the mean drive 

capacity is; 

with standard deviation, 

From section 4.3.1. a fixed PR4 5-zoned implementation yielded a surface capacity of 4.5 

Gbits before taking into account variations due to head I medium tolerances. If it is 

assumed that these tolerances are as the above discussion the capacity per surface of this 

fixed PR4 design must be dropped by 15% to account for the worst case head/media 

combination. This yields a fixed capacity of 3.91 Gbitslsurface and for a 4 surface disk 

drive a total of 15.64 Gbits (1.96 GBytes). The adaptive channel would nominally regain 

the loss due to head I media population with a mean of 4.5 Gbitslsurface and assuming that 

the 15% gain corresponds to 3-sigma standard deviation, a standard deviation of 197 

:MBitslsurface. Therefore, the adaptive channel would produce a 4-surface disk drive 

product with an average of 18 Gbits (2.25 GBytes) of capacity with a standard deviation of 

788 !\1bits (98.5 :MBytes). 
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4.3.4 The User-Specified Self-Optimising Disk Drive 

It has been shown that considerable increase in capacity can be achieved when the channel is 

made adaptive and allowed to alter its recording strategy according to the performance of 

the recording components. In the example taken, the objective was to maximise data rate 

and therefore storage capacity whilst maintaining a minimum error rate performance of I in 

I 0 I 0 bits. It would therefore be possible to also allow this requirement to be adaptive in 

the sense that the user (or manufacturer) could decide what the target error rate should be. 

This could prove advantageous if the disk drive were to be used (or marketed) in a variety 

of applications (markets). 

For example, the requirements for storing digital video are somewhat different to those for 

computer data. Typically, a high data rate is required to ensure uninterrupted playback of 

the video caption. On the other hand, the error rate requirements are not so stringent. 

Therefore, by referring to figure 4.I5 it can be seen that normalised density (and therefore . 

data rate) can be increased at the expense of error rate requirement. For example, a digital 

video application may only require a raw error rate of I in 104 bits transferred. For a disk 

with the same nominal signal to noise performance as before, 24 dB, the corresponding 

normalised densities for PR4 and EPR4 are 2.6 and 3 respectively- an increase of I5% and 

9% respectively over the normalised density to give an error rate of I in 1010 bits. 

Furthermore, the adaptive channel could also be given the option of changing the disk 

rotation speed. Lowering the speed would allow the channel to use EPR4 over more of the 

disk surface (since in this example it is limited to 80 MBits/sec at somewhere near the 

middle radius). EPR4 yields approximately 20% increase in density over PR4 at moderate 

densities (PW50/T=2-3) and high error rate performance. This might be useful for a user 
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who required maximum storage capacity and a high minimum error rate performance but 

was not too concerned about data rate. This is the classic requirement in archival storage 

where tape products currently dominate. 

Therefore, not only may the adaptive channel recover wasted capacity over the fixed design 

approach but may also allow the user to tune its overall performance to more closely meet 

their needs. 
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4.4 Implementation Issues 

The proposed adaptive data channel is shown in figure 4.26. The read and write process are 

as the conventional partial response maximum likelihood method [Dolivo, 1990] except that 

the precoder, adaptive equaliser and Viterbi detector may be switched between PR4 and 

EPR4 in operation. The data detection operation is illustrated in figures 4.27 - 4.29 for 

PR4 .. 

A programmable filter is used to bandlimit the signal and attenuate the noise above the 

signalling bandwidth. Decision directed timing which compares the sample values from the 

AGC during a phase-lock acquisition field is used to derive a read clock (figure 4.27) 

(appendix D). The sample values are then fed through an adaptive equaliser which is 

trained with a preset sequence for either PR4 or EPR4 operation (figure 4.28). The 

adaptive algorithm uses the Least Mean Squares (L.M.S.) algorithm to derive the tap 

weights [Widrow & Steams, 1985]. Investigation found that 10 taps was necessary to 

provide adequate equalisation of the incoming waveform; performance gradually improving 

from 3-taps to 10-taps with no detectable increase in performance thereafter. This was in 

agreement with recent results published elsewhere [Kerwin et. al., 1993]. The un-equalised 

and equalised outputs for the 10-tap equaliser for PR4 are shown in figure 4.29 (a) and (b) 

respectively. From the output of the adaptive equaliser the samples are fed into a Viterbi 

detector where the data is decoded. It is assumed that the interleaved 2-state decoder is 

implemented for PR4 operation and that the 8-state is implemented for EPR4 [Wood, 1986; 

Fomey, 1973]. 
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In addition to the standard channel functions, the performance analyser and channel 

optimiser are added. The performance analyser, at some convenient time, takes control of 

the disk drives' electronics and performs the pulse width measurement and signal to noise 

measurements detailed previously. It is assumed that the channel will measure the surface 

performance and divide up each track into sectors; the start positions of which correspond 

to the locations of step variations in recording performance identified by the measurement 

techniques. In a less optimal design the sector positions and lengths could be fixed along 

the track length. 

The time it takes to characterise the components in the disk drive will depend on the 

resolution of the required adaption with respect to the sector length. For example, 

assuming a product has 4 surfaces and 5000 tracks per surface, the total number of tracks 

to characterise is 20,000. If the number of sectors per track is 30, the total number of 

characterisations is 600,000. For a disk spinning at 4500 rpm with period of 13.33 ms, the 

head is over each sector for a period of 444 1-!S. If it is assumed that each characterisation 

takes less time than this to perform (it was assumed earlier that the time for pulse width 

measurement was 201-1s) then the system will be ready for the next characterisation well in 

advance of the next sector appearing under the head. The time it takes the head to see all 

sectors in all tracks is 20,000 tracks x 13.33ms = 266 secs. If the head is not able to 

characterise the sectors one after another (because the processing time exceeds the sector 

length), it can be seen that the computation time could be increased very significantly due to 

the extra disk rotations that are involved. This may be a practical reason for fixing the 

sector lengths. 

Having determined the performance of each sector, the channel must store the decision it 

has made about how to record there in some way. The problem is two-fold, the channel 
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must know in advance of recording in this sector what class of response will be used, and, 

what signalling rate to use. Furthermore, when it later comes to read the information, the 

phase-locked-loop must be able to lock on to the data frequency and the channel must know 

what class of response to decode. Two approaches could be taken. 

The first is to store this information in programmable, non-volatile memory. If it is assumed 

that this information could be stored in 8 bits (1 bit for response class, 7 bits for signalling 

rate), the total required capacity, for the previous example, would be 600 kBytes - this is 

not an unrealistic size. 7-bit accuracy for the data rate should be sufficient when it is 

noticed that the data rate will be somewhat deterministic and so only the difference from the 

nominal value needs to be stored. 

On the other hand, perhaps a more natural place to put this information is at the start of 

each sector; a part which is written to the disk when the drive is formatted (this information 

is not erased until the drive is formatted). Here, the phase-locked-loop lock field could be 

written at the previously determined signalling rate and a simple pattern following shortly 

afterwards could indicate the class of response that follows. This pattern would be decoded 

by a simple thresholding circuit and could use the same elements that are used in the PWSO 

measurement circuit. In write mode and read mode the channel clock would lock onto the 

frequency of this field before entering the data field. Therefore, the length of this field will 

need to be longer than in a fixed channel design where the phase-locked-loop is already 

running at a frequency very close to that recorded and where generally the time it takes to 

lock is determined only by the phase error. It is estimated that a phase-locked-loop field 

twice the length of that normally implemented would be required. It is estimated that this, 

along with the response class information would add approximately a 5% overhead to the 

sector. 
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Therefore, if the channel is made adaptive down to the sector level, it is assumed that the 

capacity gains discussed in section 4.3.2 would be reduced by 5%. It is estimated that the 

cost of implementing the adaptive channel in terms of extra circuitry required is minimal 

since many of the electronic functions it requires are already present in the partial response 

maximum likelihood method. However, some of these parts may need upgrading to a 

higher specification, in particular the microprocessor, which is required to perform the 

enhanced analysis. 
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Chapter 5. 

Conclusions & Future Work 

5.1 Conclusions 

1. Variations in the nominal perfonnance of the magnetic recording channel were 

investigated for longitudinal and perpendicular thin-film media in terms of their effect on 

signal amplitude and step response pulse width. The primary variation in pulse width is 

deterministic and due to the proportional change in linear velocity between the head and 

medium as the head moves from inside to the outside recording radius of the disk. This 

variation is countered somewhat for flying heads by the increased flying height at the 

outside radius. It was concluded that as the trend for flying height continues towards an 

in-contact environment, and, as form factors reduce, the variation in pulse width over 

radius will increase. 

2. Signal amplitude exhibited a nominal change of about 10% between the inside and 

outside radius for the MR head and longitudinal thin-film media. It was concluded that 

this was due to radial changes in flying height. For a channel which was media noise 

limited it was concluded that since media noise scaled proportionally with signal 

amplitude, signal to noise ratio remained constant. Conversely, if the channel were 

electronic noise limited then the signal to noise ratio would increase towards the inner 

radius. It was observed that in the in-contact environment signal amplitude would not 
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change with radius and that if the channel were either media noise or electronic noise 

limited, the signal to noise ratio would also, therefore, not change as a function of radius. 

3. Aspects of noise and distortion properties of perpendicular and longitudinal media were 

investigated in terms of their effects on the replay signal along the recorded track. It was 

discovered that dual-layer perpendicular media exhibited an additional low-frequency 

noise source which, through the application of a new observation technique, was 

attributed to domain wall formation in the underlayer of the media. It was noted that the 

position of these domain walls remained stable unless influenced by a dimensionally large 

magnetic field. The effect of these domain walls, which has been noted elsewhere, can 

lead to partial erasure of the data in the recording layer and therefore modulate the signal 

to noise ratio along the recorded track. An effect commonly known as amplitude 

modulation was illustrated with the MR. head and longitudinal thin-film media. It was 

concluded that this significant phenomena also modulates the signal to noise ratio along 

the recorded track. 

4. A limited study of recording performance over a sample of heads and media of the same 

type showed that there were significant changes between different combinations of the 

same components. It was found that there was a 15% difference in measured pulse 

width between the worst and best head and disk combination. Signal amplitude varied 

by I 0% over the same components. It was concluded that the variation in pulse width 

between different head/media pairs was due to variance in head-media separation and not 

the recording performance of the media. 
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5. Error rate as a function of nonnalised recording density and signal to noise ratio was 

detennined for the longitudinal MR. head and media for the PR4 and EPR4 classes of 

partial response. It was discovered that the roll-off at higher densities did not agree with 

the results produced previously by other authors using a Lorentzian model. Investigation 

into this concluded that the step response for the MR. head used in this investigation was 

not well approximated by the Lorentzian model with Lorentzian coefficient of 2 (a 

coefficient of2.6 provided a closer fit). 

6. Simple methods enabling the proposed adaptive channel to measure the signal to noise 

ratio and pulse width were presented. Analysis showed that such measurements could be 

made down to relatively small lengths of track(< 1mm) and gain the accuracy required. 

7. Analysis of the adaptive channel's ability to recover capacity over a non-adaptive design 

was presented. The analysis showed that the adaptive channel fully realises the capacity 

gains associated with zoning since it adjusts the data rate accordingly at every track. In 

an example using recording components similar to those used in the variation 

characterisation, the capacity improvement of the adaptive channel over a 5-zoned PR4 

implementation was 15%. The improvement over a 5-zoned EPR4 implementation was 

8%. 

8. The capacity gains to be realised by adjusting to recording perfonnance variations along 

the recorded track were shown to be approximately 9% over the non-adaptive channel 

when the variations accounted for a 2dB (20% modulation) drop in signal to noise ratio 

from the nominal value and, in total, corrupted 10% of the track length. It was concluded 

that the adaptive channel would be particularly effective in recovering capacity when the 

total corruption length was short and its magnitude was large. 

146 



9. In responding to variations in recording performance between different head I media 

pairs it was found that the nominal capacity gain over a non-adaptive design was equal 

to the difference in performance between the worst expected and nominal head I disk 

pair in the manufacturing distribution. Assuming a value of 15%, the result of allowing 

the channel to recover this capacity was to produce a disk drive with an average 

capacity 15% higher than the non-adaptive design but with a distribution of capacities 

about the increased nominal value. It is suggested that the manufacturer could band 

the product into fixed capacity bands with the advantage that both the yield and 

average capacity would be increased significantly over the non-adaptive case. 

10. Therefore it is concluded that the advantages of the adaptive channel over a non

adaptive design are that increased capacity for the same physical recording components 

over a non-adaptive design is achieved; higher manufacturing yields are obtained 

because the channel is able to identify and correct for poor performing .components; 

and, flexibility in allowing the user to determine the disk drive performance according 

to their specific needs. It is believed that these advantages are achieved with a modest 

increase in complexity. 
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5.2 Future Work 

The adaptive channel concept has been shown here to provide gains over the fixed design 

approach over three types of variation. The overall increase in capacity will depend on the 

interrelation between these variables. This is not well understood. In particular, it has been 

assumed that variations between different head I media pairs was attributable to differences 

in the flying height of the head and not due to differences in media performance. In practice 

this may not be the case. Also, the variations along the track length may be related to flying 

height and general media performance in a more complicated way than has been assumed 

here (zero correlation). Therefore, future work is required to better understand these 

variables and the interrelationship between them, in order to predict what the ·overall 

capacity gains of the adaptive channel would be. 

This investigation has focused only on the signalling aspects of the information storage and 

Channel Coding and Error Control Coding issues have not been considered. The adaptive 

channel concept should naturally enclose these functions as well as the underlying signalling 

methods. Therefore, adaptive error control and channel coding methods need to be 

investigated in the context of the magnetic recording channel. It may be that some of the 

channel variations are better dealt with by variable coding and I or error rate control, rather 

than changing the underlying signalling method. 
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Abstract- We have employed our disk test system to extract 
samples of media noise from dual layer perpendicular 
recording disks. The samples of the media noise show it to 
have a distinct high and low frequency structure. The high 
frequency structure is the noise arising from the 
micromagnetics of the CoCr recording layer. The low 
frequency structure does not arise from the recording layer 
but from the NiFe underlayer. Using an imaging 
technique, the underlayer noise is characterised by lines 
that span inwards from the outside diameter of the disk. 
The appearance and behaviour of these lines shows them 
to be attributable to domain walls in the underlayer of the 
disk. 

I. INTRODUCTION 

The importance of media noise increases as flying 
heights reduce and improvements are made in the noise 
properties of the electronics used in the magnetic recording 
data channel. In the future, media noise may well become 
the dominant noise component in the channel. Media noise 
in longitudinal recording has been shown to increase with 
increasing transition density; arising from its close 
association with the irregularity of the recorded transition 
[1]. In perpendicular recording it has been modelled [2) and 
shown experimentally [3) that the media noise reduces with 
increasing transition density. This is because it is believed 
to be associated with the recorded bit cell area between 
transitions rather than any irregularity in the transitions 
themselves. 

In this paper we show that there is an additional and 
significant noise component in dual layer perpendicular 
recording media which arises from the inclusion of the low 
permeability underlayer. 

ll. EXPERIMENTAL 

Figure I illustrates our method used to study media 
noise. The method is similar to that used in [4). In addition 
we use a laser beam reflecting off a front silvered mirror on 
the disk spindle to generate an index signal. This index 
signal is used to trigger the digital storage oscilloscope 
which can take repeated time domain samples of the head 
signal from the same angular position on the disk and then 

Manuscript received February 15, 1993. 
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Figure 1 -Ex-perimental set-up used to study media noise. 

average them to reduce the random head and electronics 
noise. We typically average 1000 such samples which 
consequently reduces this 'mwanted noise component by 
30dB. The signal remaining after applying this technique is 
the deterministic media noise. The use of the laser index 
allows freedom of movement of the head over the surface of 
the disk while maintaining an accurate angular reference. 
The experimental details of this study are as follows: 

Head :Single pole perpendicular, 25 turns, 12 1-Lm track 
width, 0.3 ).Lm pole depth, resistance son. 

Disk : Dual layer perpendicular, AI substrate. Underlayer -
10 1-Lm 80:20 Ni:Fe (wt%) J.Lr=SOO. Recording layer -
160 nm 79:21 Co:Cr (at%), Hc=800 Oe, Ms=225 
emu/cc. 

Amp.: SSI521 read/write device- 40dB gain NF=0.9nv/...fHz 
NE592 video amplifier - 20 dB gain 

Isolated transition pulse amplitude was measured to be 
150mV @ 4000 rpm, 60mm radius. The digital storage 
oscilloscope used in this study is a Lecroy 9310 with 10000 
sample memory, 100 MS/s maximum sampling frequency 
(single shot) and on-board waveform processing functions. 

Ill. RESULTS AND DISCUSSION 

Figure 2(a) shows a typical 12.5 mm sample of the 
perpendicular noise signal taken using the multiple 
waveform averaging technique described in section 11. The 
relative head/media velocity was 25 rnls. The media is de
erased in a band spanning the sample space prior to taking 

0018-9464/93$03.00 © !993 IEEE 



the sample. The fine detail of the noise signal is not visually 
resolved in this figure but the readers attention is drawn to 
its dual frequency nature; a high frequency signal 
superimposed with lower frequency perturbations. Figure 
2(b) (upper trace) is an expanded 125 J.Lffi section of the 
12.5mrn sample and shows the high frequency signal in 
closer detail and its spectrum (lower trace). We have 
analysed this high frequency noise component and produce 
results that agree well with (5]. We conclude that the high 
frequency noise is attributable to the recording layer; and is 
the 'expected' media noise process for perpendicular 
recording. 

A. Low Frequency Noise Signal Analysis. 

Initial observations of the low frequency component 
would suggest that it originates from a different source to the 
high frequency noise by nature of its magnitude, low spatial 
frequency and large feature width. To investigate its 
properties it is desirable to filter out the high frequency noise 
from the original sample. Figure 3(a) shows the result of 
applying a 300kHz low-pass linear phase Finite Impulse 
Response {FIR) filter to the sample shown in figure 2(a). 
The perturbations range from widths of l00-500J.lffi. This is 
further concurred by the spectral analysis shown in figure 
3(b) where we see that the low frequency noise is 
characterised by a peak at a spatial frequency of l cycle/mm. 
Therms amplitude of this low frequency noise is 1.47 m V 
rms and is of the same order of magnitude as the recording 
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Figure 3 - (a) Low frequency noise after the high frequency media noise has 
been removed by a filter. 
(b) Spectral density of(a). 

layer media noise (l mV rms) and the unattenuated 
electronics noise (5 mV rms). Because of its large feature 
width, the low frequency noise will affect the amplitude of 
many hundreds of adjacent transitions (which for this media 
have a PW50 of l~m) . 

To determine whether the low frequency noise is affected 
by fields from the recording head, we write over the sample 
space using different recording conditions and analyse the 
effect on its structure by means of the cross correlation 
coefficient. In one such experiment a sample of the noise is 
taken before and after reverse erasure of the sample space by 
the head. Despite the fact that the recording layer for the two 
samples is in opposite directions, the cross correlation 
coefficient for the two samples is always very close to unity 
(0.97 or greater). This important result tells us that the low 
frequency noise cannot originate from the recording layer, 
since if it did, the second sample in this experiment would 
be the mirror image of the first; yielding a cross correlation 
coefficient of minus unity. For the same reason it also tells 
us that the low frequency noise cannot be due to physical 
irregularities in the CoCr recording layer or repeatable 
variations in the flying height perhaps due to asperities in 
the recording surface. We therefore conclude from these 
investigations that the source of the low frequency noise is 
arising from some other magnetic source in the disk; most 
likely, the low permeabil ity NiFe underlayer. 

B. Underlayer Domain Noise Images 

In an attempt to show that the low frequency noise is 
arising from the undcrlayer we conduct an experiment to 
determine whether it exhibits any overall pattern over the 
surface of the disk. This is done by extracting samples of the 
low frequency noise in steps from radii between 60mm and 
30mm. each starting M exactly the same angular reference. 
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Figure 4 - Picture of low frequency noise over a section of disk 
surface. Noise amplitude is represented by pixel 
brightness. The picture is to scale and 2.5 times actual 
size. 

Using pixel brightness to represent noise voltage amplitude, 
each sample of each waveform is plotted in its correct radial 
position to build up a grey scale picture of the low frequency 
noise over that section of disk. The result of such an 
experiment is shown in figure 4. From the figure it is clear 
that this low frequency noise has a structure over the disk 
surface characterised by lines that span inwards radially 
from the outside diameter. 

The lines may be re-set using a suitable magnetic field. 
Figure 5 shows the result after bringing a large magnet near 
the sample space imaged in figure 4. One observes that the 
pattern of the lines has changed completely. These results 
strongly suggest that the low frequency noise is attributable 
to domain wall formation in the NiFe underlayer. 

We have conducted a number of ex-periments to 
determine what parameters affect the characteristics of the 
domain walls in the underlayer. This work will be continued 
and reported in a future paper. 

IV. CONCLUSION 

We have shown that the media noise signal from a dual 
layer perpendicular recording disk has a distinct high and 
low frequency nature. We have analysed the high frequency 
noise component and conclude that it is attributable to the 
CoCr recording layer; the expected media noise process. We 
have analysed the low frequency noise and show it to have 
large feature widths (l00-500jllll ccmpared to transition 
pulse width, PW50, of l~m). We find that the amplitude of 
the low frequency noise is of the same order of magnitude as 
the CoCr media noise and the system electronics noise. 

Figure 5 - A picture of the noise from the same section of disk as 
figure 4 after it has been subjected to a magnetic field. 
The noise lines have been re-set into new positions. 

Importantly, we have shown that this noise component is not 
arising from the recording layer. Using our experimental 
technique we have produced images of the noise over a 
section of the disk from radii of between 60mm and 30mrn. 
These images show the pattern of this noise to be 
characterised by lines that span inwards from the outside 
diameter of the disk. We conclude from the appearance and 
behaviour of these lines that they coincide with domain walls 
in the underlayer of the media which may be re-set when 
placed under the influence of a dimensionally large magnetic 
field. 
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ABSTRACT 

A simple method of accurately determining the radius and absolute co-ordinates of a 

magnetic disc recording head with respect to the disc centre is presented. 

Conventional methods require the production of 'standard' discs or may require 

complex calibration procedures to be followed. This method requires only those 

pieces of apparatus that are normally employed on disc test stations and does not 

require the removal or replacement of the head or disc under test. Error analysis of 

the technique shows that radius and co-ordinate determination to an accuracy of the 

same order of magnitude as the head gap/pole width is possible. 
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INTRODUCTION 

A problem often encountered by researchers is the calibration of head positioning 

equipment used in experimental disc stands; that is, knowing the exact radius and 

absolute co-ordinates of a recording head with respect to the centre of the disc. This 

may or may not be important depending on the nature of the work being 

undertaken. Sometimes, however, it is extremely useful to know these parameters, 

for example, in the preparation of media samples for TEM or Lorentz imaging 

analysis of pre-recorded signals or ensuring that head addressing is performed 

precisely radially. 

A typical experimental disc stand compnses a disc mounting spindle & clamp 

mechanism and an x-y table (micro-positioner) upon which the recording head is 

mounted. Although the table is typically capable of sub-micron step positioning, 

the precise radius or the absolute co-ordinates of the head with respect to the disc 

centre is often unknown to any degree of accuracy. Classical solutions to this 

problem are to calibrate the position of the head under test with some form of 

standard disc with tracks pre-recorded at known radii. The standard disc is then 

removed and the disc under test is placed onto the spindle. Problems with this 

method are however that standard discs must firstly be created themselves, and 

further, maintained to keep up with developments in head technology. Also, each 

time the head gap/pole position with respect to the table changes, the calibration 

process must be repeated, or, if the relative movement is known then a correction to 

the previous calibration must be made. These methods are time consuming and may 

lead to inaccuracies over time. 

Presented here is a method by which head radius and absolute co-ordinates may be 

accurately determined using the same equipment that is typically used in recording 

experiments without the need for standard discs, heads or calibration equipment. 

The entire measurement is made using magnetically recorded signals and simple, 

widely employed measurement equipment. 

Neil Darragh I 3110192 
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EXPERIMENTAL SET -UP 

Figure 1 shows the set-up of our experimental disc stand. A stable index signal is 

derived from a laser focused on a reflective spot on the spindle mechanism. Each 

time the disc rotates, the laser beam is reflected into a fast photo-diode which then 

generates an index pulse. This pulse may be squared-up using a fast comparator. 

In an alternative system, another head could be mounted and a single transition used 

to generate an index signal. The important factor is that the index signal must relate 

precisely to the same radial position on the disc each time it rotates. Any jitter of 

this pulse must be small compared the width of recorded pulses, and consequently, 

we have found that conventional LED's and Photo-detectors are of little use for this 

method since they have slow response times and large time jitter. 

OIGITAl STORAGE OSCUOSCOPE 

~ 
mtGG€R CHAJIII/El 1 

PHOTo-oETECTOR 

DISC UNDER TEST 

>M<ITE ELECTRONICS 

Figure I - Schematic diagram of our experimental disc tester. 

X·TA3LE +VE 
OIREC"lON 

V·lABLE +VE 
OIRfCnON 

An oscilloscope is required to measure accurately the time delay between the stable 

index signal and recorded (test) signals on the disc. Cursor capability is ideal for 

this application. In our system we use a fast digital storage oscilloscope which is 

used to capture (and later compare) the recorded waveforms in the time domain. In 

either case the important point is that some method of time delay measurement 

between two separate events (in arbitrary time) can be made either relative to each 

other or to the fixed index signal. 

2 Neil Darragh 13110192 
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METHOD 

The radius and co-ordinate measurement method is described as follows. 

(i) The disc must be initially completely erased in the region around where the 

radius is to be measured. For a typical lOJ.tm track width, an erase band of 

5mm is found to be suitable. 

(ii) A single pulse, dibit or short recognisable burst of data is recorded onto the 

disc a short distance from the position of the index pulse. 

(iii) The oscilloscope should be set-up to measure the time delay between the 

stable index signal and a chosen point on the recorded test signal (e.g. the 

peak of the first pulse - figure 2). A note of the signal amplitude is also 

made. Alternatively, if using a digital storage oscilloscope, the waveform 

may be captured using the stable index pulse as the trigger and using an 

appropriate trigger delay. 

(iv) They-table is moved along the track direction by a fixed amount - e.g. 10 

mm. The x-table is now moved (positive or negative) until the head is once 

again directly over the recorded track (figure 2). This can be determined by 

a maxima in signal amplitude as the head is stepped across the track centre. 

With a typical lOJ.tm track width, the head should be able to be centralised 

back on track to within plus or minus lJ.tm in the x-direction. 

(v) A new measurement of the time between the index pulse and the same point 

on the recorded test signal is made. If using a digital storage oscilloscope a 

new sample of the waveform is taken using the same trigger delay as before. 

3 Neil Darragh 131/0192 
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Figure 2 - (a) The geometry of the measurement technique. 

(b) The stable index pulse generated by the laser index system described in the text. The 
pulse contains negligible jitter and therefore relates to an exact radial position on the disc. 

(c) Measurement (iii). The time between the index pulse and the peak of the first pulse of 
the test signal is measured (position 1). Also, the amplitude of the pulses is recorded. 

(d) Measurement (v). Taken after the head has been moved to position 2 along the track. 
The difference between the two measurements is the time taken for the disc to rotate 
between the two measurement points. 

Referring to figure 2. We know from the measurements made in (iii) and (v) the 

time, r , the disc takes to travel from measurement position 1 to measurement 

position 2 at an angular velocity of w rads/sec. Hence the angle of rotation is given 

by: 

a =wr rads (1) 

Similarly, we also know the orthogonal co-ordinates that have moved the head from 

position 1 to position 2. So we can directly write the following: 

sma (2) 

4 Ne!l Darragh 13110192 
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Hence, combining (1) and (2) we obtain an expression for the radius, r, in terms of 

known quantities: 

r 
~~+y 
2sin(wr) 

2 

(3) 

The absolute co-ordinates of the head with respect to the disc centre can be 

determined from observing (figure 3) that the angle, 0, between the normal to the 

cord formed between measurment position 1 and 2 and the horizontal is given by: 

from which the absolute co-ordinates of the head at position P1 with respect to the 

disc centre may be calculated using: 

et 
Pl x =rcos(O +-) 

2 

where: et=wr (the angle of rotation between Pl and P2) 

and, similarly, for measurement position 2: 

)> 
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Figure 3 - Geometry of determining the heads absolute position with respect to the disc centre. 
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Having determined the absolute co-ordinates of the head gap/pole with respect to 

the disc centre it is then possible to accurately position the head at a desired point 

using appropriate offsets from the table co-ordinates at position 1 or 2. 

ERROR ANALYSIS 

In this section the measurement errors that can occur in this method are analysed 

and their effect on the accuracy of the radius measurement is quantified. Firstly, the 

effect of errors in the determination of the x and y co-ordinates is examined. 

It is possible to centralise the head at position 2 to within plus or minus 10% of the 

track width. A 10% error in head placement either side of the track centre leads to 

a signal reduction of approximately 10% and such a reduction in signal amplitude is 

easily observed on the oscilloscope. So, for example, a lOp.m wide head can be 

centralised on a 10p.m wide track to within plus or minus lp.m. 

The x-y tables are typically accurate to an absolute position error of 0.5p.m. Hence, 

we can conclude that the maximum error in the determination of x and y is plus or 

minus 1.5p.m and 0.5 p.m respectively. This error is fixed and not proportional to 

the distance travelled and so can be reduced by making the distance traversed in 

both directions large by comparison. A relationship of these errors to the errors 

introduced in the calculation for the radius (3) is given by: 

where: 

(4) 

Er(%) is the percentage error in the radius calculation. 

ex & ey are the absolute maximum errors in the values 

for x and y respectively. 

For example, at a radius of approximately 50mm, a shift of 1 Omm in the y-direction 

will require a shift of approximately 2mm in the x-direction to bring the head back 

onto the track centre. The absolute errors, ex & ey, for the lengths x and y are 1.5 

!Lm & 0.5/Lm respectively. Evaluating (4) for this example we find that the 

percentage error in the radius calculation (3) will be 0.008%. This corresponds to a 

distance, and hence error at this radius of plus or minus 4p.m. 

6 Neil Darragb /3110/92 
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Accurate determination of angular velocity of the disc stand is made relatively easily 

by counting revolutions in a long time period (i.e. 1 minute) or measuring 

accurately the period of 1 revolution. In our disc stand we measure the period to an 

accuracy of plus or minus 1~-ts. This corresponds to an error of 0.012% at a 

3600rpm rotation rate and an error in the radius calculation (3) at a radius of 50mm, 

for example, of plus or minus 6p.m. 

The fmal area where errors can affect the value for the radius determination is the 

. time delay measurement between position l and position 2. The accuracy of this 

measurement is dependent on the stability of the index pulse and the resolution and 

accuracy of the time delay measurement equipment itself. In our disc stand the 

index pulse is found to have a stability better than Ins and this can be neglected 

when compared to typical delay measurements of 500 ~-tsecs. 

The accuracy and resolution of the time delay measurement equipment will vary 

greatly and depend on many factors, including how it is operated. In our disc stand 

we-find that we can rrieasure ihe SOO~-ts typical time delays between position 1 and 

position 2 at a radius of 50mm to a resolution of IOns and an accuracy of plus or 

minus lOOns. This corresponds to an uncertainty in the time delay measurement for 

this example of plus or minus 0. 02%. By examination of (3) we note that the 

determination of radius subject to a 0.02% error in this measurement will also be 

approximately in error by 0.02%. At this radius this corresponds to an error of plus 

or minus 10~-tm. 

The above analysis shows that the expected errors incurred in the measurements for 

this method would yield errors in the determination of radius of the following 

amounts: 

X-Y position : 

angular velocity : 

time delay measurement : 

0.008% 

0.012% 

0.02% 

Combining these errors we would therefore expect to obtain an accuracy for the 

radius determination of typically plus or minus 0.04%. At a radius of 50mm this 

corresponds to an accuracy of plus or minus 20~-tm. 
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This prediction was tested by making repeated measurements of a head placed at a 

radius of approximately 50mm and performing the method with different values of 

x and y displacement. The results are tabulated in table l. 

Measurement No. ~<~+I (mm) Time Delay (JLS) Calculated 

Radius (mm) 

1 7.050 385.25 48.586 

2 8.068 441.09 48.575 

3 9.089 469.90 48.594 (max) 

4 10.115 553.45 48.568 

5 11.145 610.08 48.567 

6 12.180 667.10 48.563 (min) 

7 13.221 724.34 48.570 

8 14.268 782.04 48.573 

Mean 48.575 

max- mean 0.019 

mean- mm 0.012 

S.D. 0.00979 

Table 1 - Repeated measurements from the same radius show close correlation to within the 

accuracy predicted (plus or minus 20pm) 

CONCLUSION 

It has been shown that using the equipment that is commonly found on hard disc test 

stands a very accurate measurement of the head gap/pole radius may be made at an 

accuracy of the same order of magnitude as the head gap/pole dimensions. Using 

this information it is then possible to determine the absolute co-ordinates of the head 

with respect to the disc centre. 

Analysis of the errors that may occur during the method show that accuracy is 

primarily limited by the resolution and accuracy of the time delay measurement 

equipment. 
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PRBS Generator 

, ........................................................................ , 
I* PRBS.C 
I* AUniOR: N.DARRAGH 
I* DATE : 6th February 1993 

*I 
*I 

*I , ........................................................................ , 
, ....................................................................... . 
Takes a polynomial as input and generates the PRBS. 

···········································~·····························! 

#include <stdio.h> 
#include <stdlib.h> 
#include <math.h> 

main(int argc,char •argvO) 
{ 
int num_taps; 

int c,d, value,e; 
int r[20]={0}; 
int 1(20]={0}; 
int tapsum; 
int sequence_length, *output, •soutput, •soutput1; 
int shift,result,firstresult; 
FILE *fp; 
int num _cycles; 
char filenarne[16]; 

if(argc<2) 
{ 
printf("\nUsage- PRBS <filenarne> <N> <X(n)> <X(n-1)> ... 1,\n"); 
printf("\t<filenarne>=output file narne\n"); 
printf("\t<N>=number of cycles of sequence\n"); 
printf("\t<X(n)> etc are 0 or 1\n\n"); 
printf("e.g. 25 cycles into file 'fred' ofpol)11omial X6+X4+X3+X1+1 is :-\n\n"); 
printf("'PRBS fred 25 1 0 1 I 0 1 1 '\n"); 
printf("\n\nN.Darragh, January 1994\n"); 
exit(1); 
} 

if (!(fp=fopen{argv(l), "w"))) 
{ 
printf("ERROR : Could not open output file - 'Yos\n • ,argv[ 1 ]); 
exit(l); 
} 

fprintf(fp,"\n; PRBS SEQUENCE GENERATION AND DIBIT EXTRACTON."); 
fprintf(fp,"\n; \n\n"); 

fprintf(fp, "; Neil Darragh\n"); 
fprintf(fp,"; The Centre for Research in Information Storage Technology (C.RI.S.T.)\n\n\n"); 
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nurn_taps=argc-3; 
sequence _length=(int)(pow(2,nwn _ taps-1)+0.5)-1; 

fprintf(fp,"; Filename : o/oS\n\n",argv[l]); 
printf("PRBS polynomial is : "); 
fprintf(fp, "; PRBS polynomial is : "); 

for (c=O;c<nwn_taps;c++) 
{ 
sscanf( argv[ c+ 3], "%d ",&value); 
t[nu.m_taps-c-2]=value & OxOI; 

if(value && c<nurn_taps-1) 
{ 

} 

printf("x"/od + ",nu.m_taps-c-1); 
fprintf(fp,"x"/od + ",nurn_taps-c-1); 
} 

printf(" I \n\n"); 
fprintf(fp," 1\n\n"); 

r[O]=l; 

output=malloc(sizeof(int) * (int)(pow(2,nwn_taps-1)+0.5)-l); 
soutput=rnalloc(sizeof(int) * (int)(pow(2,nwn_taps-1)+0.5)-l); 
soutputl =rnalloc(sizeof(inl) * (int)(pow(2,nu.m _taps- I )+0.5)-1 ); 

printf("This generates output sequence : \n"); 
fprintf(fp, "; This generates output sequence :"); 

for (c=O;c<sequence_length;c++) 
{ 
if (!div(c,63).rem) 

{ . 
printf("\n"); 
fprintf(fp,"\n; "); 
} 

tapsu.m=O; 
for (d=nwn_taps-2;d>=O;d-) 

{ 
if (t[d]) 

tapsu.m"=r[d]; 
} 

for (d=nurn_taps-2;d>O;d-) 
r[d]=r[d-1]; 

r[O]=tapsu.m; 
output[ c ]=tapsu.m; 
printf("o/od", tapswn); 
fprintf(fp, "o/od" ,tapsum); 
} 

printf("\n\n"); 
fprintf(fp, "\n\n"); 

if (!result) 
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{ 
printf("This is not a maximal length PRBS sequence!\n"); 
fprintf(fp, "; This is not a maximal length PRBS sequence!\n"); 
exit(l); 
} 

printf("Dibit extraction properties :-\n\n"); 
fprintf(fp, "; Dibit extraction properties\n"); 
fprintf(fp,"; \n\n"); 

shift_ and_ add( output,soutput,sequence _length, I); 
firstresult=findshift(output,soutput,sequence_Iength); 
fprintf(fp,"; Easy I hard pulse echo : o/o2.lfbits earlyllate\n\n",(float)(firstresult-0.5)); 
printf("Easy I hard pulse echo: o/o2.lfbits early or late\n\n",(floal)(firstresult-0.5)); 

shift _and_ add(soutput,soutputl ,sequence _length, -firstresult-1 ); 
result=findshift( output,soutput 1 ,sequence _length); 
fprintf(fp, "; Previous transition part-percolation echo : o/o2.lfbits early\n" ,(float)(result-0.5)); 
fprintf(fp,"; and : 1.5 bits late\n\n"); 
printf("Previous transition part-percolation echo : o/o2.1fbits early\n" ,(floal)(result-0.5)); 
printf(" and : 1.5 bits late\n\n"); 

shift_ and_ add( soutput,soutput 1 ,sequence _length, -firstresult -2); 
result=findshift( output,soutput 1 ,sequence _length); 
fprintf(fp,"; 2nd previous transition part-percolation echo: o/o2.Ifbits early\n",(float)(result-0.5)); 
fprintf(fp, "; and : 2.5 bits late\n"); 
fprintf(fp, ";plus contributions at 'previous transition' echo Iocations\n\n\n"); 
printf("2nd previous transition part-percolation echo : o/o2.1fbits early\n" ,(float)(result-0.5)); 
printf(" and : 2.5 bits late\n"); 
printf("plus contributions at 'previous transition' echo locations\n\n"); 

num _ cycles=atoi(argv[2]); 

fprintf(fp,"; o/od cycles of this PRBS sequence in 3-digit (9-bit) hex :\n",num_cycles); 

for (~;c<num_cycles * sequence_Iength;c+=9) 
{ 
if (!div(c, 16).rem) 

fprintf(fp, "\n"); 

value9l; 
e=256; 
for(d=O;d<9;d++) 

{ 
if (output[ div( c+d,sequence _length). rem]) 

value+=e; 
e/=2; 
} 

fprintf(fp,"%03x ",value); 
} 

fclose(fp); 
} 

shift_and_add(int •output,int *soutput,int sequence_length,int shift) 
{ 
int c; 
int shift_ index; 
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for (c9J;c<sequence_length;c++) 
{ 

} 

shift_ index=div( c-shift,sequence _length). rem; 
if (shift_ index<O) 

shift_index+=sequence_length; 

soutput[c]=output[c]"output[shift_index]; 
} 

findshift(int •output,int •soutput,int sequence_length) 
{ 
int c; 
int searchshift=O; 
int match=O; 
int shift_ index; 

do { 
match=O; 
for ( c9J;c<sequence _length;c++) 

{ 
shift_ index=div( c-searchshift,sequence _length). rem; 
if (shift_index<O) 

shift _index+=sequence _length; 

if (output[shift_index]=soutput[c)) 
match++; 

} 
searchshift++; 
kbhitQ; 
} while (match<sequence_length && searchshift<=sequence_length); 

if (searchshift>sequence _length) 
return(O); 

searchshift-= I; 

if (searchshift > sequence_length/2) 
searchshift -=sequence _length; 

return(searchshift); 
} 
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Lorentzian Waveform Generator 

, ........................................................................ , 
t• LORWAVE.C 
t• AUTHOR : N.DARRAGH 
t• DATE: 29thJanwuy 1993 

., ., ., , ........................................................................ , 
, ....................................................................... . 
Takes coded and pre-coded 3 digit hex bytes and creates an 
lorentzian waveform. 

1st argument • filenarne of source coded NRZ data. 
2nd argument - filenarne of destination (floating point) values. 
3rd argument - number of destination samples (integer). 
4th argument -period between each sample (seconds). 
5th argument- symbol period (seconds). 
6th argument - PWSO (seconds). 
7th argument • Lorentzian coefficient (often 2). 
8th argument - output full or amplitude only values 

y= 1/( 1 +(2x!PW50)"coefl) 

···········~·····························································! 
typedef enum {FALSE, TRUE} boo lean; 

#include <stdio.h> 
#include <rnath.h> 
#include <stdlib.h> 
#include <pgchart.h> 
#include <graph.h> 
#include <malloc.h> 

float •samples; 
double sample __period; 
double symbol __period; 
double PW50; 
float coefficient; 
float Pl=3.1415927; 
long num_samples; 

main(int argc,char •argvO) 
{ 
FILE •fp, •fpout; 
int precodedword; 
boolean cont=TRUE; 
char hexnum[3]; 
int c,previous,bit; 
double timepntr=O; 
long symbol_count=O; 
long le; 
if (argc!=9) 

{ 
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printf("\nUsage : <Src. file> <Dest. file> <No. smpls> <Smpl period> <Symbol Period>\n"); 
printf(" <PW50> <Lorenztian coeffcient> <Graph? Y/N>\n\n"); 
printf("\t<Src. file> = input me of 3 digit (9-bit) coded words\n"); 
printf("\t<Dest. file>= output of floating point waveform values\n"); 
printf("\t<No. smpls> =Number of samples required\n"); 
printf("\t<Smpl period>= Sample period in seconds\n"); 
printf("\t<Symbol period> = Symbol period in seconds\n"); 
printf("\t<PW50> =Pulse width at 50 percent amplitude in seconds\n"); 
printf("\t<Lorentzian Coefficient>= normally set to 2\n"); 
printf("\t<Graph? Y/N> =Graph the output waveform\n"); 
exit(!); 
} 

printf("\nl..orentzian Waveform Generator - "); 
printf("Neil Darragh V2.0 (5/4/94)\n\n"); 

if (!(fp=fopen(argv[l], "r"))) 
{ 
printf("ERROR: Could not open source file : o/oS\n",argv[l]); 
exit(!); 
} 

if (! (fpout=fopen( argv[2], "w"))) 
{ 
printf("ERROR : Could not open destination file : o/oS\n" ,argv(2]); 
exit( I); 
} 

sscanf(argv[3], "%Id" ,&num _samples); 
sscanf( argv[ 4 ], "%If' ,&sample _period); 
sscanf( argv[ 5], "%If" ,&symbol _period); 
sscanf(argv[6], "%If" ,&PWSO); 
sscanf(argv[7], "%f" ,&coefficient); 

if (!(samples= halloc(num_samples,sizeof(float)))) 
{ 
printf("\nERROR: Not enough memory to generate waveform\n"); 
exit(!); 
} 

printf("No. symbols calculated : \n"); 
previous=O; 
timepntr=symbol _period/2; 
do { 

cont=fscanf(fp, "%3s" ,hexnum); 
if (hexnum[O)=';' 11 hexnum(l ]='; ') 

{ 

do { /* strip out comments */ 

else 
} 

{ 

cont=fscanf(fp, "%c" ,hexnum); 
} while (cont>=O && hexnum[O]!=IO); 

if ( cont>=O) 
{ 
sscanf(hexnum, "%x" ,&precodedword); 
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for (c=256;c>=l;c/=2) /*Start with MSB, end with LSB */ 
{ 
if (precodedword & c) 

bit= I; 
else 

bit=(); 

pulse(timepntr,bit -previous); 
timepntr +=symbol _period; 
symbol_ count++; 

if (timepntr > num_sarnples*sarnple_period) 
{ 

} 
} 

cont=-1; 
c=l; 
} 

previous=bit; 
printf("\r"/od • ,symbol_ count); 
} 

} while (cont>=O); 

printf("\n\n"); 
if(timepntr<= num_sarnples • sample_period) 

{ 
num _ samples--(long)( (timepntr/sample _period)+( 1 O*symbol __period)); 
printf("There were not enough input bits to create desired no of samples\n"); 
printf("There are only %Id samples in this file\n",num_sarnples); 
} 

else 
{ 
printf("There were not enough samples to generate the requested waveform\n"); 
printf("There are %Id symbols in this file\n",symbol_count); 
} 

for Oc=O;lc<=num_samples;lc++) 
fprintf(fpout, "%5.5e\n" ,samples[lc )); 

fdose(fp); 
fdose(fpout); 

strupr{argv[S]); 
if (!strcmp(argv[S], "Y")) 

graph(samples,num_samples); 

printf("\n* DONE *\n"); 
} 

pulse( double timepntr,int pulse _polarity) 
{ 
double phaseoffset,sample _time; 
long centreindex; 
float value; 
long c; 
int width; 
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long start,stop; 

if (!pulse_polarity) 
return(F ALSE); 

centre index=( int)(timepntr/sample _period); 
phaseoffset=timepntr-(centreindex • sample_period); 

width=(int)((float)IO*syrnbol_period/sample_period); 

st.arr-centreindex-width; 
stop=centreindex+width; 

start=( start < 0)? 0 : start; 

stop=(stop>num~samples)? num_samples: stop; 

for (c=start;c<stop;c++) 
{ 
sample_ time=(( c-centreindex)*sample _period)-phaseoffset; 
sample_time=(sample_time<O)? sample_time•-I : sample_time; 

value=pulse _polarity/( I +pow(2 *(sample_ time )IPW SO,coefficient) ); 
samples[c]+=value; 
} 

} 

graph(float *yvals,int numvals) 
{ 
chartenv env; 
int c; 
palettetype palette_ struct; 
char far *labels[40]; 
float *xval; 

if (!(xval=malloc(sizeof(float) • numvals))) 
{ 
printf("\nERROR: Not enough memory to generate graph\n"); 
exit( I); 
} 

for (c=O;c<numvals;c++) 
xval[c]=c; 

_setvideomodeL VRES16COLOR); 

_pg_ initchart(); 
_pg_defaultchart(&env,_PG_SCAlTERCHART,_PG_POINTANDLINE); 

_pg_getpalette(palette _ struct); 

palette_struct[l].plotchar=' '; 
palette_struct[2].plotchar=' '; 
palette_struct[l].color=IS; 
palette_struct[2].color=2; 

_pg_ setpalette(palette _ struct); 
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env.legend.legend=F ALSE; 

_pg_ chartscattenns(&env,xval,yvals, I ,numvals,numvals,labels); 
getchO; 
_ setvideomode(_ TEXTC80); 
} 
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Automatic Gain Control (AGC) 

, ........................................................................... . 
• NAME : AGC.C 
• AurHOR: N.DARRAGH 
• DATE: 6th Aprill994 • • 

• 
• 

............................................................................. , 
#include <stdio.h> 
#include <math.h> 
#include <stdlib.h> 
#include <floath> 
#include <graph.h> 
#include <pgchart.h> 

main(int argc, char •argvO) 
{ 
FILE *fpin, •fpout; 
int c,count,num _ samples,d; 
char asciivalue[80]; 
int cont; 
float speriod; 
float gain,charge,current; 
float decay_ current, attack_ current; 
float rectval; 
float value,yval; 

if (argc!=6) 
{ 
printf("Usage- AGC <inp file> <out file> <I Attack> <I Decay> <Sample period> \n\n"); 

printf("e.g. AGC fred.sam fred.agc 20 10 "); 
printf(" Attack current= 20 uA, Decay=10 uA.\n\n"); 
printf(" Attack current is increased by 7 times if signal level exceeds 125% of\n"); 
printf("nominal signallevel\n"); 
printf(" AGC attempts to derive an output signal with amplitude 1.27Vppd\n\n"); 
exit(1); 
} 

if (!(fpin=fopen(argv(l), "r"))) 
{ 
printf("Error : Could not open source file - 'Yos\n" ,argv( 1 )); 
exit(l); 
} 

if (!(fpout=fopen(argv(2), "w"))) 
{ 
printf("Error : Could not open destination file - o/oS\n" ,argv[2)); 
exit(l); 
} 

sscanf(argv[3], "%f' ,&attack_ current); 
sscanf(argv[4],"%f',&decay_current); 
sscanf( argv[ 5), "o/of" ,&speriod); 

printf("Counting samples in source file."); 
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count=O; 
do { 

cont=fscanf(fpin, "o/..s" ,asciivalue); 

if (asciivalue[O]=';') 
{ 
do { /* strip out comments */ 

cont=fscanf(fpin, "%c",asciivalue); 
} while (cont>=O && asciivalue[0]!=10); 

else 
} 

{ 
if ( cont>=O) 

count++; 

if (!div(count, 1000).rem) 
printf(". "); 
} 

} while (cont>=O); 

fclose(fpin); 

printf("\nNo. of source file samples : o/od\n" ,count); 

num _samples=count; 

fpin=fopen( argv( 1], "r"); 

printf("Reading source file values."); 

count=O; 
charge=4e-10; 
gain=80*charge/ I e-9; 

do { 
cont=fscanf(fpin, "o/..s" ,asciivalue); 

if (!div(count, 1000).rem) 
printf("."); 

if (asciivalue[O]=';') 
{ 
do { /* strip out comments */ 

else 

cont=fscanf(fpin, "%c",asciivalue); 
fprintf(fpout, "%c" ,asciivalue); 
} while (cont>=O && asciivalue[0]!=10); 

} 

{ 
if (cont>=O) 

{ 
sscanf(asciivalue, "%1" ,&value); 

yval=value*gain; 
rectval=sqrt(pow(yval,2)); 

if (rectvai>0.635) 
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} 

else 

{ 
if (rectval>O. 794) 

current=attack_current*7; 
else 

current=attack _current; 
} 

curren~ecay _current; 

charge-=(current*speriod); 

gain=SO*charge/le-9; 

if (gain>64) 
gain=64; 

fprintf(fpout, "o/oe\n" ,yval); 
count++; 
} 

} while (cont>=O && count<nurn_samples); 

fclose(fpin); 
fclose(fpout); 

} 
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Decision Directed Timing Recovery 

, ........................................................................... . 
• NAME : PLL.C 
• AliTHOR : N.DARRAGH 
• DATE: 6th Apri11994 • • 

• 
• 

............................................................................. , 
#include <std.io.h> 
#include <math.h> 
#include <stdlib.h> 
#include <floath> 
#include <graph.h> 
#include <pgchan.h> 
#include <malloc.h> 

float interpolate(float • ,Ooat,double); 

main(int argc, char •argv[]) 
{ 
Fll..E *fpin, *fpout, *fpoutl; 
float •wave; 
long c,count,nurn_samples; 
char asciivalue[80); 
int cont; 
float value; 
float bperiod; 
float speriod; 
float loopgain; 
double Slime; 
float phaseerror; 
float previous_di.ff; 
float ztime,previous _ ztime,rn,cval; 
float clock_ error; 
int sfc; 
float averageval; 
int printout=O; 
float yvaiO,yvall; 

if (argc!=8) 
{ 

printf("Usage - PLL <inp file> <out file> <out file 2> <bit period> <sample period>\n"); 
printf(" <Loop gain> <Synch field count>\n\n"); 
exit( I); 
} 

if (!(fpin=fopen(argv[l], "r"))) 
{ 
printf("Error: Could not open source file- o/oS\n",argv[l)); 
exit(l); 
} 

if (!(fpout=fopen(argv[2], "w"))) 
{ 
printf("Error : Could not open destination file - o/oS\n" ,argv[2)); 
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exit( I); 
} 

if (!(fpoutl =fopen(argv[3], "w"))) 
{ 
printf("Error: Could not open destination file- o/..s\n",argv[2]); 
exit(l); 
} 

sscanf(argv[4], "o/of',&bperiod); 
sscanf(argv[S], "o/of' ,&speriod); 
sscanf(argv[6], "o/of' ,&loop gain); 
sscanf(argv[7],"%d",&sfc); 

printf("Counting samples in source file."); 

count=O; 
do { 

cont=fscanf(fpin, "o/..s" ,asciivalue ); 

if (asciivalue[O]=';') 
{ 
do { t• strip out comments •t 

cont=fscanf(fpin, "%c",asciivalue); 
} while (cont>=O && asciivalue[O]!=lO); 

else 
} 

{ 
if (cont>=O) 

count++; 

if (!ldiv(count, lOOO).rem) 
printf("."); 
} 

} while (cont>=O); 

fclose(fpin); 

printf("\nNo. of source file samples : o/old\n",count); 

num _samples=count; 

if(!(wave = halloc(num_sarnples,sizeof(float)))) 
{ 
printf("\nERROR: Not enough memory to generate waveform\n"); 
exit(l); 
} 

fpin=fopen(argv[ 1], "r"); 

printf("Reading source file values."); 

count=O; 

do { 
cont=fscanf(fpin, "o/..s",asciivalue); 
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if (!ldiv(count, lOOO).rem) 
printf(". "); 

if (asciivalue[O]=';') 
{ 
do { /* strip out comments *I 

cont=fscanf(fpin, "o/oe" ,asciivalue); 
fprintf(fpout, "o/oe",asciivalue); 
} while (cont>=O && asciivalue[O]!=lO); 

else 
} 

{ 
if ( cont>=O) 

{ 

} 

sscanf(asciivalue, "%f" ,&value); 
wave[count]=value; 
count++; 
} 

} while (cont>=O && count<num_samples); 

fclose(fpin); 

printf("\n\n"); 

previous_ ztime=O; 
phaseerror=O; 
clock_error=O; 
yva!O=interpolate( wave,speriod, 0); 
c=l; 
for (stime=bperiod;stime<num_samples*speriod;stirne+=bperiod) 

{ 
yvall =interpolate(wave,speriod,stime ); 

if(c<sfc) 
{ 

if (yva!O<O && yvall >0) 
{ 
if (bperiod != 0) 

m=(yvall-yva!O)Ibperiod; 
cval=yvall-(m*stime); 
if(m != 0) 

ztime=-<:val./m; 
clock_ error=bperiod-( ( ztime-previous _ ztime )/4 ); 

if (clock_error<bperiod/2) 
bperiod-=( clock_ error/1 0); 

previous_ ztime=ztime; 
} 

if(yva!O < 0 && yvall <0) 
{ 
phaseerror=(yvall-yva!O)* speriod * -loopgain; 
stime+---phaseerror; 
} 
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if (yvalO > 0 && yval1 > 0) 
{ 
phaseerror=(yval1-yvalO)• speriod*loopgain; 
slime+=phaseerror; 
} 

averageval=yval1; 
if (averageval<O) 

averageval*=-1; 
} 

if (c>sfc) 
{ 
if (yval1 < averageval/2 && yval1 > -averageval/2) 

printout= 1; 

if (yval1 <0) 
averageval=(averageval+(yval1*-1))/2; 

else 
averageval=( averageval+yval1 )12; 

} 

if (printout) 
fprintf(fpout, "'%e\n",yvall); 

fprintf(fpout 1, "%e\n" ,yval1 ); 

1• printf("period=o/oe\n",bperiod); */ 

} 

c++; 
yvalO=yval1; 
} 

float interpolate(float •wave,float speriod,double slime) 
{ 
long index l,index2; 
float m,c,y; 

index I =(int)(slimelsperiod); 
index2=indexl + 1; 

m=(wave[index2]-wave[index1])/speriod; 
c=wave[index1]-(m*index1*speriod); 

y=(m*stime)+c; 

1• printf("sample time=o/oe\n" ,slime); 
printf("l st=%ld\tval =o/oe\t2nd=%ld\tval=o/oe\n" ,index I, wave[ index 1] ,index2, wave[ index2] ); 
printf("m=o/oe\tc="/oe\tnew value="/oe\n", m,c,y); 
getchO; */ 
retum(y); 
} 

191 



Adaptive Equaliser 

, ........................................................................... . 
• NAME : ADAPTEQ.C 
• AUiliOR: N.DARRAGH 
• DATE: 12th Aprill994 • 

• 
• 

............................................................................. , 
#include <stdio.h> 
#include <math.h> 
#include <stdlib.h> 
#include <malloc.h> 

main(int argc, char *argvD) 
{ 
FILE *fpinl, *fpin2, *fpout; 
int contl,cont2; 
int count=O; 
char asciivalue[80]; 
char asciivaluel [80]; 
float *tapreg, •weights,sum,error; 
int numtaps; 
float mu; 
int c; 
float trainval,dataval; 

if (argc!=6) 
{ 
printf("Usage - ADAPTEQ <Training file> <Data file> <output file> <No Taps> <Mu>\n"); 
exit( I); 
} 

if (!(fpinl =fopen(argv[I], "r"))) 
{ 
printf("Error: Could not open training samples file- o/.s\n",argv[l]); 
exit( I); 
} 

if (!(fpin2=fopen(argv[2], "r"))) 
{ 
printf("Error : Could not open data file- o/.s\n",argv£2]); 
exit(l); 
} 

if (!(fpout=fopen(argv[3], "w"))) 
{ 
printf("Error : Could not open destination file - o/.s\n ",argv[3]); 
exit( I); 
} 

sscanf(argv[ 4], "%d" ,&numtaps); 
sscanf(argv(5], "%f' ,&mu); 

if (!(weights=malloc(sizeof(float) • numtaps))) 
{ 
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printf("Not enough memory to generate taps\n"); 
exit( I); 
} 

if (!(tapreg=malloc(sizeof(Ooat) * numtaps))) 
{ 
printf("Not enough memory to generate tapregs\n"); 
exit(l); 
} 

for (c9>;c<numtaps;c++) 
{ 
tapreg[c]=O; 
weights[c]=O; 
} 

printf("Symbol No:\n"); 

do { 
if (count>=numtaps/2) 

{ 

else 

cont I =fscanf(fpini, "o/.s" ,asciivalue); 
sscanf( asciivalue, "%f" ,&trainval); 
} 

{ 
trainval =0; 
conti=O; 
} 

cont2=fscanf(fpin2, "o/.s" ,a.sciivalue I); 
sscanf( asciivalue I, "%f" ,&dataval); 

if (conti>=O && cont2>=0) 
{ 

I* printf("%d\t"/oe\t%e\n",count,trainval,dataval); *I 
for (c=numtaps-l;c>O;c-) 

tapreg[c]=tapreg[c-1); 
tapreg[O]~taval; 

sum=O; 
for (c9>;c<numtaps;c++) 

{ 
sum+=(tapreg[c] * weights[c]); 

I* printf("tap=o/od\tvalue=o/oe\tweight="/oe\n" ,c,tapreg[c ], weights[c ]); *I 
} 

error=trainval-sum; 

for (c9>;c<numtaps;c++) 
weights[c)+=(2 * mu *error* tapreg[c]); 

fprintf(fpout, "o/oe\n",sum); 
I* printf("sample=%d\toutput="/oe\terror="/oe\n" ,count,sum,error); *I 

count++; 
printf("\r"/od ",count); 
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} 

} while (contl>9l && cont2>=0); 

printf("\n "); 
fclose(fpinl); 
fclose(fpin2); 
fclose(fpout); 

printf("\n\n• DONE •\n"); 

} 
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Viterbi Detector 

, .........................•.................................................. 
• NAME: VITERBI.C • 
• AUTHOR : N.DARRAGH • 
• DATE :6th April 1994 • • ............................................................................. , 
#include <stdio.h> 
#include <math.h> 
#include <stdhb.h> 
#include <floath> 
#include <graph.h> 
#include <pgchart.h> 

char YJstring[lOO], Y2string[ lOO],Ylstring[ 100], YOstring[ lOO]; 
char Y3stringold[lOO],Y2stringold[lOO],Ylstringold[lOO],YOstringold[lOO]; 

main(int argc, char •argv[]) 
{ 
Fll.E *fpin, •fpout; 
float •wave; 
int c,count,nurn_samples; 
char asciivalue[80]; 
int cont; 
float value; 
float YJ,Y2,Yl,YO,Y3old, Y2old, Ylold, YOold; 
float errorO,errorl,erronnl; 
int e,f; 
int word,power; 
int g=O; 

if (argc!=J) 
{ 
printf("Usage- VITERBI <inp file> <out file>\n"); 
exit(l); 
} 

if (!(fpin=fopen(argv[l], "r"))) 
{ 
printf("Error : Could not open source file - o/.s\n • ,argv[l ]); 
exit(l); 
} 

if (!(fpout=fopen(argv[2], "w"))) 
{ 
printf("Error : Could not open destination file - o/.s\n" ,argv[2]); 
exit(l); 
} 

printf("Counting samples in source file."); 

count=O; 
do { 
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cont=fscanf(fpin, "o/.s" ,asciivalue); 

if (asciivalue[O)=';') 
{ 
do { /* strip out comments */ 

cont=fscanf(fpin, "%c",asciivalue); 
} while (cont>=O && asciivalue[0]!=10); 

else 
} 

{ 
if (cont>=O) 

count++; 

if (!div(count,1000).rem) 
printf("."); 
} 

} while (cont>=O); 

fclose(fpin); 

printf("\nNo. of source file samples : %d\n",count); 

num _ samples=count; 

if (!(wave=malloc(sizeof(float) • (count+ 1)))) 
{ 
printf("\nERROR: Not enough memory to generate waveform\n"); 
exit( I); 
} 

fpin=fopen(argv[ 1 ], "r"); 

printf("Reading source file values."); 

count=O; 

do { 
cont=fscanf(fpin, "o/.s" ,asciivalue ); 

if (!div( count, 1 OOO).rem) 
printf("."); 

if (asciivalue[O]=';') 
{ 
do { /* strip out comments */ 

else 

cont=fscanf(fpin, "%c" ,asciivalue); 
fprintf(fpout, "o/oe" ,asciivalue[O ]); 
} while (cont>=O && asciivalue[0]!=10); 

} 

{ 
if ( cont>=O) 

{ 
sscanf(asciivalue, "%!",&value); 
wave[count]=value; 
count++; 
} 
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} 
} while (cont>=O && count<nurn_sarnples); 

fclose(fpin); 

printf("\n\n"); 

Y3old=Y2old=Ylold=Y0old=O; 

e=O· 
' 

word=O; 
power=256; 
for (c=O;c<num_sarnples;c++) 

{ 
error0=pow(wave[c),2); 
error! =pow( 1-wave[c ),2); 
errorml =pow( -l-wave[c),2); 

Y3=(Y3old+error0 < Ylold+errorl)? Y3old+error0: Ylold+errorl; 
Y2=(Y3old+errorml < Ylold+errorO)? Y3old+errorml : Ylold+errorO; 
Yl={Y2old+error0 < YOold+errorl)? Y2old+error0: YOold+errorl; 
YO=(Y2old+errorrnl < YOold+errorO)? Y2old+errorrnl : YOold+errorO; 

if (Y3old+error0 < Ylold+errorl) 
{ 

else 

memcpy(Y3string+ I ,Y3stringold,e); 
Y3string[O)=O; 
} 

{ 
memcpy(Y3string+ l,Yl stringold,e); 
Y3string[O)= I; 
} 

if (Y3old+errorrnl < Yiold+errorO) 
{ 

else 

memcpy(Y2string+ l,Y3stringold,e); 
Y2string[O)=-I; 
} 

{ 
memcpy(Y2string+ I, Yistringold,e); 
Y2string[O)=O; 
} 

if(Y2old+error0 < YOold+errorl) 

else 

{ 
memcpy(Ylstring+I,Y2stringold,e); 
Ylstring[O)=O; 
} 

{ 
memcpy(Yl string+ 1, YOstringold,e); 
Y lstring[O)= I; 
} 

if(Y2old+errorrnl < YOold+errorO) 

197 



else 

{ 
memcpy(YOstring+ I, Y2stringold,e); 
YOstring[O )=-I ; 
} 

{ 
memcpy(YOstring+ I, YOstringold,e); 
YOstring[O)=O; 
} 

if(e>99) 
exit(l); 

while ((Y3string(e] Y2string[e]) && (Y2string[e] Yistring[e]) && (Yistring[e]-YOstring[e]) && 
e>=O) 

} 

e++· 
' 

{ 
if (Y3string[e]) 

word+--power, 
power/=2; 
if (power< I) 

{ 
fprintf(fpout, "o/o03x ",word); 
word=O; 
power=256; 
g++; 
if (!div(g, 16).rem) 

fprintf(fpout, "\n"); 
} 

e-· 
' 

}; 

memcpy(Y3stringold, Y3string,e); 
memcpy(Y2stringold, Y2string,e); 
memcpy(Yistringold, Yistring,e); 
memcpy(YOstringold, YOstring,e); 

Y3old=Y3; 
Y2old=Y2; 
Yiold=Yl; 
YOold=YO; 
} 
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Appendix E 

Background Theory 
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The Theory of Non-linear Dibit Response Extraction Using 
Pseudo-Random Binary Sequences 

The linear time domain response of the magnetic recording channel is given by, 

V(t)= L~(at+1 -at)h(t-kT) (1) 
k 

where h(t) is the time domain respone of the channel to an isolated transition centred at 
t=O, T is the length of the bit cell and ak is the magenisation level in the kth cell where ak 
E {-1,1}. 

Hence an isolated transition response is characterised by the input sequence, 

a={ ..... ,-1,1, ..... }, 

and a dibit (NRZ 1) response is described by the input sequence, 

a= { ..... , -1, 1,-1, ..... }. 

Case (a)- Non-linear Overwrite bit-shift. 

The first non-linear effect in the magnetic recording process is where the existing 
magnetisation of the media affects the writing field of the head causing transitions written 
against the sense magnetisation of the media to be shifted later and those in the same sense 
not to be. 

This may be expressed as, 

v(t) = L ~(ak+ 1 -at)h(t -kT- ~&0 + ~ &0 (at+I -at)) 
k 

(2) 

where the h( ... ) term includes an additional time shift, EQ, which is present for transitions in 
the { 1,-1} sense and not for the { -1, I} sense. 

h may be expanded as a Taylor series of the form, 

c2 c" 
f(x +c)= f(x) +cj'(x) +-j"(x)+ ..... +-!" (x) 

2! n! 

such that f(x) = h(t-KT-lheo) and c = V4Eo(ak+l- ak) and limiting to only the first 2 
coefficients, 

(3) 

Then substituting back into (2), 

200 



v(t) = L ?Hat+ I -ak )[h(t- kT- ,!1' &0 ) + ){ &0 (ak+l -ak )h'(t- kT- ,!1' &0 )] (4) 
k 

and noting that the first term in[ ... ] of(4) multiplied by the summation term is v(t-Yzeo) 
then, 

v(t)= v(t- ,!1'&0 )+ ){&0 LJ1'(ak+1 -ak)2h'(t-kT- ,!1'&0 ) (5) 
k 

which yields. 

v(t) = v(t- ,!1' &0 ) + Ys &0 L (a;+ I - 2ak+1at +a;)h'(t- kT- ,!1' &0 ) (6) 
k 

The terms ak+I2 and ak2 are always equal to I and therefore introduce two terms ofh'( .. ) 
periodic at the clock frequency, the summation of each will be infinite. However, the finite 
difference aproximation to h' yields, 

Lh'(t -kT- ,!1' &0 ) 

k 

Therefore, 

.., L h(t- (k- ]1')T- ,!1' &0 ) -h(t- (k + ]1')T- ,!1' &0 ) 

t T 

= 
h( +oo)- h( -oo) 

T 
= 0 

v(t) = v(t- ,!1' &0 )- ){ &0 Latak+1h' (t- kT- ,!1' &0 ) 

k 

(7) 

If the ak's form a pseudorandom sequence oflength N, the 'shift-and-add' property states 
that, 

i.e., a maximal length PRBS multiplied by a shifted version of itself (by p bits) produces the 
same sequence again shifted by M to the original sequence. 

Let akak-1 = ak+MO' then, 

v(t) = v(t- &0 )- ){ &0 Lat+M0h'(t- KT- ,!1' &0 ) (8) 
k 

Using a linear difference approximation to h' we have, 

and by noting that, 
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we can re-write the summation indices to yield an expression for v(t) in terms of time 
shifted versions of itself: via, 

(10) 

which reduces to, 

(11) 

Hence, the distorted output waveform comprises a net (late) shift of the original waveform, 
v(t) by \-'2&0 and an echo ofv(t) at position (Mo-Yl) bit periods early. 

Therefore, the magnitude of the shift may be determined from, 

V " - 2T p-p echo <>o-
vp-p main pulse 

(12) 

The net (late) shift arises because half of the transitions will be written against the sense of 
the media magnetisation (causing the shift) and halfwill not be (which yields zero shift). 

Case (b)- Adjacent Transition Non-linear Bit-shift 

This is the non-linear bit shift caused by adjacently written transitions. The second 
transition is shifted towards the first by an amount e I. The input sequence is a= { ... -1, 1,-
1, .... } and an analysis similar to the above method yields, 

(13) 

There are two echoes produced, one with a time shift of I. 5 bits later than the main 
dipulse, the second term in (13), and one (M t·l-'2) bits early, the third term in (13). 

Once again, the ratio of either of the echo amplitudes to the main puse yields the bit shift, 

(14) 

The echo 1.5 bits later than the main pulse will be distorted by the main pulse itself since it 
is generally wider than I bit. Therefore, for analysis purposes the (M t·lh) echo is used. 
This time the net shift is early, since the second transition is pulled towards the first. 

Case (c)- Adjacent transition-but-one non-linear bit shift. 
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This is a similar case to that of (b) except that the distance between the transitions is two 
bit periods. However, the direction of the bit shift depends on the directions of the two 
transitions under consideration; earlier for opposites (no intervening transitions between 
the two) and later for transitions in the same direction (where there is a transition recorded 
between the two). 

Analysis similar to the previous two cases yields, 

e e 
v{t)"" v(t)-~-2 v(t-% 1) + ~-2 v(t-% 1) 

T T (15) 
e e 

+ ~-2 v(t+(M1 - ~)1)- ~-2 v(t+(M2 - ~1) 
T T 

Hence, there are echoes at 1.5 and 2.5 bits late and {MJ-Y:z) and (M2-Y:z) bits early. The 
first and third are essentially as those produced by case (b). The second and third are 
additional echoes. There is no net shift in the main reponse since I quarter of the 
transitions are shifted early, one quarter late and one halfunnaffected. 
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Fourier Analysis and the Fourier Transform 

Any real periodic waveform may be represented by an infinite summation of sinusoids 
scaled in both amplitude and phase and at frequencies which are integer multiples of the 
fundamental frequency of the function, viz, 

(I) 

where ak is the amplitude of the kth frequency component and cl>k is its phase, and, T is 
the fundamental period of the waveform .v(t). This is the Fourier Series and the amplitudes 
of the Fourier series components (the ak's) describe the discrete voltage spectrum of the 
signal v(t). 

The Fourier series in this form is only useful for describing real, power signals. In order to 
represent complex functions, a more general periodic function, the complex exponential 
may be used where, 

ei2
11fl = cos21ift + j sin 2;ift 

e-i2
m =cos2;ift- jsin21ift 

and where therefore the exponential Fourier series is given by, 

v(t) = ~ak/2""'/r 
.t=-co 

I J~ -j2nlrr h 
at =- :

1 
v(t)e r dt 

T -~2 
(2) 

By considering I cycle of the waveform and extending the fundamental period, T, to 
infinity we can deduce the series for a finite duration time function. 

as T ~oo, Iff ~df and kff ~f, therefore, 

(3) 

This is the Fourier Integral and the[ .. ] term is the Fourier Transform which yields the 
voltage spectral density, V(f), 
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V(f)= Cv(t)e-j2 J9'l dt Volts/Hz (4) 

Parsevals theorem states that the energy, E, contained in the signal is given by, 

E = [..,iv(t)l
2 

dt = [..,lv{f)l
2 

df joules (5) 

Note that a finite duration signal contains finite energy and the voltage spectral density, 
V(f) is continuous. 

The Fourier Transform may only be extended to power signals (with infinite energy) by 
means of devious mathematics (in order to meet the Dirichlet conditions). It can be shown 
that by multiplying the the power signal, v(t), by a convergence factor, g(t), where, 

g(t) 1im e-airl 
a~O 

the Power Spectral Density, S(f), is given by, 

S{f) = lim IVU)I
2 

df 
T~oo T 

watts/Hz (6) 

where V(f) is the Fourier Transform ofv(t) for-T/2 :s; t :s; T/2. Then Parsevals theorem for 
power signals, offundamental period T, is, 

P = lim ~ J_;/lv(t)l
2 

dt = ( S{f) df 
T ~ oo /2 _.., 

(7) 

i.e. whereas the integral of the Energy Spectral Density of an energy signal yields the total 
signal energy, the integral of the Power Spectral Density of a power signal yields the total 
signal power. 
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n 

5 

6 

7 

Generation of Maximal Length Pseudorandom Binary 
Sequences Using Feedback Shift Regsiters 

l4----------------------------------__j 

Cn Cn-l····Ctl n Cn Cn-l····Ct 1 n C0 Cn-l····Ctl 

100101 7 11100101 9 1000110011 
101001 11101111 1001011001 
101111 11110001 1001011111 
110111 11110111 1001101001 
111011 11111101 
111101 10 10000001001 

8 100011101 100000 11011 
1000011 100101011 10000100111 
1011011 100101101 10000101101 
1100001 101001101 10001100101 
1100111 101011111 10001101111 
1101101 101100011 10010000001 
1110011 101100101 10010001011 

101101001 
10000011 101110001 11 100000000101 
10001001 110000111 12 101 0000000 Ill 
10001111 110001101 13 11000000000111 
10010001 110101001 14 101000000000111 
10011101 111000011 15 1000000000000111 
10100111 111001111 
10101011 111100111 
10111001 111110101 
10111111 
11000001 9 1000010001 
11001011 1000011011 
11010011 1000100001 
11010101 1000101101 
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