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From Fige 246 it is clear that the total storage (exoluding any buffer

register) can be written as
E = fZ(n-c)

and since each coding stage represents a comparator and difference amplifier

the total equipment is

E = nc +(n-1)(deb) + 762__(,.-9 (2-9)
én -4 4.‘22'(,,..‘) uc

122 uc (n=9)

Referring to eqne (2.12) it is clear that this encoder is inferior to a
hybrid encoder having the same resolution and a similar conclusion was arrived

at by PRARCE and MAYS,

243e1 PROGRAMMED ENCODER

The basic programmed encoder used by JOHANNESEN26 is shown in
Fige 247 and the name derives from the fact that the sequence of operations
is 'programmed! by the timing systems Initially the MSD of the store is set
to 1 and this is deocoded to give Vr = VFS/Z. Supposing Vi<Vr, +the oomparator
gives a reset pulse to correct the store and the ngxt MSD is then set to 1

by the timing system to give Vr - VFS/4, and s0 on. The process is illustrated

below for a 3—digit worde
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The encoder speed depends upon the propagation delay around the
loop and therefore upon the number and type of loop operations. The number

of sequential unit operations per sample period is given by

N\: ﬂ(-F+3+C+?/)

10 n

uo

2 20

Comparing eqne (2.15) with eqne (2420) provides quantitative support for the

view of JOEANNESEN and other359 that the programmed encoder is probably slower

than the non-programmed encoder. Although JOHANNESEN intended his encoder for

television he did not implement a sample and hold circuit and so he could not

encode video signals. However, allowance was made for the acquisition time of

a sample and hold ocirocuit since for a 12,3MHZ sampling rate the actual

enooding time was 63ns, For B-digit encoding this corresponds to only

-0.8ns/uo and subnanosecond logic is mandatory. JOHANNESEN used hot carrier

diodes, SRD's, uhf transistors and a tunnel diode ocomparator in simple and

miniaturised cirocuitry. Nevertheless, his implementation was for only T-digits

and only 6—digit resolution is claimed for the practical encoder.

Neglecting any clock generation equipment as in previous estimates

the complexity can be expressed as

E = C+¢]/+"('F+3) = 35n+2

uc

.20
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Thia indicates that the programmed encoder has about the same complexity as
the non-programmed encoder and again provides quantatative support for
JOHANNESEN's view that the programmed encoder is considerably simpler than the

folding encoder (eqne (2+5))e

2e4 CCUNTING ENCODERS

Counting is fundamental to the operation of many types of encoder
and this generally results in encoders of extremely low if not minimal

complexity. However, some of these encoders such as those of BOUTMY61 and

62 63

INGRAM = and that of McNEILLY * are based upon exponential rather than ramp

waveforms and 80 give non—linear quantization which is not suitable for the
appliocation under considerationes Furthermore, the elementary ocounting
encoders that use ramp waveforms, such as the voltage to frequency encoder,
the pulse width modulator encoder64 and the counter ramp encoder all scan

the code raster a level at a itime and so are prohibitively slow for video

applications.

To illustrate, consider an elementary counter ramp encoder
comprising AND gate, synchronous counter, decoder and comparator in a

closed loopes Then
E = 3+6 +9 +C = 25n+3 ve (2.22)

N = (ln-)(g +6+1, +c) = H(.‘Z"-l) vo (z-z;)

(the delay through the counter is generally determined by a gate ocascaded
with a bistable and so the counter is assigned 3uo). Clearly the advantage
of minimal complexity is offset by the unrealistio oircuit speeds requ;ped,
around 0.02ns/uo for 8-digit video encodinge A counter ramp encoder using a

2-gtep production-line technique is more realistice One poseidility is to
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derive the first n/?’most significant digits during the first sample period and
then thie information is used to derive the remaining n/2 digits during the
second sample period; therefore several samples are processed simultaneously

on a production line basise. Thie gives

N = n(znh’ _|) vo

and for 8-digit video encoding corresponds to about 0.35ns/uo having allowed
for the sample and hold time. This is about twice the circuit speed

attempted by JOHANNESEN and so is regarded as impractical even using a tunnel=-
diode comparator, E.C.L, a synchronous counter and a fast weighted current

decoder,

2,40 THE PULSE WIDTH MODULATOR

It is proposed in this thesis that a counting type video encoder
can be realised by adopting an open loop system such as the elementary pulse
width modulator (P.W.Me) encoder (Fige 248) and by using a 2-step production~

line techniques

Qualitatively the open loop system is more feasihle than the
counter ramp encoder because the count does not have to be decoded before the
next level in the code raster is scanneds This has important practical
implications since the counter specification can be relaxed and readily
available high-speed asynchronous counters can be used, To asseas the P.W.M,
video encoder quantitatively the maximum possible nmumber of sequential unit
operations per sample period must be determined. This is mainly determined by
the maximum possible number of counter bistable operations and is given by the
sum of the distances 'd' between code characters over the complete code raster,
Since a 2-step production—-line technique is envisaged then the counter in

each elemeniary P.H.Me encoder counts to only 2n/2-l. Hence, a reasonable
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estimate of N is ny, :
272y
= . 2.2%
N 2Z(¢l‘) uo (2.24)
icy
For 8-digit video encoding this gives N = 52uo and corresponds io about

1,1ns/uo, allowing for the sample and hold times

A P.W.Ms video encoder using a 2-step production-line technique
requires, in its simplest form, two elementary P.W.Me encodera, a store and
decoder for the first n/2 digits and a one-sample period delaye. Neglecting
the delay (which could be provided by a delay cable) the complexity can be

written as ,
E =2(c+3+6) +9 +nffa = 64+13n/4 uc (2.25)

The complexity is therefore about the same as JOHANNESEN's sequential encoder

(eqne (2421)) for the same resolutione

2.5 SUMMARY

Fige 2,9 summarizes the above analysis for video encoders generating
an 8-digit binary number code, Clearly there is a region of uncertainty around
each point and t. graph is considered to represent the mean ocoordinates for
each system since an attemét has been made to seleot the mean or typical
weighting faotors (Table 2¢l)e A8 an example of the expected spread inm
coordinates, increasing the delay of the voltage comparison operation by
50% (to 928) causes between O and 15% increase in the horiszontal ooordinates.

Such a change does not affect the broad oconolusions set out belows

1, There is a useful trade~off between encoder complexity and cireuit speed
(following an approximately hyperbolio law) and the complexity of existing

video encoders (H,C,A) could probably be reduced by a factor of 3 by




2e

3o

4e
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applying presently available high speed logice

A1l video encoding techniques considered require relatively high speed
logic (compared to MOS logic for example) ranging from about 15ns
propagation delay per gate for system G to about 0.75ns delay per gate
for system Fo DEVEREUX's encoder (H) uses TTL having gate delays of
typically 8ne whilst, in the form described, JOHANNESEN's encoder (r)
requires subnanosecond logic and is probably still unsuitable for 8-digit

video encodinge

Clearly system G is far too complex whilst the hybrid folding encoder of
PEARCE and MAYS (system C) is perhaps only 80% as complex as DEVEREUX's
encoder for the same circuit speed requirementis, EDSON and HENNING's

folding encoder is even less complex although it probably requires faster
logice

Systems E1, D2, and D3 appear, on this analysis, to be signifiocantly less
complex than existing video encoders whilst not requiring circuit speeds
as high as those attempted by JOHANNESEN, However, even for system D2 the
comparator propagation delay must be less than 4 or 5ns and no IC
comparators having this specification were available at the commencement
of this worke Therefore, since 8 discrete component comparators are
required for systems D2 and D3 these systems were rejected in favour of
pystem E1 (which requires only 2 comparators). System El is also more

digital in nature and this is considered an advantagé.
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CHAPTER 3: THE PULSE-WIDTH MODULATCR VIDEC ENCODER

3,0 ENCODING PRINCIPLE AND DESIGN PHI LOSOPHY

It was shown in section 2.4 that the pulse—width modulator could
probably be incorporated inte a 2-step encoding system for video signals and
that this approach offered one of the simplest video encoding schemes
consistent with state of the art cirocuit techniquese The principle of such a
system is illustrated in Fige 3.1; the 4 MSB's of sample n+l are derived
during the same period as the 4 LSB's of sample n and the acquisition time of
the sample and hold gate is then used as a data transfer period during which

time the following sequential operations take place

(a) data corresponding to sample n are readout

(b) the 4 MSB's corresponding to sample n+l are transferred to store

(o) the new data in store are decoded to provide a reference level for
the coding of the 4 LSB's of sample n+l

(d) the A and B counters and A and B comparators are resets

The enooder cycle is repeated by coding the 4 MSB's of sample n+2
similtaneously with the 4 LSB's of sample n+le The conversion rate is
typically ;3-3.106 samples per seoond, which is extremely high for pulse

width modulators, and the conversion delay is typically 150ns,.

A reasonable summary of the design philosophy is shown in Fige 342s
A detailed timing system was evolved before any major cirocuit design commenced
although olearly, the timing had to be related to the capabilities of modern
high-speed components and to the circuit oconcepts used, The oircuit details
could then evolve and minor changes were made to the timing system aa
dictated by the circuite The whole iterative proocess involved much

experimental work,
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An error consciousness was maintained throughout the design and
generally attempts were made to keep voltage errors below 1 quantum (q) -
this is an intuitive figure since it is virtually impossible to assess the
effect of an error at this stage. Ideally of course we could express the

codec output Vo in terms of the input Vi and cirouit parameters X0 ie.0n

v, =f(x“xa’...,xg,\/£) (3.1)

and the effect of single or miltiple error could be deduced from the total
differential dVb. Clearly this analytical approach is intractable and the
above intuitive approach had to suffice until a viable and complete circuit
design had been established. At this point a numerical solution to eqn. (3.1)
18 feasible (chapters 5 and 6)e Finally, technological improvements would
hopefully enable much of the encoder to be realised in integrated oircuit form
and this, together with experimental and computer results, could lead to an

improved encoding system.

3.1 TIMING SYSTEM

With reference to Fige 3.1 an estimate of the clock frequenoy'
required for an n-digit PWM video encoder can be written as
n/2
£ = 2 -1 (3-2)

where tB and ta correspond to the sample period and the sample and hold

acquisition time respectively. Assuming a sampling frequency of exactly 3
times subcarrier frequency (approximately 13.3MHZ) then 1,2 75ns. For this
sampling frequency, acquisition times as large as 25ns have been used for
video enooding?5 and using these values eqne (32) gives £,2 300MAZ, This
is not unreasonable since the fastest IC bistable available at the time of

design had a maximum toggle frequenocy of 325MHZ and this bistable formed the




34

basis for a fast IC asynohronous 4-bit ocounter and a fast IC bi-quinary
counter, However, a somewhat lower olock frequency was selected since it was
considered that the above acquisition time could be reduced significantlye.
Also, the pulse width modulator principle dictates that, for a constant analog
input, a strict time relationship should be maintained between the comparator
output pulse and the clock pulses to the counters In other words the 13,3MHZ
ramp reference waveform to each ocomparator must be phase locked to the olock
and this is best achieved by frequency division from a v.h.f. clock
generator; wsing the above mentioned IC's a suitable division ratio is 20.
The clock frequency was therefore chosen as the 60th harmonic of subocarrier
frequency or about 266MHZ and a phase-look loop was incorporated in order to

lock the clock generator to colour suboarriers

The coding interval spans 15 clock periods so that ta and the data
transfer time must be 5 clock periods or about 18.8nse In fact, 1, is made
somewhat less than {this to allow sampling gate switching transients to

settle and a 15n8 acquisition time was chosen,

Studies of nanosecond pulse generation techniques using step
recovery diodes (SeReDs) showed that it is not too difficult to define pulse
timing and pulse duration to better than lns, This fact together with the
availability of high speed logic (ECL) capable of handling a 266MHZ olook
rate meant that the oritiocal timing system outlined in Fige 3.1 was probably
feasible providing a high-speed analog ocomparator oould be realised. The
oompar;tor is in fact one of the major oirouit problems and the comparator
requirements are briefly considered belowe Firstly, the comparator propagation
delay should be less than ome clock period (nominally 3.76ns) implying at the
outset that the comparator should be Hidebénd and relatively simple, In this
respect the work of SCHINDLER41 and JOHANNESEN26 indicated that the comparator

might be realised using a wideband differential amplifier working in conjunction
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with a tunnel diode monostable or bistable, Secondly, the oomparator output
transition should not span more than one clock period and ideally the
transition time should be significantly less than this to ensure that the
corresponding gate can disoriminate between two adjacent oclock pulses, Thirdly,
in the conventional pulse-width modulator the comparator output pulse width
is continuously variablee This means that a comparator transition could ocour
simltaneously with the leading edge of a clock pulse at the gate and since
the clook waveform is almost sinusoidal the gate operation ocould be ambiguous
(due to noise or pulse jitter). Greater noise immunity oould be achieved by
further reducing the transition time although the effact of both noise and
pulse jitter could be minimised if the transition always ocours between two
clock pulses i.e. at a oloock 04 To achieve this condition it is neceasary to
lock the comparator triggering to the clock and this ocan be done by adding
interrogation pulses (at olock_frequency) to each ramp reference signal, A

consequence of this of course is that the comparator pulse width is quantized.

The foregoing ideas can now be formilated into a detailed timing
system a8 shown in Figse 3¢3) and 3.4. The rise and fall times are idealised
but the propagation delays through the various cirouit elements are estimates
from caloulation or from device data e.ge it was estimated that the delay of
a tunnel-diode comparator should be significantly less than one clock period
and a half oloock period delay is assumed in Fige 3«3+ The most oritical timing
occurs at readout and transfer; the state of the B-counter is sampled by the
readout pulse as soon as possible after a 1111 count (the worst case) and
allowing for the counter bistable delay and a small margin for timing error it
follows that this pulse should ocour at approximately t = +3n8 wer.t. the
rising edge of the sampling pulse. The transfer pulse is advanced as far as
possible in order to give maximum decoder settling time and so it ocours only

several nanoseconds after the readout pulse, Considering the reset pulses, the
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comparator reset must occur after the ramp has been reset to avoid premature
comparator triggering and the counter reset should not be less than about

4+45n8 heaede to ensure correct resetting. Apart from these requirements the
timing of the reset pulses is not very critical since the clock pulses are
inhibited during the data transfer periode A further reason for inhibiting

the olock pulses is to avoid ocoding error i.es it is possible that the 16th
interrogation pulse will just fail to trigger the comparator due to noise or

an analog voltage errore. The effect is most likely to ocour for the Becomparator
in whioh case, if a 16th clock pulse was present it could reset or partially

reset the B-counter before readout was completed.

Each oounter is therefore stopped, examined, and reset although as
CAT‘I!ERMOLE51 points out this is not an essential procedure for the P.W.M.
encodere In principle the counters can be left running (so that no reset pulse
is required) providing the state of each ocounter is rapidly sampled at the time
of a comparator transition. However, this system cannot be applied if a sample
and hold gate is used or if the maximum counter propagation delay is longer
than one clock period (the latter criterion is violated in the proposed

encoder, particularly for a 0111 to 1000 transition).

So far it has been assumed that the clock is locked to suboarrier
frequency tut this is not mandatory for 8-bit enooding, especially if dither
is used., Any idea of how far fé can deviate from the locked value fco (266MHzZ)
can be obtained as follows. Assume that a ramp, generated from a constant
current source I and capacitor C, is applied to a comparator and that the other
comparator input is v, e The number of gated olock pulses in a simple pulse-

width modulator is then

N=(—I'-Z)-E Vi
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For a fixed full scale input a specifio code word must correepond to a

. specifio vy and I must be adjusted to compensate for variations in fo' If the
full soale input is allowed to vary then there seems no real compulsion to
vary I and in either case there seems no limit on fo variations. However,
limits are imposed if we stipulate that there must always be a complete code
raster or 15 counts per sample periode Assuming a fixed sample period then
this period should correspond to between 1l4.5 and 15.5 clock periods i.e,

4-5 < -'EF:'; < 15-5

s co s

257 & f < 215 mua

In the proposed system the sample period is related to f° by a faoctor 20 so
the mumber of pulses per sample period tends to be constant and the above
limits are relaxeds Allowing for the fixed inhibit pulse duration (5/fco) then
the time for N clock pulses is 20/fo - 5/foo and

s g(20-5) ¢ 185
r3 (,cc £)< £

239 < ' & 293 muz

Summarizing, it seems probable that considerable variation in fo can be
tolerated, especially since the relative timing and duration of the readout,
transfer and reset pulses is determined by the oircuit and therefore should be
invariant with fc. Striotly though, the ramp amplitudes should be adjusted to
cémpensate for variations in fo if the enocoder is to have a constant full=-

scale input,

32 CODING EXAMPLE

The sampled and held video at eaoh comparator is designed to be
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negative going (symos positive) within the range +3V to +6V and this means
that the quantum interval, q, is 1ll«TmV (a compromise between the noise
problems associated with a small quantum interval and the power dissipation
problems associated with a large quantum interval), It follows that a 3V
ramp is required for coding the 4 MSB's and a 3/16V ramp is required for the
LSB's and Fige 3¢5 shows the reference levels defined by linearly adding the
interrogation pulses to each ramp, To illustrate the ocoding principle we
agsume that bright picture elements are being sampled, each corresponding to
+3,08V at the comparator inputse. Referring to Fige 3e¢3 it will be seen that
the A—comparator does not trigger until the 161"h interrogation pulse so that
all 15 clock pulses are oountedes A few nanoseconds later the count 1111 is

stored and the contents of the store are decoded to provide a reference level

vrb for coding the 4 LSB's, For an n-bit, 2-step encoder the generalised
form of V_, is
rb nlz
V - - Z ( ;‘—b - £ ¢
(=1

where n is an even integer, Vo represents an adjustable de level and Vfg
represents the quantizing range. Coefficients e, are either 1 or O
depending upon the 4 MSB's and x is an integer in the range 0 to 16. In the
example, the +3,08V sample gives the full-scale decoder output such that
Vrb(o) i8 4341875V as shown in Fige 3¢5« This leaves 107.5mV to be coded,
corresponding to 9.18q or 1001, so the B~comparator triggers on the 10th
interrogation pulse and only 9 clock pulses are gated to the B-counter.

The samples are finally readout as 11111001,

343 CIRCUIT DESIGN ASPECTS

A schematio of the prototype encoding system is shown in Fige 3.7

end for disoussion purposes it is convenient to divide it into analog, clock,
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timing and coding seotions,

31.,3,0 ANALOG SECTION

This section must incorporate a linear amplifier, a sample and hold
circuit, a line frequency clamp and a 1 sample period delay and preferably all
these functions should be such that they ocould be put into IC forme In this
reapect the delay would seem best realized by some form of electronic analog
delay such as a bucket brigade or charge coupled device as illustrated in
Fige 346 but unfortunately, at the time of design these devices were limited
by poor charge transfer efficiency for clock frequencies above a few MHZBO and
80 some other delay mechan?sm had to be soughte A high ZO delay cable could be
used (typiocally the delay is 140ns/m for Z = 950Q) but this is bulky and also
has the disadvantages that cable attemuation tends to increase with Zo and if
the sampling frequency were changed it would be necessary to change the delay
cable, An alternative approach to the problem is illustrated in Fig. 3.7 and
clearly this has the possibility of being integrated. The delay is achieved by
ueing a dual sample and hold gate and a fast analog switch and by making a small
modification to the timing system as shown in Fige. 3.8. Essentially, the charge
on one sample gate is held over for a second sample period so that it can be

switched rapidly to the B-comparator for the encoding of the 4 LSB's. The total

hold time is therefore 2tB - ta'

OCne of the fundamental problems in the encoding of wideband signals
is that the encoder output -code, D(nts) corresponding to a sample at t = nt_
could differ considerably from the code corresponding to the actual input

voltage sample vi(nta). Mathematiocally
D(nt;) «—p Vilats) + e

where ‘e’ 18 an error véltage. Sample and hold errors are one of the main reasons




Figs 3+9 isampling waveforms

Flge 3410: illuetrating uncertainty in the sampling instart

\{

e e
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causing this discrepancy and some design aspects of this problem are

considered below,

Each sample gate is conventionalj it uses a Shottky diode matched
quad driven from a balanced pulse transformer in order {0 minimise charge
transfer from the drive pulse to the hold capacitor C, and a MOSFET buffer
amplifier is used to minimise charge leakage during the hold periodes The
major leakage will then be due to the sampling gate leakage current Ig
(typically 100nA) and if the capacitor voltage is to be held constant to within

q/10 over the hold period then

c > 1o g Ig(lts'ta)

Taking q = 1l.TmV gives C 2 11,5pF approximately. An upper bound to C can be
obtained by considering the sampling waveforms in Fige 3.9(&). Here the

following simplifying assumptions have been made:

l. the analog input vi(t) increases linearly with time over the aoquisition
reriod.

2¢ the effects of any parasitio series inductance and any leakage paths
are negligible,

Je the gate switching is ideal i.e. the gate turns on and off instantaneously.

It follows that
-tler ‘
Vo(t) = Vi)~ (v, ~xcr)e ~ucr s s, (0%t 2ty
(3'4)

where B, is the previous sample amplitude, r is the total series resistance,

and & is the slew-rate of vi(t) for 0% t@t e It is reasonadble to require that

('va -oC (‘) e tYer < %/2 {the maximum quantizing error)
N A 4 Ea approximately
¢9r

Using typical values ('tal = 15n8, r = 20Q) gives C € 109pF. It is interesting to

note that the steady-state error acr is not important since it corresponds to a
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fixed perturbation cr in the sampling inatant as shown in Fige 3.9(b)e What
is detrimental is a random perturbation in the sample instant (t = ta) due
to sample pulse jitter or due to a finite slew rate in the gate drive current
and the total uncertainty in the sample instant is termed the aperture time,
We will assume pulse jitter to be negligible and calculate the required slew
rate for satisfactory broadcast performance. Referring to Fige 3410, the

following assumptions have been made:

le the analog input is linear over the small time interval considered (a
few nanoseconds) and the gate drive current decreases linearly with
times

2¢ the circuit has reached steady state such that the charging current is
@c at t = ta.

3¢ the diodes have an ideal forward charaoteristio and turn off immediately

the forward current drops to zero (1020 negligible charge storage).

For a oconstant input signal (e(= 0) the diodes cut—off at t = tf

but if & is finite the effective sampling point is Q since diocdes D' and D3

out off when IF = C (the gate is assumed to open at this point altbhough this
is only strictly true if it is driven from a high impedance gource )s The

time uncertainty or aperture time is

At(x) = uc(t; ‘ta)/ T‘I‘.'F (35)

and the aperture error (i.es the voltage error arising from thé finite rate

of change of both IF and the analog input) is

en = ofc(tg-ta)/ 1, (7:6)

Assuming e, has a uniform pedefes in the range 0 to ‘e\a
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e.
ex = | Pre.y et d(en)
0
= el/3
] & z
" s[ Fr et ]
]

A reasonable criterion ia that the r.mess aperture error should be less than
the romese quantizing error i.e.

1
x c(t‘_.-t,) < V‘_,_.,_

v 3, 2" hz

Taking au VFSufm vhere fm is the maximum video frequency gives a lower bound

for the current slew—rate S

s > 2™V, (rf.)'c (3-7)

and letting VFS = 3V, C = 50pF, fm w 5,5MHZ and n = 8 gives a minimum slew-
rate of 2-3.107A/s. If, for example, t, - t, = 2n8 then f} > 46mk and the
corresponding aperture time is 225ps (eqne (345))s This shows that a
relatively high drive current is required to minimise aperture error and a

similar conclusion has been reached by PEARCE and MﬁYSSgo

Each sampling pulse generator (Fige 3.7) was designed to generate
current pulses of this order and each pulse is of 15n8 duration with rise and
fall times of a few nanoseconds, Also, the two sampling pulses mst occur
alternately at intervals of one sample period and any errér in the relative
timing of these pulses must be of the order of lns, or less (see chapter 6).

These requirements can be met by the S.R.De pulse shaping network shown in
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Fige 3elle This type of network is analysed in section 3.3.2 for the generation

of the inhibit pulse and a qualitative description suffices here, The falling

edge of the square wave at T82 collector depletes Dl of stored charge and D1
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Fige 3¢11: video amplifier and sampling circuits

'steps! off giving a rapid negative transition at T81 base, After a delay

determined by the stored charge in Dz, a positive transition occurs as D2

*Ily
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'steps' off and T8l base potential rises to approximately OV. Both diodes are

turned on again by the rising edge of the square wave at T82 colleotor. The

timing and duration of the negative pulse at T8l base is therefore determined

by resistors Rl' R2 respeotivelys Fige 3,12 shows the waveform at T8l base;

the pulse rise and fall times are about 600pe and the positive 0.5V step

(graticule centre) is due to the rising edge of the square wave at T82
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oollectore The ocorresponding sampling pulses at half sampling frequency and

measured across a 100Q load at PT1 secondary are shown in Fige 3e¢13e

The performance of the sample and hold circuit is illustrated in
Fige 3el4; this shows a sampled and held EBU colour bar waveform at T79 emittere.
To simplify the display a fixed phase chrominance and burst signal is shown,
that is, the V-chrominance component is inhibited at the bar—generator to avoid
displaying up to 6 horizontal lines per colour bare Sampling is locked to
subcarrier and under these conditiona the oscillator frequency control (fige
347) enables the sampling phase to be varied as illustrated in the figurae,
Detailed examination of these waveforms revealed a 20mV tilt on some parts of
the held chreminance signale This was attributed to unbalance in the sampling
pulse drive since the tilt could be more than halved by inserting a small

balancing capacitor in the drive circuit (Fige 3.11).

Referring to Figes 3415, the sampled and held video i clamped such
that sync level corresponds to the top of the quantizing range (+6V) and the
clamp capacitor is chosen as 10nF so0 that for (2% line tilt the leakage
ourrent must be « 1Ouke The clamped signal is then switoched and switching must
oocur between the IGth and 1Bt interrogation pulses = a period of only 18ns
and during which time all switohing transients should have decayed to within
oﬁo quantum amplitudes An integrated switch meeting this specification was not
available so that a fast JFET switch was designed. This type of switoch was
chosen in preference to a bipolar switch since it is easier to isolate the
switch control signal from the analog signal and also because a FET has zero .
offset voltages The switching speed depends upon the charge/disoharge rate of
the JFET gate capaoitances so that a device having low input, output and
reverses transfer capaocitance was selected. The switching time is also reduced
by driving the gate directly from a relatively low source impedance (in contrast

to resistor or capacitor gate drive37) although this does have the disadvantage
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3e3el CLOCK SECTION

The VCO should deliver 266MHZ clock pulses at the standard ECL
levels and it should be electronically tunable for use in a phase lock loop,
Amongst the possibilities explored was a h.f. emitter—goupled oscillator
(MC1648) and a CaAs tunnel-diode oscillatore The I.C. was designed for just
such an application but upon test it failed to work above 220MHZ, The tunnel-
diode oscillator has the advantage of simplicity, but it is relatively diffioculs
to tune it eleotronically. The only possibility of tuning it with a 'varicap!

is to vary the rise and fall times by varying the effeotive diode capacitance

CJ, Qefe
€ 2 i (Ve-Vvp)/ %,

te 2 (W -Vve)/ Iy

where Vf is the forward voltage corresponding to Ip and Vv is the valley
voltage corresponding to Iv' Clearly this is not very satisfactory since the
time spent in the relatively constant voltage regions is independent of CJ.

A grounded-base Colpitts oscillator was finally chosen since it is relatively
easy to tune, and it has a larger output swinge Referring to Fige. 3.18, the
osoillator switoches an emitter coupled pair to give the correct logic swing
and the correot logic levels to the frequenoy divider, The D-flipflop has a
maximum toggle frequenoy of 3}50MHZ and the +10 counter 1s a high-speed 4-bit
counter with internal feedbaock tQ glve a bi—quinary function; the output of

this oounter is the nominal 13.3MHZ sampling frequency.

Fige 3418 also shows the interrogation impulse generator; T17 drives
a Se.ReDe impulse generator which is used to switoh current mode switches
T41l, T42 and T43, T44. A useful estimate of the duration of the negative

impulse aoross the load RL ia
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Fige 3.18: VCO, impulse generator and frequency divider

where cVR is the diode depletion capacitance and.b is the damping faotor,

GVR is typiocally 3pF and the impulse duration should be of the order of lns

8o that L218nH, The rise time A of the interrogation pulses at each

comparator is a function of the collector time constant RLcL across which the

pulses are developed but it also depends upon the impulse rise-time trig the

transistor parameters and the switched current, Io' The latter factors are

peldom considered but they have a significant bearing upon the rise time in
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therefores with tsl) but the stored charge is alwayes small in this application

and the effect is negligible,

When Dl steps off the negative pulse applied to the output forces a

reverse current through D2 and the storage time ts2 of this diode defines the

pulse duration, Hence

Qs 2= e,ls 6. > T, Dty
Re
k,, 2 I, R T (3-10)
€o

and precision control of the pulse duration can be achieved by varying R2.

Exaot calculation of Rl and R2 is impossible partly because only
nominal values ole and 72 are availeble, It has also been assumed that each
diode reaoches its steady-state charge Q’F bafore t_he drive signal reverses the
diode current, that is t, »Te. Howe\rerl, in this applioation the maximum
possidls value of tF is about 50ns and Tis typioally 50 = 100ms so that
steady-state is never attainede On this basis eqnss {349) and (3.10) should
yield low values for I, Ig, or high values for R, and R,e On the other hand,
the rieing edge of the drive sigmal e provides a ourrent pulse i{(t) which aids
the forward ourrent IFl and striotly, the charge continuity equation should be

O_N_?n a Tg + ;.(l-) - &l

at T,
Normally the oharge arising from 1(t) will decay to negligidle proportions
with time constant Tl but this i8 not so if tpﬁtl. In short, there is an

effective forward current I(tp) (where I(tF) —0 a8 tF-bw) such that

Wy = [T+ I(tp)][' - e'tﬁlt' ]T. - (3-1)

Eqn. (3411) provides a plausible explanation of the experimental faot that R,
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can be very high or even omitted completely and the pulse generator will still

functioni in the sampling pulse generator Pige 3.11 for example.R1 was raised

to 1,5MQ in order to achieve the required pulse advance.

For the network shown in Fige 3¢23 the output rise and fall times

are given by
y.
2
T 2
t, = [ k., + (22R, C,,) ]
z 2 ',1-
b2 [ by 4 (22 (ReR)Cum)” ]
where tt is the diode transition time and GVR is the depletion ocapacitanocs,
Taking RS - RL = 100Q, ttl < 250ps and cVR]. < 5pF gives 1:1< 600pses A lowar
oapacitance diode was selected for Db such that ttz < 175ps and °vnz < 1,7pF

giving 12 <& 800ps, This type of S.R.Ds network is used for generating the ramp
reset and inhibit pulses, Fige 3424; it is also used to generate the sampling

pulses and Fige 3+12 substantiates the above rise=time calculations,

For shorter duration pulses it is more economiocal to use a single
S.ReDe driving into a shorted transmission line and several examples are
shown in Fige 3+24s In this case a positive going drive signal depletes the
diode of stored oharge and a positive voltage step is then sent down the line
a8 in conventional delay—line pulse generatione The refleoted wave is absorbed
by the éeriea resistance and, as before, the pulse delay can be adjusted by
adjusting the diode forward ourronte Fige 3+24 shows that two lines are
required, a 2ns line for the counter reset pulse and a 1ns line for the
remaining pulses, These are realised using microstrip transmission lines since
they have wide bandwidth, well defined charaoteristic impedance and the delay
is relatively easy to adjuste The oharaoteristio impedance and delay of a
microstrip line have to he defined in terms of an effective dieleotrio

oonstant é;e since the dielectric is not homogeneous. KAUPP46 gives a linear
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approximation valid for most microstrip lines as

e‘.e = 0:475 €, + 0:67

where Er im the relative permittivity of the printed oirouit board dielectric.

The line delay is therefore

iy
T = 33(ovrse, +067)  05/m

The charaoteriatio impedance Zo can be found by transforming from a wire—
over ground line, and, using a transformation provided by SPRINGF‘IELD”,
KAUPP gives

20 o €7 - In[ 5'98 "\
[€,+19]% LTBWHE
where W is the line width, ¢t the line thickness and h is the dieleotrio
thickness, The lines used had a low loss epoxy dieleotrio (Er = 4,5) and the

following dimensions

t = lodmil
W = 50mil approximately
h = 62mil

The corresponding parameters are Z = 7845Q and T = 5.6n8/m so that a 2ns

pulse requires a line about 18om longe These delay lines provide precision
adjustment of the pulse duration whilst the relative timing of the readout,
transfer and comparator reset pulses is achieved by a further delay line in
the emitter of T, (Fige 3424)e. This is a constant—k line of delay t, and

Z, o 100Q, The ocut—off frequency of the line must be suffiociently high to avoid

unacceptable degradation of the output rise=time tr and to this end the mumber
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of seotions required is
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in an unstable system, or complete loss of output or severe coding error.
For example, if the comparator reset pulse is advanced too far (4(+10.2ns
approximately) then an interrogation pulse on the rising part of the ramp
reference waveform re—triggers the comparator and results in a constant
digital output (00000000). Cn the other hand, if the inhibit pulse duration
is in error by several nanoseconds then 16 clock pulses could be gated to the
B—counter thereby resstting the counter, If a ramp signal is being encoded
this results in a notch or 'glitch' in the decoded ramp and the glitch has

an amplitude of 1l6qs Both of these errors were observed during alignment.

In general the timing adjustments are critical although they oould
be simplified by incorporating preset controls into the S.R.Des circuitse.
Also, stabilized power supplies are essential for a stable and repeatable
timing system since-supply variation affeots the charge stored in each
S.ReDs = typically a ¥5% supply variation gives ¥lns timing variation

between certain pulses.

Errors arising from malalignment of the encoder preset controls

are apparent if a ramp signal is enooded and this is illustrated in Fige 4.2,
Figse 4¢2(a)(b) show the effect of malalignment in the B-ramp reference
control upon an encoded, decoded and filtered 625-line composite ramp sigmal
and Figs, 4.2(0)(&) illustrate the effeot of incorrect quantizer gain and
incorreot B-ramp amplitude respectively (the ramp used in the latter
illustrations is a simple, unblanked ramp at approximately 625-line
frequency). Note that malalignment gsnerally results in locked code
charaocters and this leads to missed code characters. The above results are
simply qualitative examples of the type of errors involved and they are
difficult to prediot without resort to numerical analysis. The numerioal
analysies in chapter 6 shows for instance that, contrary to first impressionms,

there must be other, smaller errors present in Figs. 4.2(a)(d) since the
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exaot shape of these waveforms could not be predioted solely by introduoing
a single error into the mumerioal analysis. However, the general shapes and
trends are characteristio of malalignment in the particular encoder controls
citeds Finally, an important practiocal factor is ease of alignment and using
the above approach it is found that alignment of all encoder preset controls

takes only a few minutes,

4.1 MONOCHROME PERFORMANCE

The performance of the aligned codec is illustrated in Fig. 4e3:
Figa 4.3(&) shows the simple unblanked ramp and Fige 4.3(b) shows the
conventional 625=line composite ramp. These figures show that the ocodeo is mostly
monotonic (i.ee the slope of the transfer function is mostly positive) btut
there are still some miased code ocharacters and perfect 8-bit coding cannot
be achieved, The errors are shown in greater detail in Fige 4.3{0) and
they are attributed to the encoder since the decoder alignment is well within
acceptable limits, The amallest steps correspond o 8-bit quantization tut
they are regularly interrupted by errors approximately equivalent to T=bit
or oocasionally 6~bit quantizatione. These larger errors correspond to a
change in one of the four MSB's and they tend to be more significant for the
larger changes in the digital word e.ge. at 01000000, 10000000, and 11000000,

It is well known that 6 and 7-bit quantizing error will be visible
on a pioture monitor if dither is not employede On the other hand, DEVEREUX31
has shown experimentally that for an n=bit oode the effects of quantizing
error can be virtually eliminated by white Gaussian noise at the codeo input

if the input SMR im

SNR 'é 6n + 5 dB (41)

Here the SNR is expressed as peak luminance to rms noise and it is assumed that
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100/0/100/0 oolour bars would just fill the quantizing range. As an example,
the typiocal unweighted SNR for contimuous random noise at the output of a
plumbicon camera channel is 45dB so that this is sufficient to eliminate any
T-bit quantizing errore Extending these results to the residual coding errors
in Fige 4¢3 we conclude that a 45dB SNR should virtually eliminate many of
these errorse. This was verified by adding white Gaussian noise, bandlimited to
S5HMHZ, to the ramp input signal and the improvement can be seen by comparing

Figs. 404 and 4.5.

Spectral analysis of the unfiltered codeo output for a bandlimited
ramp input (Fige 4.6(3)) is of interest since it highlights a problem peculiar
to the encoding system. Assume for example that there is some asymmetry between
the dual analog channels, such as a difference in olamp levels, As far as the
quantizer is oconoerned the sampler appears to be non-ideal such that even for
a constant analog input (betwsen syno pulses) the sampler outputs a rectangular
wave of periodiocity g?- (see Fige 4.6(b))e Alternatively, the same wave will
be obtained if a smalf ws/z oomponent is applied to the input of an ideal
sampler and this model is useful in explaining the generation of unwanted,
inband components when encoding PAL ocolour signals (section 4.2 )e In either
oase, the output of the quantizer clearly contains harmonics of u%/z and in
practioe these could be observed up to 50MHZ, For monochrome signals a olamp
differential is not necessarily detrimental and, in theory if the amplitude of
the rectangular wave is q/é the mumber of quantizing levels is effectively
doubled for glowly changing signala31. In practice however other forms of
asymmetry, such as gain differential and unequal adjacent sampling periods
adversely affected the amplitude of the uh/b component and the above dither

effect would be difficult to achlieve,

Missed code characters and olamp level differential effects can be

described as static errors since they occur even for a static analog input.
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amplitude increases for a change in the timing of the two sampling pulses such
that adjacent sampling intervals are unequal and the amplitude can also be
changed a few decidels by adjusting the gain balance controls Also, the
amplitude goes through 4dB cycles as the video reference is varied. Finally,
white noise was added at the codec input in an attempt to dither out any
agymmetry between channels but this was only marginally successful; the
subharmonic amplitude decreases by only 44B relative to the chrominanoel

oomponents for a 20dB reduction in the input SNR,

Having estahlished the identity of the patterniné in Fige 4411 the
diagonal structure of the pattern is easily explained., For a signal at half
subcarrier frequency there is an odd I/Bth cycle of this oomponenf left each
line (neglecting the 12,5HZ) so that on passing through the luminance channel
of the monitor it is displayed as a diagonal luminance pattern. The mechanism

is very similar to that for the conventional dot pattern,

4¢3 SUMMARY

The codeo performance is encouraging and non-expert obaervers judge
most 625=1ine monochrome piotures passed through the codec as satisfactory.
Since the codsc is a prototype some circuit deficiencies are to be expected
and in particular, slight asymmetry between the two analog channels appears
to be ocausing patterning on colour pictures, Cirouit improvements mset
therefore be made to reduce the asymmetry and improvements must also be made
to eass timing adjustments and to reduce the nﬁmber of missed oode charaoters,
The following chapters are concerned with the type and magnitude of the circuit

improvemenis required and a general circuit design oriterion is developed.
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CHAPTER S5: NUMERICAL ERRCR ANALYSIS

The experimental work has highlighted the need for reducing circuit
errorg and 8o a detailed error analysis is required. We must determine how
mich improvement is required and where it is required and this implies that
gome upper bound must be placed upon the impairment of the codec output
signale If a meaningful upper bound can be defined then itlis conceivable
that bounds can also be defined for circuit errors and it should be possible

to formulate a general circuit design oriterion for a P.W.M. video encodere.

5,0 CODEC ERRORS

The codec can be broadly divided into an analog section and a
digital section and wa can assién errors to each seotions Two examples of
analog errors are discrepancies in gain and clamp level between the two
analog channelse Malalignment, such as error in ramp amplitude or mean level,
and ramp nonlinearity can also be described as analog errors since they arise
from analog rather than digital circuitse Digital errors are those errors
arising from the digital section and in this we can include quantizing error,
binary weighting error in the 4=bit decoder and pulse timing errors Each of
the above errors will cause the output of the codec to differ from the ideal
output = and here the ideal output must be teken as that from a codec with
infinite resolution (n-»o0) in order to define quantizing error, Furthermore,
this difference would be observed even for a static analog input and so the
above errors will be referred to as 'statio' errors as illustrated in Fige. 5.1.
In contrast, aperture errors, aliasing and Sa(x) error in the 8-bit decoder
are all very clearly dependent upon the rate of change of the codec input

gignal and so will be termed 'dynamic' errors.

Parasitic elements can give rise to both dynamic and static error;
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vaA(k) < VoA -vie -(k )mum +oscAsin (wE(k)) € Fhe gy AMPA.RAMPE(k) 5
K=1,2....16

The oscillation frequency is typically 500MHZ and the oscillation amplitude
(typically 1g) is programmed to decay by an order in ts/é. Ramp nonlinearity
is modelled by the variable RAMPE(K) o The nonlinearity is most apparent at
the start of the ramp so that RAMPE increases for KT 3 and linearly
deoreases for K2» 3, In practice the nonlinearity (measured as the maxinum
deviation from a straight line drawn between two fixed end points) is of the

order of 1% of the ramp amplitude,

The binary action of the comparator is defined by the inequality

vrRA(k) < vic(x)

If this is true the comparator is said to have triggered and the value of K
is used in a computed GOTO statement to determine the corresponding 4 MSB's,
Should K = 16 and VRA(K) > VIC(I) then D1 to D4 are set to 1 - signifying the
8ituation in which the A—counter reaches full count but the A-comparator
remains untriggered. This may arise simply because the sample is outsides the

quantizing range but more generally it denotes a static coding error.

At this point the actual encoder applies the next sample to the A=
comparator but ir the program it is more convenient to codes one sample fully
to 8-bits before starting to code the next sample, The next step is therefore

to decode the 4 }MSB's and the decoder output for the I";h sample is
4 L4
vé(r) = G E E;Ddi/2"

i=1

Coefficients E, (ideally unity) account for the binary weighting errors and the
variable CGQ denotes the quantizer'gain'(ideally +3V)e For a particular bit

the percentage error in the decoder output voltage is approximately equal to
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the percentage error in the weighted current so that only the first two

coeffioients El and E2 are of any signifiocances

Note that the perfection of each sample and hold gate is implioit
in the model by defining each sample VI(I) ag a point exactly on the analog
input signal and by using the same sample throughout the two coding intervals,
In other words, each gate acourately follows the analog input {zero
acquisition and zero aperture error) and no capacitor charge transfer occurs
during the hold periods (zero hold error)e Note also that the similated
comparators have (virtually) infinite resolution since the binary decision

is aohieved via digital arithmetic.
To summarize, the similated static errors are as follows:

le error in mean level of A-ramp

2+ error in mean level -of B-ramp

3¢ error in A-ramp amplitude

4e error in B-ramp amplitude

S5e¢ video reference (or olamp level) error

6e olamp level differential between analog channels
Te gain differential between analog channels

8¢ 1linearity and transient errors on each ramp

9¢ binary weighting errors in 4~bit decoder

10, gain error in 4-bit decoder

11, quantizing error

Two other effects can be modelled by suitably modifying the input samples
VI(I)e One effect, which will be termed 'sampling time offset', refers to
possible irregularity in the sampling periode. This oould arise since the
sampling pulses to the two sample gates are generated independently so that

two adjacent sample periods need not be identioal (the measured error was about
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1ns)e To model the effeot upon a PAL signal corresponding to a large, uniform

area of colour the input samples (taken at exactly 3“%0) can be written as

I w 1,2,0eel
vr(z) =V, + Vﬂh[ﬂ‘*k?‘e + (I"')%".T] k = 0, odd

k = 1'1 even

where ﬂs is the sampling phase, de corresponds to the sampling time offset
@ﬁe/hho) and Vo is the luminance level, Similarly, codec input noise can be
simlated by adding a noise component to each array element and a suitable

algorithm for white Gaussian noise is discussed below,

5¢2 NOISE SIMULATION

Random noiss has a marked effect upon the performance of an

encoders On the one hand it can be considered as a source of coding error

(GORDON92) and in general terms this means loss of resolution and so limited

accuracy85 of the encodere The finite oémparator resolution discussed in

section 3¢3.3 for example has been attributed to random noise generated in
the encoder itself, On the other hand, random noise added to the signal at
the codec input can be regarded as an error reducing mechanism4'31'66 and

it is in this context that the effect of noise will be discussed.
Any signal bandlimited to W, oan be expressed as

n(e) = f ﬁg[wc(é-%)] |

Az - 00
where f is the value of n(t) at times t = nm/hb. If the signal is white

Gaussian noise then the fn will be samples from a Gaussian distributions Now,

the autocorrelation function of n(t) is

ﬁzx:c61;>= n(t). "("’J:)

(5-1)
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and for bvandlimited white Gaussian noise this can be shown to .b°82

Rxx('t) = :1?(-&-) S;.(wcT) (5-2)

Consideration of either eqne (S5.1) or (5e2) shows that samples of n(t) taken

at the Nyquist rate will be completely uncorrelated,.

It follows that if bandlimited white Gaussian noise is sampled by
the codec at the hyquist rate then the samples can be accurately simulated
by generating random numbers which have a Gaussian probability distribution
and adding them to the array elements VI(I), Brief details of the CGaussian

mumber generation are given below,

A stream of uniformly distributed (pseudo) random rnumbers x, in the
range 0—1 are first generated, usually by a residue method94. If k of these
numbers are now summed (k..oo) they will, from the central limit theoxlem, be
normally distributed with mean k/2 and variance k/12, A value of the Gaussian

variable En' which has zero mean is thefefore'

k

€h = Z(x;) —k/gl

i=
According to HA]‘-MING5, En is very nearly Gaussian for k as low as 10, and
choosing k = 12 gives En unit standard deviation. For continuous random noise
the SNR at the oocdeo input is defined as the ratio peak luminance (o.??) to
pyil:] noiusu-.eo';1 80 a value o, of the Gaussian noise voltage at the codec input can

be olosely approximated by 2
ens o ( 3 (x) - )
']

This additive noise is on a mean value represented by the noiseless analog

input so that each array element is of the form

vi(t)= 6 ( f (x;) -G) + vIo(r) -3
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where VIO(I) is the value of the noiseless codec input at the sample instant,
The same algorithm is used to evaluate the distribution law for dynamio errar

(section 6e1)e

S¢3 GCUTPUT FILTER SIMULATION

The analysis programs in chapter 6 code and decode each input sample
VI(I) and store the result in an output array, VO. Taken in sequence these
samples represent the unfiltered codec output in the time domain and they are
used directly when investigating statio errors (section 6,0)e On the other hand,
to assess dynamic error it is usual to apply a simusoidal test signal and to

10 carras®?, sume®3,

examine the spectrum of the codec output (BENNETT
CONNOLLY96); in this application the test signal is colour subocarrier and the
dynamic error is the amplitude and phase error exhibited by the output subcarrier,
The filtering process required to extract the subocarrier can be achieved

either mumerically or by appropriate algorithms, depending upon the complexity

of the codeo output spectrum.

Consider a suboarrier signal (noise—free and at a constant luminance
level) applied to the codeo input and assume that the codec errors do not
generate a subharmonic of subcarrier (section 4.2). Codec nonlinearity i.e.
quantizing error and encoder errors will generate harmonics nw gy 0= 1,243¢00
and if sampling is at 3"’50 all harmonice will be folded back into the
baseband, falling either at O or z W e In this oase, if the codeoc is
followed by a lowpase filter of cut—off frequency 30.\5 0/2 the filtered codso

output is simply

e(t) = e, + € Sin(wetas @)

where ¢ ot %1 and ¢ are funotions of codeo nonlinearitys. Now assume that this

system is similated using a simulated subcarrier input, the codec model and
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an appropriate filtere The filter can be realised by applying SHANNON'B83

classic interpolation N '
e(t) = Z [VO(I) g&(Bw,c(t‘Its)/Z)] (5.4)

Ixsl
Dynamic error could be investigated by varying the subcarrier luminance level

and observing any change in amplitude and phase of the subcarrier (these
parameters could be found by searching for the maximum and minimum of e(t)
and this is done near the centre of the range (I N/2) in order %o minimise

end effeots)es

This numerical approach is tedious and subjeot to end effects and
fortunately suitable algorithms can be derived since the oodec output spectrum
is relatively simple, Under the assumptions of a noise=free sinusoidal output
and an output filter cut off frequency of 3u%c/2 it follows from the
orthogonality of eqne (54) that the VO(I) must lie on the subcarrier, Therefors,
if VO(1), vO(2) and VO(3) are time adjacent output samples taken in sequence

and lying on a sinewave of mean value e, it can be shown that

] )‘ 2 172
¢ =% [-5 (2¥0(2)-ve(r)-vo(s)) +{vo(s)-vo (1)) ] (55)
e, = Vo(» - ‘é [3 e; - (Vo(3) - vo(1))* ]’a (5:€)

Any phase discrepancy ocouring between subcarrier on two different luminance

levels my, n is given by

m elﬂ

A¢ = Sl'n-'[vo‘agm - C'Om ].. Sﬁf' [VO(I)" - €on (‘,,’)

In section 442 it was shown that asymmetry between the two analog
channels can give rise to a subharmonic of subcarrier at the codec output and

& suitable algorithm can be derived for this case using Fourier analysis, To
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illustrate the principle, assume that subcarrier is applied to a codec which
has a clamp level differential (VCX%VCY)e For a 0° sampling phase and a
gampling rate of 3u%° the ocomparator input signal approximates to the

waveform shown in Fige 5e4e

olamp level I

differential™™
(vcx § vey)

oomparator input

1
-
$3 s

“‘ ‘- ' ~__#
_‘ -
- > Ta ﬂ - -l
wa:

Fige5.4: comparator input for olamp level differeantial{VCX k ¥CY)

The codeo output waveform will be similar exoept that generally
5. 5[] * |8

due to quantization and encoder errorse On the other hand the waveform is

8till periodic so the unfiltered or quantized ocodeo output can be expressed as
00 .
- Jkwg t/2
eg,("') = z Fn e
) kz-00

T .
where -1kw t
h F. % e‘l'(':)e J s:/zeu:

e
Let the codeo output levele in the period O to T be v,, i = 1,0000y6 and for

gimplicity assume that the codeo output updates instantaneocusly so that each

v, oocupies a period 1/60 We can extract any subharmonic component (k = 1) and

i
the subcarrier (k =2) and the results from appendix 3 are
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Considering the subharmonio component
, = V3(8 -&)/2

Ry = & - (648)/2

so generally there will be a subharmonio at the codeac output even though the
comparator input does not itself oontain such a componente This result is in
agreement with the model in Fige 4.13 and the subharmonic can be considered
a8 an intermodulation components It is also clear that Il and Rl are
independent of the subcarrier amplitude {at least for this particular type

of asymmetry) so the suboarrier-subharmonic ratio should tend to increase for

increasing colour saturations

Now consider the problem of evaluating subcarrier phase and gain
errors when the codec cutput spectrum exhibits random noise, In analog video
pystems these errors (differential phase and gain) are usually measured by
passing the (noisy) test signal through a bandpass filter; the filter is
required primarily to remove the luminance component but it also provides a
low noise bandwidth (300KHZ is regarded as a lower practical limit)e In the

simletion a similar filtering effect oan be achieved if a narrowband sample of
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the codeo output spectrum is obtained via a Fourier transformatione & time
sequence VO(I),I = ljeece,N is transformed to the set S(k),k & 1 eeee,N of

harmonic components via the discrete Fourier transform95'98

N
s(k) = Z vo(z) u,.[~j:m(s-n)(z-:)] k=1, N

I=t

In general all N discrete frequency components are evaluated requiring N2

multiplications and it is usual to reduce computation time by using a Fast
Fourier transform89'95'98’99. On the other hand only N multiplications are
required to extract the subcarrier term and if sampling is at 3“%0 then the

(complex) subcarrier amplitude would be proportional to the term S(1 + N/3).

Perhaps a more obvious and direct procedure for extracting the
subcarrier from random noise is to use the principle of crosscorrelation
detections This readily gives both the amplitude and phase information of
the subcarrier at the codes output (in contrast to autocorrelation) and it

is this approach whioh is adopted in chapter 6.

5«4 SUMMARY
The main points and conclusions of this chapter are as follows:

1, A breakdown of the possible types of error exhibited by a P.W.M. video
encoder has been given and an attempt is made to group the errors under
certain broad headings. In particular the errors can be grouped into
static and dynamic errors and a different analysis is required for each
type of error.

20 A mathematical model of the codec is develeped in which simple algorithms
are used to desoribe one or more of the encoder errors. This model will

be used in ochapter 6 to evaluate the effect of encoder errors upon a

slowly varying test signal (statio error) and upon subcarrier (dynamio
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error)e In the latier case the objective is to derive distribuiion laws
for dynamic error and hence a general oircuit design criterian,

3. Theanalysis programs require software simulations of a normal distribution
and a narrow band codec output filter and suitable algorithms are
desoribed. The normal distribution will be used for random noise
similation and in a Monte Carlo analysis for the error distribution laws.

In the absense of noise, output filtering will be achieved by Fourier

analyeis and in the presence of noise filtering will be via crosscorrelations

The following analysis therefore involves several useful techniques which,
at the time of writing, do not appear to have been applied to codeo

error analysis.

The full modelling facilities are summerised in Fige 5e5e

oodec model

e e e e v wv v W @ emds e
" 9
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vI(t) modzl vie(1) randoxz VI{I); | esyometry vic(l) ::::ica:;ror ) vo(1) cutput vo(t)
~# (including [ ::;:; p——p{ wodel el 4eal B-bit TP filter e
offset) i quantiger ' modal
i {
]
l '
L
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Fige5.5: illustrating modelling facilitiea
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CHAPTER 6: THE ANALYSIS PROCRAMS & RESULTS

The codec model is incorporated as & subroutine into three
analysis programs and the primary function of eaoh program is summarized

below:=

Program 1: To assess the effect of the encoder error sources (singularly
and collectively) upon the static transfer characteristic of the

89493485 |5 applied by coding and

codec, A triangular wave test
decoding a ramp signal and the codec output is displayed on a
computer graph plotter, The results are used as a starting point'

for Program 2.

Program 2: To assess the effect of the encoder error sources upon the
transformation error suffered by a high frequency test signal
passed through the codec, Colour subcarrier is applied to the
codec and random errors are generated by Monte Carlo sampling of
the error sourcess It is considered that differential phase and
gain is a sufficiently critical measure of dynamic error to
permit formmlation of a design oriterion and to this end the
probability distributions for differential phase and gain are

evaluated,

Program 3: To assess the effeot of white Gaussian noise as an error

reducing mechanisme

6,0 PROGRAM 1t TRIANGULAR WAVE TEST

In this test the codec output is usually subtracted from the codec
input and the error wave displayed on an osoilloscope but here the actual

codec ocutput is displayed rather than the error wave so that the resulis can be
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| M
V[R,s(fc)] = Z V(e by /m)

ACRS

k=
M
( ;—_‘;— )z Z [E, sinwg (kt ,-t)]’-
ksl

vhere a‘n denotes the rms  value of the codeo output noise, Hence, it is

n

certain that

c) < (G €)M

and this mst be € 0.1% of the peak of RX&'('C) to obtain the required order of
accuraoy for a differential gain ocaloulation, Hence

£ >iwg/m

2

M > 4.10° ( %':')1 (6-8)

2

This result can also be obtained by considering the mean noise at the
codec outpute Over M samples the mean has a 95% ohance of falling within the
limits 0 £ 26*"/43 (from the central limit theorem) and if the 26" limit is to
correspond to less than 0el% of the subcarrier amplitude E2 then the number of
samples required is given by eque (648)e |

To obtain an estimate of M it is helpful to consider the codeo simply
ag a sampling system (in any case, the contribution of the quantizing noise to
O, is negligible when the codec input SNR €50dB)e If band limited white

Gauspgian noise of rms value O‘;n is sampled by the codec then the noise
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samples at the codeo ocutput will have precisely the same pedefe 1ece 6; = o';n.

Eqne (648) can now be evaluated for various values of codeo input SNR and the

results are given in table 6.2, assuming E2 a TOmV,

TABLE 642
codec input SNR, dB Sample sige, M
58 634
22 2535
46 10,140
40 40,560

The above analysis gives a broad guide as to the size of the
crosscorrelation window and some general conclusions can be drawn. Firstly,
worst case analysis indicates that a sample size of the order of 104 is
sufficient to reduce all sampling errors to negligible proportions, This is
true providing the SNR J» 45dB approximately but below this value analysis
appears to be difficult since the sample sBize quadruples for every 6dB decrecase
in the SNR. Looking at the problem more optimistically, (avoiding worst case
situations), a sample size of about 103 might bs sufficient to make the effeots
of changes in encoder error and luminance level negligible, at least for a

relatively high SNRe

The FORTRAN program is given: in appendix 4 and the program
operation is summarised in Fige 6419 The input data defines all codec
parameters inoluding the speoifio error(s) <that is being simlateds The data
also defines the sampling phase, the input SNR, the orosscorrelation window
(WINDO) and a random number which initializes the noise generator GAUSS, The
simlated input signal is the conventional 5-riser stairoase with 140mV peak
to peak suboarrier on each luminance step. Six input samples vio(1), I = 1,6

are selected for the first luminanoe step, & Gauseian noise component is added
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to each sample and the samples are coded and decoded to give a succession of
output samples VO(M), M = 1,6 X WINDG.s These samples can now be multiplied
by points on the reference sinewave and the products summed to find a value
of ny(t )e The peak in RW(T) is searched for in two stages to reduce
computation time; a coarse search is first made by incrementing the phase of
the reference wave in 5° intervals (equivalent to incrementing “T in 3.1l4ns
steps)e When the peak is located approximately the search increments in

0¢1° intervals (63ps steps) so that the suboarrier phase 1is resolved to
within :O.OSO providing sampling errors: are negligible, see Fige 6420 The
whole process is repeated for the remaining luminance steps so that the

differential phase and gain ocan be founde

R xy (1)
~a
7 &

/7 ™~ \

—
T

Fige 6420: Resolving the peak of the orosascorrelation funotion

The calculation of the subharmonic amplitude follows a similar
procedure and the related steps are omitted from the flow chart for clarity.
The subharmonio to subecarrier ratio can be computed as a function of the
codeo input SNR although to do this thoroughly requires two orosscorrelations,
ons for the subharmonic and one for the subcarrier, The latter crosscorrelation

oan be eliminated if the subcarrier output is taken as the ideal autput i.2,

E, = 70 Sa(wtsf2) = 57:89 mV
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This simplifying assumption is reasonable since even if the output subcarrier
amplitude varies by 10% the resulting error in the computed subharmonioc to

subcarrier ratio is still 148,

64240 RESULTS

In the following analysis the (unweighted) signal to random noise
ratio at the codec input is defined as peak luminance (0.7V) to rms noise
and it is assumed that 100/0/100/0 colour bars (1.234V peak-peak) just fill
the quantizing range. Differential phase and gain is found using the standard
test signal (140mV peak-peak subcarrier on a 5-gstep luminance staircase) and

the sampling phase ip fixed at 0%,

The objective of this analysis is to assess the effect of random
noise as an error reducing mechanisme It was hoped for example that random noise
at the codeo input would give a useful reduction in subharmonic=subcarrier
ratio but in fact the effect is quite small, as observed in practice (section
442)e Analysis shows that noise merely has the effeot of reducing the variance
of the ratio with luminance level = typiocally by a faotor 10 as the SNR is
reduced to 50dB (a variation with luminance level is of ocourse to be expected

when simusoidal signals are applied to a quantizer),

On the other hand, random noise is found to have a significant effeot
upon differential phase and gain generated by the codeoc, Consider first an
jdeal codeo (i.ee the effects of an ideal linear quantizer). The program was
used to evaluate the effect of codeo input noise upon differential phase and
gain generated by quantization (HADEGG) and the results are given in Fig. 6.21,
The sample size was a compromise between low sampling error and low central
processor time. For relatively high SNR 600 samples per luminance level gave
reasonable results and the sample size was inoreased to 1800 for low SNRe In

the latter case, analysis for one value of SNR (6 luminance levels) corresponds
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to 10800 evaluations of the codec model and takes nearly 4 hours on an

IBM 1130 computer or over 2 hours on an ICL 1905 computer. The graphs

exhibit an upper threshold (particularly for differential phase) above whioch
the error approaches a value depending upon such factors as the sampling phase
and upon the positioning of the test signal relative to the quantizing scale
(see appendix 2), Since the same conditions were used as in the Monte Carlo
analysis the 'zero error' values of 3.97% and 1.32o in Fige 6.17 provide

asymptotes for curves 'c¢' and 'd' at high SNR,

It is interesting to note that the lower threshold agrees well with
DEVEREUX'B31 experiments in which he found that, for a'near ideal codec,
contouring and beat patterns are virtually eliminated providing the SNR at the
codeo input is < 6n + 5dB, approximately, ‘We can express this lower threshold
more fundamentally by considering the probability of an incorrect decision by
the comparator. iet d‘n 'be the rms value of the random noise at the oompara‘tor(the
noise may  be from codec input noise or from the encoder itself), If the

input sample coincides with the centre of the quantum (E = 0 in Fige 6.22) then

—q/? -0 q72

Fige 6.22: generation of coding error by random noise

the probability of a ocoding error is
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px) = 1 - Crf[%%_] |

Asguming the masking threshold for the above conditions to be 53dB for n = 8
and that this also represents the SNR at the comparator then tf; = 348mV and
p(X) 2 0.15. More generally the sample will be displaced an amount E from the

centre so we must define a joint probability

p(XE) = p(E) p(xle)

Therafore
oD
P(X) = | p(e)yp(xlE) dE
-0
and assuming a uniform ‘distribution for E
%2
p(¥) = -# p(x|e) dE , IEIR 9/
~%/a

GORDON’2 has evaluated this integral mumerically and inserting the above

values into his results gives p(X) A 0.27+ The lower threshold may now be
restated as follows: for the specified oconditions, masking of quantizing effeots
by bandlimited white Gaussian noise is virtually complete provided the noise
generates a coding error at least 27% of the time and this is true for all

values of ne

We now extend the analysis to the case §f a non=ideal 8=bit codec,
Asgumes for example that random q/2 error is assigned to each of the 13 error
sources listed in table 6,1, that is, each error source generates a maxioum
voltage error of q/2 and the errors are assigned on a random basis, some
positive, Bsome negative, Since the errors are chosen at random the results are

expeoted to be typical and one random set should be sufficient (the analysis is
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also very expensive in terms of processor time)e The following observations

can be made from the results in Fige 6423:

(a) sampling error tends to increase at low SNR, as expectede

(b) there is very significant reduction in differential gain, typically
by 50% as the input SMR is reduced to 45dB.

(0) +the reduction in differential phase is less pronounced but there
appears to be a threshold (at about 43dB in this case) below which

the error decreases more rapldly.

The results imply that the distributions in Figse 613 = 6416 will be
contracted towards the origin by random noise so that the inorease in codeo
output noise is traded for the increased probability of a practical ocodeo

falling within the required bounds for differential phase and gaine

6e3 SUMMARY

This chapter is a mumerical evaluation of the effect of errors and

noise in a P.W.Ms video encoder and the ochapter is summarised as follows:i=—

le A triangular wave test is applied to examine thﬁ effect of encoder
errora upon the statio transfer characteristio of the encoders. The test
shows the characteristic effeoct of a number of encoder errors and also
that the encoder is particularly susceptible to missed codea at- 15
regularly spaced intervals in the quantizing range. It is also concluded
that voltage erroré in the encoder shoild be significantly <& lq for
satisfactory de aocouracys

2. Dynamioc errors are investigated by applying a high frequency sine wave
(subcarrier) to the codec simlation and observing the phase and gain
errors at the filtered codeo output, Using differential phase and gain,

an attempt is made to determine a circuit design and alignment criterion
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such that most practical codecs will fall within specific bounds on

these parameters (taken as ¥6° and $64 respectively)s A detailed, but not
exhaustive Monte Carlo analysis suggests that the cirouit design and
alignment should be suoh that the (maximum) voltage error incurred by
each error source should have a high probability (95%) of being <:q/2.
With this criterion, and under the assumptions of the analysis, it is
probable that 89 = 90% of codecs measured will fall within the above
bounds and that the patterning effects due {o asymmetrical analog channels
will be negligible,

A numerical crosscorrelation procedure has been developed for studying
the effects of random noise in a codeo simlation. Analysis shows that
random noise can virtually eliminate the differential phase and gain
generated by quantizing error and on average significant reduction in
differential phase and gain will also occur even when the encoder
possesses significant instrumental error (random voltage errors of the
order of q/2). Increased random noise at the codeo output may therefore
be traded for an increased probability of an encoder falling within the
above bounds for differential phase and gain and this point is further

discussed in section T.0.
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CHAPTER T: DISCUSSION AND CONCLUSIONS

It has been sho'm that there is a useful trade-off between encoder
speed and encoder complexity and that encoders of near minimal complexity can
now be considered for video encodings The PWM video encoder studied in this
work is considered,in its simplest form,to have about 1/3 the complexity of

25

the more highly developed straight PCM video encoders”™ and this improvement
is traded for an average increase in circuit speed of T or 8 times, In absolute
terms this means that the propagation delay per gate must be reduced to 1 or
2ng and this is achieved by exploiting improvements in technology, such as fast

logic and higher transistor f@.

The prototype encoder is considered to achieve T-bit resolution at a
sample rate of about 13,3MHZ and its performance is encouraging, particularly
on monochrome signalse On the other hand, full benefit from the speed—complexity
trade—off is not yet apparent since implementation involves state of the art

techniques and much of the encoder is in discrete component form.

T.0 THE FRROR ANALYSIS

The philosophy, achievements and limitations of the numerical error
analysis are summarized below, beginning with the assumptions. It is assumed

that

1, a practical PWM video encoder will exhibit small, random errors which
cause nonlinear diatoftion of a decoded PAL signal,

2. the encoder errors only affect its statio transfer characteristio (dynamio
errors such as aperture error and aliasing are neglected),

3¢ the distortion of the decoded PAL signal can be adequately monitored using

only one colour signal parameter (differential phase and gain) and that



118

this parameter can bs adequately measured using the conventional S5-riser
staircase test signal,

4o the test signal is (initially) noise free and stable and is sampled in a
fixed phase (Oo)o

5« the specification for differential phase and gain in a broadcast
quality codec is knownB.

6+ all significant encoder errors leading to error in the static transfer
characteristic are known and can be adequately modelled by simple
algorithma,

Te each encoder error source can be characterised by a normal probability

law Nip; 67 )

The reasons for assuming a normal law are as follows, Firstly, errors
of observation or errors of repeated measurement of a given parameter are
hypothesised to follow a normal law so that this hypothesis can be applied to
any encoder error source which has to be aligned, In other words it is reasonable
to assume that there will always be a small alignment error and that this is
normally distributed, Errors in ramp amplitude, ramp reference level, quantizer
gain, sampling time error, etc., all come into this category since they have

to be aligned,

Secondly, any error source that cannot be aligned muat be dependent
instead upon close tolerance components, and if the components are selected from
a combination of many production lots then it is reascnable to assume that they

103). Taking the example of a

are normally distributed (PINEL and ROBERTS
olamp level differential, this can be considered to arise from the normally
distributed voesat of the two clamp transistors. As far as this differential
voltage,u , is concerned, the distributions oould have gero mean, and for
Bimplicity we could assume unit variance. Them u is the difference of two

values taken from the same normal distribution
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Uz 2 - Y
\ -xz/z ‘53/2.
whers P = = e , P(y) = __'_7.r e
v V2

Since x, y are independent, the joint distribution is

o -(x*+yt)/2
P( )9)- —2—'1;- e

and applying the transformationyu @ x = y,V = x + y gives

(V) /4
p(uy) = |T]. .;!T.r. e

P e—(u’wv')lll-

4w

If thie is integrated were.t. Vv over the limits ¥ 00uwe have

it
- U /4
P(U) = _e
24/
and so the assumption of a normal law for the clamp level differential is

justifieds

As 8 sscond example we might derive the p.d.fs for the factors Ei'
i1 ®» leceocecsd which model the binary weighting errors in the 4=bit deooder.
Assuming all parameters ideal except the binary weighted resistors Ri then the
modelling factors can he expressed as

Ei = _k_; (ki = constant)
R¢

Ideally Ei should be unity but it will spread as Ri spreads, Let the p.d.fs
for R, be

. N,
i p(Ri) = _L_ e~ (Ri-M/ae

!
sV
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and make the transformation Ei = kr/Ri' The Jacobian of the transformation is

simply
T = IR = -|=£

ki _a)\
thus ped = |7]. 1 e'(? /“‘)/26‘z

-2 - (gk-‘; "/")%c-"
[ 4

Inserting a few values shows that p(Ei) is virtually symmetrical for E, & 1
although it is much steeper than a normal distributione The assumption of a
normal distribution for Ei has therefore resulted in a larger variance in E1
than would arise solely from variance in Ri and to represent the effect of R1
accurately the simplest method is to express the decoder outpﬁt voltage in terms
of Ri’ rather than Ei' On the other hand, there are other parameters suoh as the

potential across Ri which will be randomly distributed and in general p(Ei) is

a multivariate function,

Clearly, a normal law is only a convenient approximation to the
oomplex random variations in binary weighting error and the same goea for ramp
nonlinearitys In the latter case the philosophy is simply to acoount for the
general case where nonlinearity ocan be in either sense i.e, 2 convex or concave
rampe A normal law is convenient beocause it gives the same probability for either
sense of error and it also emphasises the smaller, intuitively more probable

errorse

Before discussing the derived design oriterion we might comment on
the localiped peak in the pedefe's of Figs. 6413 = 6,16, The peak is particularly
prominent for differential gain in Fige 6416 and it can be explained by the

fact that whenever the overall encoder error tends to be small then the (non
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ZeTro) differential éain arising from quantization tends to dominate. In the
absence of dither and for the measurement conditions used, the peak ococurs at
3.97% (and 1.32o for differential phase). Fortunately the peak is expected to
lie below the 6% integration limit for most measurement conditions so it

'should not significantly affect the probability integral,

The design criterion is based upon thé requirement that the integral

/ / pleal Plad] 7] oo

is acceptably large (pd is assumed independent of gd). The iteration was stopped
when the joint probability for both differentiél phase and gain falling within
the-above limits was 0.86 and it is expected that further improvement in this
figure can be obtained by the use of dither. Confirmation of this improvement is
provided by the cross—correlation analysis (Fig. 6;23) tut in order to estimate

the improvement to the above figure of 0.86 it is helpful if we can assign a
standard probability law to the functions in Figs. 6.13 — 6.,16. These distributions
arise from a combination of many (up to 13) independent random normal variables,

80 taking lgdl ag an example, we can tentatively express it as

|34 = Z(Z )

where the g, are independent étandardized random normal variables N(0,1), The

i
pedefa of Igdl will be recognised as the Chl-equare distribution i.e.

Plag| = p(X) = [2% T(%) ] e X' 3o

and a rough test for a fit is to compare the ratio of variance to mean for the

two functionas, For )(2
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and this is shown in Fige. 7.l along with the corresponding values for l gdl
obtained from Fige 6.1Te Clearly the )(2 distribution is not a particularly
good fit since it cannot account for a finite mean at zero variance but on the
other hand Figs. 6.14(b) and 6.16 correspond reasonably well with distributions
'X?(6) and )(?(3) respectivelye Using the )(2(6) distribution the chance of a
codec falling within the 6% limit is about 57+6% compared with an estimate of
58% from the histogram and using the )L2(3) distribution gives an 88,5% chance

compared with 86% from the histograms

The fit is considered close encugh to enable an estimate of the effeot
of white noise at the codec input to be made and we start by considering the
reduction in differential gain achieved by lowering the unweighted input SNR
to, say, 45dB. According to Fige 6423(b) the reduction that might be expected
when each encoder error source has a random q/2 error is approximately 2% and
we might tentatively assume that the mean in Fig, 6,14(b) is likewise improved
by 2% since the same order of random error is used in each cases This would
reduce the mean in Fige 6.14(b) to about 4% and using the )(2(4) distribution
we find that the probability of a differential gain measurement lying within
the 6% limit is now about 80%. This is a very significant improvement upon
the figure of 58% without noise, although it is traded for an increase in the
random noise at the codec ocutput, Turning to Fige 6.16, we might reasonably
hope for a 1% improvement in mean differential gain by adding white noise and
this would reduce the mean to about 2.2%. Using the 7(2(2) distribution the
chance of a differential gain meagurement being within the 6% limit is found
to be approximately 95% and this corresponds to an improvement of 8 or 9% over

the case without dither.

This analysis is not exhaustive and it is based upon a number of
agsumptions but nevertheless it is considered sufficiently detailed to enable
the following recommendation for the design of a PWM video encoder to be

formulated. Quite briefly, it is recommended that the (maximum) voltage error
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generated by each encoder error source should have a high probability (95%) of
being <:q/2 and in practical terms this means for example that any deviation
from linearity in each ramp must invariably be € 5,8mV and should typically be
only a few mV (assuming a 3V quantizing range). Exactly how the error arises
need not' be rigidly defined; for purposes of assigning a probability law it has
been assumed to be due to small alignment errors or finite component tolerance
but clearly the effects of temperature and component ageing should also be
subject to the above criterione Subject to the assumptions of the analysis, an
encoder designed to the above recommendation would have an 85 = 90% chance of
falling within the current differential phase and gain apecification for analog

3

video equipment” and if simple dither is used this probability may increase to

about 95%.

7.1 IMPROVEMENTS TO THE PWM VIIEQ ENCODER

TeloO CIRCUIT ASPECTS

The ideal solution would be to integrate all aspects of the encoder
and use a buoket-brigade or similar device for the 1 sample period delay, The
analog comparator and 4-bit decoder in particular would both benefit from
integration since this would reduce drift with temperature variationse On the
other hand, if a discrete component comparator is retained, then it is not
recohmended that the interrogation pulses be applied to the differential
ramplifier cirouit of the comparatore. This approach was initially adopted
following the work of JOHANNESEN26 but it does have the disadvantage that the
amplifier is subjected to an extremely high slew-rate, typically 2kw4us. In
addition, the parasitic capacitance at the comparator input varies as the ramp
sweeps the quantizing range and this has an adverse effect upon the interrogation

pulse amplitude (see Figo 3.19). Probably a better approach is to apply the



pulses direct to the tunnel=diode latch as in SCHINDLER's
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comparator,

It is also recommended that the relative phasing of the interrogation

pulses w.re.te. the clock pulses be made adjustable so that the optimal timing

of the comparator transition weretes the oclock pulses at each AND gate can be

achieved. In fact, pre-set adjustments can be inserted into all SRD networks

to ease timing alignment,

Telal AUTOMATIC ERROR CORRECTION
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Fige Te2: principle of a robust PCM encoder (CANDYgT)

The error analysis has shown that precision instrumentation is

required to realise a broadcast quality PWM video encoder, but less precise

instrumentation could be used if some form of automatio error correction is

employeds The philosophy is to trade circuit speed an@/or complexity for

reduced instrumental precision and hence reduced cost,

GANDY97 has described a low precision 8-bit 'Picturephone' encoder

and the principle is illustrated in Fige Te¢2e The hasic loop equation is

N NT
] " - g
u Z 3T = L [x(®de + e«.ﬁ“

o
where eq(NT?) is the quantizing error associated with the quantizer and it

shows that after N cycles round the feedback loop the average of the quantized
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signals approximates to the average analog input. It follows that the
quantizing error from a 4-bit quantizer will be reduced to that of an 8-bit
quantizer providing N = 16 and CANDY shows that if the quantizer threshold
levels are non-uniformly spaced, due to relaxed precision, the effect is to
change a usually sharp discontinuity in the static transfer characteristic
{eege missed codes) into a 'smoothed' nonlinearity. Instrumental errors are
therefore auntomatiocally corrected, or at least smoothed, but the technique
is probably unsatisfactory for PAL or NTSC signals since chrominance
nonlinearity is still retained. In any case, the circuit speed requirements
show that implementation is beyond the state of the art since, for a sample
rate of 13,3MHZ and a 4-bit quantizer, the cyocle time must be € 5ns to achieve
8-<bit resolution.

FLETCHERlo1 describes a more realistio error correction technique for

broadcast quality codecs in which coding error generated during the generation
of the first 4 MSB's is detected and then corrected using fast digital arithmetic,

A similar technique can be incorporated into the PWM video encoder as follows,

An analog sample Vv, near a quantizer (comparator) threshold may be
ccded inoorrectly due to noise or an incorrectly set threshold, For the PWM
encoder we will assume an incorrect threshold occurs due to a transient on the
A-rampe Considering Fige Te¢3, assume that this local nonlinearity in the A-ramp
results in vy being coded as 1101 rather than the true value of 1100, so that

the quantizing error is > qf2. The 4-bit decoder will give a reference level such
that v, <vy (even before the first interrogation pulse) and this will

prematurely trigger the B—comparator as indicateds An error detect pulse ey detects
this error and the store output is corrected by fast digital arithmetic.

Providing the B-comparator is reset it will then be possible to correctly

encode v, to 8-bits despite the local error in the A-rampe. On the other hand, if

v, is encoded as 1100 instead of its true value of 1101 (Fige 7+4) then the
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4-bit decoder output level will be too high and the B-comparator will never
trigger i.ee vrb:rvi, alwayse A socond error detect pulse e, is used to
prematurely zero all 4 LSB's and add 1 to the 4 MSB's before readout in order

to give a correction capability of 1 LSB,

Further work along these lines could incorporate both error
correction algorithms into the codec model in order to evaluate a new
(relaxed) encoder design and alignment criterion. To incorporate both
elgorithme into a practical encoder we need to relax the timing system shown

in Fige 3¢3 and possibilities in this direction are discussed in section T.l.2.

Tele2 RELAXING THH TIMING SYSTEM

Broadly speaking, the timing system (Fige. 3.3) comprises a 15ns data
transfer period and a 60ns coding period and the main itiming problems are
assoclated with the relatively critical transfer, readout, resetting, decoding
and sample acquisition processes taking place during the 1l5ns period, It is
therefore of interest to extend this period and this can be achieved, without
increasing the encoder complexity, if we reduce the sampling frequency. A faotor

2 would give a very significant improvement,

BROWN and KING34 have shown that for system I PAL signals the sampling
frequency could be reduced to 11,9MHZ at the expense of more complex pre and
post sampling filters, whilst the sampling frequency for an NTSC oolour signal
sampled at three times subcarrier frequency would be only 10,7MHZ, approximately,
Also, DEVEREUX and PHILLIPS'®? have extended the work of GOLDING to the
sub-Nyquist sampling of PAL signals and they concluded that, in either siraight
PCM or in DPCM, good picture quality can be maintained for fs -=2fBo provided
pre and post sampling comb filtefs are used, Table 7.1 shows how these

reductions in sampling frequency result in very significant increases in the

data transfer period (assuming that the clock frequency is maintained at
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approximately 266MHZ), Alternatively, for the same 15ns data transfer period,

the clock frequency can be reduced as indicated,

TABLE 7.1
sampling frequency data trangfer period clock frequency for 15ns
for 266MHZ clock data transfer period
MHZ ns MHZ
13.3 (3£, PAL) 15 266
11.9 (PAL, system I) 24 231
10,7 (NTSC) 33 204
8,86 (2f  PAL) 53 163

If the sampling frequency is maintained at 13,3MHZ, the oloock
frequenoy can still be very significantly reduced by using the modified PWM
video encoder shown in Fige Te5¢ The coding principle ie illustrated in Fig. 7.6
for 8-bits, a comstant analog input of +2,280V and a fullscale analog input of
+3V, Initially, comparator Cl decides that the sample is in the upper half of
the code raster so a 1 is assigned to the appropriate store data inpute
Sirmultaneously the A-ramp is set to start from a nominal voltage reference of
VFS/Z‘(the exact value depends upon the ramp starting time)e. Comparator ¢,
then triggers on the Sth gtrobe pulse and all 4 bdits are transferred to the
gtore at the end of the sample periode During the following sample period the
input to C, igs a residue lying between O and st/16; it is 30mV in this case mo

4

C, assigns a 0 to the appropriate input of the ocutput register and the B-ramp

3

is set to start from nominally OV, Comparator 04 triggers on the third strobe

pulse 50 the sample is eventually coded as 11000010,

Clearly, by predetermining the MSB for each set of 4~bits only T olook
pulses are required per sample period and the clock frequency is approximately

halved, A suggested timing system for a 133MHZ oloock frequency (30th harmonio
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Fige Te5: modified P.W.Ms video encoder

of subcarrier) is shown in Fig. 7.7 and the timing has been arranged to
accomodate the nominal 6ns propagation delay of the advanced IC comparator
degoribed in section 3e3e3e In doing this the sample acquisition time has been

reduced to 10ns, but this is not considered too impraoticals

The speed and cémplexity of the modified system can be compared with
the encoders ‘discussed in chapter 2. We use the same notation and assumpiions,
and this means for instance that any timing or output circuits are neglected,
The encoding speed is given by a similar expression 1o eqm. (2424) except that
we now have a k=digit binary counter and an extra sequential operation,

associated with comparators Cl and 02. Thus the mumber of sequential unit
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operations im

24 wue (k=3)

<
2 -1
N = c + 2 E (di)
izt
Similarly, the complexity can be written as

E = 2'('3 + b + }Zf: + 2¢c + ﬂZ/iE) = 32 uc

Referring to Fige 249 it will be seen that the mo&ified PWM video encoder
(system E2) has about the same complexity as the prototype encoder (system El)
whilst on average the logic speed requirements are relaxed by a factor 2, As
previously indiocated, this has important practical implications in that advanced

IC comparators could probably be incorporated, together with an integrated VCO,

In conclusion, given the problem of simplifying straight PCM video
encoders as much as possible, it is evident that systems D2 D3 E1 E2 and F all
have about the same complexity although they differ significantly in speed of
operationes System F is considered impractical for broadcast quality video
applications, although it could be improved by using a 2-step production line
technique — assuming 8-bits per sample this would result in a system located near

2
and both these syastems have the advantage that the circuits are repetitive,

32uo, 40uo. Systems D, and D, are probably more viable, particularly system D
3 2

However, neither of these systems is as digital in nature as systems El and E2
and in the writer's opinion the latter systems are to be preferreds It has been

shown that system E. could probably be developed into a broadcast quality

1
encoder although implementation involves state of the art techniques and
precision instrumentation. On average system Ez (Fige 7+5) has a less critical
timing system and if the éampling frequency can be reduced to permit an
extended data transfer period {Table 7,1) then automatio error correction

methods (section 7.1.1) can be incorporated to realize a more robust PWM

video encoders



APPENDIX 1

SWITCHING TIME OF A CURRENT MODE SWITCH

T, Ty

Fig. 1l

Negleoting the current required to charge the colleotor transition ocapacitance
the contimuity equation for the instantaneous mi‘nority carrier hase charge

qg of a bipolar device is

‘6"_‘3734-‘3/_6
dt T,

= Tc "“c, - agsuming negligible base

de

recombination
Charge oontrol theory also shows that To - u);]'. Considering Fig. 1, if a step
input v is just sufficient to interchange states then during the aotive
region we have

“sLi. - Ve (® + V[.ez(s) =Q
Vi - 2rs) <O

3
where r is the small signal base-emitter impedance and at high frequencies is
approximately given by rbh'(w)' Substituting for i‘bl

v, -~ 20 s*. te(s) =9 (te0-)=0)

Wr



therefore

2cn(t) = (.:::;V% E

If the switched current is I° then the 10% - 90% rise time of T1 collector

current is
t‘. = le +» I,
Wy Ve

If now v, has a finite rise time tri’ the voltage rise time at T2 collector

is approximately

2 2~
tr = [tf""z + ('ﬁ_"_{o) + (22 CL“I)
WV



APPENDIX 2

SUBCARRIER PHASE AND GAIN ERRORS ARISING FROM QUANTIZATION

Fi
codec input,ideal output [
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Fige.1: sampled and quantized subcarrier, time and frequency domain

Assume that sampling is at sto and that the sampling phase is d. Let
2y a, ay be the quantized impulse samples from a codec and €1q fzq €3q be the
corresponding quantizing errors (=% 2f%¢+%). Using an interpolation filter of

cut—off frequency 30)80/2 the filtered codec output can be written as

a
Z a, Sq [wa(E-kt,)/z]= Ag, +AECos(w,¢l:+6) + €() (1.
k=t

AEO is a spurious dc component and AE is the amplitude of an error wave and
both arise from folded subcarrier harmonics generated by quantizing and
sampling. Since eqn.(‘i) repregents a sum of orthogonal sampling functions
then the peak of each ay lies on the output subcarrier and.the amplitude

of the 6utput subcarrier can be expressed as

Ny

Z
£ - _:,_‘_[(zqt_ql-qo + 3(Q3"q')2] (2)
where a. = Eo + ESl'n[¢ + _i_lf(k-')] + 8.9, k:l,'l,]

For a sampling phase ¢ = O then



Eqne (2) reduces to !
”~
2

B/ =4[ (386 + 28, - §9-59) +3(5y-89-8E)" ]

which is of the form
L

¢ o3[ (¢ o0 < (6460 1 2

' -
Considering eqne (3) a8 the addition of two vectors,-::-fP corresponding to
—

the ideal suboarrier output,and f,(€) + £,(€) ocorresponding to the error wave
s[ho + £10]%

[ (ae-6-6)+3(5-6)] %

%’1’ [['z tE 4G - 56586~ 8§ ]%

we have £\E

I

AE is a maximum when £ = :% for one sample and +% for the other two samples

8o that

AE . = 29/3

mayx

The maximum phase and gain errors measured relative to the ideal subcarrier

—_
output ocan be found by considering the veotor sum E + 2gq/3. For a full scale

code¢ input st and n bits per sample the phase and gain errors are respeoctively

. o= zv
p, € :tsm’(___':;> dleg
| 3.2"E
e if + ( 200 !E‘ 2{
3.2/
These relations are summarised below for E = TOmV and st = 1,234V (corresponding

to 100/0/100/0 colour bars)e



n maxe gain error %4 max. phase error, Yiee

T 9.18 5°16'
8 4459 2%38¢
9 24295 1°19°

It is well known that the harmonic amplitudes for a quantised simusoid can vary
abruptly for very small changes in mean level or wave amplitude and both the
amplitude and phase of the filtered subecarrier are expeoted to behave
similarly, To illustrate this effect the values of Py and g, Were computed and
plotted as a function of luminance level, Fige 2+ The mathematioal model of the
codeo was made ideal so that the phase and gain errors arise entirely from
8-bit quantization (Lees they are measured relative to an unquantized codec
output,ﬂ-t¢:9. The sampling phase, subcarrier amplitude and full scale codec
input all correspond to the values used in the Monte Carlo and corosscorrelation

investigations (Figse 6417 and 6.21 respectively).

Fige 2 shows the abrupt changes with luminance level (neglecting
plotter interpolation errors between 0¢2mV luminance incremgnta) and olearly
shows how the differential phase and gain errors in Figse 6.17 and 6.21 relate
to the more fundamental oconcept of ‘quantizing phase and gain errors‘',
Variation of the sampling phase gives different patterns although the erroras
are alWways within the theoretioal 5ounds. Acoording to the bounds for n = 8,
it is just possible for the differential phase and gain to be about 5° and 9%
respeotively but these extreme values are of little practiocal oonsequence
since the PAL system is relatively tolerant of such errors and anyway the

errors tend to be eliminated by dithers
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Fige 2: computed subcarrier phase and gain error arising from quantization

a8 a function of luminance level (E = 70nV, Vpo= 1234nV, n = 8,

1q = 4.82mV, sampling phase = 0°).






letting k = 1

[(V -Vz)e ‘ +(v -V,)

5 5w
+(V+-vs)e " .,L(vs_v‘)QJ 3 *(Vs-",)]

whioh can be expressed in the form

Fi = z"Tr(I' +)Ry)

where I, * -'?(V, + Vg -Vq,_VJ)

-R, = V-V, 4%(V‘+V4_ ..v'_v?)

Similarly, for k = 2

| -3 - )4, _iar
Fa= L [(Vn V3 )e 1% + (V,‘V,)e_ ) Vg-:-(v,-vq)e )z
¢

c.°

: _ 1%/ _ ol
sWe-vs ) e (Ve )e ™ + (V;-V;)]

* Fz b "L"‘,(Iz-f:'“z)

where T f (V -2V, t V3 ey —2\/5.,.\,6)






















































