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1. Introduction
Turbulent boundary layers, created by flws interacting with the rough topography of coral reefs, are important to 
many aspects of reef function and health (Davis et al., 2021). For example, turbulent boundary layers are impor-
tant to coral health by supporting nutrient uptake (Lowe & Falter, 2015). For an unstratified, turbulent flow over 
a rough bottom, the boundary layer takes the form of the law-of-the-wall (Pope, 2012):

�(�) = �∗
�
ln
(

� − �
�0

)

, (1)

where u(z) is the horizontal velocity at height z above the bed, u∗ is the friction velocity, z0 is the roughness height, 
d is the displacement height, and we adopt the von Kármán constant κ = 0.41 following Nepf (2011). The friction 
velocity can also be calculated directly from the Reynolds stresses at the bed

Abstract Coral reefs are hydrodynamically rough, creating turbulent boundary layers that transport and 
mix various scalars that impact reef processes and also can be used to monitor reef health. Often reef boundary 
layer characteristics derived from a single instrument are assumed to accurately represent the study site. This 
approach relies on two assumptions: first, that the boundary layer is relatively homogeneous across the area of 
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Plain Language Summary Coral reefs are characterized by variable bottom features at scales 
from small coral polyps to rocky substrates and large bommies. This variability is often present on scales 
of centimeters to tens of meters. However, scientists seldom have enough resources in terms of time and 
equipment to fully instrument reefs to capture this variability, and often rely on assumptions that their 
measurements are representative of a larger area while sampling a small subset. One feature of particular 
interest is the boundary layer, the bottom part of the water column where the current interacts with the 
corals. Understanding the boundary layer allows scientists to infer a wealth of information, including reef 
metabolism and input parameters for computer models. In this study, we placed four instruments using different 
measurement approaches over a 15 × 2 m area of a reef in the Indian Ocean to test whether estimates of the 
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on the flow characteristics, except from instruments measuring localized flow features close to the corals. Thus, 
our results offer support to the often implied assumption that we can capture important flow parameters on 
coral reefs in spite of limited resources.
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�∗ = |�′�′
|

1∕2
� , (2)

where u′ and w′ are the instantaneous velocity deviations from the mean in the horizontal and vertical direction, 
respectively, and the bar indicates a time average. Equation 1 has been found to accurately describe boundary 
layer flow on coral reefs, see e.g., Lentz et al. (2016) and Rosman and Hench (2011). In particular, Reidenbach 
et al. (2006) found u∗ values determined by fitting the law-of-the-wall were consistent with values derived by 
direct measurement of �′�′ and from inferred rates of turbulent kinetic energy dissipation on three reef sites near 
Eilat in the Gulf of Aqaba. Indeed, it is remarkable that despite the complexity of coral surfaces, the log law pro-
vides a remarkably good description of the structure of flows over many reefs (Davis et al., 2021). Consequently, 
the complexity of flows in and among the corals themselves is not considered as the lowest heights of our meas-
urements were well above the corals themselves, a condition that likely describes most velocity measurements 
made in the field on reefs. These complexities include local wakes and small-scale shear layers that scale with 
local coral colony size, that is, 10's of cms (Asher & Shavit, 2019).

The friction velocity is important to reef biogeochemistry. In a series of papers, Atkinson and colleagues [see 
e.g., Falter et al., 2005] showed that nutrient uptake by reefs can be mass-transfer limited such that fluxes to 
reef communities are directly proportional to u∗. In like fashion, boundary layer velocity measurements can be 
combined with measurements of concentration gradients of scalars such as oxygen or total alkalinity in order to 
estimate chemical fluxes and thus to estimate metabolic rates of reefs at time scales as short as minutes (McGillis 
et al., 2011; Monismith et al., 2010). For example, the Benthic Ecosystem and Acidification Measurement Sys-
tem (BEAMS) method, introduced by Takeshita et al. (2016), is a flux-gradient method based on finding u∗ by 
fitting the law-of-the-wall to observed velocity profile, and then computing the flux using the corresponding eddy 
diffusivity κu*z. Thus, to generalize these results to a section of a reef scaling with the “footprint” from which the 
flux is derived (Berg et al., 2007), the measured value of u∗ must be assumed to be representative of turbulence 
at the scale of interest. Typically, the upstream distance of contribution to a flux estimate is given by the footprint 
(McGillis et al., 2011)

𝐿𝐿(𝑧𝑧) = �̄�𝑢𝑧𝑧
𝑢𝑢∗

=
ln(𝑧𝑧∕𝑧𝑧0)𝑧𝑧

𝜅𝜅
. (3)

McGillis et al. (2011) and Takeshita et al. (2016) report footprints of 6 and 10 m, respectively.

Bottom drag is often described using the drag coefficient, CD,

�� =
(

�∗
�ref

)2

, (4)

where uref is the reference velocity, typically either the depth-averaged velocity in shallow flows or the velocity 
at a fixed height, for example, z = 1 m above bottom (Lentz et al., 2017). Drag coefficients are widely used in 
modeling reef flows, where they are used as tuning parameters that are adjusted to best match observed flows 
[e.g., Lowe et al., 2009]. Recently, efforts have aimed to determine CD a priori based on bottom roughness, z0 
and depth, e.g., Rogers et al. (2018) showed that z0 could be parameterized in terms of statistics of the bottom 
topography. Given the wide variety of reef morphologies, the generality of their results remains to be seen.

It is evident that estimates of u∗ are essential to studying reef health and hydrodynamics from multiple per-
spectives. This raises the following question: To what extent are derived values of u∗, z0, and CD from a single 
instrument representative of hydrodynamic behavior of reef flows at larger-scales given the spatial heterogeneity 
of coral reefs? In order to scale up reef metabolism rates, or use a drag coefficient in a numerical model, the 
turbulent boundary layer parameterization must be applicable to a larger area of the reef than what is typically 
feasible to measure. Two assumptions are necessary to extrapolate local measurements to a larger region: (a) The 
boundary layer and thus the topographic scales that constitute roughness must be relatively homogeneous over 
the area of interest; (b) The observed boundary layer characteristics should be independent of the instrument; that 
is, results should not be sensitive to the location or configuration of an instrument. The second assumption, while 
primarily one of methodology, is nonetheless important since the variety of instruments used to estimate u∗ have 
different capabilities in terms of what they can resolve, from fast measurements of localized turbulence properties 
to ensemble-averaged measurements of the water column mean flows.
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This paper presents results from a 2-week deployment made on a reef in the Chagos Archipelago in March 
2019, where, along with the deployment of biogeochemical instruments designed to quantify reef chemistry, 
four different velocimeters were deployed in a 15 × 20 m area. A photo of the reef is found in Figure 1, and a 
high-resolution orthomosaic is in Text S1 in Supporting Information S1. Using two techniques, log-fits to mean 
velocity profiles and calculation of Reynolds stresses, we computed time series of u∗ for each instrument. We use 
Structure-from-Motion (SfM) (Ullman, 1979) to create a scaled digital elevation model (DEM = bathymetry) of 
the reef to quantify the physical roughness heights of the reef and their spatial variability. We find a reasonable 
correlation between all estimates of the friction velocity u∗ (R

2 ranging from 0.53 to 0.86), implying that all four 
instruments sampled a similar, larger scale flow structure, and estimates from any one of the instrument were 
representative of u∗ in the 15 × 20 m area studied. Photogrammetry-derived drag coefficients showed agreement 
with those derived from instruments observing large-scale flow features; however, this is not the case when 
comparing to an instrument capable of resolving highly localized flow features. We show that while computed 
roughness parameters are in general agreement, care should be taken when comparing instruments of widely 
different spatiotemporal resolutions and measuring volumes.

2. Field Site and Methods
As part of a larger initiative to study the British Indian Ocean Territory Marine Protected Area (Hays et al., 2020), 
measurements were made on the fringing reef off Île Anglaise (lat: −5.3387°, lon: 72.2133°) between March 10 
to March 24, 2019. Île Anglaise is part of Salomon atoll in the Chagos Archipelago [Figure 2a]. A list of the 
deployed velocimeters is given in Table 1, which also lists sampling rates and associated deployment parameters. 
Instrument locations are shown in Figure 2. To sample different parts of the water column at different spatiotem-
poral resolutions, we deployed four velocimeters: (a) an RDI Acoustic Doppler Current Profiler (ADCP) with 
a measurement range of 10  m at a 0.25 -m resolution, (b) a Nortek Signature ADCP with a range of 13  m at a 
0.5 m resolution, (c) a Nortek Acoustic Doppler Profiler (ADP) with a 1.86 -m range at a 3 -cm resolution, and 
(d) a Nortek Acoustic Doppler Velocimeter that measured single-point velocities at a about 1 m above the canopy. 

Figure 1. Photo of the reef, taken on March 19, 2019 during deployment. In front, multiple instruments are being deployed, including the ADV and ADP. The 
Signature is being deployed at the top of the photo toward the back. The photo is taken looking approximately north.
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A high-resolution 3D model of the reef showing the benthos and community structure in detail is available in the 
data repository associated with this paper.

The site had a mean depth of 10 m and an approximate 1 m tidal range. The two-week deployment captured a 
spring-neap cycle. Observed waves were primarily locally generated wind waves with root-mean-square wave 
heights less than 0.5 m and periods around 2–5 s. Depth-averaged currents were typically 0.2 m/s, with a maxi-
mum of 0.8 m/s. The principal flow direction was along-shore, see major flow axis in Figure 2.

Depending on the instrument, we use two different methods to estimate u∗. Equation 1 was fit to velocity pro-
files measured by the ADP, ADCP, and Signature to estimate u∗ and z0 (Table 1, last column). Initially, velocity 
profiles were fit to include the displacement height d in Equation 1; however, we found that median estimates 
of d were approximately 0 m, and setting d = 0 made no discernible effect on computed values of u∗ and z0. The 
vertical extent of the profiles ranged from approximately 1–4 m, depending on the vertical resolution of the in-
strument, see Figure 3. The ADP had the highest vertical resolution of 3 cm [Figure 3a], whereas the Signature 
ADP the lowest resolution of 0.5 m [Figure 3c]. Only profiles for which the coefficient of determination R2 ≥ 0.8 
were used in the results shown throughout.

Figure 2. Origin at latitude −5.3387° and longitude 72.2133° (a) Salomon Atoll, Chagos. The field site is just west of Île 
Anglaise island. Map data: Google Earth, CNES/Airbus. (b) Bathymetry of the site derived from Structure-from-Motion. 
Symbols indicate locations of instruments and ARMS collectors. (c) Bathymetry (DEM), linearly detrended in x and y. (d) 
Bathymetry, detrended with a 2 × 2 m moving average filter. Values of 𝐴𝐴 ⟨𝑧𝑧0⟩ are calculated using Equation 5.
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Instrument Sampling Resolution
Depth 

(m) u∗ and z0 calculation

2 MHz Nortek ADP HR 512 profiles at 1 Hz every 30 min 62 bins of 3 cm, blanking distance 
0.43 m

10 Log-𝐴𝐴 f it 𝑢𝑢(𝑧𝑧) = 𝑢𝑢∗∕𝜅𝜅 ⋅ ln(𝑧𝑧∕𝑧𝑧0)a, of lower 22 
bins, 512 profiles at 1 Hz.

1200 kHz RDI ADCP Continuous, 5 min ensembles 40 bins of 25 cm, blanking distance 
0.38 m

9.3 Log-𝐴𝐴 f it 𝑢𝑢(𝑧𝑧) = 𝑢𝑢∗∕𝜅𝜅 ⋅ ln(𝑧𝑧∕𝑧𝑧0)a, of lower bins 
2 to 9, 5 min ensembles averages.

Nortek ADV 8192 profiles at 16 Hz every 
30 min

Volume 14.9 mm 10 �∗ = |

̄�′�′
|

1∕2 of 8192 samples at 16 Hz, no z0.

Nortek Signature 1,000 ADCP Continuous, profiling at 2 Hz 27 bins of 0.5 m blanking distance 
0.6 m

10.7 Log-𝐴𝐴 f it 𝑢𝑢(𝑧𝑧) = 𝑢𝑢∗∕𝜅𝜅 ⋅ ln(𝑧𝑧∕𝑧𝑧0)a, of lower 8 
binsb, 600 profiles, 2 Hz.

Note. All instruments were bottom-mounted and upward-facing.
aWe first estimated the logarithmic fits with three fitting parameters: u∗, z0 and d. However, d = 0 in all but a few instances. Therefore, we set d = 0, and analyzed our 
data with two fitting parameters: u∗ and z0. 

bAbout halfway through the deployment, the Signature 1,000 shifted on the substrate, and a coral canopy obscured bins in 
the range 2.6–3.6 m. The two bins in question were not included in the log fits.

Table 1 
Instruments Deployed, and Methods Used to Calculate u∗ and z0

Figure 3. (a)–(d) In gray, velocity profiles of u(z) normalized by the mean velocity 𝐴𝐴 𝐴𝐴𝐴 for all profiles where R2 ≥ 0.8 are 
shown. The black error bars show the time-averaged value and one standard deviation of each vertical bin. The dashed lines 
are the log profiles based on a best fit of the time-averaged profiles. Figures (a) and (b) show the ADP profiles when flow is 
directed north and south, respectively. (e) Time-averaged profiles and best fit as in (a)–(d), here on a logarithmic scale. (f) 
Dissipation of TKE as derived from the ADV and production of TKE as derived from the ADV and ADP.
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From the ADV, we calculated Reynolds stresses for each 8.5 min burst. Although the site experienced limited 
wave forcing, we first separated wave and turbulent stresses following Benilov and Filyushkin (1970) and calcu-
lated u∗ from the turbulent stresses using Equation 2. We did not calculate z0 from the ADV data. For the ADP, 
ADCP, and Signature, we calculated the drag coefficient using Equation 4 and a reference velocity uref = u(1 m).

For development of a SfM bathymetric model, 476 photos were collected using a Panasonic GH4 camera in a 
Nauticam GH4 underwater housing with a 7-inch dome port. The camera diver swam slowly about 1.5 m above 
the seabed following a grid like pattern over an area of 15 × 20 m with the BEAMS experiment at the center, 
aiming to achieve 50% overlap in fields of image capture. After filtering out photos containing non-target objects 
or with non-vertical camera orientations, 390 photos were used for modeling. Fish were masked out of the images 
manually, and SfM processing was accomplished using Agisoft Metashape Pro following the general proto-
cols, module sequence, and settings (Bayley & Mogg, 2020). Scaling was established using 19 X/Y (horizontal) 
control points from the Autonomous Reef Monitoring Structures (ARMS) instruments deployed through the 
study area [each ARMS plate is 22.5 × 22.5 cm, see locations in Figure 2b]. Depth measurements used to check 
model-produced bathymetry were made by comparing the DEM depth to observed instrument mean depths. The 
DEM has dimensions of 24,367 × 27,474 with a real-world pixel dimension of 1.1 mm. Estimate average posi-
tional error is up to 3.2 mm.

The SfM data were used to compare the drag coefficients derived from hydrodynamic observations to the method 
proposed in Rogers et al. (2018), in which the drag coefficient is derived from topography only. The prospect 
of estimating drag coefficients without direct velocity measurements is enticing, in particular in its application 
to numerical models; however, the generality of the method requires validation against field studies. The SfM 
data were processed according to Rogers et al. (2018) to calculate topographic roughness, (z′)rms, and small-scale 

slope, 
(

��′

��

)

rms
 , to estimate z0. The reef in Rogers et al. (2018) was on a flat, sandy bed, which served as a vertical 

datum. Here, the entire reef slopes, obfuscating the distinction between topography and roughness elements. To 
calculate the topographic roughness heights, we used two methods; (1) fitting a plane to the reef and subtracting 
the vertical plane coordinate from the bathymetry, essentially detrending the SfM linearly, and (2) creating a 2D 
moving average filter of 2 × 2 m extent and subtracting the averaged surface from SfM data [Figures 2c and 2d]. 
For both methods, once the bathymetry is detrended, we follow Rogers et al. (2018) to calculate

⟨�0⟩ =
4
�
(�′)rms

(

��′

��

)

rms
, (5)

where z′ is the deviation from the bottom surface shown in Figures 2c and 2d, and 𝐴𝐴 (𝑓𝑓 )rms = ⟨𝑓𝑓 2
⟩

1∕2 is the root-
mean-square of the spatially distributed parameter f. The multi-scale roughness of the reef makes the averaging 

challenging: While local streamwise slope 𝐴𝐴 𝑑𝑑𝑑𝑑′

𝑑𝑑𝐱𝐱
 is easily calculable, both 𝐴𝐴 (𝑧𝑧)rms and 

(

��′

�𝐱𝐱

)

rms
 depend on the length 

scale that is assumed to characterize the overall bathymetry variation. The smaller this averaging scale is made, 

the smaller value of 𝐴𝐴 (𝑧𝑧)rms and 
(

��′

�𝐱𝐱

)

rms
 that one finds. Further exploration of this issue using SfM data from the 

Île Anglaise site and other Chagos reef sites will be given elsewhere. Rogers et al. (2018) estimate the drag co-
efficient by

⟨��⟩ = �2
[

ln
(

⟨�⟩

⟨�0⟩

)

+ (Π − 1)
]−2

, (6)

where 𝐴𝐴 ⟨𝐷𝐷⟩ is the mean depth, Π ≈ 0.2 for high Reynolds numbers (Lentz et al., 2017), and 𝐴𝐴 ⟨𝐶𝐶𝐷𝐷⟩ relates the bed 
shear stress to the depth-averaged velocity. In this work, we estimate drag coefficients for the site using Equa-
tion 6 and 4 and compare them below.

3. Results
Figures 3a–3d shows velocity profiles for each sampling period (u(z)), normalized by the depth-averaged velocity 
of the profile 𝐴𝐴 (�̄�𝑢) . The black lines and error bars show the mean and standard deviation over the entire deployment, 
and the dashed line shows a logarithmic fit to the time-averaged mean. The fitted profiles outline the boundary 
layer as observed by each instrument and which part of the profile the instruments are capturing. Similarly, in 
Figure 3e, the time-averaged profiles and fits are shown on a logarithmic scale, illustrating the linear behavior 
expected of a velocity profile according to Equation 1.
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The development of the logarithmic boundary layer profile relies on a balance between production and dissipa-
tion of turbulent kinetic energy (TKE), P = ϵ. Thus, as a check on the validity of applying the log law to the flow 
and thereby deriving u∗, we estimate production and dissipation separately and compare the two. Production and 
dissipation are estimated following, for example, Reidenbach et al. (2006). Production is calculated as,

� = −�′�′ ��
��

− �′�′ ��
��

, 

where the Reynolds stresses are estimated from the ADV and the velocity shear is estimated from the ADP at the 
same height. We compare to the dissipation, ϵ, calculated according to Shaw et al. (2001),

���(�) =
9
55

(

4 − cos2�
3

)

��2∕3�−5∕3, (7)

where Sww is the vertical velocity spectrum, θ is the angle to the mean flow (θ = 90°), α = 1.56 is an empirical 
constant, and the wavenumber k is related to the frequency through Taylor's frozen turbulence hypothesis 𝐴𝐴 𝐴𝐴 = �̄�𝑢𝑢𝑢

2𝜋𝜋
 . 

A straight line is fit to the inertial subrange of ln(Sww) as a function of ln(f), where Sww ∝ f−5/3. Using a value pair 
(k1, Sww(k1)) from the linear fit, ϵ is evaluated through Equation 7. These estimates are found in Figure 3f and 
show a production-dissipation balance of TKE required for the development of the logarithmic boundary layer 
and derivation of u∗.

Calculated friction velocities from the four instruments are all similar in magnitude and follow similar trends in 
Figure 4. The sign of u∗ indicates direction as aligned with the major flow axis (Figure 2). Figure 4, top, is an 
example of friction velocities calculated for a duration of one day.

The five scatter plots in Figure 4 show pairwise comparisons of values of u∗ derived from the four velocity time 
series. Pairwise coefficients of determination R2 range from 0.53 for the ADP and the ADV up to 0.86 for the Sig-
nature and the ADCP. Furthermore, we estimate roughness heights z0, see Table 2. Mean z0 values vary between 
0.22 − 0.33 m. Compare this to the physical roughness in Figures 2c and 2d, where roughness elements vary from 

𝐴𝐴 |𝑧𝑧′| ∼ 0 − 0.5  m, depending on the choice of detrending. Estimates of CD are found in Table 2, calculated from 
Equation 4. The calculations distinguish between flow directions.

Figure 5a combines two representative mean ADP profiles, one for northward flow and one for southward flow, 
both shown on SfM-derived bathymetry. When the flow is directed southward, and approaches the ADP from a 
relatively flat and deeper area, a well defined law-of-the-wall boundary layer develops. As the flow reverses, it 
approaches the ADP from the shallower region with larger roughness elements that lies to the south. The velocity 
profile in this case is typical of a mixed boundary layer either immersed in, or located downstream of, a dense 
canopy (Chung et al., 2021; Nepf, 2011). While this mixed-layer profile requires the inclusion of the displace-
ment height d in Equation 1 (Rosman & Hench, 2011), the median values of d from fits were close to zero; hence, 
we set d = 0 m throughout. Most importantly, by visualizing topographic and roughness variations at scales 
ranging from single coral heads to the entire area imaged, and given the position in that area of any velocity sen-
sors, SfM-derived bathymetric data can be used to understand why flow structure might vary with flow direction 
(Figure 5 and Movie S1 in Supporting Information S1).

4. Discussion
Friction velocities estimated from the four velocity instruments show agreement over the two-week deployment 
period (Figure 4, R2 ranging from 0.53 to 0.86). The ADCP and Signature were best correlated, despite being lo-
cated the farthest apart of all the instrument pairs, likely due to the fact that the two instruments measure at larger 
spatial scales and thus localized flow features were averaged out in both time and space. This is corroborated by 
Figure 5b, which shows the two instruments measured almost identical velocity profiles. In contrast, the ADP and 
ADV sampled the flow closer to the bed at higher resolutions and thus were more likely to be affected by local 
topography and flow features.

The mean hydrodynamic roughness heights z0 varied between 0.23 and 0.40 m, with large scatter in particular 
in the ADCP and Signature estimates (Table 2). These values are comparable to the physical roughness scales 
in Figure 2. In Figure 2c, just south of the ADP, a large coral canopy protrudes. This is likely the source of the 
mixed-layer velocity profile observed during northward flow, and the reason the ADP-derived roughness heights 
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Figure 4. Top: time series example of u∗(t) for all four instruments. For the ADCP, ADP, and Signature: only instances 
when log fits R2 ≥ 0.8 are shown. Bottom: Scatter plots of u∗ calculated from each instrument with units m/s. R2 in upper-left 
corners are the coefficients of determination between the instruments and N the number of instances used. Positive friction 
velocities are directed in the positive direction of the major flow axis in Figure 2.

Logarithmic fits Equation 5 Equation 4, uref = u(1 m) Equation 6

R2 ≥ 0.8𝐴𝐴 𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
0  (m)𝐴𝐴 𝐴𝐴𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆0  (m)𝐴𝐴 ⟨𝑧𝑧0⟩a(m) 𝐴𝐴 𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

𝐷𝐷 𝐴𝐴 𝐴𝐴𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
𝐷𝐷 𝐴𝐴 ⟨𝐶𝐶𝐷𝐷⟩

a

ADCP 56% 0.27 ± 0.22 0.28 ± 0.24 0.05 ± 0.002 0.03 ± 0.001

ADP 84% 0.34 ± 0.12 0.23 ± 0.13 0.14 ± 0.004 0.05 ± 0.003

Signature 40% 0.31 ± 0.25 0.40 ± 0.26 0.04 ± 0.002 0.06 ± 0.003

Linear detrend 0.56 0.04

Moving average detrend 0.33 0.02

Note. Results are given with one standard deviation error.
aFollowing Rogers et al. (2018).

Table 2 
Estimated Roughness Parameters
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were larger for flows going north than for flows going south (Figures 5a and Table 2). The asymmetry in z0 sug-
gests that the roughness elements south of the ADP were larger than ones to the north of the ADP, and therefore, 
the drag for flows from the south was larger as well. In contrast, the flow measured by the ADCP had no signif-
icant directional asymmetry, in accordance with Figure 2, since the surrounding surface elements are uniformly 
small. Unfortunately, data from the Signature have a significant amount of scatter due to large vertical bins and 
a shift in pitch that required bins 5 and 6 from the bottom to be discarded due to a coral obstructing the beams. 
It is not possible to say from the z0 values in Table 2 whether the Signature measured directional asymmetry due 
to the large uncertainty.

Both Rosman and Hench (2011) and Lentz et al. (2017) reported coral reef drag coefficients that span two or-
ders of magnitude, i.e., from 0.003 to 0.1, with the lower limit being characteristic of canonical, nearly smooth 
bottoms and the upper limit representing the area-averaged effects of large coral bommies (Hench et al., 2008). 

Figure 5. Origin at latitude −5.3387°, and longitude 72.2133°. (a) Quiver plot of ADP velocities superimposed on the DEM 
from SfM. Northward flow: 11 a.m., March 13, 2019. Southward flow: 1.30 a.m., March 11, 2019. Each quiver plot is the 
average of 512 profiles at 1 Hz. (b) Mean velocities for a half-hour period, from left to right: ADCP, ADV, ADP, Signature. 
See full Movie S1 in Supporting Information S1. The orange line indicates the approximate extent over which the curve 
fitting was done. The white line at zero depth indicates the tidal water level, and the marker indicates the water level at the 
given time in the video. These figures in Supporting Information S1 were produced using Matlab's Computer Vision Toolbox.

 21699291, 2021, 12, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2021JC

017825 by Plym
outh U

niversity, W
iley O

nline L
ibrary on [11/10/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Journal of Geophysical Research: Oceans

LINDHART ET AL.

10.1029/2021JC017825

10 of 12

For the ADCP and the Signature, CD ≃ 0.03–0.06, values that are well within values reported for other reefs. 
The ADP produced direction-dependent drag coefficients in comparison, CD = 0.05 for flows going south, and 
CD = 0.14 for flows going north, nearly five times larger than the ADCP. We discuss this disparity in Section 4.2.

4.1. Resolving the Boundary Layer

Consistency of the estimated roughness parameters u∗ and z0 shows that the results are largely independent of the 
instrument configuration and location, suggesting that the boundary layer at this site is approximately spatially 
homogeneous. The spatial coherence of the mean flow is easily seen in the observed velocity profiles when they 
are viewed superposed on the reef bathymetry, as in Figure 5 and also shown in the supplementary materials. The 
ADCP and the Signature recorded similar velocity profiles at a similar spatial resolution, including at times the 
appearance of a flow reversal approximately halfway through the water column. Thus, friction velocities derived 
from the two instruments are also similar (as seen in Figure 4). This consistency explains why the u∗ correlation 
is highest between the ADCP and the Signature (Figure 4), in spite of the two instruments being the farthest apart 
of the four instruments.

While the roughness parameters were largely correlated, some variability between instruments was evident, in 
particular when bed stress estimation was done using near-bed measurements. The ADV and the ADP derived 
values u∗ were most weakly correlated despite of being closely located, reflecting the fact that they were sampling 
much more localized, and hence variable flows. For example, the canopy flow velocity profile observed by the 
ADP was not resolved by either the ADCP or the Signature, where the larger bin sizes tend to average out these 
effects.

Qualitatively, the differences between what the ADP recorded versus what the ADCP and Signature measured 
reflects the fact that the area of the bed affecting the flow structure increases with height (Bou-Zeid et al., 2004; 
Davis et al., 2021), as suggested also by the footprint calculation, Equation 3, which provide estimates of ca. 2 m 
for the ADP and ca. 10 m for the Signature and the ADP. These simple estimates should be viewed as somewhat 
approximate as the LES calculations presented in Bou-Zeid et al. (2004); Bou-Zeid et al. (2007) make clear that 
the physics of flow over spatially varying roughness involve the blending of different turbulence structures with 
height in a way that depends on the sizes and heights of the individual roughness patches. Practically, it may be 
the case that despite the extra resolution gained by the use of the high resolution profiling capability of the ADP, 
using the instrument in this mode made be less useful for determining u∗ due to the limited range necessitated by 
the pulse to pulse coherent processing mode needed to obtain the higher resolution profiles.

4.2. Drag Coefficient Inconsistencies

Estimates of drag coefficients are more varied than those of friction velocities, as seen when comparing the ADP 
to the ADCP and Signature (Table 2). Friction velocities calculated by fitting a logarithmic boundary layer profile 
(Equation 1) rely on the overall velocity profile shape and are less sensitive to velocity fluctuations in individual 
vertical bins. The overall horizontal velocity profile is similar for all instruments (Figure 5) as they are sampling 
the same large-scale boundary layer flow. The resulting u∗ values reflect this homogeneity, which is encouraging 
since, for example, gradient flux measurements on reefs such as mentioned in Section 2 rely on this assumption. 
Since calculated fluxes are proportional to u∗ a strong bias depending on instrument type or displacement would 
question the extent to which the result are representative of the reef. In contrast, calculating the drag coefficient 
by Equation  4 introduces uncertainty associated with the choice of reference velocity. Using uref  =  1  m is a 
common choice, and as such provides a useful basis for comparing drag coefficients across instruments, reefs, 
and studies, however, defining the z = 1 m on a reef is nontrivial. Reef surface variance is often in the order 

of 0.1–1 m, and vertical scales of instruments and deployment setups are of order 0.1 m. If �� =
(

�∗
�ref

)2
 , then 

underestimating the reference velocity by half overestimates the drag coefficient by a factor of four. Hence, even 
when two instruments produce comparable friction velocities, the resulting drag coefficients may vary depending 
on the definition of the reference velocity.

Thus, the question is raised: If only one instrument is available and no comparison can be made between instru-
ments, which metric can be used to gauge the estimated drag coefficient? In this study, we found that using the 
method outlined by Rogers et al. (2018) produced drag coefficients that were consistent with the ADCP and the 
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Signature. More studies are needed to examine the generality of the method, especially as it applies to multiscale 
roughness as outlined in Section 2. The benefit of this method is that it relies exclusively on the geometric char-
acteristics of the reef from SfM, and it takes no more than one or two dives on a site to gather enough images for 
the generation of a DEM. Pending exploration of the robustness of the method, SfM-derived drag coefficient can 
serve as a comparison when only one instrument is available.

5. Conclusion
In this paper, we estimated friction velocities from four different instruments with different sampling character-
istics, all deployed on the same section of reef. This data allowed us to examine the common (implied) assump-
tions made in measuring reef bed stresses that the turbulent boundary layer over the reef of interest is relatively 
homogeneous, and thus that bed stresses derived from an instrument sampling at a single location can be applied 
to a larger area of interest. Arguably this is made necessary by very practical reasons: such measurements must 
be made with limited time and resources and instruments locations are often chosen based on by where they can 
be anchored and nested between corals and rock formations.

In the present case, the comparison of estimates made using four instruments shows significant agreement in 
friction velocities, with coefficients of determination R2 ranging from 0.53 to 0.86. This indicates that in spite of 
differences in instrument characteristics, the presence of large roughness elements, and meter scale heterogeneity 
in bathymetry, the boundary layer flow at larger scales is be sufficiently homogeneous to be described by the law-
of-the-wall, and thus can be characterized by any instrument that resolves the flow over heights far enough from 
the boundary to not be strongly affected by local roughness elements. In comparison, drag coefficients showed 
larger variability between estimates based on the choice of reference velocity in the calculations. Overall, our Île 
Anglaise observations show that limited hydrodynamic measurements can usefully support larger interdiscipli-
nary studies quantifying reef processes.

Finally, from the standpoint of understanding coral reef hydrodynamics, further work clarifying how flows over 
complex, spatially variable roughness combine to produce log layers seems warranted. As a starting point, more 
detailed near-bed measurements, like those of Hench and Rosman (2013) would be valuable, especially if they 
could be interpreted in the light of the blending height model of (e.g.,) Bou-Zeid et al. (2007). In this regard, SfM 
could provide the detailed topography measurements required to define the roughness. Then what would be need-
ed is the complementary 𝐴𝐴  (m) scale velocity measurements, made using a whole field measurement technique 
such as Particle Tracking Velocimetry.

Data Availability Statement
The data used in this study can be accessed online at https://purl.stanford.edu/hk123fd9747.
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