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Ciarán Griffin 

The Role of Circadian Entrainment in 

Rice Blast Disease 

Abstract 

A circadian clock is present in some capacity in almost all forms of life, and is useful for a 

wide array of traits, but crucially allows organisms to predict future conditions and adapt 

their behaviour to synchronise with, and thrive under, their dynamic environment. 

Accordingly, plant environmental stress responses are gated in a circadian manner, 

including that for pathogenic defence and immunity. Comparatively less work has been 

carried out on the plant pathogens, but there are increasing reports of pathogens capable 

of rhythmically altering their behaviour and virulence-related traits. Magnaporthe oryzae, 

the fungal pathogen responsible for the destruction of enough rice to feed at least 60 M 

people annually, has been shown to possess some circadian clock components, and based 

on bioinformatic analyses, likely contains all the core, accessory, and circadian-associated 

genes. M. oryzae displays a conidial banding pattern, reminiscent of the model clock 

species, N. crassa, and (after sufficient entrainment) this pattern can continue to occur 

under free running conditions for a number of days, with a period of approximately 24 h. 

This rhythm is also presented on a range of nutrient-rich and poor media, suggesting a 

nutritionally-compensated circadian rhythm in M. oryzae. This onset of conidial banding 

is partially determined by the presence of secreted metabolites, the sensation of which 

is facilitated by the circadian clock, predominantly via WC2. The entraining light 
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conditions that M. oryzae is exposed to can significantly alter its vegetative growth, 

conidiation and conidial development, and even pathogenicity. Further, inoculation 

timing (dawn or dusk) plays a role in both the virulence of M. oryzae, and in the 

susceptibility of the plant host, seemingly in a species-by-species manner, where rice is 

most susceptible at dawn, and barley most susceptible at dusk. For M. oryzae, pre-

inoculation entrainment to darkness predominantly favours dawn inoculations, and 

those exposed to prolonged periods of light prefer dusk inoculation. Upon mutation of 

the core clock genes, WC2 and FRQ, vegetative growth, conidiation and conidial 

development, photoadaptation, and pathogenicity were all significantly altered 

compared to the wild type, suggesting an important role of the clock in the general fitness 

of M. oryzae.  This work discusses how entraining light cycles and the circadian clock 

impacts the growth, development, conidiation, virulence, and ultimate severity in the 

economically important rice blast disease. 
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1 General introduction 

1.1 The current status of global food security 

As the global human population continues to climb, from its current value of 7.8 

billion as of 2021, to projected populations of 8.5 billion by 2030, 9.7 billion by 2050, 

and 10.4 billion by 2100 (1), the need to produce sufficient food to meet demands is 

now more pertinent than ever. Food insecurity occurs when people are unable to 

access safe and nutritious food on a reliable basis, in a quantity and quality that meets 

their dietary needs and food preferences required for an active and healthy lifestyle 

(2), and this lack of security can be due to physical, societal, economic, or political 

factors (3). Indeed, there are a multitude of causes, with links to the increases in 

violence and war, extreme weather and natural disaster, inequality of wealth and its 

distribution, and agricultural pests and diseases being predominant (3–5). Countries 

like Afghanistan, Syria, and Nigeria, which have unfortunately observed significant 

conflict and civil upheaval in recent years have experienced destruction of 

infrastructure and roads, subsequently affecting food markets and imports/exports 

(6).   

Food insecurity has increased globally, in part due to climate crises and conflict; 

Ukraine, for example, is one of the world’s largest producers of several key crops and 

produced 3.4% of global wheat, 5.2% of barley, 6.1% potatoes, 1.2% tomatoes, 5.1% 

sugar beet, 3.7% rapeseed oil, and a staggering 27.3% sunflower seed in 2018 (4,7). 

Due to the ongoing conflict with Russia, there are now significant supply chain issues 

arising, creating further knock-on effects. As a result, in Africa food and fuel prices are 

rising sharply, compounded by inflation and financial instability (8). A lack of access 

to safe and reliable work as a result of conflict then creates an inability (whether 
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financial or otherwise) to attain sufficient amounts of nutritious food (4,6), which can 

then further impact mental and physical wellbeing, as well as access to work, creating 

a viscous feedback loop. 

All organisms are in some way adapted to their environment, and as the global 

climate continues to change so, too, does the need for organisms to either adapt to 

these changes or perish (9). With drastic temperature events like heatwaves 

becoming more commonplace, a crop species may begin to suffer and produce a 

lower yield, impacting both the farmers and their income, as well as the consumers 

who may be unable to afford the resulting price hikes (10,11). Additionally, an 

agricultural pest or disease’s ecological range may be altered with climate change: 

increased temperature or humidity could facilitate faster pathogen growth, spread, 

and virulence, severely reducing global crop production (12,13). For example, phoma 

stem canker outbreaks are most severe in Mediterranean climates where oilseed 

rape is grown, but the disease has long been present in the UK (14). Here, the baseline 

severity of phoma stem canker at harvest from the 1960s – 90s had a maximal 

‘severity value’ of 1.7 in a pocket in the southwest of England, whereas the predicted 

maximal severity value for 2050 is 2.3 and may cover a large region of the UK, both in 

the south (ranging from Wales down to the southeast of England) and in Western 

Scotland (14). If climate change trends continue their trajectory, events such as these 

could rapidly occur elsewhere. 

14 crop species provide the majority of food for human consumption, all of which are 

susceptible to pre- and post-harvest disease (15). Phytophthra infestans, the 

causative agent of the potato famine of 1840s Ireland, has spread significantly, 

showing a vast presence across the globe, with epidemics in North America, 
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Southwest India, and Tunisia, amongst other locations, resulting in severe crop 

damage and economic losses surpassing $6 billion (16–18). Further, since 

monoculture crop practices are common in the agricultural industry, the perfect 

breeding ground for plant pathogens is created: the pathogen is surrounded by 

genetically uniform hosts, allowing it to quickly adapt, propagate and effectively 

devastate a population of crops, unless fungicides and other control methods are 

used (19,20).  

Fungicides are used with varying efficacy based on geographic location, fungal 

pathotype, and dosage (21), with broad-spectrum fungicides commonly used (21,22). 

Fungicides, however, can be expensive (sometimes over $70 per hectare), and 

inability to afford fungicide was reported to be one of the main reasons for limited 

rice blast disease control in Tanzanian smallholder farms, for example (23). Further, 

much like antibiotic resistance in human and animal disease, plant pathogens are 

becoming increasingly resistant to pesticides (24,25). Botrytis cinerea, the grey mould 

fungus capable of infecting a wide range of important plant species, causes significant 

pre- and post-harvest crop losses and has developed resistance to a range of 

fungicides resulting from excessive spraying (24). B. cinerea displays high levels of 

resistance to the Benzimidiazoles, Anilinopyrimidines, QoIs/strobilurins, and 

Hydroxyanilides, and this resistance can evolve rapidly, as the Hydroxyanilides were 

first used in 2004 (24). Further, since these staple crops are often grown far from their 

ancestral origin, they are (a) exposed to novel pathogens to which they do not have 

resistance, and (b) could quickly become susceptible to the pathogens present at 

their origin, as they are no longer co-evolving (15,26). It is therefore imperative that 
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control practices are maintained, and research carried out on plant pathogens, given 

their devastating effect on yield, the economy, and food security. 

Finally, as the global population continues to rise, this will inevitably put more 

pressure on countries to produce (and trade) more food to maintain any level of food 

security and diversity they have. If food production cannot meet the demands of a 

growing population, prices may rise, potentially leaving only the wealthy with the 

purchasing power necessary for a sufficient and nutritious diet. This could lead to an 

increased wealth gap, along with tension and potential conflict between economically 

disparate sub-populations. Indeed, so-called ‘food deserts’ are already a common 

phenomenon, where low- and moderate-income communities have reduced access 

to nutritious food compared to richer areas (27). Thus, unless food production is 

increased and distributed fairly, this food insecurity cycle may continue. These 

factors, while interlinked, can be treated (at least in some capacity) as individual 

problems to address. Research in the plant sciences, crop protection, and production 

is one such approach that could significantly contribute towards attaining global food 

security. 
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1.2 The socioeconomic status of rice 

Rice is a core component of over 50% of the world’s diet, and more than 2 billion people 

obtain as much as 70% of their caloric intake from it (28–31). Rice demand is on the rise in 

Europe, the Americas, and especially sub-Saharan Africa, where consumption grew by over 

50% in a 20-year period (31–33). Catering to this demand was largely facilitated by the 

‘Green Revolution’, where intensification of farming practices and the introduction of new 

crop varieties, fertilisers, and irrigation techniques allowed for a massive boom in rice yield; 

Vietnam, for example, doubled its yearly rice production from 1.7 M tonnes in 1989 to 3.6 

M tonnes in 2000 (29,31). Likewise, the International Rice Research Institute (IRRI) is part 

of a task force set out to increase rice productivity in spite of climate change, garner 

investment in rural and smallholder agriculture, and scale up food security programs 

targeting health, nutrition, and education (34). Further, the New Rice for Africa (NERICA) 

project aims to increase food security in Africa, through donations of basic ‘foundation’ 

seeds and supervision or provision of farming practices, production and processing 

equipment, storage and product marketing facilities, and post-harvest storage and 

processing equipment (35)  

Keeping up with the increases in demand still has its difficulties, and rice production is just 

barely above consumption levels (3,29,36). As such, yield increases have slowed 

considerably over the past few years, with the 2017-2018 season seeing only a 0.6% 

increase on the previous year, causing localised shortages and increased prices, 

significantly impacting poorer income groups (3,4,29,36). Accordingly, the global 

population increase from 2017 – 2018 was 1.3%, double that of rice (1,3). This demand is 

expected to rise by a further 26% (an extra 116 M tonnes), from 439 M in 2010 to 555 M 

by 2035 (37). However, as traditionally rice-growing countries such as China and India 
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become more economically prosperous, there is a trend of diversification in diets towards 

a more ‘Western’ one, consisting of a wider range of meat, dairy, and vegetables, so 

perhaps this reduced pressure can allow for rice production to continue to match global 

consumption rates (32). If diversification does not continue or does not continue fast 

enough, though, exporters and growers may be unable to provide for the overall growing 

demand for rice in other regions of the world (32). 

Throughout the 1990s, global rice trade grew an average of 7% each year, principally due 

to the actions of developing countries’ increasing demand and production (28,29). Further, 

international rice trade has nearly quadrupled over a period of 50 years, from 7.5 M to 29.5 

M tonnes traded annually, with developing countries responsible for ~83% of global 

exports (Thailand, Vietnam, China, India, and the United States alone contribute three 

quarters of the exports), and ~86% of the imports (3,28,37–39). In developing countries of 

South-East Asia, agricultural exports, particularly rice, finance a large portion of domestic 

income from the global market (38). However, only 7% of total global rice crop is actually 

exported, suggesting a heavy domestic reliance on rice in these developing nations (37). 

Accordingly, many governments, such as Indonesia, have developed practices to maintain 

food security, including the creation of a minimum rice stockhold, standardised purchasing 

prices for rice, and intervention on a local level to supervise production practices 

(30,33,38). This again supports the intrinsic value of rice as both a domestic and 

international commodity. 

While global production of rice is still growing over the years, there are several imminent 

threats towards maintaining this increase to match demand (3,4). Firstly, due to the 

geographic concentration of rice predominantly in Asia, any localised natural disaster, 
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extreme weather, phytopathogenic outbreak, or market disruption will have a compound 

effect on the overall production and exportation of rice, negatively affecting international 

trade due to the increased predicted costs of rice resulting from its scarcity and supply 

chain issues (38). These same countries would then have to import a larger volume of rice 

from other countries, further increasing prices and depleting rice availability on the global 

market (33).  

As climate change remains an ever-present and ever-growing threat elsewhere, so too, is 

it an increasing issue in rice production (29). In 2013, for example, drought was responsible 

for the destruction of approximately $200 M’s worth of rice in eastern India, north-eastern 

Thailand, and China(37). If drought incidences and temperature increases continue their 

current trajectory, it is estimated that rice production could fall by as much as 14% in the 

next 30 years (29).  

Asia as a whole is also subjected to regular flooding and soil salination of 26 M hectares of 

farmland (37). Accordingly, as global temperature rises, so will sea levels, causing an influx 

of salt water inland, creating more saline soils which will again affect the large amount of 

coastal-grown rice, as well as reduce the remaining available land for rice harvest (40,41). 

It is estimated that some regions of Bangladesh could suffer yield losses of up to 15.6% by 

2050 if soil salinity surpasses 4 dS/m (40,41). In 2018 alone, several Asian countries 

witnessed a reduced rice yield due to floods or droughts during the main crop cycles, the 

US gathered its smallest rice crop in 21 years, and production in Africa fell below that of 

2016 due to irregular rainfall (3). More directly, rising temperatures will also negatively 

affect grain filling and thus gross yield: with a 1 °C increase above the current mean 

temperature, yield reductions could be as much as 10% (37). Finally, since rice is grown on 
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over 144 M farms, most of which are smaller than one hectare, it can be particularly 

difficult to disseminate growth practices to alleviate and control for these increasingly 

erratic environmental conditions (37). 

Whilst abiotic stresses play a key role in rice productivity, their biotic stresses are just as 

pertinent. Since monoculture rice growth is commonplace, genetic erosion often occurs, 

creating a hotbed for phytopathogenic infection to become pandemic (31,42,43). In India, 

for example, pests are responsible for 30-40% of annual rice losses (44,45). Climate change 

will inevitably impact pest prevalence, too; the altered temperature and weather patterns 

could increase the number and range of hospitable environments for plant pathogens, alter 

pest reproduction rates, and increase plant susceptibility, as temperature is known to 

influence immunity and defence responses (46–49).  

Due to their short generation time and large populations, plant pathogens are considered 

to be the first agriculturally relevant organisms to show the effects of climate change 

(37,46,50). For these same reasons, it is also possible that plant pathogens will also adapt 

to altered conditions first, allowing them to exploit the new environmental conditions for 

pathogenesis (46,51,52).  

The vast majority of rice growers in the world make use of varieties that have been 

improved in some way by crop scientists (29,37). Researchers have produced rice with 

increased yield, resistance to biotic and abiotic stresses, and even increased nutritional 

value (33,37,53,54). Taking the current pressures on rice production into account, with the 

increasing issues of climate change, conflict, urban expansion, supply chain uncertainty, 

and population increase, it is essential that research into rice production and the effects of 
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both biotic and abiotic stresses on crops, and implementations of their findings is both 

necessary and time dependent to maintain food security in these uncertain times.  

1.3 The socioeconomic impact of rice blast disease 

Rice Blast disease, caused by the fungal pathogen M. oryzae, is considered the principal 

disease in rice (55,56), and is responsible for the destruction of 10-30% of rice crop, or 

enough to feed ~60 M people annually (22,57–59). This can cause global rice price spikes 

as a result of its scarcity, potentially making this staple food crop unattainable for the 

world’s poorest (22). The damage caused by M. oryzae is expected to increase in the 

coming years and is a great threat towards sufficient rice production, as monoculture 

cropping systems, climate change, and intensification of farming for the growing 

population can provide avenues for a wider ecological range and greater virulence of the 

pathogen (22,46,59). Rice blast outbreaks are in no way new, and are exemplified by the 

repeated epidemics in Korea of the late 1970s and early 80s (60), and the great yield losses 

of up to 50% in Central-South USA (22). In the US alone, Nalley and colleagues (22) 

estimated that if rice blast were to be eradicated, an additional 1 M people annually could 

be fed, and a further $63.4 M generated on an annual basis. 

Currently, the most effective practice used to combat the threat of rice blast disease is in 

marker-assisted breeding (22,60). To date, over 80 resistance (R) genes and 350 

quantitative trait loci (QTLs) linked to resistance in rice and its wild counterparts have been 

found, giving hope for continued development of cultivars tolerant and productive in spite 

of rice blast disease (59). However, this breeding process can take up to 10 years to develop 

a resistant cultivar (61), and the newly resistant plants often cannot remain so for 

prolonged periods of time (22,60). The rice blast fungus is often genetically diverse in the 
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field, and so efficacy of these R genes is dependent on geographical location and specific 

M. oryzae pathovars (59). This diversity and potential for overcoming host resistance in M. 

oryzae can then be confounded by import and export of infected plant material (62). 

Further, given the comparatively short life cycle and generation time of M. oryzae (and 

plant pathogens in general), researchers often find the fungus overcoming these R genes, 

and the new cultivars can lose their resistance in as little as 2 years - sustained defence 

against rice blast disease therefore remains a pertinent issue (22,57,59,63).  

Due to the lengthy period taken to develop a resistant rice cultivar, and their short-term 

efficacy, there is unsurprisingly an increasing push in the scientific community to utilise 

alternative genetic techniques, such as genome engineering, in crop production (22,64–

69). Here, resistance genes or motifs are located in rice with otherwise undesirable traits 

(such as those in their wild ancestors), or in closely related species and transferred into 

higher-yielding, commercially grown crops (65,66,70). Alternatively, if only small changes 

are needed to increase resistance, then the requirement for transgenes, for example, is 

completely removed; CRISPR-Cas based technology creates highly targeted double 

stranded DNA breaks in the transfected organism, creating small indels 

(insertions/deletions of a small number of nucleotides) or facilitating homology directed 

repair (HDR), and can be utilised to alter plant traits in a minimally invasive way (66,70–74). 

Indeed, Wang and colleagues demonstrated increased resistance to M. oryzae in their C-

ERF922 (ethylene responsive factor) mutants, which displayed no significant difference in 

other desirable agronomic traits (67). Reports such as these point towards a more 

promising future for global food security, as these cultivars could decrease the 

environmental impact from intensive farming (reduced fossil fuel and fungicide usage 

would decrease carbon emissions, ecotoxicological damage, eutrophication, etc.), as well 
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as increase rice’s global availability brought about by the higher productivity (22). However, 

governments have been hesitant to allow the production or consumption of transformed 

rice: transgenic, cisgenic, genome edited, or otherwise (22).  This leaves growers with 

relatively few options for combating rice blast disease.  

Since a tonne of rice can fetch as high as $952, and with its ever-increasing price volatility 

on the international market, M. oryzae can have a large impact on the cost of rice at both 

a local and global scale (22,75,76). It is, therefore, of the utmost importance that rice blast 

disease pathosystem research continues. 

1.4 Magnaporthe oryzae: rice blast disease  

M. oryzae is a filamentous ascomycete fungus and hemibiotrophic pathogen (displaying 

biotrophic and necrotrophic stages), capable of infecting more than 50 species of grass, 

and it is the causative agent of rice blast disease (56,77–79). The fungus is present to some 

extent in six of the seven continents, particularly in the rice-growing regions of the world, 

with a concentration in Asia, given its hospitable environment (80). Accordingly, Saleh and 

colleagues (63) reported that a region spanning south China, northern Thailand, and 

western Nepal is the centre of origin of M. oryzae. 

The fungal pathogen first grows biotrophically and asymptomatically within the cells of 

plants, between the plasma membrane and cell wall, actively suppressing the immune 

system, before switching to a necrotrophic phase (the necrotrophic switch), where toxins 

are secreted in planta, causing cell death (77–79,81). M. oryzae propagates by releasing 3-

celled spores (conidia) from  aerial hyphae (conidiophores) that have erupted from the 

plant tissue lesions (78,79,82). Conidia are usually released and spread via wind and 

dewdrop in the early morning, prior to dawn (79,82,83). Upon landing on hydrophobic 
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surfaces such as foliar tissue, conidia produce apical spore tip mucilage, a sticky mucous-

like compound, which enables them to adhere to the plant tissue surface, where they soon 

germinate and a germ tube then grows from the conidium along the leaf surface (84,85).  

By 8 hours post-inoculation (HPI), the germ tubes have become swollen at the tip, and a 

bulbous infection structure may be produced: the appressorium (58,77,78,85). This 

process is facilitated by a switch in cellular growth directionality, from the polar, forward 

growth of the germ tube to the radial, isotropic growth of the appressoria (85,86). The 

dome-shaped, melanin-lined appressorium allows for glycerol to build up, acting as an 

osmoticum, which increases turgor pressure substantially (58,87). At this point, the 3-

celled conidium undergoes autophagy, and the cell constituents are translocated to the 

appressorium, since the conidium is no longer needed (58). Turgor pressure within the 

appressorium allows a penetration peg to rupture and penetrate the host cuticle, 

beginning at approximately 24 HPI (55,78,88).  

As M. oryzae enters the plant with its penetration peg and subsequent primary invasive 

hypha, it invaginates the host cell membrane, and the fungus grows apoplastically (89). The 

thin primary hypha initially grows in a biotrophic manner and utilises the plasmodesmata 

network for movement ~36 h after invasion at the primary infection site (58,89–92). At this 

point, primary hyphae differentiate into larger invasive hyphae, facilitating cell-cell 

movement and ultimate tissue colonisation (59,93,94). The membrane surrounding the 

invasive hypha is known as the extra-invasive hyphal membrane (EIHM), produced by the 

plant host cell, but facilitated by M. oryzae (93,95). The EIHM acts as a barrier between the 

fungus and plant, and the main means of interaction between host and pathogen is at the 

biotrophic interfacial complex (BIC) (58,96). Here, M. oryzae secretes effectors such as 
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Pathogenicity toward weeping lovegrass (Pwl2), which moves into surrounding host cells 

prior to hyphal invasion and suppresses the plant defence response to create a more 

hospitable host environment (85,93,95,97–100). After this biotrophic growth phase of 

about 4 d, M. oryzae then undergoes its necrotrophic switch, where the invasive hyphae 

can cause tissue death, and aerial hyphae emerge from diamond-shaped lesions, followed 

by conidiophore formation as early as 6-7 days post-inoculation for the eventual 

propagation and spread of M. oryzae, where the disease cycle begins anew (58,78,85) (fig. 

1.1).  

 

Figure 1.1: The disease cycle of Magnaporthe oryzae. Image prepared by Assoc. Prof. 
George Littlejohn 
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There are three crucial factors (known as the ‘disease triangle’) needed for successful 

progression of disease in plants; (a) a susceptible host, (b) a virulent pathogen, and (c) a 

disease-conducive environment (101–105). Grain yield, being the most important factor in 

rice crop production is, in part, dependent on which rice variety is grown (and its 

subsequent susceptibility to rice blast), the extent of infection and amount of inoculum, 

and efficacy of control measures such as fungicides (22). In the wet season, when days are 

warm and humid, M. oryzae can thrive and eradicate massive areas of rice crop (12,55). M. 

oryzae could, therefore, be more or less virulent at certain times of day or year due to a 

plethora of environmental factors, notably light intensity and length of exposure (i.e., 

photoperiod, or day length), wavelength composition (red wavelengths are comparatively 

abundant at sunrise and sunset compared to blue, for example), temperature, humidity, 

windspeed, and so on (46,104). Indeed, it has been observed that light exposure, day 

length, light quality, and ‘photoperiodic stress’ can impact both pathogen virulence and 

plant resistance/susceptibility to disease (82,106–111,111–115).  

If a disease-causing species could predict and prepare for these disease-conducive 

environments, it would benefit their propagation and allow them to conserve and spend 

the available resources at times most beneficial (108,116–119). Alternatively, if a host can 

predict when a pathogen will be most virulent or abundant, then it can be better prepared 

to defend itself, utilising the energetically expensive defence mechanisms at times most 

critical for survival (120–122). A progression of knowledge in the rice blast pathosystem 

may subsequently inform new control strategies and their implementation, allowing for 

combat against this globally devastating plant pathogen, thus increasing food security from 

a local to global level, ensuring that rice production increases are maintained for a 

stabilisation of the cost and abundance of rice on the global market 
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1.5 The plant immune system  
A plant’s first line of defence against invading pathogens is the cuticle, providing a physical 

barrier between the intercellular contents and the outside world, coupled with antimicrobial 

compounds and enzyme inhibitors (106,123–126). Once this barrier is breached (through 

stomatal or wound entry, cell-wall degrading enzymes, or appressoria-mediated penetration), 

plants then utilise two facets of the innate immune system; one method detects microbial-, 

pathogen-, nematode-, or damage-associated molecular patterns (MAMPs, PAMPs, NAMPs, 

and DAMPs, respectively) via cell plasma membrane-localised pattern recognition receptors 

(PRRs) and responds accordingly with pattern-triggered immunity (PTI) (124–128). An 

important differentiation here is made between microbe and pathogen associated molecular 

patterns, as many non-pathogenic microorganisms will present the same conserved motifs as 

their pathogenic counterparts, whereas PAMPs are microbial patterns specific to pathogens: 

indeed, all PAMPs are technically MAMPs, but not all MAMPs are PAMPs (123). The other main 

avenue for immunity acts predominantly intracellularly, making use of NB-LRR (nucleotide-

binding leucine-rich repeat) proteins, which are the products of some resistance (R) genes 

(124–126,128). These proteins serve to detect microbe-derived effectors (which target a range 

of cellular components, such as the chloroplasts, and can act to suppress the PTI system) and 

facilitates a signalling cascade for the subsequent effector-triggered immunity (ETI) – ETI is 

essentially an ‘accelerated and amplified’ version of PTI (123–125,129). Consequently, the 

current depiction of the plant immune system is based on the canonical ‘zigzag’ model, where 

the well-conserved molecular motifs (such as flagellin or chitin) associated with microbes are 

first recognised by PRRs, triggering PTI, and when the pathogen successfully avoids, 

suppresses, or survives this PTI with the use of effectors, ETI is then activated, which elicits a 

more severe reaction in the plant and makes use of R proteins (123–125). The term ‘zigzag’ is 
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used to denote progression from PTI to ETI, both of which cause the ‘amplitude of defence’ to 

fluctuate over time (124).  

Pattern-triggered immunity induces an influx of calcium (used as a secondary messenger for 

defence responses), produces large amounts of reactive oxygen species (ROS) via the  ROS 

burst, causes tissue to undergo callose deposition and alters the structure of the cell wall, and 

upregulates defence gene expression (124,125,127,130–132), all of which serve to destroy or 

block the invading pathogen. Effector triggered immunity makes use of calcium signalling, nitric 

oxide and ROS, altered membrane trafficking and defence gene upregulation and, distinctly, 

leads to a type of programmed cell death: the hypersensitive response (123–125,127,128,133).  

Following ETI, a third component of plant immunity is activated: systemic acquired resistance 

(SAR) (124–126,133,134). As a result of the hypersensitive response, long-distance, plant-wide 

signalling is employed to prime the defences of unaffected tissue against further pathogenic 

attack, both in the short and long-term, ranging from weeks to entire seasons 

(125,126,133,134). Chloroplast-derived phytohormones are also employed here (importantly 

Salicylic acid and Jasmonic acid), performing a range of different functions in defence and 

signalling (126,133,134). Since plants are able to prime their immune system for future 

pathogenic attack based on previous infection so, too, are they able to regulate their immune 

system based on environmental factors, such as light, temperature, and even time of day 

(103,109,111,114,115,120,128,135–160).  

1.6 Circadian rhythms  

The earth rotates every 24 hours and tilts on its axis annually. As a result, most parts of the 

world experience reliable cycles in light and temperature, giving rise to diurnal light-dark 

cycles (day and night) and seasonal changes throughout the year. As several environmental 
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inputs including light, temperature, and humidity fluctuate on a daily and yearly basis, so 

too, can an organism’s metabolism, physiology, and behaviour as a result of having evolved 

in this alternating, but predictable environment (139,161–165). Accordingly, biological 

rhythms are common in nature, where these outputs are cyclically regulated with varying 

timescales, from a second-by-second basis with the rhythmic beating of the heart, to 

seasonal or annual rhythms, like those shown in deciduous trees (164–166). Many 

organisms can measure time, anticipate the daily 24 h period, and adjust these aspects 

accordingly (167,168). This internal daily anticipation is termed the ‘circadian rhythm’, 

stemming from the Latin ‘circa’ (about) ‘dies’ (day) (169), where one cycle of the clock 

occurs approximately every 24 h. Likewise, biological rhythms with periods shorter than 24 

h are termed ultradian, and those longer are infradian rhythms (164,170). A circadian 

rhythm is generated endogenously and can be maintained under constant conditions 

within physiologically relevant parameters (such as temperature, pH, or nutritional status), 

where there are no external diurnal or temporal cues such as light to input, reset, and 

entrain the circadian clock (104,169,171–173). Accordingly, whilst changes in temperature 

can entrain the circadian clock, the periodicity (i.e. the time taken to complete one 

circadian cycle) remains relatively uniform over a range of temperatures (167,174,175). 

Implicating the importance of the circadian clock, it has been reported in several studies 

on a range of organisms that a third or more of an organism’s genome is expressed and 

regulated in a rhythmic fashion, which suggests that there is an adaptive advantage and/or 

heavy reliance on the clock for a number of different outputs (176–178).  

If an organism can predict the future environmental conditions based on past experience, 

it could subsequently optimise its metabolic function, physiology, or behaviour to buffer 

against any future challenges or display phenotypes most beneficial to these changes. 
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These time of day-dependent changes, or clock outputs, are wide ranging in their functions 

and include the rhythmic control of biotic stress and immune responses (120,122,142), 

response to abiotic (e.g. osmotic) stresses (104,179), and even virulence 

(104,117,122,150,177,180). Importantly, these rhythmic changes in the organism continue 

to occur for a time even when in constant conditions (161): a diurnal process is based solely 

on external cues such as light’s presence or absence (e.g., photosynthesis), whereas a 

circadian process is one in which there is a reliable rhythmic process (of approximately 24 

h), independent of, but entrained (or reset) by, these diurnal cues.  

A circadian rhythm can be adjusted, and the phase shifted by external signals, such as light 

or temperature, to facilitate synchronicity with the environment (171). In the lab, if the 

light phase of the photoperiod is adjusted by 2 h from 8 am – 8 pm to 10 am – 10 pm, then 

the circadian rhythm (and thus, circadian outputs, such as stomatal closure) will soon adapt 

by 2 h to reflect this change (104). These temporal signals, or Zeitgebers, can therefore be 

said to entrain the internal circadian rhythm to the external oscillation of day and night, 

allowing for optimal timing of physiological, metabolic, and behavioural phenomena 

(104,169). Signals at dawn and dusk are important entrainment cues (162); dawn providing 

light after a long period of darkness, and dusk providing relief from this light, both of which 

are signals to the photoreceptors that feed into the clock (106,150,180–182).  

Most described circadian oscillators heavily rely on a network of integrated transcriptional-

translational feedback loops (TTFLs) (117,148,160,177,183–185). At its core, there is 

generally (at least) a positive and negative arm of the network (161,186). Here, the (usually) 

transcription factor-based positive arm initiates the transcription of the negative arm, 

which, when translated, begins to suppress the action of the positive arm, thereby 
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repressing its own transcription (161). Over time, the negative arm protein(s) are then 

modified and inactivated, often through phosphorylation or ubiquitination, leading to 

eventual protein turnover in the proteasome (161,179,187). The cycle can then begin again 

after approximately 24 h, once the negative arm is no longer actively supressing the 

positive arm.  

Whilst the ticking of the clock is predominantly dictated by the two main entrainment 

signals of light and temperature, there are several further integrated feedback loops 

(179,181,184,185,188–192). For example, a number of nitrogen assimilation genes are 

driven by Circadian Clock Associated 1 (CCA1, a component of the plant clock), and the 

addition of nitrogen causes the phase of CCA1 to be shifted slightly (162,179). This suggests 

that the circadian clock is interconnected with different signalling systems in order to 

integrate an accurate representation of the world around it, and is not just a closed system 

as was previously thought (179).  

1.7 Circadian rhythms in fungi  

The circadian clock has been well described in the Sordariomycete (of which M. oryzae is a 

member of), Neurospora crassa. Accordingly, fungal circadian rhythms are chiefly 

maintained by autoregulatory positive and negative feedback loops dictated by the 

Frequency (FRQ) – FRQ-interacting RNA Helicase (FRH) – Caesin Kinase 1 (CK1) complex 

(FFC), which acts predominantly in the negative arm, and the White Collar Complex (WCC): 

White Collar 1 (which also acts as a blue light photoreceptor) and White Collar 2, 

contributing to the positive arm (101,104,116,119,161,177,183,185,193,194,194–

215,215–226). Altogether, the FFC-WCC machinery forms the FFC-WCC oscillator (FWO) 

(discussed in detail in results chapters 5 and 6).  
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Late in the circadian evening, the WCC binds to the frq clock-box promoter region: frq 

transcript levels then peak in the early morning and FRQ protein peaks several hours later 

(181,192,201,227). FRQ then dimerises and binds with FRH (which acts to stabilise the 

protein) and CK1, to create the FFC (161,178,222,228–234). The FFC then enters the 

nucleus and rapidly phosphorylates the WCC, repressing its frq-activating function 

(161,178,222). Concurrently, cytoplasmic FRQ acts to transcriptionally upregulate wc2 and 

stabilise WC1, acting in the positive arm (210,221,222,225,229). FRQ is gradually 

phosphorylated throughout the circadian day, which reduces its activity in both the positive 

and negative arm and is eventually rendered ‘invisible’ in the circadian system 

(161,178,193,195,221,232,235,236). When FRQ is inactivated, the circadian cycle can 

begin anew, and hyperphosphorylated FRQ is ubiquitinated and turned over at the 

proteasome via its interaction with FWD1 (161,177,178,181,195,210). Indeed, inactive or 

low levels of FRQ then allows the WCC to begin to upregulate frq expression again 

(177,178,181,189,210,229). This core clock is upstream of several other gene pathways, 

causing daily, rhythmic oscillations in gene expression, and thus controls many 

physiological outputs in a time-dependent manner (84,104,171,171,237,238). In essence, 

the negative clock gene, frq, is transcribed (facilitated by the WCC), the protein levels 

increase and nuclear-localised FRQ acts to repress its own transcription; the mRNA levels 

decline, followed by inactivation of FRQ via phosphorylation, which allows the positive arm 

to transcribe and translate frq again (161,178,186,190,193).  

The ubiquitous nature of circadian rhythms (161,167) suggest that it brings a significant 

fitness advantage (117,176,179,239). One interesting example of a fungal advantage from 

circadian rhythmicity is in the bioluminescent mushroom Neonothaponus garneri, where 

luminous protein levels peak at night, causing the fungus to glow a pale green colour; this 
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attracts insects which disperse the spores in favour of wind, as the Brazilian forests that 

they inhabit are subject to low air flow as a result of the thick canopy (174). Importantly, 

once transferred to constant conditions after sufficient entrainment, the mushroom 

continues to brighten and darken approximately every 24 h (174). Further, it has been 

suggested in both N. crassa and M. oryzae that spore production occurs predominantly 

overnight, peaking just before dawn (82,101,161,177,181,192). At this time, temperatures 

are low, and humidity is high, which could allow for optimal spore dispersal by wind and 

dew drop (12,82,84,177). A circadian clock may also benefit above-ground fungi, as they 

can adapt to and expect light-induced stresses (such as DNA and oxidative damage) at 

dawn (104,240), which could potentially be one of the stressors influencing the evolution 

of melanin production in fungal species (such as M. oryzae), given its protective function 

against UV radiation and its role in pathogenesis (241). Benefits such as these, brought 

about by the maintenance of an energetically expensive circadian rhythm, suggests a 

worthwhile balancing of cost and return in fungal species.  

1.8 Circadian rhythms in plant pathology  

Circadian rhythms can also benefit plants, as they are able to anticipate timing of infection 

and alter their expression of defence genes accordingly (107,120–122,136,140–

142,144,148,148,150,152,159,160,163,173,182,242–254). Bhardwaj and colleagues  

showed that Arabidopsis exhibits circadian variation in susceptibility to the bacterial 

pathogen Pseudomonas syringae, being least susceptible in the morning, and they suggest 

that there is a cyclic regulation of PTI (243). Further, Arabidopsis also shows time of day-

dependent susceptibility to B. cinerea, where successful infections are also least likely at 

dawn compared to other times of day (120), and there is temporally gated opening of guard 

cells in plants that need to defend against stomata-infecting pathogens (122,255). When 
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core clock genes were knocked out in Arabidopsis, producing an arrhythmic line, there was 

no difference in disease outcome, regardless of subjective inoculation time, suggesting that 

Arabidopsis upregulates its defence response at dawn (243). Jasmonate-mediated defence 

and wound healing in Arabidopsis also displays circadian rhythmicity, aiding to prevent 

insect herbivory at certain times of day (163). Hevia and colleagues suggest that the 

severity of the disease outcome is not solely dependent on the plant clock, but rather a 

combination between the fungal and plant clock: the ‘pathogen circadian system’ (117). 

Indeed, clock disruption in B. cinerea, through mutation, overexpression or constant light 

exposure showed that the fungal clock holds the main role in disease outcome in 

Arabidopsis, and the clock is required to maximise (or repress) virulence at certain times of 

day (117). Ultimately, plants may ready their defences at times when it is anticipating 

attack based on their current and previous environmental cues, and fungi may release their 

spores, germinate, and attack plants when the fungi are most virulent and/or plants most 

susceptible.  Due, in part, to the limited availability of resources in both members of the 

pathosystem (nutritionally or otherwise), the timing of infection is an important factor, 

where both virulence and defence must be balanced against growth and survival 

(103,148,228,256,257). These factors suggest a critical need to understand the circadian 

clock in terms of plant defence, fungal virulence, and subsequent disease outcome – 

understanding the clock could ultimately help improve crop production for the expanding 

human population in spite of mitigating factors such as climate change.  

1.9 Time of day-dependent infection in rice blast disease 

In M. oryzae and rice, like other pathosystems, it is possible that circadian rhythmicity and 

time of day could play a substantial role in determining the outcome of disease. Firstly, 

bioinformatic analyses show there are many homologous clock and clock-related genes in 
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M. oryzae (Table 1.1, and chapters 4.2.1, 5.1.1, and 6.1.3) (82,84,101,117,177,257–259). 

There are several different aspects of pathogenicity that could be time of day-dependent 

and temporally gated, and fungal effector production or secretion could depend on 

external signals such as light intensity and quality, humidity, hydrophobic surface contact, 

or temperature, and may be controlled by the clock (260). Twilight (TWL) protein 

production, for example, is influenced by the light-dark boundary (dawn and dusk) and 

peaks at night, showing rhythmic expression under light-dark (LD) and constant dark (DD) 

conditions (84). TWL is important for asexual development and conidiation, and plays a 

role in the pathogenicity of M. oryzae (84). Interruption of the clock, therefore, should 

negatively affect M. oryzae’s ability to infect crop species and successfully propagate. 

Indeed, select studies (82,101,258,259) show that (a) knocking out the MoWC1 gene 

causes blue light insensitivity, a lack of light-dependent aerial hyphae production, reduced 

conidial release, and the loss of light-dependent disease suppression (82,101); (b) MoFwd1 

KO mutants displayed reduced vegetative growth and loss of conidial banding, produced 

fewer conidia, delayed conidial germination and reduced appressorial formation (259); and 

(c) mutations in the MoFRQ gene can cause slowed vegetative growth, reduced 

conidiation, delayed germination, decreased appressorial formation, irregular conidial 

morphology, and reduced virulence (258,259). 
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Table 1.1: Predicted (BlastP) and confirmed clock gene homologues in M. oryzae 

 

 

N. crassa clock gene Function M. oryzae homologue Reference 

frq  Core clock component, forms the FFC, promotes WCC stability, 
represses WCC activity 

MGG_17345 – MGG_17344 (Mgfrq/Mofrq, see chapter 6.2.1) (84,101,258,259) 

wc1 Blue light photoreceptor, core clock component, forms the WCC MGG_03538 (MGWC1) (82,84,101,257) 

wc2 Core clock component, forms the WCC MGG_04521 (MGWC2) (84) 

frh Core clock component, forms the FFC MGG_03931 NA 

fwd1 Facilitates ubiquitination-mediated FRQ turnover MGG_09696 (MoFwd1) (259)  

ck1 Core clock component, forms the FFC MGG_02829 NA 

vvd Blue light photoreceptor, photoadaptation MGG_01041 (ENVOY) (82,101) 

phy1 Red light photoreceptor MGG_12377 (PHYTOCHROME 1) (82,101) 

nop1 Green light photoreceptor  MGG_09015 (hypothetical protein) NA 
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Wang and colleagues have observed a rhythmic expression in components of PAMP-

triggered immunity (PTI) and effector-triggered immunity (ETI) in Arabidopsis, thereby 

affecting their responses to certain diseases (173). Indeed, it has been shown that M. 

oryzae infections are more severe in old Arabidopsis leaves compared to younger leaves at 

dusk, a phenomena not seen at dawn (253). However, Yamauchi and colleagues (253) did 

not state the photoperiodic regime for the fungus prior to inoculation, which could 

contribute towards virulence. M. oryzae has also shown that conidiation and conidial 

release peaks between midnight and dawn, when conidia are most likely to be successfully 

transported by dewdrop and wind, further implicating time of day and the circadian clock 

in virulence-related traits (46,82,261). 

The recognition of the pathogen or microbe-associated molecular patterns, or secreted 

effector molecules associated with disease causes Arabidopsis to upregulate its immune 

response through PTI and ETI, respectively (91). It is therefore reasonable to assume that 

there may be a circadian regulation of PTI and ETI common to plants, including in rice, 

allowing for anticipation and response to infection. So, it seems the pathogen-host 

interaction is more complex than previously assumed, and depends on the plant as well as 

fungal circadian clock, integrating all manner of environmental cues. Altogether, there may 

be a temporal effect on the susceptibility to, spread of, and subsequent success of rice 

blast disease.  

Plants and pathogens live in a predictable, but dynamic environment. For plants, one such 

change is the presence of certain pathogens. Evidence for a role of intrinsic circadian clocks 

in the outcome of diseases is growing, and it is likely that these clocks have a function in 

the virulence of fungal pathogens (such as M. oryzae) and in the defence against these 



48 
 

pathogens in plants. Whilst some studies have been conducted on the role of circadian 

clocks in abiotic stress resistance, such as drought in rice (262), comparatively little 

research has been conducted on biotic stresses like rice blast disease, and the interaction 

between the two partners of the pathosystem. However, interest in the interactions 

between the (perception of) time of day, environmental conditions, and circadian 

rhythmicity in plants and their pathogens, such as in rice blast disease, is growing 

(82,84,101,177,259).  

As new information comes to light, signalling the importance of circadian rhythms in plant 

pathology, it is all the more important to research time of day-specific outcomes of 

infection, and the effects of clock disruption on pathogenicity and defence, especially in 

economically important pathosystems like rice blast disease. This work reports on the role 

of timing, entrainment, and circadian machinery on the growth, development, and 

pathogenicity of M. oryzae in rice and barley plants. This information could eventually 

inform on better pathogen management programs to improve crop productivity: an ever-

increasing necessity.   
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2 Materials and methods 

2.1 Fungal growth, maintenance, and storage  

M. oryzae isolates used in this study were initially provided by the Talbot laboratory (Exeter 

University, UK and The Sainsbury Laboratory, UK), then stored, used, and transformed in the 

Littlejohn laboratory (University of Plymouth, UK). WC2::GFP-ΔWC2 and FRQ::GFP-FRQNIN 

complementation strains (see chapters 5 and 6, respectively) were generated by Dr. Xia Yan 

(Talbot laboratory, The Sainsbury Laboratory, UK). For long-term storage, small pieces of 

sterilised Whatmann filter paper (~1 cm2) were placed on complete media (CM, Table 2.1) (79) 

petri dishes (9 cm diameter), inoculated with M. oryzae, and the mycelia allowed to grow into 

and penetrate the filter paper for 10-12 d. The paper was then removed with sterile forceps 

and dried in a bell jar with desiccant for 7 d. The filter paper was placed in sterile glassine bags 

and stored at -20 °C in a sealed box with desiccant. 

Fungal strains were typically grown on CM petri dishes, in incubators (Metritherm, Phillip Harris 

Ltd / Gallankampf) at 25 ± 1 °C with a 12 h light – 12 h dark cycle (LD) (white, red, green, or 

blue LED light, spectra shown in fig. 2.1), in phase with the plant growth chambers light cycle 

(i.e. lights on / ’dawn’ and lights off / ‘dusk’ are synchronous between the two), unless stated 

otherwise, for up to 14 d.  
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Table 2.1: Complete media recipe (1 L) 

Reagent Amount  Concentration 

20x Nitrate salts  50 ml 1X 

1000X trace elements 1 ml 1X 

D-glucose 10 g 56 mM 

Peptone  2 g 8 mM 

Yeast extract 1 g ~ 3 mM 

Casamino acids 1 g 2 mM 

1000X vitamin solution 1 ml  1X 

Dissolve fully in ddH2O. Adjust pH to 6.5 with NaOH and dilute to 1 L with ddH2O. Autoclave and store 
at room temperature. 
For solid media, add 15 g Agar (45 mM) 

 

Table 2.2: Minimal media recipe (1 L) 

Reagent Amount  Concentration 

20X Nitrate salts 50 ml 1X 

D-glucose 10 g 56 mM 

1000X trace elements 1 ml 1X 

Thiamine (1% W/V) 1ml  38 µM 

Biotin (0.05% W/V) 50 µl 1 µM 

Dissolve fully in ddH2O. Adjust pH to 6.5 with NaOH and dilute to 1 L with ddH2O. Autoclave and store at room 
temperature. 
For solid media, add 15 g Agar (45 mM) 

 

Table 2.3: 20x Nitrate salts recipe (1 L) 

Reagent Mass (g) Molarity 

NaNO3 120 1.4 M 

KCl 10.4 0.14 M 

MgSO4*7H2O 10.4 42 mM  

KH2PO4 30.4 0.22 M 

Dissolve fully in ddH2O. Dilute to 1 L with ddH2O. Autoclave and store at 4 °C 
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Table 2.4: 1000x trace elements recipe (100 ml) 

Reagent Mass (g) Molarity 

ZnSO4 2.2 0.14 M 

H3BO3 1.1 0.18 M 

MnCl2*4H2O 0.5 25 mM 

FeSO4*7H2O 0.5 18 mM 

CoCl2*6H2O 0.17 13 mM 

CuSO4*5H2O 0.16 6.4 mM 

Na2MoO4*2H2O 0.15 6.2 mM 

Na4EDTA 5 0.13 M 

Add reagents in order, to ddH2O and boil in a microwave to dissolve. Cool to 60 °C and adjust to pH 
6.5 with KOH. Allow reagents to cool and dilute to 100 ml with ddH2O. Autoclave and store at 4 °C 

 

Table 2.5: 1000x vitamin solution recipe (100 ml) 

Reagent Mass (g) Molarity (mM) 

Biotin  0.01 0.41 

Pyridoxine  0.01 0.59 

Thiamine 0.01 0.38 

Riboflavin 0.01  0.27 

p-aminobenzoic acid (PABA) 0.01 0.73 

Nicotinic acid 0.01 0.81 

Dilute to 100 ml with ddH2O, filter sterilise, and store in a glass bottle at 4 °C 

 

Table 2.6: 1000x penicillin-streptomycin stock (10 ml) 

Reagent Mass (g) Molarity  

Penicillin sodium salt 0.5 0.14 

Streptomycin sulphate salt 0.5 0.068 

Dilute to 10ml with ddH2O, filter sterilise, and aliquot to 500 µl measures 
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Figure 2.1: LED wavelength emission spectra of the blue, green, red, and white LEDs used in 
this study. 

For shaking cultures, fungal strains were typically grown in liquid CM in a shaking incubator 

(Grant-bio orbital shaker-incubator ES-80) under ambient light conditions at 25 °C and 130 

RPM for 10-12 d until the cultures were fully melanised and a dark black colour, unless 

otherwise stated. For inoculation of shaking cultures, the leading hyphal edge (non-melanised) 

of 8-10 d old M. oryzae cultures were removed with sterile scalpels and homogenised in a small 

amount of liquid CM, then introduced to the liquid media with a sterile spatula. 100 ml media 

was inoculated with M. oryzae in 250 ml sterile flasks with bungs to allow for sufficient 

aeration. 
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To make e.g., 50% spent media, complete media was made up as above, but diluted to a final 

volume of 500 ml instead of 1 L, creating a 2x CM concentrate. This 2x CM concentrate was 

then diluted to a 1x concentration using spent media from shaking cultures instead of water, 

creating a 1x CM with 50% SM. Considering the concentration of media components were at 

least 1x (there may have been residual nutrients from the spent media), nutrients were 

considered to be in excess. 

2.2 Plant growth, maintenance, and storage  

Rice CO-39 (initially provided by the Talbot laboratory, Exeter University, UK, then bulked seeds 

from the greenhouse were used) and Barley Golden Promise (provided by Simpsons Malt, 

McCreath Simpson & Prentice agriculture) were used throughout. Seeds were sterilised in 70% 

ethanol for 5 min and washed three times with double distilled water (ddH2O) for 5 min each. 

They were then placed on damp paper towel in plastic boxes for 3-5 d in growth chambers 

(Snijders Scientific Economic Lux Chamber) to allow for germination. Growth chambers had 

12/12 h light/dark cycles (~100 µMol m-2 s-1) at 25 °C, in phase with fungal growth chambers 

unless otherwise stated, i.e., lights in fungal incubators and plant growth chambers switched 

on and off at the same time every day.  

Once germinated, 5 seeds were transferred to 7 cm x 7 cm square pots filled with soil (John 

Innes no. 2) and 20% (v/v) profile greens (Rigby Taylor Ltd.). Once transferred to pots, plants 

were watered once with 4 ml/L Nitrogen feed (Baby Bio), ~3 g/L sequestered iron (Vitax), and 

4 ml micronutrients Vitalink A and 4ml Vitalink B /L (VitaLink). Plants were subsequently 

watered three times per week with tap water (Plymouth, UK).  

To bulk and expand seed stocks, plants were grown in 10 cm diameter circular pots, and fed 

weekly with nitrogen feed and micronutrients, and monthly with sequestered iron as above, 
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but in greenhouses (Plymouth, UK) at ~25 °C with supplementary light. Rice and barley plants 

were inoculated with M. oryzae at 3-4 weeks old. 

2.3 Fungal colony growth and banding analysis  

To analyse diurnal and circadian growth and development on petri dishes, CM plates (unless 

otherwise stated) were inoculated with M. oryzae filter stocks (see above) and placed in a 25 

°C incubator. Lighting conditions were as follows: 12 h light/dark (LD, in phase with the plant 

growth chambers), 12 h dark/light (DL, directly out of phase with the plant growth chambers), 

constant light (LL), constant dark (DD), 12 h light/dark followed by transfer to constant light 

(LD-LL), or 12 h light/dark followed by transfer to constant dark (LD-DD). During the light 

period, fungal colonies were grown under white LEDs (unless otherwise stated) (spectra shown 

in Fig. 2.1). To image the growth and development of fungal colonies, petri dishes were placed 

lid down on a light box and photographed (Canon EOS rebel SL1 camera) from above, usually 

after 10, 12, or 14 d of growth (unless otherwise stated; time lapse photography was also 

implemented, unless colonies were in constant darkness). The images were subsequently 

analysed using a FIJI-based macro (FIJI is just imageJ, a ‘batteries included’ version of imageJ 

with many useful plugins pre-installed (263), see 3.2.1. 

2.4 Pre-banding latency period assay  

To determine when conidial banding first appears, and how nutritional composition might 

affect the latency period, fungal strains were grown on different types of media and (usually) 

imaged daily for at least 10 d. Colonies were grown on complete media, minimal media, 

complete media without penicillin/streptomycin stocks and complete media of different pH 

(pH adjusted using either 1 M NaOH or HCl to 5, 6, 6.5, 7, and 8). Colonies were also grown on 

CM plates containing spent media (SM) from shaking cultures.  
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Shaking cultures were grown as above for ~10 d until dark and melanised, the spent media 

(SM) filtered through one layer of Miracloth and the mycelium discarded. The SM was then 

autoclaved and stored in sealed bottles and refrigerated until needed. Double strength 

complete media (2x CM – see above) was made and diluted with either SM or water to produce 

a range of spent media concentrations, while the final concentration of CM remained ~1x (e.g., 

to make up 1 L 10% SM, mix 500 ml 2xCM, 400 ml ddH2O, and 100 ml SM).  

To prevent melanisation, fungal cultures were grown at a slower shaking speed (70 RPM as 

opposed to 130 RPM) or increased volumes of CM in the same 250 ml sized flask. To sequester 

metabolites, 0.1% (w/v) activated charcoal was added to spent media, autoclaved, shaken 

vigorously, and placed in the fridge for at least 24 h prior to use. 

2.5 Conidial tip mucilage analysis 

This method is an adapted version of a previously established adhesion assay on polystyrene 

(264). M. oryzae conidia were harvested from 10-12 d old plates by first adding 3 ml double 

distilled water and scraped with a sterile plate spreader to knock off the conidia until the 

colonies no longer look grey and fluffy. The resulting conidial suspension was then pipetted 

into Eppendorf tubes and filtered through one layer of sterile Miracloth (Milipore). Conidial 

suspensions were then centrifuged at 3000 g for 3 min and water was carefully removed 

without disturbing the conidial pellet. Conidia were then resuspended in 1 ml of ddH2O. For 

strains that produce low conidial counts (i.e., FRQ, see 6.2.5), conidia from several colonies 

were pooled at this stage. Conidial concentrations were then determined with a 

haemocytometer and conidial suspensions were diluted to 4x105 conidia / ml, then left to 

incubate in Eppendorf tubes for 15 min. 200 µl conidial suspension was then transferred to 55 

mm polystyrene petri dishes, and a line drawn around the droplet in permanent marker to 
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denote where the conidia had settled. The petri dishes were then incubated at room 

temperature for 1 h to allow conidia to settle and adhere to the dishes. 5 ml sterile double 

distilled water was then added to the dishes and 3 images of the conidial suspension were 

captured under a light microscope with a camera adaptor (Canon EOS rebel SL1 camera with a 

t-ring microscope adaptor, Kyowa Medilux-12 light microscope). The petri dishes were sealed 

with parafilm and transferred to a shaking incubator for 100 s at 200 RPM. A further 3 images 

were captured within the marked area and percent conidia remaining was determined using a 

FIJI-based macro (see 3.2.2).  

2.6 Conidial development analysis 

Conidia were harvested as above and diluted to a concentration of 1x105 /ml (manual coverslip 

assay) or 5x105 /ml (time-lapse microscopy assay). Once diluted to the correct concentration, 

50 µl droplets of conidial suspension were pipetted onto glass hydrophobic coverslips and 

placed on damp paper towel in glass trays (covered with saran wrap) in a 25 °C growth 

chamber. Conidial germination and development was then monitored regularly every 2 h for 

24 h, using at least two cover slips per time point. At least 100 spores per time point and cover 

slip were scored for their developmental stage (Fig. 2.2). For the automated microscope time 

course, a 50 µl droplet of conidial suspension was pipetted onto a 30 mm polystyrene petri 

dish and 3 ml ddH2O pipetted onto the edges of the dish, so as not to disturb the conidial 

droplet while maintaining humidity, then placed under a 3D-printed Openflexure microscope 

(265) with a raspberry pi running a small python script that captures images every 30 minutes 

for 24h or until prompted to stop (see 3.2.4). The 3D-printed microscope was left on the 

benchtop at room temperature to avoid temperature increases from the raspberry pi. The 

conidia present on the microscope images were scored for developmental stage as above at a 

later date (see 3.2.4).  



57 
 

 

 

 

 

Figure 2.2: Conidial developmental stages: (a) not germinated, (b) apical germ tube only, (c) 
basal germ tube only, (d) multiple germ tubes (horizontal conidia) and elongated germ tube 
(central, vertical conidia), (e) hooking, (f) tip swelling, and (g) appressoria. Images captured 
with the Openflexure microscope. Scale bar = 10 µm. 

 

(a) (b) (c) (d) (e) (f) (g) 
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2.7 Cytorrhysis analysis  

Conidia were harvested as above and diluted to a concentration of 1x105 /ml. 50 µl 

droplets were pipetted onto hydrophobic glass cover slips and placed on damp paper 

towel in a glass, saran wrap-covered tray in a 25 °C growth chamber and allowed to 

develop for 8, 10, and 12 h. At these time points, the water from the conidial droplets 

was wicked away by holding lens tissue against them. The ddH2O was then replaced with 

fresh water, or with increasing glycerol concentrations. The conidia were incubated for 

30 min before imaging under a light microscope (Kyowa Medilux-12 with a camera 

attachment). Appressorial collapse as a result of the glycerol solution was scored as a 

percentage of total spores (at least 100 spores counted per time point and treatment). 

Additionally, conidial suspensions (5x105 /ml) were pipetted onto 30 mm polystyrene 

petri dishes and incubated, then replaced with glycerol solutions as above. Petri dishes 

were then placed under 3D-printed microscopes (see above) and, using a small Python 

script, imaged every 5 min (until prompted to stop) to determine the timing of collapse 

at a higher temporal resolution, as well as the required glycerol concentration for 

appressorial collapse.  

2.8 Pathogenicity and infection assays 

2.8.1 Spray inoculations  

Plants were grown for 3-4 weeks in a 12/12 LD growth chamber as above. M. oryzae 

colonies were always grown for 12 d at 25 °C, in incubators with differing light cycles (LD, 

DL, LL, DD, LD-LL, LD-DD; 10 d LD – 2 d constant light or darkness for LD-LL and LD-DD). 

M. oryzae conidia were harvested as above at either subjective dawn relative to plants 

(Zt 0) or subjective dusk (Zt 12), and plants were inoculated as soon as possible thereafter. 

Prior to inoculation, plants were placed in transparent plastic boxes with water at the 
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base and wet paper towel along the side of the boxes and acclimated for at least 15 min. 

Conidial suspensions were diluted to a final concentration of 1x105 /ml, and tween 80 and 

gelatine were added to a final concentration of 0.1% (v/v) and 0.1% (w/v), respectively. 2 

ml of ddH2O was sprayed, using an artist’s airbrush (Harder & Steenbeck), into the boxes 

containing plants to increase the local humidity, then 2 ml of conidial suspension per 

plant pot was sprayed into the boxes. One plastic box was used per inoculation treatment 

and fungal strain (i.e., LD, DL, LL, DD, LD-LL, LD-DD, guy11, ΔWC2, and FRQNIN), and the 

artist’s airbrush was cleaned by spraying 70% ethanol through, followed by 2 washes with 

ddH2O to prevent contamination of other strains/pre-inoculation treatment conditions. 

Once inoculated, plastic boxes with plants were placed into a 25 °C 12/12 LD growth 

chamber and plastic lids were kept on the boxes for 2 d. Lids were then removed, and 

inoculated plants were incubated for a further 4 d (6 d total).  

6 days post-inoculation (DPI), all the leaves were removed from the plants and taped 

(using white masking tape) adaxial side down onto a flatbed scanner (so the tops of the 

leaves are facing the camera sensor) and images acquired as 800 DPI .tif files. Images 

were separated based on plant species, fungal strain, and pre-inoculation conditions. Leaf 

images were then pre-processed using a FIJI-based macro (see 3.2.5) to create individual 

leaf images and fed into the image analysis pipeline, Redpatch (3.2.6).  

2.8.2 Leaf sheath inoculations  

Plants were grown for ~4 weeks in a 12/12 LD growth chamber as above. M. oryzae was 

grown at 25 °C in incubators with 12/12 LD lighting conditions for 12 d. Conidia were 

harvested at subjective dawn (as above) and diluted to 3x105 conidia/ml. No tween or 

gelatine was used. 100 µl of conidial suspension was pipetted into attached (to the plant) 

or detached, excised leaf sheaths. For detached leaf sheaths, sheaths were peeled away 
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from the central stem, and a ~6 cm long section trimmed using a razor blade (266). A 

small plug of Vaseline was placed at the end of the sheaths and 100 µl conidial suspension 

injected into the sheaths. Sheaths were then secured on a bed of taped 200 µl pipette 

tips on damp paper towel in glass dishes and sealed with saran wrap (266). For attached 

leaf sheaths, they were peeled away from the centre stem, laid on their side in a 

transparent plastic box with damp paper towel, and a plug of Vaseline placed at the end 

of the sheaths, just above the soil. 100 µl conidial suspension was pipetted into the leaf 

sheaths. Leaf sheaths were left for 24 and 48 h in a 25 °C 12/12 LD growth chamber before 

penetration and cell-cell movement was assayed. For microscopic analysis, leaf sheaths 

were sectioned and trimmed with a razor blade as follows: the top of the leaf sheath was 

trimmed off, leaving the boat-shaped cross section of the sheath, followed by trimming 

off the base of the leaf sheath, leaving a thin section to be viewed under a light or confocal 

microscope (for fluorescently labelled strains) (266)).  

At 24 HPI, leaf sheaths were analysed and scored under a light microscope (Kyowa 

Medilux-12) as either: appressoria only (no penetration), penetration, confined to the 

primary penetrated cell, or cell to cell movement. At 48 HPI, leaf sheaths were scored as 

appressoria only (no penetration), penetration, confined to the primary penetrated cell, 

movement into one neighbouring cell, 2 neighbouring cells, or 3 or more neighbouring 

cells. At least 100 conidia were counted and scored at each time point for each strain.  

2.8.3 Chlorophyll fluorescence imaging system for leaf health analyses  

A chlorophyll fluorescence imaging system  (PSI, Open Fluorcam, here) is a camera setup 

with specific LEDs used to determine FV/FM (a measure of photosystem II efficiency (267)) 

and NDVI (Normalised Difference Vegetation Index, a measure of the difference between 

visible and near-infrared light reflected by vegetation as a common marker for plant 
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health (268)). Plants were grown for ~4 weeks and spray inoculated as above. Each day, 

infected leaves were then removed from the plants and stapled to a piece of black craft 

foam (black paper or card was insufficient because of their reflective properties). Leaves 

were left for at least 30 min to dark adapt prior to imaging. FV/FM values above 0.79 were 

considered ‘healthy’, as were values above 0.6 for NDVI. The output images were 

displayed as false colour heatmaps for FV/FM and NDVI using lookup tables, with warmer 

colours (reds, oranges) denoting high values and cooler colours (blues, greens) denoting 

lower values. Since the output images were false colour heatmaps, the scales for FV/FM 

and NDVI were kept uniform for image analysis. Output images were then sent through 

a short semi-automated FIJI-based macro to determine percent healthy tissue per 

inoculated leaf (see 3.2.7). 

2.9 Timing and localisation of clock gene expression analysis 

M. oryzae conidia and hyphae clock genes (WC2 and FRQ) may be expressed, active, and 

localised in the cell in a time of day-dependent manner (178,181). WC2::GFP and 

FRQ::GFP strains were grown as above for 12 d LD prior to imaging (unless otherwise 

stated). For conidial expression and localisation, conidia were harvested as above and 

diluted to a concentration of ~5x105 /ml. 50 µl droplets were pipetted onto hydrophobic 

glass coverslips and placed onto damp paper towel in a sealed glass dish in a 25 °C 

incubator with a 12/12 LD lighting regime. Suspensions were incubated for a number of 

(specified) hours and imaged under a confocal microscope (Zeiss LSM800 Airyscan) 

(confocal settings: 8 bit, EGFP, aperture diameter: 4.4, filter method: average, filter 

mode: line, sampling number: 4, Lsm tube lens focal distance: 150, scan lense focal 

distance: 52.5, tube lense focal distance standard: 164.5, objective: C-Apochromat 

40x/1.2 W Korr FCS M27, pixel period: 4 x10-6, Rt binning: 1, Rt line period: 3x10-5, Laser: 
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Argon Remote (488 nm), laser power: 0.0225, filter: MBS 488/561, camera integration 

time: 4.096 x10-6, amplifier gain: 3.7). Images were then analysed using a FIJI-based 

macro (see 3.2.8) 

For hyphal clock gene expression and localisation, colonies were grown on CM petri 

dishes for 12 d under a range of diurnal and circadian conditions (LD, DL, LL, and LD-LL). 

Prior to the dark period (for treatments that had a dark period), all petri dishes were 

wrapped in tin foil and only used once for harvesting the hyphae, to reduce resetting of 

the clock from light reception during the dark period. The leading edge of the colonies 

were then sectioned and placed onto a coverslip. The media with the growing hyphae 

were then squashed with a glass slide and imaged under the confocal as above 

approximately every 5 h for ~26 h. 

2.10 CRISPR Cas9 genetic engineering design 

M. oryzae CRISPR Cas9 editing follows the Foster and colleagues approach (269), whereby 

hyphal protoplasts are co-transformed with two Cas9 ribonucleoproteins (RNPs) 

targeting a gene of interest (GOI) alongside the SDI1 gene (269). With a single base edit 

to the SDI1 gene, carboxin (a fungicidal compound) resistance can be introduced to 

successfully transformed colonies. This co-editing theoretically increases the likelihood of 

finding a GOI mutant, as all colonies that grow on the carboxin-laden selection media 

have taken in the Cas9 ribonucleoprotein (RNP) and donor DNA for the SDI1 gene and 

therefore are more likely to also have been transformed for the GOI.  

M. oryzae target genes were determined based on protein and nucleotide homology to 

the model fungal clock species, N. crassa (see tables 1.1, 4.1, 5.1, and 6.2). M. oryzae 

gene sequences were submitted to e-CRISP (270) to determine potential target 

sequences. Settings were selected as follows: Strict application (NGG only protospacer-
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adjacent motif (PAM)), ignore non-intronic regions for the purpose of a knockout (UTRs 

excluded), 20 bp guide RNA length excluding PAM, gene annotation filtering (hits outside 

the gene, overlapping genes, non-exon hits, and hits outside the coding sequence were 

all ignored), and guide RNAs (sgRNAs) with off-target sequences were ignored. The 

potential target sequences were selected if there were nearby in frame codons that could 

have a single base edited to create a premature termination codon (e.g., GAG to TAG). 

Once target sequences were selected, they were submitted to the NeBio EnGen sgRNA 

design tool (271) to determine the sgRNA-coding DNA template to be used with the 

sgRNA synthesis kit (see below). The corresponding sgRNA-coding template oligo was 

synthesised (Eurofins, Germany) and transcribed into the appropriate sgRNA that binds 

to the Cas9 protein using the sgRNA synthesis kit (EnGen sgRNA synthesis kit, S. 

pyogenes). Longmer donor DNA oligos (80bp) were synthesised (Eurofins, Germany) for 

homology directed repair containing the single base pair edit required for a premature 

termination codon in the gene of interest.  

2.11 Mutant confirmation and primer design 

When selecting the edit site, donor sequences were checked for the removal or 

introduction of a restriction enzyme site for screening purposes using Restriction Mapper 

(272). To screen for successful targeted CRISPR-generated mutations, primers for 

amplicons of ~200-250 bp were designed that flanked either side of the CRISPR target 

sequence and edit site. The desired ~200-250 bp amplicon was submitted to Primer3 

(273), and primer pairs were selected to have a GC content of ~50% and melting 

temperature (Tm) between 55-60 °C, with no more than 2 °C difference between the 

pairs. When these amplicons were run on an agarose gel after restriction digest (see 

below), the mutant with the correct codon edit showed one band compared to the wild 
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type two bands (or vice versa). Amplicons were designed to show asymmetrical sizes after 

digestion (e.g., 100 and 150 bp) for gel-based visualisation, and primers were synthesised 

by Eurofins (Eurofins Genomics, Germany). 

2.12 M. oryzae CRISPR transformation process 

M. oryzae cultures were grown on CM petri dishes for 8-12 d, and the leading, non-

pigmented edge of the colony was cut out and homogenised in liquid CM, then 

transferred to 100 ml liquid CM and grown for 2-3 d at 70 RPM and 30 °C. After shaking 

incubation, sgRNA synthesis (for both GOI edit and SDI1 carboxin resistance) was carried 

out using the NeBio sgRNA synthesis kit, following the manufacturer’s instructions. All 

reagents and tubes were nuclease-free and reactions were assembled in microfuge 

tubes. The EnGen 2x sgRNA reaction mix, S. pyogenes, 0.1 M DDT and sgRNA-coding DNA 

oligo (1 µM) were all thawed on ice and briefly centrifuged.  The reaction mix was 

assembled at room temperature in order without the use of master mixes: 2 µl nuclease-

free water, 10 µl EnGen 2x sgRNA reaction mix (S. pyogenes) was briefly centrifuged, then 

5 µl sgRNA-coding DNA oligo was added (1 µM) and the mix briefly centrifuged, followed 

by the addition of 1 µl DDT (0.1 M) and 2 µl EnGen sgRNA enzyme mix to a total volume 

of 20 µl. The solution was mixed thoroughly by flicking or tapping the microfuge tube, 

then briefly centrifuged. The reaction was subsequently Incubated at 37 °C for at least 30 

min (1 h in our laboratory), then transferred to ice for 5 min. For DNase treatment, the 

reaction volume was brought to 50 µl with nuclease free water and 2 µl DNaseI (RNase-

free) added, tubes were mixed by gently flicking or tapping, briefly centrifuged, and then 

incubated for a further 30 min at 37 °C.  

sgRNA mixes were purified and concentrated using a spin-column based kit (Zymo clean 

and concentrator kit). Buffer preparation: 48 ml 100% ethanol added to the 12 ml RNA 
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wash buffer concentrate prior to use. All steps were performed at room temperature and 

centrifugation carried out at 16,000 g for 30 s unless otherwise stated. 104 µl RNA binding 

buffer was added to the 52 µl sgRNA sample (156 µl total) and flicked to mix. After 1 min, 

1 volume of 100% ethanol (156 µl) was added and mixed. After 2 min, the sample was 

transferred to the Zymo-Spin IICR column in a collection tube and centrifuged. After 

discarding the flow-through, 400 µl RNA wash buffer was added to the column. After 

centrifugation and removal of the flow-through, the DNaseI reaction mix was prepared 

in an RNase-free tube: 5 µl DNaseI and 75 µl DNA digestion buffer was mixed by gentle 

inversion. The DNaseI reaction mix (80 µl) was added directly into the column matrix and 

incubated at room temperature for 15 min. 400 µl RNA prep buffer was added to the 

column and centrifuged. The flow-through was then discarded. 700 µl RNA wash buffer 

was added to the column and centrifuged, followed by discarding of the flow-through. 

400 µl RNA wash buffer was added to the column and centrifuged for 1 min to ensure 

complete removal of the wash buffer. The column was then transferred to an RNase-free 

tube and 60 µl DNase/RNase-free water was added and centrifuged. sgRNA 

concentration was determined with a Nanodrop; 2 µl nucleotide-free water was placed 

on the nanodrop as a blank, followed by 2 µl sample and read, with a desired 

concentration of 1.5 µg/µl. sgRNA was stored at -80 °C for later use, if needed.  

OM buffer was prepared (Table 2.7) and glucanex/lysing enzyme added (Sigma, 1.8 g/150 

ml). M. oryzae growing in liquid CM was filtered through one layer of miracloth, allowing 

as much of the liquid to drain off as possible. The spent medium was discarded, leaving 

just the mycelium, which was non-melanised due to the slow shaking speed and high 

temperature. The mycelium was then split into two sterile falcon tubes with 25 ml OM 

buffer/lysing enzyme and incubated for 4-6 h (30 °C, 70 RPM). 
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Table 2.7: OM buffer recipe (150 ml) 

Reagent Amount  Molarity 

MgSO4*7H2O 44.4 g 1.2 M (MgSO4) 

NaPO4 (1 M, pH 5.8, 1:1 molar 
ratio of mono- and di-basic) 

1.5 ml  10 mM 

Dissolve fully in ddH2O and Filter sterilise 

 

Cas9 ribonucleoproteins (RNPs) were then prepared: 6 µg Cas9 NLS (EnGen Spy Cas9 NLS 

(nuclear localisation signal added) - NEB) was complexed with 1.5 µg sgRNA and prepared 

in 10x nuclease buffer, e.g., 1.8 µl Cas9, 1 µl sgRNA (1.5 µg/µl), 0.311 µl nuclease buffer, 

total volume 3.11 µl), then left for 10 min at room temperature to form the Cas9-sgRNA 

complex. This was performed twice; once for the GOI edit, and once for the SDI1 carboxin 

resistance edit. 

Double stranded donor DNA oligos were then prepared. Oligos were diluted to 100 

pMol/µl for both the top and bottom strand. 5 µl each of both top and bottom strand 

was mixed by gentle flicking and then briefly centrifuged. Donor mixes were transferred 

to a heat block at 95 °C for 4 min and then cooled to room temperature on the bench top 

for 2 min to allow for annealing. Annealed dsDNA Donor oligos were then briefly 

centrifuged. This process was performed for both the GOI and the SDI1 edit. At this point, 

there were two tubes of donor dsDNA oligos (GOI and SDI1) and two tubes of Cas9 RNP 

complexes (GOI and SDI1). These were introduced to the protoplasts. 

The protoplasts in OM buffer/lysing enzyme mix were filtered through one layer of 

miracloth into new falcon tubes; protoplasts should move through the miracloth, and any 

undigested mycelium remain in the miracloth. The undigested mycelium was discarded 

and the falcon tubes with digested protoplasts were centrifuged at 2000 RPM with 

minimal acceleration and deceleration for 20 min at 10 °C and a beige pellet of 
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protoplasts at the bottom of the tube was formed. The supernatant was discarded, and 

the protoplast pellets resuspended in 40 ml ice cold STC (Table 2.8, 2.9) by gentle swirling 

and inversion (this can take up to 10 min). Protoplasts in STC were centrifuged again at 

2000 RPM with minimal acceleration and deceleration at 10 °C. The supernatant was 

discarded, and protoplasts resuspended in 1 ml ice cold STC again by gentle mixing. 

Protoplast concentrations were determined with a haemocytometer and diluted to 

~1x108 /ml.  

Table 2.8: STC buffer recipe (500 ml) 

Reagent Amount  Molarity 

Sorbitol 109.32 g 1.2 M 

Tris-HCl buffer (1 M), pH 7.5 5 ml 10 mM 

CaCl2 (1 M) 5 ml 10 mM 

Dissolve fully in ddH2O and autoclave 

 

Table 2.9: Tris-HCl buffer recipe (1 L, 1 M) 

Reagent Amount  Molarity 

Trizma base 121.1 g 1 M 

Add concentrated HCl until pH 7.5 is reached, then dilute to 1 L with ddH2O 

 

To a control Eppendorf tube, 150 µl protoplast solution was added (1x108 /ml). For the 

transformation tubes: 150 µl protoplast solution (1x108 /ml), 2 µl SDI1 donor dsDNA, 2 µl 

GOI dsDNA, all of the SDI1 RNP mix (Cas9/sgRNA complex for carboxin resistance), and all 

of the GOI RNP (cas9/sgRNA complex for GOI edit) mix was combined. The total volume 

added to the protoplast solution was kept to a minimum and ideally less than 15 µl. Tubes 

were gently flicked to mix, then wrapped in tin foil, as protoplasts are UV sensitive. 

Protoplasts were Incubated at room temperature for 30 min in the dark. 1 ml PTC buffer 

(Table 2.11) was added to both control and transformation tubes and mixed by inverting 
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tubes ~5 times (otherwise PTC does not mix well due to its viscosity) to aid in transfection. 

Tubes were incubated at room temperature for 20 min in the dark.  

Table 2.10: PTC buffer recipe (100 ml) 

Reagent Amount  Molarity 

Polyethylene glycol (PEG)-
4000 

60 g ~0.15 M (60% w/v) 

Tris-HCl (1 M), pH 7.5 1 ml 10 mM 

CaCl2 (1 M) 5 ml 10 mM 

Dissolve fully in pre-heated ddH2O (~70 °C) and autoclave 

 

Protoplast solutions were added to 50 ml falcon tubes with 5 ml liquid OCM (osmotically 

stable CM - [0.8M] sucrose in either solid or liquid CM); one for the control tubes and one 

for the transformation tubes. Falcon tubes were wrapped in tin foil to keep dark and 

incubated at 25 °C and 70 RPM overnight. At least 600 ml solid OCM (100 ml for control 

protoplasts and 500 ml for transformed protoplast) was then melted and kept molten 

overnight.  

After overnight incubation, protoplast solutions in OCM were collected and the molten 

OCM allowed to cool to ~40 °C in a water bath. Penicillin/streptomycin stocks (100 µl/100 

ml) were added to the OCM to avoid contamination. Protoplast solutions were then 

added to the OCM; 100 ml OCM for the control protoplasts and 500 ml for the 

transformed protoplasts. Protoplasts were mixed in the OCM by rolling the bottle of OCM 

back and forth. A thin layer of OCM containing the protoplasts was poured into petri 

dishes (40-50 petri dishes for the transformed protoplasts and ~10 petri dishes for the 

control protoplasts). The protoplast-laden OCM was allowed to dry without any 

condensation (preferably with the lids off in a CL2 hood). Plates were wrapped in tin foil 

(protoplasts are still UV sensitive while regenerating) and incubated at 25 °C overnight. 
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At least 600 ml CM was melted (100 ml for control protoplasts and 500 ml for 

transformed protoplasts) and kept molten at ~45 °C overnight.  

After overnight incubation, the molten CM was collected and allow to cool to ~40 °C in a 

water bath. Penicillin/streptomycin stock was added to the CM (as above, 100 µl/100 ml). 

Half of the control, non-transformed plates and 1 or 2 transformed plates were overlaid 

with the CM to determine protoplast regeneration.  

To the remaining CM, 100 µl/100 ml Carboxin (Sigma) solution (Fully dissolved 40 mg of 

carboxin in 1 ml Dimethylformamide (DMF)) was added and mixed well by rolling the 

bottle. The remaining half of the control, non-transformed plates, and all the remaining 

transformed plates with were overlaid with the carboxin-CM, covering the entirety of the 

OCM base with a thin layer of the selection media. The control plates were used to show 

that protoplasts regenerate properly (when no carboxin is present) and will not grow in 

carboxin-laden media unless transformed. The two transformed plates that were not 

given selection media were used to check that the Cas9 RNPs and donor DNAs have not 

destroyed the protoplasts, as Cas9 can be cytotoxic to M. oryzae (269). The petri dishes 

were wrapped in tin foil again and placed in an incubator at 25 °C in the dark for 5-10 d, 

while protoplasts regenerated and began to grow through the selection media. Colonies 

were visually checked briefly after 5 d in the dark.  

While the protoplasts were regenerating, at least 5 L selection media (CM with carboxin 

and penicillin/streptomycin) was made. The selection media was poured into ~200 plates 

and a few pieces of sterile filter paper was placed on each plate for generation of freezer 

stocks (see 2.1). After 5 d, transformed colonies growing up through the selection media 

were subcultured onto the new selection media plates, both to isolate individual colonies 

and ensure transformation for carboxin resistance is conferred. Individual colonies were 
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subscultured onto at least 200 plates and incubated in a 25 OC incubator for at least 5 d 

or until all filter paper pieces have been penetrated by the mycelium. The filter paper 

stocks were peeled off for storage and DNA extraction for mutant confirmation.  

2.13 DNA extraction  

Due to the large number of prospective mutant samples for the gene of interest edit, a 

quick filter stock DNA extraction method was followed (274). Single pieces of filter stocks 

from each individual colony were placed in Eppendorf tubes (nuclease-free) with 100 µl 

10x TE buffer (Table 2.11). Samples were then heated to 95 °C on a heat block or 

thermocycler for 10 min followed by centrifugation at 3000 RPM for 1 min. 50 µl of 

supernatant was then transferred to a new microfuge or Eppendorf tube and placed in 

the freezer until use.  

Table 2.11: 10x TE buffer recipe (1 L) 

Reagent Amount  Molarity 

Tris-HCl (1 M), pH 8 100 ml 0.1 M 

EDTA (0.5 M) 20 ml 10 mM 

Dilute to 1 L with ddH2O and autoclave 

 

2.14 Polymerase chain reaction (PCR) 

Reactions were carried out in a thermocycler and Primer solutions were diluted to 

working concentrations of 10 pMol/µl from a stock solution of 100 pMol/µl. Primers, 

RedTaq (Cambio), and MilliQ water, were all thawed and stored on ice prior to use, 

followed by brief centrifugation. Master mixes for 12.5 µl reactions were then produced 

to amplify regions of interest; for each sample, 6.3 µl 2x RedTaq, 4.2 µl MilliQ water, 0.5 

µl forward primer, and 0.5 µl reverse primer were mixed. 11.5 µl of mastermix was added 

to each microfuge tube prior to addition of 1 µl extracted DNA in 10x TE buffer (see 

above). Routine PCR protocol was as follows: lid at 100 °C, initial denaturation step of 95 
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°C for 1 min followed by 30 cycles of: denaturation at 95 °C for 15 s, annealing at 55-60 

°C for 15 s, and extension at 72 °C for 15 s, and a final extension step for 1 min at 72 °C. 

Samples were then cooled to 10 °C until use in agarose gel electrophoresis or restriction 

enzyme digestion.  

2.15 DNA restriction enzyme digest 

Restriction enzymes were obtained from NEBio (SacI) and Fisher Scientific (BsPMI). For 

SacI restriction digests, 2 µl PCR product was mixed with 1 µl 10x NEBuffer 1.1, 6.5 µl 

nuclease free water, and 0.5 µl SacI (10 µl total volume) and incubated for 2 h at 37 °C.  

For BsPMI digestion, 2 µl PCR product was mixed with 1 µl buffer O, 0.2 µl 50x 

oligonucleotide, 0.5 µl BsPMI, and 6.3 µl nuclease free water and incubated at 37 °C for 

2 h. Digests were held at 10 °C until use. Agarose gel electrophoresis was used to 

fractionate the digested amplicons. 

2.16 Agarose gel electrophoresis  

Due to the small size amplicon (200-250 bp) and digested products used, a 3% agarose 

gel was made by adding 2.7 g low EEO agarose (Sigma) to 90 ml 1x TAE buffer (Table 

2.12).  

Table 2.12: 50x TAE buffer recipe (1 L) 

Reagent Amount  Molarity 

Tris base 242 g 2  

Glacial acetic acid 57.1 ml 1  

EDTA (0.5 M) 100 ml 0.05  

Dilute to 1 L with ddH2O and autoclave, pH ~8 

 

The agarose-TAE solution was boiled for ~2 min (in 30 s periods) in a microwave to 

dissolve agarose until completely clear. The gel was then allowed to cool to ~50 °C and 

poured slowly into a gel cast, avoiding bubbles. Gel comb(s) were added to the gel, and 
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allowed to set for ~20 min. No DNA stain was added to the gel (see below). 1x TAE buffer 

was poured into the tank until the gel was just submerged.  

0.6 µl of 10,000x GelRed nucleic acid stain (Cambio) was added to 1 ml 6x loading buffer 

and dye (NeBio) to give a final concentration of 6x loading buffer + dye + GelRed. Rather 

than adding 9 µl 10,000x GelRed to each 90 ml agarose gel (allowing for a total of 111 

gels to be produced from that 1 ml GelRed), 1 ml of GelRed can be used in up to 1.666 L 

of loading buffer. Assuming 12 µl samples are added to each well in a gel, and 2 lanes of 

16 samples per gel (32 samples per gel total), 1 ml GelRed could be theoretically used in 

up to 26,031 gels (0.6 µl GelRed added to 1 ml loading buffer = 999.6 µl added to 1.666 L 

loading buffer giving a final 6x concentration. 2 µl loading buffer is used per sample = 

833,000 potential samples. 32 samples per gel = 26,031 gels), which is approximately 

225x cheaper than conventional methods. DNA fragments that were stained in this way 

showed no discernible difference on a gel when compared to the conventional method. 

Further, there was reduced background emission from the gel when imaging, because 

only the DNA samples were stained. 

Once the loading buffer had been made, samples were prepared as follows in microfuge 

tubes: DNA ladder (ultra-low range or 100 bp ladder, NeBio): 1 µl ladder, 2 µl loading 

buffer + GelRed, and 9 µl nuclease-free H2O; PCR product: 1 µl PCR product, 2 µl loading 

buffer + GelRed, and 9 µl nuclease-free H2O; restriction digest product: 10 µl restriction 

digest mix, 2 µl loading buffer + GelRed. Samples were mixed by pipetting up and down 

(avoiding cross contamination – single microfuge tubes are better than strips, here) and 

then briefly centrifuged. 12 µl samples were loaded (with ladders at either end of the 

lanes and negative water-only controls for both PCR and digest products) into each well 

of the gel.  
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Samples were run at 40 V for 5 min, then 80 V for 45 min or until fragments were well 

separated and the dye nearly run into the lower lanes. Gels were imaged on a UV gel dock 

and analysed visually or using FIJI. For successful HDR- or NHEJ-based CRISPR edits, the 

introduction/removal of a restriction enzyme site (i.e., from 1 to 2 bands or vice versa) or 

amplicon size shift were screened for on the gels. Prospective mutant PCR products were 

then re-amplified and digested to confirm, then cleaned and sent off for sequencing (see 

below) 

2.17 Sequencing  

Primer pairs used for sequencing were the same as above for gel electrophoresis and 

restriction digest-based putative mutant screening. For each putative mutant (and a 

control wild type), DNA extracts were re-amplified as above and cleaned using a QIAquick 

column-based PCR purification kit following manufacturer’s instructions.  

100% ethanol was first added to buffer PE. All centrifugation steps were carried out at 

17,900 g in a microfuge at room temperature. 1:250 volume pH indicator I was added to 

buffer BP. 5 volumes of buffer PB was added to 1 volume of PCR sample and mixed by 

gentle flicking, the mixture should be yellow, indicating pH is <7.5. if the mixture was 

orange or violet, 10 µl 3 M sodium acetate, pH5 was added and the samples mixed. The 

sample was applied to the QIAquick column in a 2 ml collection tube, centrifuged for 60 

s and the flowthrough discarded. 750 µl buffer PE was added to the QIAquick column, 

centrifuged for 60 s and the flowthrough discarded. The column was centrifuged for an 

additional 1 min. The column was then placed in a new nuclease-free Eppendorf tube. To 

elute DNA, 30 µl buffer EB (10 mM Tris-Cl, pH 8.5) was added directly onto the 

membrane, the column incubated for 1 min at room temperature, then centrifuged for 1 

min. The flow-through containing the DNA was stored at -20 °C until further use.  
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DNA was sequenced by Eurofins’ GATC Lightrun Tubeseq service and DNA and primers 

were prepared according to Lightrun Tubeseq guidelines. Purified PCR product DNA 

concentration was determined using a Nanodrop and diluted to ~2 ng/µl using nuclease-

free water. 5 µl diluted PCR product was mixed with 5 µl primer [5 pMol/µl], tubes were 

then sealed with parafilm and sent for sequencing. Sequences were manually annotated 

from the .abi sequence file to account for any automated misannotations. Sequences 

were then submitted to a Blastn (NCBI) to confirm the sequences map well to the target 

gene in M. oryzae. Putative mutant sequences were also aligned against the wild type 

sequences to determine base edits and indels.   

2.18 Statistical analyses 

All statistical and data analyses were performed on R studio with a number of common 

libraries/plugins (275–289) and graphs were generated using ggplot (278). Box plots are 

displayed with the interquartile ranges and median lines, with the ‘whiskers’ displaying 

the range of data up to 1.5x the interquartile range. Dots/crosses and numbers within 

boxplots display the mean (if specified). Line graphs were plotted using the ‘Loess’ 

method and the grey shading denotes the standard error.  

For statistical significance, a p value < 0.05 was considered significant, and graphs display 

statistical significance as stars (*), with increasing stars denoting lower p values (* < 0.05, 

** < 0.01, *** < 0.001, and **** < 0.0001). ‘ns’ denotes no statistical significance (p > 

0.05), and a p value of ~1 when capitalised (NS). With pairwise comparisons, analysis of 

variance (ANOVA) was performed, and the individual groups being compared may be 

denoted with bars and */‘ns’ above. In larger comparisons, Tukey’s HSD was typically 

performed, and letters are shown above each group in graphs, where each different 

letter represents a statistically independent collection of groups. For multiple 
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comparisons in leaf infection experiments, Dunn’s multiple comparisons test was applied 

if there was significance (p < 0.05, Bonferonni adjustment) following rejected a Kruskal-

Wallace one way ANOVA test. 

For fungal colony growth and development experiments, images captured of colonies 

growing under identical conditions between experiments were pooled, e.g. many 

experiments used the wild type guy11 grown on CM petri dishes under L/D conditions at 

25 C as a control and thus explain larger sample sizes. Further, experiments were 

performed in the same set of incubators under the same LED bulbs, temperatures were 

consistent to +/- 1 C, and timings of lights on/off were identical. 
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3 Image analysis toolkit development 

3.1 Introduction 

Computer-based image analysis helps to eliminate the purely descriptive nature of 

imaging, be that microscopy, photography, or hyperspectral. Importantly, it reduces the 

inherent human bias applied when analysing biological samples (290–301). Computers, 

unlike humans, do not introduce any further bias beyond that which is initially 

implemented in the source code or data acquisition stage (290,297,300,302). Further, a 

computer does not get tired, can run continuously until a user prompts it to stop, will 

approach each input file in exactly the same way, and will not introduce any exogenous 

factors (290,297,300,302). In essence, image analysis is a type of bioinformatics that uses 

computers to interpret and acquire meaningful biological data from images to help 

answer questions that would otherwise require significant time, effort, expertise, or be 

impossible to process manually (301,303–305).  

Most image analysis pipelines consist of several constituent steps: image acquisition, pre-

processing, background exclusion, filtering, and segmentation/region of interest (ROI) 

location (290,292,293,293,295,298,306–312). This is then subsequently followed by the 

quantification and analysis stage, including (but in no way limited to) counting, 

classification, and colour or shape description (306). Ideally, image analysis pipelines 

should not require expertise to execute the code, should run near-continuously, and 

(generally) be faster and more accurate than manual methods 

(293,295,296,300,301,303,305–308,310,313).  
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3.1.1 Digital image acquisition  

Before image analysis can take place, the imaging setup must be considered, as the way 

in which an image is acquired can significantly alter the design, reliability, and accuracy 

of the proposed algorithm (305,314). Generally, a computer does not understand or 

interpret images in the same way a human does; as with any digital file, all computers 

‘see’ is an array of binary values: ones and zeroes. The human brain, on the other hand, 

has the ability to recognise patterns which, without artificial intelligence or bespoke 

pattern recognition algorithms, a computer cannot (292,294,298,302,315,316).  

When capturing an image, there are many factors that can affect the information 

contained within, and thus how it will eventually be analysed, such as noise, background 

features, shadow, reflectance, illumination, light clipping (where values falling above or 

below a sensor’s dynamic range are displayed as white and black, respectively), and 

exposure time can all change what information is included in the resulting image 

(290,301,306,308,310,314,315,317). Further, there can often be a trade-off between the 

optimal acquisition of images and optimal treatment of (biological) samples 

(309,314,318). In confocal microscopy, for example, laser intensity and scanning time can 

both positively and negatively affect image quality; at times, the longer or more intense 

a laser is used for, the better signal and background can be differentiated, but this also 

increases the likelihood of photobleaching (the process by which fluorescent molecules 

in a sample are destroyed by overexcitation) and subsequent sample damage occurring 

(309,319). This then decreases the signal to noise ratio of an image and, in turn, reduces 

image and downstream data quality (319). In this way, before image analysis pipelines 

are constructed, researchers need to be aware of what and how they are going to capture 

the phenomena of interest. An ideal image would therefore have an object in the 
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foreground that is well focussed with a high pixel density, a clear, matte background to 

allow for simple segmentation, uniform lighting and minimal reflectance, little image 

noise, and few artifacts: just the region(s) of interest 

(290,293,295,296,301,302,306,307,309,313,315,316,318,320–325). This is, however, 

very difficult to produce, given the complex nature of biological imaging. 

A digital image is a computer-based representation of a real-world object, which can be 

gathered in a number of ways, most simply by using a light-based sensor, such as that 

found in a conventional camera. However, images can also be created by the use of sound 

(i.e., with an ultrasound scanner), laser light (such as with a confocal microscope), 

invisible light (using hyperspectral imaging systems, like chlorophyll fluorescence 

imaging), and even pressure and texture with an atomic force microscope, creating 

images with the use of a physical scanning probe, much like the needle of a record player 

(301,302,309,310,315,318,322,325–327). Despite the fact that images can be created 

with a variety of techniques, many of which do not use light, computers treat them all in 

the same way: a sensor interpolates an analogue input into a digital output, which is just 

an array of numbers (292,294,298,302,315,316). This digital output then subsequently 

becomes an input for image analysis pipelines to interact with.   

Image noise is considered to be exogenous, unwanted data generally produced by the 

image acquisition process (292,298,302,310,315). Noise can occur as a result of low-

resolution images, diffraction/reflection of light, or compression of images and 

subsequent data loss (293,315,325). Because of this, it can be difficult to discern what is 

image noise and what is important ROI information; observers and researchers need to 

know what they are looking at to determine these differences, which a computer is 
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unable to do (290,296,311,315,328,329). Accordingly, noise reduction is one of the first 

operations performed during image processing (310,315). In a standard digital camera, 

for example, the silicon sensor may have sections that are ‘dead’ and thus not recording 

signal or have sections in the sensor that are erroneously sending a signal continuously 

(330). These sections will give rise to regions of pure white (255) and pure black (0), 

respectively, in the final image and is aptly named ‘salt-and-pepper’ noise.  

Digital colour images generally consist of 3 separate greyscale channels (one for red, 

green, and blue, respectively) with intensity ranges from e.g., 0-255 and these values 

make up pixels. Since a computer cannot innately interpret an image based on regions of 

pixels and their respective values, processing must be employed to make sense of an 

image and gather useful data from them, as there is no inherent relationship or 

interaction between pixels and their values in an image (292,296,308,309,315,331). 

Further, a computer has no way to draw on previously learnt and disparate real-world 

information like humans do (unless specifically trained using artificial intelligence, for 

example) (290,293,295,296,302,307,311,314,315,332–334). Indeed, humans rely on all 

manner of implicit visual cues, such as size and scale, colour, shape, texture, edges, 

contours, and even real-world location to determine what is in front of them. Essentially, 

humans can contextualise an image in a way computers cannot. Programmers, therefore, 

must provide computers with the assumptions humans naturally use when determining 

the image subject, and must be provided with specific instructions to process, transform, 

and manipulate an input file/image: an algorithm (315).  
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3.1.2 Image processing and analysis 

Whilst image quality can be heavily affected by noise, there are many filter-based 

approaches to reduce and minimise its impact (290,292,315,322,328,331). Rather than 

focussing on individual pixels, filters often take into account a pixel’s neighbour(s), usually 

as a kernel (300,324,330). kernels can differ in size drastically, and are typically 3x3 px or 

larger, as filters are often centred around a core pixel (300,324,330). In the case of a 

median filter, for example, the kernel is sent across the whole image from left to right, 

one pixel line at a time, and at each pixel position, the e.g., 9 (3x3) pixel intensity values 

are ordered, and the central number applied to the central pixel position 

(298,328,330,331). This essentially clips out erroneously high or low pixel values created 

through salt and pepper noise (318). This, as is the case with all filters, does not determine 

the true pixel value and merely approximates its value based on the surrounding 

neighbours (330). Whilst noise can be a significant issue under certain conditions, it can 

often be ignored if image acquisition setups are carefully designed: if the sensor quality 

is high, lighting is uniform, and file compression is minimal, then the noise might be so 

minor that it may not be worthwhile to approach. 

Once a sufficiently clear, in focus, and noise-free image of a sample has been produced, 

data can then be gathered with biological relevance (306). Generally, an image will consist 

of a region(s) of interest (ROI) to the researcher, with the rest of the image being 

additional unnecessary information (310). In this way, the image can be considered to 

have a ‘foreground’ containing ROIs and a ‘background’ containing exogenous 

information (306). The goal of image processing is to ultimately separate the foreground 

from the background to allow for subsequent quantification and characterisation of a 

range of parameters, such as size or shape of the ROI(s), to generate accurate, high-
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throughput, and quantitative data from (biological) images (293,302,306,307,309,313). 

This separation of foreground from background can be achieved using a process called 

‘segmentation’, of which there are a vast number of approaches, most simply pixel 

thresholding, where any pixels above a given value are considered foreground, and any 

below are considered background (or vice versa) (293,302,306,308,310,325).  

The introduction of scale to an image can also help to answer biological questions (307). 

Many commercially available digital microscopes include metadata dictating the number 

of pixels occupying a given unit of area, and flatbed scanners, for example, can translate 

real world spatial data into their digital counterpart by dictating the number of pixels 

generated from imaging objects in a known area (such as A4 paper size), commonly 

termed DPI (dots per inch – the number of pixels occupying an inch on the scanning area). 

Scale can also be determined in a more complex fashion, by way of imaging an object 

with known dimensions: a ‘scale card’. Here, if the object of known dimensions can be 

located on an image and the number of pixels it occupies calculated, then that 

information can be extrapolated or scaled to the rest of the image and subsequent real-

world data can be gained (290,296,308,323,335–337). 

Whilst there is a plethora of software, plug-ins, and image analysis pipelines available to 

researchers in plant pathology and related fields (see Table 3.1 and quantitative-

plant.org, a website that collates a wide variety of plant and plant-related research 

software), these are often produced for specific model systems, lack automation, require 

significant user input on a per-image basis, or require customised setups. Unfortunately, 

due to a range of reasons (funding, time, or otherwise), many of these toolkits are also 

not maintained or available in the years following publication; in the case of web-based 
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tools especially, that cannot be downloaded or utilised locally, this may force researchers 

to change analysis techniques between (or within) studies. Indeed, software such as 

HPGA (338), ACA (339), Grow Map-Leaf (340), Growscreen (341), Leaf-GUI (342), Leaf 

Processor (343), Leaf Growth (344), and Phenotic (345) are all no longer supported or 

available to download (Table 3.1).  

In Fiji specifically, given its opensource and freeware approach to image processing and 

analyses, ‘Macros’ are essentially the automated execution of pre-written 

functions/plugins previously developed by other researchers and computer scientists 

(346–351). The ‘IJM’ language follows a similar syntax and format to JavaScript and can 

be used for complex mathematics, dataframe creation/manipulation, and image 

processing. Implemented functions and previously written code in this work include, but 

are not limited to: colour segmentation, CLAHE, get date and time, and subtract 

background (346–351)  (see 9.1). 

This chapter, therefore, presents a range of (semi-) automated image analysis pipelines 

that can utilise lab-standard or inexpensive equipment (with the exception of confocal 

microscopy), namely light microscopes, cameras, and flatbed scanners, that can be used 

‘as-is’ or altered based on user requirements. The toolkits presented here were designed 

to aid in the research of plant-pathogen interactions and fungal morphology. Macro- (leaf 

infection severity analyses, chlorophyll fluorescence, and fungal growth on petri dishes) 

and micro-scale (conidial counts and development, and protein expression and 

localisation) analysis toolkits are shown, which produce high-throughput, reliable, and 

accurate data. These image analysis pipelines introduce techniques used to advance the 

understanding of the importance of time of day and circadian entrainment in the 
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outcome of rice blast disease. The tools can help answer whether M. oryzae (a) colonies 

alter their conidial banding phenotypes under different environmental conditions; (b) 

lighting regimes, harvest time, or circadian mutation alters conidial size, shape, and 

mucilage production; (c) conidial germination and developmental rates are affected by 

time of day, lighting regime, or mutation; (d) appressorial turgor pressure is altered in 

circadian mutants; (e) displays altered virulence at different times of day or after 

circadian entrainment; (f) clock genes (specifically FRQ and WC2) undergo rhythmic 

localisation and expression; and (g) whether rice and barley display altered susceptibility 

to M. oryzae at different times of day.  
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Table 3.1: A selected summary of a range of plant pathology-related image analysis toolkits (information gathered from literature and 

quantitative-plant.org) 

Tool name Function Subject Software Licencing  Source Reference  

Rhizotrak Manual time series annotation of 
root growth; visualisation of root 
growth 

Plant 
minirhizotro
ns 

Fiji/ImageJ plugin; R 
package integration 
for analysis 

Opensource https://prbio-
hub.github.io/rhizoTrak/pages/installat
ion.html 

(312) 

HTPheno High throughput plant 
phenotyping; height, width, 
projected shoot area 

Plants Fiji/ImageJ plugin Opensource  http://htpheno.ipk-
gatersleben.de/index.html 

(308) 

Image 
Harvest 

High throughput plant image 
processing and analysis; height, 
width, leaf area 

Plants  Python package. High 
performance 
computing 
integration 

Opensource http://cropstressgenomics.org/data/ht
ml/index.html 

(310) 

PYM Customisable Raspberry pi-based 
plant phenotyping; in-field leaf 
area analysis 

Plants Python package Opensource https://github.com/bevalle/pym (305) 

Hyphatracker Early spore germination and 
development; germination, germ 
tube growth rate 

Fungi  FIJI/ImageJ plugin Opensource  https://pols.phys.strath.ac.uk/research
/super-resolution/software/ 

(328) 

Leaf doctor Plant leaf disease severity 
estimation; total leaf area, 
diseased leaf area 

Plant disease FIJI/ImageJ plugin; 
IOS App 

Freeware https://apps.apple.com/us/app/leaf-
doctor/id874509900?ls=1 

(304,352)  

None given Disease severity estimation: 
disease severity (utilises 
Plantvilliage image as a training 
dataset) 

Apple black 
rot 

Imagenet pre-trained 
model 

Opensource Unavailable / not maintained (300) 

None given  Morphology of pelleted and 
dispersed growth of liquid 
cultured fungi; culture 
heterogeneity, fungal structure 

Fungi  FIJI/ImageJ plugin Opensource  Supplementary file 4 in original paper 
(DOI: 10.1186/s13068-019-1473-0)  

(303) 
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parameterisation (diameter, 
aspect ratio, area, solidity) 

None given Quantification of actively released 
conidia; location and 
measurement of sporulation 
zones on petri dishes, 
quantification of microscopic 
conidial images 

Fungi  FIJI/ImageJ plugin Opensource Unavailable / not maintained (294) 

Fungal 
feature 
tracker  

Quantitative characterisation of 
filamentous fungi morphology; 
conidial quantification, 
morphology, length 
measurement, hyphal tip 
quantification, mycelium area  

Fungi Mathmatica tool Opensource  https://github.com/hsueh-lab/FFT (324) 

ACA Rosette measurement; leaf area, 
colour, senescence measurements 

Plants R Opensource Unavailable / not maintained (339) 

None given Stomata detection and pore 
measurement; machine learning 
and automatic stomatal 
quantification, pore area 

Grapevine Matlab Not provided Unavailable / not maintained (333) 

BioimageXD 3D phenotyping; area, length, 
width, 3D volume, colour metrics 

Multipurpose Standalones software Opensource  http://www.bioimagexd.net/ (353) 

Balloon 
 

Cell wall segmentation and cell 
separation; cell quantification, cell 
size and shape descriptors  

Plants / fungi Fiji/ImageJ plugin Opensource https://imagej.net/plugins/balloon (354) 

Bioleaf Leaf damage identification; insect 
herbivory determination and 
quantification 

Plants Android app  Freeware https://play.google.com/store/apps/de
tails?id=upvision.bioleaf&hl=en 

(355) 

Black spot Leaf area estimation Plants  Standalones software Opensource https://www.ncbs.res.in/blackspot (356) 

Compu-eye Leaf area estimation; herbivory 
determination 

Plants Standalones software Opensource https://www.ehabsoft.com/CompuEye
/LeafSArea/ 

(357) 

Deep plant 
phenotyping 

General plant phenotyping; 
machine learning based 

Arabidopsis Python package Opensource https://github.com/p2irc/deepplantph
enomics 

(358) 
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parameterisation of Arabidopsis 
phenotypes 

Easy leaf area Leaf area measurements Plants Python package, 
Android app 

Opensource https://github.com/heaslon/Easy-Leaf-
Area  

(335) 

Endrov Length, width, surface area, 3D 
structure parameterisation 

Any Standalone software Opensource http://www.endrov.net/  (359) 

Grow map-
leaf 

Leaf growth and development rate Plants Standalone software Licensed  Unavailable / not maintained (340) 

Growscreen Leaf surface area; plant shoot 
surface area and growth rate 
analysis 

Plants  Standalones software Licensed Unavailable / not maintained (341) 

HPGA leaf surface area, leaf counts, 
growth rate; high throughput 
plant phenotyping  

Arabidopsis Standalone software  Freeware  https://phenomics.uky.edu/HPGA/inde
x.html 

(338) 

Lamina Leaf shape determination; width, 
surface area, length, disease 
presence  

Plants Standalone software  Freeware http://lamina.sourceforge.net/index.sh
tml 

(360) 

Lamina2shap
e 

Leaf length, surface, shape Monocots  Matlab Freeware https://www.researchgate.net/publica
tion/329514733_Matlab_code_for_La
mina2shape_An_image_processing_to
ol_for_an_explicit_description_of_lami
na_shape_in_grasses 

(361) 

Leaf colour 
segmentatio
n  

Leaf quantification and area Arabidopsis  Matlab  Freeware https://www.helmholtz-
munich.de/dig/working-
groups/systems-
thinking/projects/environmental-
research/color-based-classification/ 

(362) 

Leaf angle 
distribution 
toolbox 

3D leaf structure and 
parameterisation; canopy 
reconstruction 

Plants Matlab Freeware – 
academic use 
only 

Available from authors upon request (363) 

Leaf-GUI Macroscopic structure of leaf 
veins; size, shape, descriptive 
statics 

Plants Matlab  Freeware  Unavailable / not maintained (342) 
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Leaf 
processor 

Leaf geometry evaluation; size, 
shape, descriptive statistics  

Plants Matlab  Licensed  Unavailable / not maintained (343) 

Leaf growth 3D Leaf growth rate analysis; size, 
shape, descriptive statistics  

Plants Matlab Freeware  Unavailable / not maintained (344) 

Leafanalyser Leaf shape data acquisition, 
collation, and analysis 

Plants Standalone software Freeware https://sourceforge.net/projects/leafa
nalyser/files/ 

(337) 

Leaf 
recognition 

Leaf identification on woody 
plants; quantification and area 
measurements 

Woody trees Webtool Freeware http://leaves.utia.cas.cz/index (364) 

Leafsnap  Tree species identification based 
on leaf parameters 

Trees IOS app Freeware http://leafsnap.com/  (365) 

Leafbyte  Leaf surface area, damage 
quantification, percent affected 

Plants IOS app Freeware https://zoegp.science/leafbyte (336) 

Leafscan Leaf surface area Plants IOS and Android app Freeware https://www.leafscanapp.com/ (366) 

Leafj Leaf shape analysis; length, width, 
surface area 

Plants ImageJ/FIJI plugin Opensource https://bitbucket.org/jnmaloof/leafj/wi
ki/Home  

(367) 

Phenotic Chlorophyll fluorescence analysis, 
FV/FM 

Plants R Opensource Unavailable / not maintained (345) 

Plantix  Pest, disease, and nutritional 
treatment recommendation; 
identification of plant disease, pest 
damage, or nutritional deficiency 

Plants Android app Freeware  https://plantix.net/en/ (368) 

WinDIAS Leaf disease detection and 
quantification; leaf area, 
diseased/pest effected area, 
percent effected area 

Plants Standalone software Licensed  https://delta-t.co.uk/product/wd3/ (369) 
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3.2 Results  

3.2.1 Fungal colony area and conidial banding analysis  

Many fungal species grow (relatively) radially from an inoculation point on petri dishes, 

and produce rhythmic, circadian conidial banding patterns on a daily basis (after a latency 

period prior to banding) (84,108,119,194,247,256,370–373). Fungal growth rates can 

also be altered by numerous environmental factors, such as temperature, lighting 

conditions and photoperiod, pH, and media composition 

(108,110,116,119,181,189,251,371,374–377). Colony diameter / radius and number of 

bands can be determined using manual measurements, but total colony area, maximum 

diameter / radius, distance between bands (a proxy for periodicity), and band amplitude 

are difficult or impossible to determine without image processing techniques. 

Additionally, since many fungal species do not grow in a truly radial fashion, the mean 

number of bands, radius, etc. may be utilised as opposed to taking a single measurement 

from the colony centre.  

Banding and growth rate analysis can be used to determine how different environmental 

conditions and mutants (e.g., a those with a dysfunctional circadian clock) affect fungal 

development. Here, a semi- and fully automated FIJI-based tool is shown that determines 

colony area, average radius, and maximum diameter (Feret diameter), and plots inverted 

pixel intensity across the colony radius (in real world units or as a percentage across the 

colony), which shows the number of bands, distance between bands, and band 

amplitude. Most analyses for circadian fungal growth utilises race tubes and thus colonies 

are growing in a linear instead of radial fashion, and these analysis techniques are 

typically performed manually (traditionally under red safety light, which may alter 
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virulence related traits in M. oryzae) and thus not amenable to the techniques used here 

(82,104,110,119,181,184,215,256,257,371,378,379).  

All colony images were captured using a digital camera (Canon EOS Rebel SL1) and petri 

dishes were placed lid down (so that the camera was imaging from the base of the dish) 

on a light box to better increase the contrast between the bands. Images were captured 

from directly above the plates with the optional inclusion of a black 5 cm2 calibration 

square. Images were then transferred to a computer and processed using the FIJI pipeline 

as described. 

First, the file details are called and stored (file name, file type, image width and height, 

and input folder). An output subfolder is then created (if not already present) in the input 

folder for results tables and plots to be saved.  

Next, the petri dish or calibration card is located on the image (depending on which 

version is used): a Canny edge detection algorithm is employed to segment the petri dish 

and a binary image is created (Fig 3.1). The ‘Analyze particles’ function is then called, 

disregarding any objects (objects here, referring to a region of conjoined binary pixels, 

also known as a superpixel) smaller than 10% of the image and with a circularity of 0.2 or 

above. Circularity is calculated with the following equation: 

𝐶𝑖𝑟𝑐𝑢𝑙𝑎𝑟𝑖𝑡𝑦 = 4𝜋 ∗  
𝑂𝑏𝑗𝑒𝑐𝑡 𝑎𝑟𝑒𝑎

𝑃𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟2
  

For the calibration card location, a colour threshold segmentation step is carried out 

instead of Canny Edge detection to pick out the darkest pixel regions (i.e., the black 

calibration card) that has a lower circularity and area of at least 1% of the original image 

size.  



90 
 

Once the petri dish or calibration card has been located, the image is cropped to that size 

and the width and height of the new image is called. The real-world units are calculated 

by determining the number of pixels occupying a region of known area, for the petri dish: 

 𝑝𝑖𝑥𝑒𝑙𝑠 𝑝𝑒𝑟 𝑐𝑚 = (
(𝑐𝑟𝑜𝑝𝑝𝑒𝑑  𝑖𝑚𝑎𝑔𝑒 ℎ𝑒𝑖𝑔ℎ𝑡)+(𝑐𝑟𝑜𝑝𝑝𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 𝑤𝑖𝑑𝑡ℎ)

2
)/9  

and for the calibration card: 

 𝑝𝑖𝑥𝑒𝑙𝑠 𝑝𝑒𝑟 𝑐𝑚 = (
(𝑐𝑟𝑜𝑝𝑝𝑒𝑑  𝑖𝑚𝑎𝑔𝑒 ℎ𝑒𝑖𝑔ℎ𝑡)+(𝑐𝑟𝑜𝑝𝑝𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 𝑤𝑖𝑑𝑡ℎ)

2
)/5.  

The bounding box of the calibration card (if present) is then removed from the original 

image and the petri dish located as above and cropped (Fig 3.1). The calibration card 

version is useful if the petri dish edges are poorly differentiated from background due to 

e.g., longer exposure times, as the location of the petri dish can be skipped and just the 

colony region thresholded, since the pixels / cm have already been determined. The 

image pixel values are subsequently inverted (dark regions become light and vice versa), 

and colony area is segmented with either pre-defined Hue*Saturation*Brightness (HSB) 

values (fully automated version), or by prompting the user to manually and interactively 

select HSB ranges. A binary image of the colony is then produced (Fig 3.1). 

Once the image has been thresholded, the colony is segmented and located using the 

analyse particles function: the selected object/superpixel (the colony) must fall between 

5 – 62 cm2. This ignores any background noise, pen marks, etc. on the petri dish and does 

not select the petri dish (which has an area of ~63.6 cm2). The colony area (cm2) and 

perimeter (cm) are calculated based on the assumption of circularity: 

 𝐶𝑖𝑟𝑐𝑢𝑙𝑎𝑟 𝑟𝑎𝑑𝑖𝑢𝑠 =  √
𝑎𝑟𝑒𝑎

𝜋
.  
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Additionally, the Feret diameter (and subsequent radius) is computed, which is the 

longest distance between any 2 points of the colony superpixel, and this is used as the 

colony diameter in following calculations. The colony centroid coordinates are also 

determined, which is the average of the x and y coordinates of all the pixels in the colony 

superpixel. These colony metrics are saved as a .csv file in the output folder with the file 

name corresponding to the original input image. 

The ‘colony offset’ is then calculated, which is the x, y coordinate difference between the 

image centre and the colony superpixel centre: 

 𝑋 𝑜𝑓𝑓𝑠𝑒𝑡 = 𝑝𝑙𝑎𝑡𝑒 𝑋 𝑐𝑒𝑛𝑡𝑟𝑒 − 𝑐𝑜𝑙𝑜𝑛𝑦 𝑋 𝑐𝑒𝑛𝑡𝑟𝑒 

𝑌 𝑜𝑓𝑓𝑠𝑒𝑡 = 𝑝𝑙𝑎𝑡𝑒 𝑌 𝑐𝑒𝑛𝑡𝑟𝑒 − 𝑐𝑜𝑙𝑜𝑛𝑦 𝑌 𝑐𝑒𝑛𝑡𝑟𝑒  

The image contrast is then increased using a Contrast Limited Adaptive Histogram 

Equalisation (CLAHE) function with a block size of 1mm (variable pixel size depending on 

the image) followed by a Gaussian blur with a sigma variance of 3 to smooth the jagged 

edges as a result of the CLAHE. After increasing the contrast and smoothing, the colony 

centre is translated to the image centre by artificially moving the image by X offset, Y 

offset (Fig. 3.1) 

Once the new image centre corresponds with the colony superpixel centroid, a rectangle 

is drawn from the centre point with a width of the colony radius (calculated by 

determining the ferret diameter as above) and height of 10 pixels. The X, Y pixel values 

across this selection are then stored and the image is rotated about the centre point by 

a user-defined number of degrees (that must be divisible by 360) and the process is 

repeated for n rotations;    



92 
 

 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠 =  
𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑛𝑔𝑙𝑒

360
 

The Y pixel intensity values for each rotation are tabulated, along with their respective X 

location. The X location is also converted from the distance from the centre point (cm) to 

% colony radius: 

% 𝑐𝑜𝑙𝑜𝑛𝑦 𝑟𝑎𝑑𝑖𝑢𝑠 =  
𝑥 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 (𝑐𝑚)

𝑐𝑜𝑙𝑜𝑛𝑦 𝑟𝑎𝑑𝑖𝑢𝑠 (𝑐𝑚)
∗ 100  

An empty plot is created with an X axis of distance from colony centre (cm) or % colony 

radius, depending on user preference. The plot is subsequently filled with the segment 

values for each rotation (Fig 3.1). Next, the sum and average of the segment pixel 

intensity for each row (X position) is calculated, and the mean value for each X position 

plotted and saved (Fig. 3.1). Another plot is created and saved, showing just the mean 

pixel intensity at each X position (Fig. 3.1). Finally, the standard deviation and standard 

error of the mean are calculated for each X position: 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 =

 √
1

𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠
∑ (𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 𝑥 − 𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑚𝑒𝑎𝑛)2𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠

𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 𝑥     

 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑒𝑟𝑟𝑜𝑟 =  
𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛

√𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠
  

The results table is appended with the square difference to the mean for each rotational 

segment, along with the sum of square differences to the mean, standard deviation, and 

standard error of the mean. This second results table is then saved as a .csv file to the 

output folder. Finally, the log file for the analysed image is saved as a .txt file, which shows 

the analysis start date and time, input/output folder, input file name, input file 
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width/height, minimum plate area (10% of the image area), plate 

width/height/radius/diameter (in px and cm), plate centre X, Y coordinates, colony 

radius/diameter (px and cm), colony centre X, Y coordinates, colony centre X, Y offset, 

rotational angle, number of rotations, the number of X point samples (results length), and 

the titles of the saved images/plots/log file.  
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Table 3.2: Comparative manual vs automated colony band and diameter analysis 

Image Manual 
bands 

Automated 
bands 

Manual 
diameter 

Automated 
diameter 
(Feret) 

% Accuracy 

1 4 4 5.8 5.9 98.3 

2 6 6 6.7 6.8 98.5 

3 0 0 5.8 5.9 98.3 

4 7 7 6.7 6.9 97.1 

5 4 4 5.4 5.8 93.1 
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Figure 3.1: Overview of the fungal colony area and banding analysis macro. (a) an input image without a scale card, (b) automated location 
and cropping of the petri dish, (c) automated thresholding for the fungal colony, (d) inverting the pixel intensity, locating the colony and 
cropping the edges of the petri dish, (e) enhancing contrast, smoothing the edges, and transforming the colony centre to the image centre. 
Output plots showing (f) all segmented intensities, (g) the mean intensity, (h) standard deviation of the intensities, (i) SEM of intensities, and 
(j) the macro log file. 

(e) (f) (g) 

(a) (b) (c) (d) 

(h) (i) (j) 
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3.2.2 Conidial counts  

Since M. oryzae produces conidia in a rhythmic fashion during the dark period (82), 

conidial counts may differ depending on time of day, environmental conditions, 

photoperiod, and circadian function. Additionally, M. oryzae conidia tend to be released 

just before dawn and are spread by wind and dewdrop (82). When conidia land on a 

hydrophobic surface, such as foliar tissue in nature, or glass coverslips and polystyrene 

petri dishes in the lab, they soon begin to produce a sticky substance called spore tip 

mucilage, used to adhere to plant tissue (78). To determine adherence and spore tip 

mucilage production of conidia grown under different lighting conditions or circadian 

mutants, conidia are located and counted microscopically, then the conidial suspension 

is agitated (see materials and methods). Conidia are then imaged and counted again to 

determine percent adherence. M. oryzae conidia have melanised cell walls, which 

presents contrast ideal for segmentation against the bright background in light 

microscope images. Using a semi- and fully automated image analysis pipeline presented 

here, conidial counts, size, and shape can be estimated. The Fungal Feature Tracker 

toolkit was considered for use (324), but the pipeline presented here was produced prior 

it its publication (2019), and much experimental data was collected prior to FFT’s release. 

Additionally, it is a semi-automated pipeline, and presented here is a method specific and 

bespoke for the imaging setup in UoP.  

First, the input folder, image dimensions, and image title is retained, then an output 

subfolder is then created (if not already present). The central 75 % of the image is 

selected and cropped to remove the characteristic ‘halo’ effect, where the periphery of 

the image is darker than the centre, generated by a square sensor (the camera) capturing 

light from the circular aperture of the microscope (380). A minimum intensity filter 
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followed by a Gaussian blur is applied to the image to increase contrast and homogenise 

conidia and background. HSB colour thresholding is then used (either automatically or 

user-prompted) to segment conidia from the background and a binary image is created 

(Fig. 3.2). The binary image is then dilated, holes are filled, and eroded to reduce 

background noise and false counts. Particles are analysed, with a user-defined area (e.g., 

300 – 1000 px) and a circularity of 0.5 – 0.8. These selections are then applied to the 

original, non-binary image, counted, and measured. Area, perimeter, circularity, and 

mean grey value for each particle (conidia) is shown in the results table, and a summary 

table is created showing the total count, mean size, etc. for the image. This allows for 

comparison of conidial size, shape, and pixel intensity between different treatments or 

strains.  

For manual confirmation, the selected particles are drawn in blue onto the original image 

to determine false positives/negatives and the annotated image is saved to the output 

subfolder. The macro then loops onto the next image in the folder and repeats for all 

image files in the input folder. For each image, the counts and measurements are 

appended to the results and summary tables, including the original input file title. Once 

all images have been processed in the input folder, the results and summary files can be 

saved as .csv files for ease of downstream statistical analyses. The accuracy of the macro 

is presented in table 3.3. 
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Figure 3.2: Overview of the conidial counting and analysis macro. (a) cropped input image of melanised conidia under a light microscope, (b) 
outlines of successfully segmented and counted conidia (blue) and ignored particles (black), and (c) output image of segmented and outlined 
conidia for manual confirmation. Scale bar = 100 µm. 

 

Table 3.3: Accuracy of the conidia counter macro 

Manual spore 
count 

Automated spore 
count 

% Accuracy Manual average 
area 

Automated 
average area (px) 

153 123 80.39 NA 664.9 

212 167 78.77 NA 664.5 

217 191 88.02 NA 682.7 

 

(a) (b) (c) 
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3.2.3 Appressorial cytorrhysis analysis  

Once conidia land on and adhere to a hydrophobic surface, they soon germinate and after 

~8 h produce a melanised, dome-shaped infection structure called an appressoria (78). 

The appressoria subsequently generates an enormous amount of turgor pressure, which 

allows it to punch its way through the plant cuticle (78). Exposing these appressoria to 

increasing concentrations of glycerol can cause them to collapse (indicated by a faint line 

through the appressoria) due to the loss of internal positive pressure, through a process 

called cytorrhysis (381–383). By gradually increasing the concentration of glycerol, the 

approximate internal turgor pressure of the appressoria can be determined. 

A cytorrhysis assay was performed on M. oryzae conidia (see 2.2.7). Conidial suspensions 

were imaged after a 30 min incubation in the glycerol solution under a light microscope 

with a camera adaptor (Canon EOS Rebel SL1 camera with a t-ring microscope adaptor, 

Kyowa Medilux-12 light microscope). A short FIJI-based macro was developed to locate, 

count, measure, and save individual appressorial images for manual scoring of collapse. 

Automated scoring of appressorial collapse was attempted, but the number of false 

negatives was unacceptably high. To date, no fully-automated image analysis pipelines 

have been reported to count and describe appressorial characteristics whilst 

differentiating (and ignoring) conidia. 

First, the input folder, image file name, and image dimensions are called, and an output 

folder is created (if not already present). The central 75 % of the image is selected to 

account for the halo effect, as with the conidia counter, and the image is cropped (Fig. 

3.3). The image is then converted into an 8-bit format and the background subtracted, 
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followed by application of a minimum pixel intensity filter to differentiate the dark edges 

of the melanised appressoria from the background.  

The darkest regions of the image are segmented by a pixel intensity threshold and a 

binary image is created. The binary image is then dilated, eroded, and holes filled to 

remove background noise and create homogenous dark sections, which denote conidia 

and appressoria. A watershed filter is applied to separate any appressoria or conidia that 

are overlapping. Particles are then analysed based on a user-supplied size threshold (e.g., 

between 1000 and 3000 px, depending on the camera and image quality), and only 

particles with a circularity greater than 0.7 are considered as true, which should exclude 

the less-rounded conidia, leaving just the appressoria (Fig. 3.3).  

The ’true’ particle (appressoria) locations are then redirected from the binary image to 

the original image, counted and measured (size, shape, perimeter, mean pixel intensity). 

The appressoria are then outlined in blue for manual conformation of appressoria and to 

manually determine if they are collapsed or intact. The annotated output image and 

results file are then saved in the output subfolder for confirmation and statistical 

manipulation. There is the additional option included to save the annotated appressoria 

as individual files for manual processing. The accuracy of the macro is presented in table 

3.4. 
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Figure 3.3: Overview of the appressorial counting and analysis macro. (a) input image showing the central 75 % selection, (b) segmented 
appressoria and ignored conidia, (c) annotated output image, where the successfully segmented appressoria are outlined in blue. Scale bar 
= 100 µm. 

 

Table 3.4: Accuracy of the appressoria finder 

Manual 
appressoria 

Automated 
appressoria 

% Accuracy False positives 

30 35 85.7 1 

52 57 91.22 2 

54 40 74.07 0 

(a) (b) (c) 
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3.2.4 Automated conidial development time course acquisition  

Conidial germination and development may differ between M. oryzae strains and is 

known to be affected by a number of environmental conditions, such as presence of a 

hydrophobic surface, pH, nutritional availability, light intensity (78,259,384), and 

potentially circadian clock function (259). To gather temporally relevant data in conidial 

germination and development, it is necessary to characterise the conidial developmental 

stage at several different time points over a period of (up to) 2 d. This would require many 

long hours of operation and analysis for researchers, shift work, or expensive microscopy 

equipment.  

The Openflexure microscope (265,385) is an open-source 3D-printable microscope that 

utilises the flexibility of a commonly used printing material, polylactic acid (PLA) to move 

a stage in the X, Y, and Z axes with adequate control at a fraction of the price of 

conventional microscopes (Fig. 3.4). Once the components have been printed, all that is 

required is a lens, camera, and computer interface, coming to a total approximate cost 

of £80-100. Additionally, 3D printers can be acquired for less than £300, facilitating a cost-

effective method for timelapse microscopy. 

Raspberry Pis are inexpensive computers that have a plethora of uses in prototyping and 

simple computing applications, including camera and Openflexure integration. A small 

piece of python code was written that imports a PiCamera package and presents the live 

view of the microscope so that conidia can be located and focussed. A second script was 

written that displays the live view in a small subwindow and saves images to a user-

defined folder every x number of seconds, typically every 30 min, or 1800 s (386) (Fig. 

3.4). The output file includes an increasing counter to indicate the imaging time point. 
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Additionally, live-streaming capability was implemented so that the microscope image 

(with the current time and number of images captured displayed in the bottom right 

corner of the screen) could be viewed remotely via an internet connection to check for 

X, Y, or Z axis drift and sample drying. Live streaming was implemented using the Motion 

home surveillance software (387). Losing focus is an occasional issue due to gravity acting 

on the Openflexure system, and the heat from the raspberry pi computer located 

underneath the sample can cause the water droplet to evaporate. If this happens, then 

the user can check the remote feed, readjust the stage position, add more water to the 

sample, or disregard the images.  

The code continues to run and capture images every X seconds, until the user prompts it 

to stop, and images can be transferred to an external drive and manually scored for 

developmental stage at leisure.  
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Figure 3.4: Openflexure conidial timecourse acquisition setup. (a) Openflexure microscope, (b) example output image of developing conidia 
at 17 hours post inoculation. Scale bar = 100 µm. 

(a) (b) 
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3.2.5 Automated leaf segmentation and pre-processing 

Images that contain multiple regions of interest can often make image processing and 

subsequent analysis difficult due to the increased complexity of the image. An analysis 

pipeline can be applied to an entire image, considering all of the segmented regions as 

one continuous object rather than discrete individual objects that need to be analysed 

independently from one another. Taking this into account, researchers can either (a) 

change the imaging setup and image one ROI/object at a time, which can significantly 

increase acquisition time and labour costs, or (b) alternatively, the algorithm can be 

applied individually to each object/ROI within an image. This increases computational 

resource use and processing time, though, due to the requirement to individually 

segment out ROIs and apply the code to individual objects. A final option is to introduce 

a pre-processing step, to split the objects in the original image into multiple files to be 

fed into the analysis pipeline individually. 

Infected leaf images were scanned using a flatbed scanner (Perfection V39 Photo and 

Document Scanner) 6 days post-inoculation by placing them adaxial side down towards 

the scanner using white masking tape to match the matte white background of the 

scanner lid. Leaves on masking tape were laid as close as possible to one another without 

overlapping and scanned at a resolution of 800 DPI (315 px/cm). A colour balance card 

was placed in the corner of the scanner to ensure images were captured with uniform 

and comparative colour values (Fig. 3.5). Leaves were scanned together based on plant 

species, fungal strain, and pre-inoculation treatment (i.e., rice and barley were scanned 

separately, and wild type and mutant infections were scanned separately). .tiff images 

were automatically saved with the acquisition date (YYY.MM.DD) and an incrementally 

increasing 3-digit counter, e.g., “2020.02.07 – 002.tiff”. A key .txt file was manually 
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produced which describes the infection conditions of the scanned leaf images, and this 

key was used in downstream data manipulation, annotation, and analyses for the 

Redpatch output data (see 3.2.6). Images were then fed into a short macro in FIJI to 

segment, measure, and save individual leaves from the original multi-leaf image. Other 

software was considered to count, measure, and save the images of leaves (see table 

3.1), but were either semi-automated, required different imaging setups, or produced 

files in formats that were incompatible with Redpatch (see 3.2.6) 

First, the image file name and image dimensions are stored, the scale is set (all images 

were captured at 800 DPI) to 315 px/cm, and the colour calibration card cleared from the 

image. Next, a simple colour threshold filter is applied to the image to remove the matte 

white background, leaving just the darker (predominantly green) regions, i.e., the leaves. 

a binary image is created, and the holes are filled to account for any bright/yellowed 

sections of leaves that could be erroneously missed and considered background (Fig. 3.5).  

The analyse particles function is then executed, which excludes any superpixels smaller 

than 0.1 cm2 (such as debris or dirt), and the objects are added to the ROI manager. 

Individual object selections are then applied to the original image, cropped, and 

duplicated, leaving an individual leaf on a clear, white background (Fig. 3.5). This process 

loops over the ROI list and the individual leaves are saved in a .tiff format to a user-defined 

output folder. 

Individual leaves are saved to the output folder with the file name convention: “individual 

leaf – “[original image name]” – n”, where n is an individual ROI. The next image in the 

user-defined input folder is then opened and the process repeated for all the images in 

the folder. Results and summary files are generated, which can be saved (if desired) and 
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displays the number of leaves in each image, their individual, total, mean area, and mean 

grey value (Fig. 3.5).  

An adapted version of this macro works for images with unknown pixel densities. Leaves 

are placed on a white background, such as a sheet of paper, and a bright pink 5 cm2 

calibration card (in contrast to the white background and green leaves) is used as the 

ground truth for pixel density. An additional colour threshold segmentation step is 

applied to locate and crop to the card. The width and height of the cropped calibration 

card image is then called and averaged (to account for rotation of the card): 

 𝑃𝑖𝑥𝑒𝑙𝑠 𝑝𝑒𝑟 𝑐𝑚 =  
𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝑐𝑎𝑟𝑑 𝑤𝑖𝑑𝑡ℎ (𝑝𝑥)+𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝑐𝑎𝑟𝑑 ℎ𝑒𝑖𝑔ℎ𝑡 (𝑝𝑥)

2
 / 5 

 

Once the variable pixel density has been determined and set, the macro continues in the 

same way as the flatbed scanner version. For a series of 500 multi-leaf images, 22 output 

images were incorrectly produced due to over/under segmentation or misannotation (a 

95.6% accuracy). 

The individual leaf files are then fed into Redpatch (see 3.2.6) for disease severity analysis.  
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Figure 3.5: Overview of the leaf segmentation pre-processing macro. (a) input multi-leaf 
image, (b) multiple individually segmented leaves, (c) an individual output leaf, and (d) a 
results file showing the individual leaf areas. 

 

 

(a) (b) (c) (d) 
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3.2.6 Leaf infection severity analysis: Redpatch 

Many pathogenic infections of foliar tissue display characteristic disease symptoms 

(78,110,122,150,381,388,389). In rice blast infections, brown, diamond-shaped lesions 

are formed on leaves (78,381). These typical disease symptoms can be screened for, and 

disease severity approximated in an automated fashion. The developmental goal for this 

toolkit was to ultimately infer how infection severity of rice blast disease differs due to a 

range of pre-inoculation treatments (such as constant light vs constant dark), time of day, 

plant host, and fungal strain. 

Disease symptom severity is usually scored by a researcher manually, according to a 

numbered severity scale (26,77,101,304,311,326,381,388,390–394). This assessment is 

often done in person and requires significant expertise and experience to discern 

severity. Further, leaves may need to be preserved by drying and flattening onto index 

cards (393) or photographed to be manually scored at a later date. Manual analysis 

inherently introduces bias to the measurements, as individuals will score leaves 

differently, and researchers may be tired or inexperienced, which makes it difficult to 

determine the ‘true’ disease severity. Additionally, since the traditional severity scale 

technique bins the severity into discrete categories (e.g., 1 out of 5, or 30 – 50%), which 

can be difficult to distinguish by eye, there is significant data lost, turning what should be 

a continuous scale into a discrete, categorical one.  

Researchers are interested in a wide array of disease-related metrics, such as total leaf 

area, healthy and diseased area, lesion size, shape, and counts. These metrics can be used 

to determine % diseased area, % area covered by lesions, lesions per leaf cm2, 

maximum/minimum/mean lesion area, and so on. Semi- and fully automated leaf disease 
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severity can provide most, if not all, of these metrics, but there are several processing 

problems to contend with. One of the most important of these issues are the inter-object 

relationships; all healthy, diseased, and lesion areas are found within a single object. 

There is, therefore, a requirement to carry out subsequent thresholding and 

segmentation steps which exclude different regions within the central object: the leaf. 

On the other hand, if a pipeline can successfully locate a leaf (which is usually 

overwhelmingly green and has significantly different pixel characteristics from the 

background), the algorithm can ensure that the ROIs must be contained within the given 

leaf bounding coordinates and it can essentially ignore the rest of the image. This step of 

ignoring pixel values outside of the leaf coordinates can reduce computational 

requirements, runtime, and erroneous results: a true lesion cannot exist outside of leaf 

tissue, for example.  

Initially, a FIJI-based macro specific to the rice blast pathosystem was developed, but this 

was later ported and improved (in collaboration with Prof. Dan Maclean, The Sainsbury 

Laboratory), and a python-based toolkit called Redpatch was produced. Redpatch 

(https://github.com/TeamMacLean/redpatch/) is a fully automated, customisable, web- 

and local-based image analysis pipeline devised to measure total leaf area, diseased leaf 

area, count lesion regions (which includes coalescing lesions), and lesion centres 

(individual lesions) and provide lesion shape statistics.  Other semi- and fully automated 

disease analysis pipelines exist, but they often focus on a single pathosystem such as in 

Z. tritici leaf blotch (395,396), place infection severity into bins similar to a manual scale 

(e.g. healthy, early, middle infection, etc.), are unsupported, unavailable, or depreciated, 

or focus on % coverage only (Table 3.1).  

https://github.com/TeamMacLean/redpatch/
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Redpatch presents raw counts of leaves (if multiple are present in the input image), 

healthy area, lesion regions, and lesion centres (individual lesions and their ‘parent’ lesion 

region if coalescing) on a per sub-image (leaf) basis. Area measurements are also 

presented for the above metrics of each sub-image. The output of Redpatch is the area 

metrics, area type, input image title, image parent region, and long:short axis (aspect) 

ratio for lesions. This information is presented in a .csv format, and a report .html file 

which logs the analysis start date/time, filter settings, and images processed; the input 

and output images are also called and shown in the html report document (Fig. 3.6). 

Annotated output sub-images are also produced, showing ‘healthy’, ‘lesion’, and ‘centre’ 

locations, with the pixel dimensions shown (Fig. 3.6). These output images are saved to 

the user-defined output folder. 

To define filter settings for multiple image processing, images can be uploaded to the 

Redpatch webapp (http://redpatch.tsl.ac.uk/) and the interactive HSV sliders moved to 

cover scale cards (if present), leaf area, and lesion area (Fig 3.6). The config file 

(containing the filter settings) generated here can be downloaded and used to process 

images locally (interactively, on a per-image basis in Jupyter Notebook, or in a batch 

process), or the config file can be uploaded to the webapp to analyse images remotely 

with the same settings. To run in batch mode, users must define the input folder, output 

folder (which is created if not already present), and a. YAML config filter setting file (a 

default setting file can be created locally and the HSV settings altered in a text editor). 

For use in high-throughput experiments with thousands of leaf images, the core methods 

are included in a Python package that can be implemented and expanded into local data-

gathering pipelines, for example using Redpatch on a high-performance computer or in-

situ analysis.  

http://redpatch.tsl.ac.uk/
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Redpatch can be installed locally using ‘pip install redpatch’ and relies on Shapely (‘conda 

install shapely’), a python package for set-theoretic analysis and manipulation of planar 

features (397). The Redpatch python package also allows for optional arguments to be 

called (defined in the –help function), which includes the scale card length in real world 

units (if present), the px/cm scale (if known), the option to run Redpatch on a server as 

opposed to locally, the scale image file name (if present), minimum lesion area to be 

considered true (in real world units or pixels), the maximum length to width ratio a lesion 

centre can have (the shape of a lesion centre), the minimum lesion centre size (in real 

world units or pixels), and the proportion of lesion width the lesion centres must exceed 

to be within to be included (counted from either side). These parameters allow for 

Redpatch to better differentiate different area types in the image. The webapp processes 

images remotely with a more user-friendly graphical user interface but does not have the 

same flexibility or options to alter the lesion parameters. For local installation and user 

guides, see https://github.com/TeamMacLean/redpatch/.  

Redpatch initially determines the scale of the image, which can be none (i.e. no scale card 

or px/cm provided), a user-defined px/cm, or can rely on a user-defined scale card image 

with a known area. The scale is then subsequently applied globally to all images in the 

input folder. The input image is then segmented independently, multiple times to 

produce a series of leaf sub-images (if multiple are present), followed by the healthy 

regions, lesion regions, and lesion centres within each sub-image. To create leaf sub-

images, once leaf area has been segmented, bounding boxes are created around the 

objects, and the subsequent thresholding steps are applied independently to those 

leaves. To detect lesion centres, a Canny edge detection step is applied post-

https://github.com/TeamMacLean/redpatch/
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thresholding. The thresholded binary regions of interest are then quantified and 

measured.  

Once an empty dataframe has been created, Redpatch appends the leaf, healthy, lesion 

region, and lesion centre metrics to the dataframe for each sub-image, before moving 

onto the next image in the input folder. A run-time log is shown in the active window 

displaying Redpatch’s progress through the input folder. The resulting .csv file can then 

be manipulated with statistical processing software. The accuracy of Redpatch is shown 

in Table 3.5 
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Figure 3.6: Redpatch segmentation approach and interface. (a) Rice blast-infected rice 
leaf input image, HSV thresholding for (b) leaf location and area, (c) healthy area, (d) 
lesion-affected area, (e) lesion centres. (f) Demonstrative composite image of segmented 
areas; green: total leaf area, light green: healthy area, brown: lesion-affected area, 
yellow: lesion centres, scale bar = 1cm. (g), (h), and (i) show annotated and scaled (by 
pixels) output images of Septoria tritici blotch-infected wheat, bacterial blight-infected 
lettuce and powdery mildew-infected barley, respectively. This process can be performed 
using the Redpatch webapp interface (j) – here, showing rice blast-infected barley

(g) 

(h) 

(i) 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

(j) 
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Table 3.5: Accuracy of Redpatch 

 
 
Image file 

Area (cm2) % coverage Lesion counts per 
cm leaf tissue 

Lesion shape descriptors 

Leaf Healthy Mean 
lesion 
region 

Max 
lesion 
region 

Mean 
lesion 
centre 

Max 
lesion 
centre 

Total lesion 
occupation 

Healthy 
area 

Area 
occupied 
by lesions 

Lesion 
regions 

Lesion 
centres 

Mean 
lesion 
region 
ratio 

Max 
lesion 
region 
ratio 

Mean 
lesion 
centre 
ratio 

Max 
lesion 
region 
ratio 

Leaf_A_manual.tif 6.02 3.95 NA NA NA NA NA 65.65 NA 11.96 15.28 NA NA NA NA 

Leaf_A_redpatch.tif 6.07 4.20 0.0067 0.073 0.0008 0.0055 0.5692 69.20 9.38 12.02 15.16 2.58 16.75 3.38 9.72 

Leaf_B_manual.tif 7.88 6.52 NA NA NA NA NA 82.76 NA 6.72 11.04 NA NA NA NA 

Leaf_B_redpatch.tif 7.93 6.53 0.0187 0.3506 0.0004 0.0071 0.8507 82.3 10.73 5.42 11.85 2.61 12.51 4.59 9.93 

Leaf_C_manual.tif 4.16 3.07 NA NA NA NA NA 73.88 NA 28.39 44.26 NA NA NA NA 

Leaf_C_redpatch.tif 4.22 2.70 0.0041 0.2477 0.0003 0.0022 0.5666 63.94 13.42 30.56 33.17 2.89 10.54 4.69 9.77 
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3.2.7 Chlorophyll fluorescence leaf health and pre-symptomatic disease analysis 

Due to pathogenic infection, many plants develop characteristic discolouration of foliar 

tissue, coupled with altered photosynthetic efficiency (78,110,122,150,381,388,389). A 

chlorophyll fluorescence imager is a camera and filter-based system that can determine 

plant health through measuring and quantifying normalised difference vegetative index 

(NDVI) and chlorophyll fluorescence (FV/FM) 

(106,115,149,249,251,267,290,293,295,301,305,311,326,345). Chlorophyll in plant cells 

absorb large amounts of visible light for use in photosynthesis and reflect infrared light 

(infrared light is not used on photosynthesis and can cause unwanted temperature rises) 

and researchers can use these leaf characteristics to locate plant tissue and approximate 

plant health (295,301,305,311,326). NDVI is calculated from these reflection and 

absorption characteristics: 

𝑁𝐷𝑉𝐼 =  
𝑛𝑒𝑎𝑟 𝑖𝑛𝑓𝑟𝑎𝑟𝑒𝑑 𝑙𝑖𝑔ℎ𝑡 − 𝑟𝑒𝑑 𝑙𝑖𝑔ℎ𝑡

𝑛𝑒𝑎𝑟 𝑖𝑛𝑓𝑟𝑎𝑟𝑟𝑒𝑑 𝑙𝑖𝑔ℎ𝑡 + 𝑟𝑒𝑑 𝑙𝑖𝑔ℎ𝑡
 

Due to the ratiometric nature of NDVI, values always fall between 0 and 1, with values 

above 0.6 generally considered ‘healthy’.  

FV/FM is used to determine if a plant’s photosystem II is affected by stress when dark-

adapted (traditionally plants are placed in the dark for at least 30 min). FV/FM determines 

the maximum quantum efficiency of photosystem II by measuring the difference 

between the minimum fluorescence value (F0, pre-photosynthetic fluence rate), captured 

using a light pulse too low of an intensity to drive photosynthesis, and the maximum 

fluorescence value (fluorescence rate after a brief, intense, and saturating light pulse) 

(267). This difference is the variable fluorescence, FV, and determining the ratio between 
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the variance and maximum fluorescence gives a robust indication of the PSII yield (267). 

The more stressed or unhealthy a plant, the lower the FV/FM due to a reduction in 

photosynthetic capability. FV/FM is calculated by:  

𝐹𝑉

𝐹𝑀
=  

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑛𝑐𝑒 −  𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑛𝑐𝑒

𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑛𝑐𝑒 
 

There is much debate regarding whether arbitrary classification values in NDVI and FV/FM 

should be used to determine ‘healthy’ or ‘stressed’, in favour of more quantitative 

approaches, utilising continuous data. For the purpose of this analysis, determining the 

presence and developmental rate of pathogenic infection in plant leaves, NDVI values 

above 0.6 and FV/FM values above 0.79 are considered healthy.  

Presented here is a semi-automated FIJI-based macro that determines leaf area, healthy 

area, unhealthy area, and dead area according to NDVI and FV/FM images of infected plant 

tissue. Percent healthy, unhealthy, and dead areas can be calculated from the results 

table, and drawings of the area classes are produced for manual confirmation.  

Leaves were placed on a black matte, non-reflective material and dark adapted for at 

least 30 minutes prior to imaging in an Open Fluorcam (PSI). Data was interpolated by the 

proprietary Fluorcam software and images created according to lookup tables with a 

range of 0.3-1 for NDVI images and 0.5-0.85 for FV/FM images (these values can be altered, 

but the threshold ranges need to be changed to reflect this). Since the pipeline analyses 

the image data output from the fluorimager software, as opposed to the raw numerical 

data, all images need to have the same lookup table range, or the code will not perform 

as designed.  
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Users are prompted to draw a bounding box around the leaf of interest in the NDVI image 

(which better shows the leaf area). This selection is reapplied to the FV/FM image since 

they have the same pixel density and location, and both images are cropped to the 

selected area (Fig. 3.7). A simple HSV colour threshold step is applied to the NDVI image 

to select the noisy grey background, which is then subsequently removed from the 

original image, leaving the leaf on a clear black background (Fig. 3.7). This selection is also 

applied and removed from the FV/FM image as the leaves in the NDVI image generally give 

a true leaf area reading since the images are not dependent on a functional PSII (if there 

is no photosynthetic activity, there will be no signal captured by the fluorimager for FV/FV 

measurements).  

Two blank canvases are then created with the same dimensions as the user-selected leaf-

bounding box, which will be subsequently filled with the classified NDVI and FV/FM 

drawings (Fig. 3.7). Once the background has been removed from the two images, three 

rounds of colour threshold segmentations are applied for each area type: first for total 

leaf area, then for healthy area, and unhealthy area. The areas in pixels for each 

respective area type are measured for NDVI and FV/FM images and drawings are created 

for each on the blank canvases; green fill for total leaf area, red fill for healthy area, blue 

outline for unhealthy area, and any black pixels in the FV/FM drawing shows dead/non-

photosynthetic regions (Fig. 3.7). Once the drawings have been created, the percentage 

healthy and unhealthy areas are calculated for the NDVI and FV/FM images and percent 

dead tissue calculated: 

 % 𝑑𝑒𝑎𝑑 𝑡𝑖𝑠𝑠𝑢𝑒 =  
𝑡𝑜𝑡𝑎𝑙 𝑁𝐷𝑉𝐼 𝑙𝑒𝑎𝑓 𝑎𝑟𝑒𝑎−𝑡𝑜𝑡𝑎𝑙

𝐹𝑉
𝐹𝑀

𝑎𝑟𝑒𝑎  

𝑡𝑜𝑡𝑎𝑙 𝑁𝐷𝑉𝐼 𝑙𝑒𝑎𝑓 𝑎𝑟𝑒𝑎
∗ 100  
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The % area types are appended to the results file and output results and leaf drawings 

can then be saved to a user-prompted location (Fig. 3.7).  
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Figure 3.7: Chlorophyll fluorescence image analysis approach. (a) input NDVI image, (b) input FV/FM image, (c) segmented total leaf area 
based on NDVI image, (d) background-removed NDVI leaf, (e) background-removed FV/FM image, and (f, g) drawings of classified regions for 
NDVI and FV/FM, respectively (green denotes total leaf area, red healthy area, blue outline for unhealthy area, and black, if present, denotes 
dead/non-photosynthetic tissue). (g) output results file giving area and percentage statistics for the selected leaf.  

(a) (b) (h) 

(c) 

(d) 

(e) 

(f) 

(g) 
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3.2.8 Confocal ratiometric and intensity analysis 

Fluorescent protein tags such as green fluorescent protein (GFP) and red fluorescent 

protein (RFP) can be attached to (or replace) genes of interest through genetic 

engineering (259,398,399). When GFP is exposed to a blue laser, it emits a bright green 

light which can be used to determine the expression levels, timing, and localisation of the 

tagged protein (259,398,399). Some gene products, such as FRQ are rhythmically 

expressed and active, and can move into and out of the nucleus throughout the day (181). 

Accordingly, M. oryzae GFP-tagged FRQ and WC2 complementation mutants (produced 

by Dr. Xia Yan, TSL) were generated, in part, to elucidate the circadian expression and 

localisation of clock genes throughout the day. Considering some clock protein function 

depends on phosphorylation status, localisation, and interaction with its accessory 

proteins, the relative intensity of GFP present in the nucleus compared to the cytoplasm 

may give an approximation of subjective circadian time. In this way, it might be possible 

to see the clock ‘ticking’ in real time.  

M. oryzae WC2- and FRQ-tagged lines were grown under different circadian conditions 

(see materials and methods). Conidia were harvested (as described in materials and 

methods) and the leading edge of the colony hyphae were collected with a sterile scalpel 

and squashed onto a glass microscope slide prior to imaging under a Zeiss LSM800 

Airyscan confocal microscope. Samples were imaged approximately every 5-6 h for 24 h 

to gain a time course displaying a range of intensities and localisations of the tagged clock 

genes. 

2-channel (GFP and brightfield) Z stacks were generated (see materials and methods) and 

imported into FIJI. A short semi-automated macro was developed to determine mean 
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pixel intensity (fluorescence) in the GFP channel at different times and locations 

intracellularly. The macro first calls the image title, width, height, depth, and channels of 

the hyperstack. Text prompts ask the user to first click on the brightfield channel, 

followed by the GFP channel, which are both duplicated into individual stacks for 

downstream processing.  

Users are then prompted to scroll through and set the first and last Z slices of the stack 

to be analysed, followed by drawing boxes inside the vacuole, nucleus, and cytoplasm of 

a given cell. The vacuole and cytoplasm can be located using the brightfield channel, and 

the nucleus with the GFP channel. The X and Y coordinates, along with the width and 

height of the drawn boxes (for the vacuole, nucleus, and cytoplasm, respectively) are then 

stored in the active memory. The vacuole box selection is then applied to the start slice 

and the GFP channel pixel intensity is measured and mean grey value of the selection 

placed in the results table. This iterates over every selected slice (starting from the first) 

in the Z stack for the calculated number of slices: 

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑙𝑖𝑐𝑒𝑠 𝑡𝑜 𝑎𝑛𝑎𝑙𝑦𝑠𝑒 = 𝑓𝑖𝑛𝑎𝑙 𝑧 𝑠𝑙𝑖𝑐𝑒 − 𝑓𝑖𝑟𝑠𝑡 𝑧 𝑠𝑙𝑖𝑐𝑒  

The mean (of the mean) pixel intensity for the selection is calculated by first determining 

the sum of the mean grey values for the slices analysed divided by the number of slices. 

The mean (of the mean) grey value is then stored for the vacuole and the results window 

cleared. This process is repeated for the nuclear and cytoplasmic selections. Next, the 

normalised grey values are calculated; since the vacuole should not contain any GFP-

tagged clock proteins, it acts as a baseline GFP autofluorescence/noise marker. The 

vacuolar mean grey value is removed from the nuclear and cytoplasmic grey values and 
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the new values placed in the results table. The nuclear:cytoplasmic ratio is then 

determined: 

 𝑛𝑢𝑐𝑙𝑒𝑎𝑟: 𝑐𝑦𝑡𝑜𝑝𝑙𝑎𝑠𝑚𝑖𝑐 𝑟𝑎𝑡𝑖𝑜 =  
𝑛𝑢𝑐𝑙𝑒𝑎𝑟 𝑚𝑒𝑎𝑛 𝑔𝑟𝑒𝑦 𝑣𝑎𝑙𝑢𝑒−𝑣𝑎𝑐𝑢𝑜𝑙𝑎𝑟 𝑚𝑒𝑎𝑛 𝑔𝑟𝑒𝑦 𝑣𝑎𝑙𝑢𝑒

𝑐𝑦𝑡𝑜𝑝𝑙𝑎𝑠𝑚𝑖𝑐 𝑚𝑒𝑎𝑛 𝑔𝑟𝑒𝑦 𝑣𝑎𝑙𝑢𝑒−𝑣𝑎𝑐𝑢𝑜𝑙𝑎𝑟 𝑚𝑒𝑎𝑛 𝑔𝑟𝑒𝑦 𝑣𝑎𝑙𝑢𝑒
 

Finally, the nuclear and cytoplasmic variance is divided by the mean grey value of nuclear 

and cytoplasmic pixel intensity (a measurement similar to FV/FM):  

𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒: 𝑚𝑒𝑎𝑛 𝑔𝑟𝑒𝑦 𝑣𝑎𝑙𝑢𝑒

=  
(𝑛𝑢𝑐𝑙𝑒𝑎𝑟 − 𝑣𝑎𝑐𝑢𝑜𝑙𝑎𝑟 𝑚𝑒𝑎𝑛 𝑔𝑟𝑒𝑦 𝑣𝑎𝑙𝑢𝑒) − (𝑐𝑦𝑡𝑜𝑝𝑙𝑎𝑠𝑚𝑖𝑐 − 𝑣𝑎𝑐𝑢𝑜𝑙𝑎𝑟 𝑚𝑒𝑎𝑛 𝑔𝑟𝑒𝑦 𝑣𝑎𝑙𝑢𝑒)

((𝑛𝑢𝑐𝑙𝑒𝑎𝑟 − 𝑣𝑎𝑐𝑢𝑜𝑙𝑎𝑟 𝑚𝑒𝑎𝑛 𝑔𝑟𝑒𝑦 𝑣𝑎𝑙𝑢𝑒) + (𝑐𝑦𝑡𝑜𝑝𝑙𝑎𝑠𝑚𝑖𝑐 − 𝑣𝑎𝑐𝑢𝑜𝑙𝑎𝑟 𝑚𝑒𝑎𝑛 𝑔𝑟𝑒𝑦 𝑣𝑎𝑙𝑢𝑒))/ 2
 

Vacuolar-normalised ratiometric values are used instead of background values to account 

for inter-image differences in autofluorescence, background noise, interference, and 

laser reflection as a result of the growth media etc. This process could be expanded 

further to determine corrected total cell fluorescence (CTCF) but could continue to utilise 

the intracellular vacuole as a background: 

𝐶𝑇𝐶𝐹 = 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑒𝑑 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 − (𝑣𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛

∗ 𝑚𝑒𝑎𝑛 𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑛𝑐𝑒 𝑜𝑓 𝑣𝑎𝑐𝑢𝑜𝑙𝑎𝑟 𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛) 

Where integrated density is the sum pixel intensity of the selection in n slices (the total 

fluorescence within the measured volume) (400,401). 

No filters or processing techniques are applied to these images, and the macro does not 

iterate over images in a folder because of the heavy reliance on manual inputs. 

A new results table is then constructed, showing the mean grey values for the vacuole, 

nucleus, and cytoplasm, along with the vacuole-normalised nucleus and cytoplasm mean 
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intensity, the nuclear:cytoplasmic ratio, and the variance:mean grey value, which can be 

saved to a user-defined file location for further analysis (Fig. 3.8).  

 

Figure 3.8: Example output results file from the confocal analysis macro. Results here 
suggest that the GFP signal is comparatively higher in the nucleus than the cytoplasm. 

 

3.3 Discussion 

This chapter has discussed current and previous approaches to biological imaging and 

image analysis, and has introduced novel approaches to morphological and phenotypic 

analyses in fungi and plant-pathogen interactions, both on the micro- and macro-scale. 

All of the tools here could benefit researchers with their standardised and (semi-) 

automated processing, giving rise to reliable and consistent results in a manner much 

faster than manual methods.  

The tools presented here were used regularly for data acquisition and analyses presented 

in chapters 4, 5, and 6. All FIJI-based macros are included in the supplementary materials 

and are commented for clarity, indicating regions to be altered for independent use (such 

as the HSB thresholding parameters). 
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4 Diurnal and circadian growth, development, and pathogenicity of Magnaporthe 

oryzae 

4.1 Introduction 

4.1.1 Environmental time signals: Zeitgebers  

Most organisms live in a dynamic environment, where light quality and quantity, 

temperature, humidity, and nutritional availability are under a constant state of flux 

(181,212). On a daily basis, dawn brings increased light and temperature alongside a 

decrease in humidity, and dusk is associated with cooler temperatures, reduced light 

levels, and increased humidity. Further, time of day often correlates with certain stressors 

(201,402) like in the middle of the day, when temperature and light levels are highest, 

both UV and desiccation stresses are common issues for an organism to overcome 

(107,181,192). An ability to anticipate these environmental changes, and alter growth, 

behaviour, and physiology, can consequently confer increased fitness, survival, and 

reproduction (82,139,181). Indeed, most, if not all, organisms can adapt to a changing 

environment in some capacity (139,403,404). When plants are exposed to salt stress, for 

example, where sodium accumulates to toxic levels, they actively regulate ion 

homeostasis and alter their cytoskeletal dynamics and cell wall composition to buffer 

against the damage caused by the increased salt content (113,405). Circadian 

reprogramming of responses, which may subsequently include plant salt stress responses 

(113), is fundamentally different from longer-term, chronic adaptations, in that these 

changes occur on a daily basis and, importantly, in a transient manner 

(140,208,239,245,406–410). In order to adapt to a changing environment, however, 

organisms must first sense these dynamic conditions (212,411–413).  
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Light (or lack, thereof) is one of the most important environmental cues to organisms, as 

it denotes time of day and correlates with other potential stressors such as increased 

temperature, desiccation, UV stress, and reduced humidity (139,180,191,248,377,414). 

Signals at dawn and dusk are especially important environmental cues; dawn provides 

light after a long period of darkness, and dusk subsequently removes this signal. Light and 

temporal cues to photoreceptors are then interpolated and ultimately affect an 

organism’s behaviour, metabolism, growth and development (181,182,388,415–417).  

The evolution of photoreceptors allows for the perception of light wavelengths and 

intensity, and photoreceptors are, therefore, well conserved across phyla and bring 

numerous benefits (108,113,259,415). Accordingly, different Classes of photoreceptors 

are found in nature: phytochromes are responsible for red and far-red light sensation, 

rhodopsins green, and cryptochromes, phototropins, and Light Oxygen Voltage (LOV - an 

amino acid motif associated with circadian rhythmicity and molecular signalling) 

photoreceptors sense blue and UV-A light, with UVR8 sensing UV-B light (113,142,418–

422). Together, the sensation of intensity, quality and ratio of light determined by these 

photoreceptors can provide important environmental, temporal, and spatial information, 

as certain wavelengths and fluence rates are associated with specific times or stressors, 

as mentioned above (109,150,180,181). For example, at dawn and dusk there is relatively 

high red compared to blue light (due to blue light being scattered by the atmosphere 

when sunlight has a longer path to travel at these times), which is why we experience 

orange/red skies at either end of the day; indeed, the ratiometric abundance of different 

light wavelengths can vary significantly throughout the day and year (discussed in detail 

by (423) and also covered by (215,422,424–429)). 
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Other environmental sensation mechanisms also exist, such as those for temperature, 

humidity, and nutritional status, which act in tandem to provide further contextual 

information to the organism sensing these cues (82,139,182,191,248,259). There are also 

more nuanced and indirect cues for time of day, such as the intercellular reactive oxygen 

species (ROS) content; a timekeeping and photoreceptor protein complex in Neurospora 

crassa, the White Collar Complex (WCC) may be able to sense the cellular redox state of 

the cell due to the presence of the PAS (PER (Period circadian protein) -  ARNT (Aryl 

hydrocarbon receptor nuclear translocator protein)  -  SIM (Single-minded protein)) and 

LOV domains, which may subsequently feed into the timekeeping mechanism of the 

fungus (184). This is unsurprising, given that redox states of cells fluctuate on a daily basis, 

both independently and as a result of environmental stressors (109,113,430). High 

energy UV light, for example, can generate ROS and cause cellular damage, but also acts 

as a proxy for time of day, where high UV (and subsequently ROS) levels are associated 

with mid-day (431,432). 

Many organisms can anticipate potential future challenges in their surroundings based 

on previous environmental conditions and life history through a process called 

entrainment (122,422,433). This anticipation of fluctuating changes in the environment 

can facilitate increased fitness and survival in the outside world, as organisms can alter 

their physiology, behaviour, growth, and development in advance, to better match their 

environment (82,139,411). Entrainment is the process by which an organism 

synchronises these parameters and subsequently sets its endogenous clock to align with 

its external, rhythmic environment; it may then continue to run in an asynchronous or 

continuous environment, such as constant light or darkness (182,184). At its core, diurnal 

rhythms are those which are synchronous, but entirely dependent on environmental 
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cues, whereas circadian rhythms also synchronise, but can continue to run (for some 

time) without these inputs, at least after a period of entrainment (103,144,231) (Fig. 4.1). 

Circadian rhythms are also temperature and/or nutritionally compensated and can 

continue to occur under a range of physiologically relevant temperatures or nutritional 

states (181). Diurnal rhythms, on the other hand, will cease to occur in free-running 

conditions and are dependent entirely on current environmental conditions 

(117,183,434). Indeed, Circadian rhythms are endogenous timekeeping mechanisms that 

can allow an organism to regulate its growth, development, physiology, behaviour, and 

metabolic state in an arrhythmic environment but are principally important in fine tuning 

the organism’s response to a constantly changing, but (somewhat) predictable 

environment, and are particularly useful in adapting to e.g. seasonal changes where day 

length can be significantly longer or shorter (113,181,249). It is important to note here 

that the asynchronous and constant conditions that organisms are submitted to in the 

laboratory would rarely, if ever, be experienced in the wild: several days of completely 

constant conditions (light, temperature, pH, nutritional status etc.) is a near impossibility 

in the real world. Summarily, circadian clocks rely on sensory mechanisms (predominantly 

light, temperature, and nutritional status) as an input, and a central oscillating 

transcriptional-translational feedback loop (TTFL) that alters the circadian output 

parameters: growth and development, behaviour, physiology, and metabolic state, which 

change based on circadian time over a roughly 24 h period (181). Circadian rhythms are, 

therefore, defined as having a period of approximately 24 h that can persist in free 

running conditions under physiologically relevant temperatures and nutritional states. 

Circadian rhythms in some form are found across almost all genera of life and are 

essential to many (144,181,435,436). 
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Figure 4.1: Diurnal and circadian outputs.  (a) Diurnal outputs are wholly dependent on 
environmental conditions and do not display rhythmicity under constant conditions, 
whereas (b) circadian rhythms can continue to occur roughly every 24 h, even in free-
running conditions, such as constant light or darkness.

(a) 

(b) 
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4.1.1 Fungal circadian rhythms 

In fungi, the TTFL generally consists of a positive arm which promotes the transcription 

and translation of the negative arm; the negative arm components then repress the 

activity of the positive arm – a process that takes approximately 24 h to complete 

(161,178,193,234). For Neurospora crassa, the model fungal species for circadian studies 

(and member of the Sordariomycetes, like M. oryzae), the clock machinery 

predominantly relies on two core protein complexes: the FFC and WCC (228,231). Briefly, 

early in the circadian morning, Frequency (FRQ) is promoted by the White Collar Complex 

(WCC), which is a multiplex of White Collar 1 (WC1) and White Collar 2 (WC2) (231,437). 

As FRQ protein is produced, it dimerises and interacts with FRH (FREQUENCY 

INTERACTING RNA HELICASE) and Casein Kinase 1 (CK1) to become the FFC 

(161,177,222). Nuclear-localised FFC phosphorylates the WCC, preventing its DNA-

binding capability, and thus FRQ represses its own transcription by preventing the WCC 

from acting as a transcription factor for frq – this is the negative arm of the clock 

(161,228). Concurrently, FRQ stabilises functional WC-1 and upregulates wc-2 transcript, 

acting in the positive arm (178,216,221,222). When FRQ is rendered inactive due to 

hyperphosphorylation and is eventually turned over by the proteasome, the WCC can 

again interact with the frq promoter (161). This fine-tuned transcription, translation, 

phosphorylation, and localisation of the core circadian clock components causes activity 

levels to rise and fall at certain times of the day to ensure a cyclical ~24 h loop (for a 

comprehensive description of the WCC and FFC, see chapters 5 and 6, respectively, and 

(178,181,190,221,257)). The fungal circadian clock influences many essential 

components of growth and development, and has been implicated in: cellular metabolic 

potential, sexual and asexual development and conidiation, cellular osmotic regulation, 
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melanisation, cellular redox state, growth rate, and virulence of pathogens 

(177,178,181,184,190,192,194,217,377,438,439). Considering that approximately 40% 

of the Neurospora genome is clock controlled, there are undoubtedly more circadian 

outputs to be discovered (181).  

When grown on petri dishes or ‘race tubes’ (long tubes with a thin layer of media on the 

base), N. crassa and many other fungal species including M. oryzae produce characteristic 

pigmented bands of conidia during the dark period of the day-night cycle 

(82,181,259,378). When transferred from cycling conditions into free running light or 

dark, rhythmic conidiation may continue  for a number of circadian cycles, and as such is 

an excellent visual indicator of a functional circadian clock (181). In some fungal species, 

such as Verticillium dahliae, this conidiation pattern is not circadian, merely diurnal (434). 

Importantly, a lack of a visual circadian phenotype, such as conidial banding, does not 

necessarily mean that the organism has no functional circadian machinery, as there are 

clear molecular rhythms displayed without a banding pattern present in some fungi like 

Aspergillus nidulans (191). While there are many conserved clock components 

throughout the fungal kingdom, there is still much research required to fully elucidate 

the role and presence of circadian rhythms in fungi 

(82,84,101,112,117,122,171,174,177,178,181,188,189,191,194,198,212,225,228,230,2

32,240,257,258,370,392,404,408,412,415,418,430,434,438,440–459). 

4.1.2 Plant circadian rhythms 

In plants, the circadian system operates in a similar manner, utilising interlinked TTFLs 

(172). For Arabidopsis, the most commonly-studied circadian plant model, there are 

three main transcriptional-translational feedback loops that are expressed throughout 
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the circadian day, with specific morning and evening oscillators (169,172). TOC1 (Timing 

of CAB expression 1), a PRR (Pseudo-Response Regulator) gene, closes one loop, three 

TOC1 paralogs, PRR5, PRR7, and PRR9 close a second loop, and LUX (LUX ARRHTHMO), a 

Myb transcription factor, closes the third loop (169,172). In the morning oscillatory 

pathway, CCA1 (Circadian Clock-Controlled 1) and LHY (Late Elongated Hypocotyl) repress 

the afternoon-expressed TOC1, PRR5 (Pseudo-Response Regulator 5), PRR7, and PRR9 

(139,169,172). TOC1 and the PRR proteins repress CCA1 and LHY expression in a 

comparable fashion to FRQ in the fungal clock (139,169,172). CCA1 and LHY also interact 

with the evening complex, consisting of ELF3 (Early Flowering 3), ELF, and LUX (139). 

Positive regulators of clock genes play a significant role in the fine tuning of subjective 

time throughout the circadian day: afternoon-expressed MYB-like transcription factors 

REVEILLE4 (RVE4), RVE6, and RVE8 promote the expression of several clock genes 

including TOC1 and PRR5, which then feed into the other clock feedback loops (139). As 

relative expression levels of morning, afternoon, and evening complexes rise and fall due 

to overlaps in promotion and repression, the subjective time of the plant is fine-tuned to 

synchronise with the external environment, based on inputs of the clock such as light and 

temperature as mentioned above (139,169,172). 

Essentially, circadian rhythms allow for synchronisation, responsiveness and priming of 

organisms to predictable environmentally favourable (for growth, development, and 

fitness) or stressful conditions (404). Indeed, the plant clock goes on to control several 

outputs; increased responsiveness to light during the day, hormonal signalling and 

regulation, regulation of photosynthesis and respiration, growth, development and 

flowering, and even abiotic and, crucially, biotic stress responses are all gated in a 

circadian manner (122,139,144,146,249,411).  
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4.1.3 Circadian rhythms in plant pathology  

The virulence of plant pathogens and concurrent susceptibility of plants to those 

pathogens is, in some species, dependent on time of day and circadian status 

(82,101,103,109,112,121,122,137,139,140,144,144,149,150,152,158,180,228,244,253,

257,414,419,430,456,460). Many fungal species, as mentioned above, produce and 

release conidia during the dark period under light-dark (LD) cycles and thus the conidia 

may have functional clocks to gate their germination and development to best utilise 

environmentally favourable conditions for successful pathogenesis 

(82,101,104,111,117,177,257,422). Likewise, if there are certain times of day when 

pathogens are likely to be present in a plant’s vicinity, they, too, may gate an immune 

response to anticipate pathogenic attack 

(103,120,136,142,144,152,159,160,163,173,251,419,461).  The maintenance of an 

immune system in plants is energetically expensive, so restricting the activity of the 

immune system to coincide with certain  times of day associated with high pathogenic 

load would allow plants to divert their resources to other important processes, such as 

growth and development (115,141,257,460).  

The entry mechanism of a pathogen into the host plant may be a temporal and circadian 

factor influencing timing of virulence traits. To this end, pathogens that enter through 

the stomata are only able to infect the host when the stomata are open, whereas 

pathogens that have evolved penetration structures such as appressoria, or produce lytic 

enzymes to degrade the host cuticle, do not face the same constraints  

(101,103,111,122,144,145,149,152,158–160,212,255,257,404,422). Further, it has been 

reported that stomatal pore size is a rhythmic output, where they generally begin to open 

just prior to dawn, remain open throughout the day, and begin to close as the dark period 
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(where photosynthesis cannot occur) draws near (255) . It is therefore possible that 

stomatal plant pathogens may be physically restricted by the plant to only infect between 

dawn and dusk, whereas other pathogens with specialised modes of entry could 

potentially infect at any time of day, perhaps gating their virulence for times more 

amenable to infection (122,158,422,462). Indeed, P. syringae, a stomatal-infecting 

pathogen is ‘primed’ by the dark period, where they begin to express virulence traits just 

prior to dawn (422). Additionally, M. oryzae (which utilises appressoria) has been 

observed to show altered pathogenicity at certain times of day and after exposure to 

light; M. oryzae-infected rice plants exposed to light shortly after inoculation display 

reduced disease severity compared to those placed in the darkness (101), and 

Arabidopsis infections also show that M. oryzae is able to penetrate older leaves at dusk 

better than younger leaves, a difference not observed at dawn (253). This surprising 

result may be due to tissue-specific alterations in the clock, as it has been reported that 

vascular and mesophyll clocks run asymmetrically, and the root clock can act as a slave 

oscillator to above-ground foliar tissue (145,253,463–465). Neither of these articles 

considered (or at least did not disclose) the pre-inoculation entrainment conditions of M. 

oryzae, which may have an important role in the outcome of disease, as is the case in B. 

cinerea (117). 

There have been multiple reports of M. oryzae having some functional photoreceptors 

and core clock genes homologous to N. crassa, with a potentially functional circadian 

clock (82,101,259,457), however their role in pathogenesis is yet to be fully elucidated. 

This chapter describes the circadian and diurnal behaviour of M. oryzae, and the effect 

of pre-inoculation entrainment and timing of infection on the virulence of the pathogen 

and susceptibility of the host plant is investigated. M. oryzae colonies were submitted to 
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different light cycles and nutritional conditions to determine how light and media 

composition affects growth, development, conidiation, and conidial behaviour ex-planta, 

and how these pre-inoculation conditions ultimately determine severity of infection in 

rice (Oryza sativa cv. CO-39) and barley (Hordeum vulgare cv. Golden Promise). 

4.2 Results 

4.2.1 Identification of core clock components and photoreceptors in M. oryzae 

There have been several reports in the literature of conserved genes coding for 

photoreceptors and circadian machinery across diverse members of the fungal kingdom 

(84,101,104,108,110,116,137,161,178,181,190,194,212,228,235,240,371,377,420,434,

437,438,442,448,451,452,457,459,466–468) and a select number of publications that 

have implicated the presence of these same genes in M. oryzae 

(82,84,101,194,206,259,373,469), however a collated view of prospective M. oryzae 

photoreceptors and circadian genes has yet to be  discussed.  

A comprehensive literature review of M. oryzae photoreceptor and clock machinery was 

performed and Protein BLAST (470) analysis was carried out to determine homologous 

proteins (and subsequent genes) between N. crassa and M. oryzae, followed by a 

comparison of the (predicted) protein motifs (based on the Ensmbl Fungi protein 

domains and features (471,472), which includes a wide range of databases, such as Pfam, 

PROSITE, SMART) between the two species to further infer the presence of a functional 

circadian clock (Table 1.1, 4.1, and 6.2 discussing accessory and core clock genes). Based 

on the available literature and comparative protein sequences, there is likely a functional 

circadian clock in M. oryzae. Of particular note in the literature is the rhythmic expression 

of a light-responsive gene, TWILIGHT, (84) and FRQ under light-dark (LD) and constant 
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dark (DD) conditions (259), the specific timing of conidial release (82,101), and the 

comparative genomics for putative photoreceptors (104), all of which are convincing 

evidence of a functional circadian oscillator in M. oryzae.  
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Table 4.1: Putative and confirmed M. oryzae clock and photoreceptor genes 

N. crassa gene M. oryzae gene Function % Cover 
(BlastP) 

% Identity 
(BlastP) 

Common domains and features (Ensembl Fungi) References 

PHY-1 MGG_12377  Red light photoreceptor 84 64.58 C-terminal histidine kinase, phytochrome domain (82,104) 

VVD MGG_01041  Blue light photoreceptor 72 52.69 PAS/LOV domain (82,101,104) 

NOP-1 MGG_09015  Green light 
photoreceptor 

82 32.53  Archaeal/bacterial/fungal rhodopsin domain NA 

WC-1 MGG_03538  Blue light photoreceptor, 
forms the WCC (positive 
clock element)  

87 54.72 PAS domains, GATA-type zinc finger transcription 
factor  

(82,101,104,457) 

WC-2 MGG_04521 Forms the WCC (positive 
clock element)  

64 61.77 PAS domain, GATA-type zinc finger transcription factor (82,457) (see 
chapter 5) 

FRQ MGG_17345 – 
MGG_17344 
(misannotation; 
NCBI predicted 
ORF finder) 

Forms the FFC (negative 
clock element) (see 
chapter 6) 

78 41.1 6 potential SPXX sites, 3 potential cAMP and cGMP-
dependent protein kinase phosphorylation sequences, 
4 potential PEST domains, N-terminal coiled-coil 
domain, disordered domain, and 7 predicted helix 
regions 

(82,258,259,457) 
(see chapter 6) 

FRH MGG_03931 Forms the FFC (negative 
clock element) 

91 70 ATP-dependent RNA helicase Ski2, C-terminal, 
DEAD/DEAH box helicase domain, Helicase superfamily 
1/2, ATP-binding domain, Helicase, C-terminal, P-loop 
containing nucleoside triphosphate hydrolase, rRNA-
processing arch domain  

(178,457) 

CK1 MGG_02829 Forms the FFC (negative 
clock element) 

100 89.23 Protein kinase domain, ATP binding site NA 

FWD1 MGG_09696 Interacts with 
ubiquitylated FRQ for 
turnover in the 
proteasome 

70 55.34 F-box domain, WD40 repeats (259,457) 
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4.2.2 M. oryzae displays diurnal rhythmic conidiation under white, blue, and green light 

In a similar fashion to N. crassa, M. oryzae exhibits alternating light and dark bands 

denoting different developmental phases when grown under environments with a light-

dark (LD) cycle (Fig. 4.2). Each dark band is produced at subjective night-time, when M. 

oryzae conidia melanise (215) and the concentric rings are formed approximately every 

24 h. Freezer stocks of M. oryzae wild type Guy11 were placed on petri dishes with 

complete media (CM) and exposed to 12 h – 12 h light-dark cycles under white, blue, 

green, or red LED light (iLC colour changing light bulb) with peak wavelength emissions at 

460nm, 520nm, and 630nm, respectively) (see 2.1). Under LD conditions, there was no 

significant effect of light quality on M. oryzae growth rate (data not shown), but red light 

consistently produced fewer/no conidial bands after 6 – 8 d of growth, in contrast to 

colonies grown under blue, green, or white light (Fig. 4.2). This is in agreement with 

several articles, where red light has little effect on conidial banding, and blue light is the 

chief entrainer of the clock (82,110,184,191,194,256,257,371,379,434,473,474). It is 

important to consider here that a lack of conidial banding does not necessarily imply that 

the circadian clock or red light photoreception is non-functional, as many fungal species 

can detect and respond to red light (82,104). 
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Figure 4.2: M. oryzae exhibits diurnal conidial banding, which is chiefly controlled by blue 
light. (a) M. oryzae colonies grown on petri dishes display light and dark bands of 
melanised conidia that occur on a daily basis, (b) colonies grown for 14 d on CM under 
red light/dark (L/D, 12 h) cycles display significantly fewer bands than those grown under 
blue, green, or white L/D cycles. (6 individual colonies were examined for each light 
treatment n =24). Letters describe statistically significant differences between groups (p 
< 0.05, Tukey’s HSD). 

(a) (b) 
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4.2.3 M. oryzae has a nutritionally compensated circadian conidial banding phenotype 

M. oryzae does not display any conidial banding when grown for 14 d under constant 

light or constant darkness and as such, periods of light and dark are important entraining 

signals for this rhythmic output (Fig. 4.3). However, if a sufficient period of entrainment 

under LD conditions occurs, M. oryzae can continue to produce conidial bands for a 

number of circadian cycles after transfer to both constant light (LD-LL) and dark (LD-DD) 

(Fig. 4.3). Once entrained, there is little effect of the length of time spent in constant 

conditions: there is no significant difference in the number of conidial bands produced 

by 14 d old colonies after 2, 4, or 7 d in constant conditions, suggesting that the output 

is circadian, as colonies grown for a shorter period of time in constant conditions would 

otherwise produce more conidial bands (Fig. 4.3). To further study circadian rhythmicity, 

serological pipettes with a thin layer of CM were produced, acting as race tubes for long 

term growth under differing conditions. Colonies were grown for 12 d under LD 

conditions, then transferred from LD cycling conditions to constant conditions for 10 d. 

Conidial banding continued for several days under these free running conditions (Fig. 

4.3). Intriguingly, the intensity and clarity of conidial bands when moved back into cycling 

LD conditions is much greater than before, which could be the result of a build-up (or 

lack) of photoactivatable proteins – in N. crassa, for example, VVD levels fall rapidly and 

remain low under constant darkness, which causes a subsequent increase in 

photosensitivity (see 5.1 and 6.1 (214,475)). In addition to M. oryzae requiring an 

entraining signal for conidial banding, the fungus also shows a significant ‘latency’ period 

of 6 – 8 d, where colonies do not undergo conidial banding, and instead show continuous 

melanised growth, giving rise to a dark ‘bullseye’ phenotype at the centre of the colony 

(Fig. 4.3) 
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Figure 4.3: M. oryzae displays circadian conidial banding after sufficient entrainment. (a) M. oryzae requires light dark cycles for conidial 
banding, even after 14 d growth (16 DD colonies, 18 LL colonies, 23 LD colonies, n = 57), (b) conidial banding can continue to occur when 
transferred to constant conditions (n = 23 LD, n = 15 LD-DD, n = 15 LD-LL), (c) and can occur after 7 d of entrainment (11 2-day free-run 
colonies, 8 4-day free-run colonies, 5 7-day free-run colonies, n = 18s), (d) upon returning to LD cycling conditions, the conidial banding 
amplitude is increased (the blue line denotes 10 d of growth under constant conditions), (e)  a latency period of approximately 6 – 8 d exists, 
prior to which conidial banding does not occur (blue bands denote the latency period).  Letters describe statistically significant differences 
between groups (p < 0.05, Tukey’s HSD).

(d) (e) 

(a) (b) (c) 
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As well as entraining the conidial banding, LD cycles also reduce the average radial colony 

growth rate; those grown under constant conditions tend to grow slightly quicker on 

average than those under cycling conditions (Fig. 4.4). However, once colonies begin to 

produce conidial bands, the average growth rate increases significantly, beyond the rate 

of those grown in constant conditions, suggesting that, after the latency period has 

ended, the gating of conidiation and vegetative growth allows for increased fitness (Fig. 

4.4).  

 

 

 

 

 

 

Figure 4.4: M. oryzae growth rate is affected by the photoperiod. (a) Over a period of 14 
d, average colony radial growth rates are higher under constant conditions, but (b) 
growth rates are increased once the latency period ends, and conidial banding begins (n 
= 16 DD, n = 20 LD, n = 15 LD-DD, n = 13 LD-LL, n = 19 LL). Letters describe statistically 
significant differences between groups (p < 0.05, Tukey’s HSD), bars with stars atop 
denote statistically significant differences (p < 0.05, ANOVA).  

 

Once the average post-latency growth rate has determined, it is possible to approximate 

the period (in h) between each conidial band: 

𝑃𝑒𝑟𝑖𝑜𝑑 (ℎ) =
𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑏𝑎𝑛𝑑𝑠 (𝑐𝑚)

𝑝𝑜𝑠𝑡−𝑙𝑎𝑡𝑒𝑛𝑐𝑦  𝑔𝑟𝑜𝑤𝑡ℎ 𝑟𝑎𝑡𝑒 (𝑐𝑚/𝑑)
 × 24  

(a) (b) 
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In a similar fashion to many fungal species, when transferred to constant conditions, the 

period of the M. oryzae clock is slightly shorter than those grown under cycling LD 

conditions, but, importantly, the period is still close to 24 h, which is further evidence of 

a functional circadian clock (Fig. 4.5). The continuation of conidial banding in constant 

conditions is also conserved across a range of nutritional statuses, whilst the growth rate 

and the latency period are significantly affected by the media on which M. oryzae is 

grown. Once banding does occur, the calculated period is still very close to 24 h (Fig. 4.5). 
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Figure 4.5: Media composition affects M. oryzae growth rate and latency period, but not 
circadian periodicity.  (a) like many fungal species, the innate period of the clock is slightly 
faster than 24 h (n = 23 LD, n = 15 LD-DD, n = 15 LD-LL), and (b) the ~24 h period of the 
circadian clock is maintained under different growth media (n = 23 LD CM, n = 5 LD MM, 
n = 13 LD-DD CM, n = 5 LD-DD MM). Reduced nutritional content (c) slows the colony 
growth rate, and (d) increases the latency period (n = 23 LD CM, n = 5 LD MM). Bars with 
stars atop denote statistically significant differences (p < 0.05, ANOVA), red points and 
text show the mean values for each group.

(a) (b) 

(c) (d) 
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4.2.4 M. oryzae produces metabolite(s) responsible for the switch to conidial banding 

Having observed that the latency period can be altered depending on nutritional status, 

attempts were made to determine what was responsible for the switch to diurnal conidial 

banding. First, it was considered that the switch could be due to the consumption and 

subsequent lack of specific nutrients: under minimal media and half strength CM (where 

all constituent nutrients are half as concentrated), the latency period either increased or 

remained within the usual 6-8 d period, suggesting that nutritional scarcity does not 

cause the switch to conidial banding (Fig. 4.6). Since the optimal media pH often differs 

depending on composition and fungal species (and can subsequently change as the 

colony grows), the effect of pH on latency period was tested. M. oryzae was grown on 

CM petri dishes with pH (adjusted with either NaOH or HCl) ranges between 5 and 8: all 

colonies began to band between 6-8 d as usual (Fig. 4.6).  
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Figure 4.6: Nutritional scarcity and media pH does not cause the switch to conidial 
banding. (a) colonies grown on nutrient-poor media do not band earlier than those grown 
on nutrient-rich media (n = 23 CM, n = 10 strength half CM, n = 5 MM), and (b) 
physiologically relevant pH levels do not significantly alter the latency period (n = 5 for 
each pH treatment, grey shading denotes the standard error). Letters describe 
statistically significant differences between groups (p < 0.05, Tukey’s HSD) 

 

(a) 

(b) 
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Finally, the possibility of a build-up of waste products/secreted metabolite(s) over time 

was proposed, which could be responsible for the switch to conidial banding. To address 

this, M. oryzae was grown in shaking cultures for at least 7 d (the average latency period) 

until the they were melanised (see materials and methods). 2x CM was then diluted with 

the spent media (SM) to create a 1x CM with 50% v/v SM content (see materials and 

methods). Remarkably, the latency period in the SM plates was consistently reduced by 

2 d, and the average growth rate was increased (Fig. 4.7). The increase in average growth 

rate was unsurprising considering that M. oryzae grows faster post-conidial banding (Fig. 

4.4) 
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(a) 

(b) 

(c) 

Figure 4.7: Spent media metabolite(s) are 
responsible for the conidial banding switch. 
(a, b) The addition of SM to the growth 
medium reduces the latency period by 
approximately 2 d, and (c) the addition of 
SM or the early conidial banding facilitates 
an increased growth rate in M. oryzae (wild 
type guy11). Stars represent increasing 
statistical significance (ANOVA, n=23 CM, n 
= 17 SM).  
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To confirm that the latency reduction and growth rate increase was not due to an excess 

of nutrients, M. oryzae colonies were grown on double concentrated CM plates: the 

latency period was consistently between 6-8 d (data not shown), while the growth rate 

was not significantly altered. A series of dilutions of SM prior to adding it to double 

concentrated CM was then performed (ensuring that the final nutrient concentration was 

still at least 1x CM).  Relatively high concentrations of SM are required to produce the 

early banding phenotype, but there may be a dose-dependent effect on the latency 

period (Fig. 4.8). Further, when shaking cultures were grown under slower speeds or 

increased media volume (which both serve to reduce colony aeration), the subsequent 

cultures were non-melanised and the effect of SM on the latency period was dampened, 

further suggesting that secreted product(s) or metabolite(s) are responsible for the 

conidial banding switch (Fig. 4.8). 

 

 

 

 

 

Figure 4.8:  The conidial banding metabolite is dose-dependent and is affected by colony 
aeration. (a) SM is effective at high concentrations (colonies grown for 10 d under LD 
conditions; n = 25 0%, n = 3 0.001%, n = 3 0.01%, n = 9 0.1%, n = 7 1%, n = 6 10%, n = 14 
25%, n = 23 50%), and (b) shaking culture aeration and subsequent melanisation affects 
the potency of the spent media (n = 10 per treatment). Letters describe statistically 
significant differences between groups (p < 0.05, Tukey’s HSD)

(a) (b) 
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To further elucidate if secreted metabolite(s) alter the latency period, M. oryzae was 

grown for 10 d on cellophane discs that were placed on top of CM. The cellophane was 

subsequently peeled off along with the growing colony, and fresh CM was poured on top 

of the thin layer of spent solid media underneath to produce two layers of media. These 

plates were then inoculated with a new colony. As opposed to producing melanised 

conidia for the first several days post inoculation, as is typical for colonies grown on CM, 

there was significant inhibition of melanised biomass, and a light-coloured ‘halo’ of 

vegetative growth surrounded the inoculation point, suggesting that high concentrations 

of M. oryzae metabolites inhibit conidiation (Fig. 4.9). Further, the metabolite(s) must be 

relatively mobile due to this observation occurring on the additional media layer.  

 

Figure 4.9: Mobile M. oryzae metabolite(s) can inhibit early conidiation. Spent media 
from previous M. oryzae colonies underneath a layer of fresh complete media can almost 
completely arrest melanisation for several days.  
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Specific timing of the metabolite(s) production was then considered. A 3D-printed 

autoclavable nylon ‘raft’ with a honeycomb-shaped mesh was produced that a 

cellophane disc could be placed atop, allowing for liquid media to be introduced (and 

removed) underneath (Fig. 4.10). The holes allow for media to reach the growing fungal 

colony whilst the cellophane disc kept it separate from the liquid media below. When 

grown in liquid cultures, the metabolite(s) are secreted into the media in a cumulative 

fashion, making it difficult to determine the timing of production. Here, the raft allowed 

for the liquid media beneath to be siphoned off and replaced with fresh media every 2 d 

for 10 d. The spent media temporal fractions were then tested for the conidial banding 

switch by adding the SM to double concentrated CM as above. Interestingly, the early 

banding phenotype was most pronounced with media harvested from the 4–6-day old 

colony, i.e., just before the switch to diurnal banding on conventionally-grown solid CM 

colonies (Fig. 4.10). Banding differences in M. oryzae were unable to be determined on 

the cellophane disc due to atypical colony growth. 
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Figure 4.10: The conidial banding metabolite is predominantly produced just prior to 

banding. (a) a 3D-printable nylon raft that fits in a 9 cm petri dish, containing liquid 

media below, (b) the banding metabolite is likely produced just prior to the switch to 

conidial banding (n = 3 per treatment). Letters describe statistically significant 

differences between groups (p < 0.05, Tukey’s HSD).  

(a) 

(b) 
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Finally, to determine if the conidial banding metabolite(s) was common to other plant 

pathogenic species that display similar phenotypes, Verticilium dahliaea shaking cultures 

were grown under the same conditions as M. oryzae. V. dahliaea neither produces nor is 

sensitive to the metabolite(s) responsible for the conidial banding switch in M. oryzae, as 

colonies began to band at roughly the same age on both 50% SM plates and CM plates 

(Fig. 4.11). Further, V. dahliaea SM did not cause an early banding phenotype in M. oryzae 

(Fig. 4.11). This data, along with the fact that the SM is still effective after filtration (media 

tests were also conducted after filtration through 0.45 µm filter syringes and 10 kD pore 

size centrifuge filters), long-term refrigerated storage, and autoclaving, suggests that 

there are non-protein secreted metabolite(s) responsible for the switch to conidial 

banding and vegetative hyphal growth.  

 

 

 

 

 

 

Figure 4.11: V. dahliae does not produce, and is insensitive to, the conidial banding 

metabolite(s). (a) V. dahliae does not display early conidial banding when grown on M. 

oryzae SM (n = 4 per treatment), and (b) M. oryzae colonies grown on 50% V. dahliae 

SM do not display early conidial banding (n = 23CM, n = 17 SM, n = 3 V. dahliae SM). 

Letters describe statistically significant differences between groups (p < 0.05, Tukey’s 

HSD).  

 

 

(a) (b) 
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In summary, whilst different media can affect the latency of the conidial banding 

phenotype, the circadian period (h) when in free running conditions is maintained at 

roughly 24 h after sufficient entrainment and as such M. oryzae has a nutritionally 

compensated circadian conidiation rhythm (Fig. 4.12).  

 

Figure 4.12: Despite showing altered latency periods on different media, M. oryzae 
maintains a conidial banding period of ~24 h under constant conditions. (n = 23 CM, n = 
6 MM, n = 17 SM, bars show individual ANOVA comparisons, ‘ns’ denotes no significant 
difference between groups, and red text denotes mean values) 
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4.2.5 Environmental entrainment conditions affect conidiation and conidial 

development 

There have been many reports in the literature about how environmental light conditions 

and circadian rhythmicity can affect conidiation in fungal species  

(82,101,108,110,150,181,184,257,259,404,413,418,442,452,476–479). The subsequent 

observation of a conidial banding phenotype in M. oryzae grown under cycling light-dark 

conditions suggested a possible role of light conditions and entrainment in conidiation 

and conidial development. 

The M. oryzae wild type strain Guy11 was grown under constant conditions (DD or LL), 

12 h LD, or LD followed by constant conditions (LD-DD or LD-LL) as described above. 

Conidia were then harvested (as described in materials and methods) and conidial counts 

were determined using a haemocytometer. Constant conditions with or without 

entrainment significantly reduces conidiation compared to colonies grown under LD 

cycling conditions (Fig. 4.13). Further, there is no significant difference in conidiation 

between colonies harvested at dawn as opposed to dusk, suggesting that conidia may be 

produced at night-time the previous day (data not shown). There was no time of day 

effect on conidiation within any of the pre-harvest entrainment conditions, which is 

surprising, but the fact that time of day had no effect under any circumstances likely 

means that it takes more than 12 h for M. oryzae to produce mature conidia. Finally, in 

contrast to the increased growth rate and early banding phenotype on 50% SM plates, 

conidiation is actually lower than the plates CM plates (Fig. 4.13).  
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Figure 4.13: Light conditions and media composition affect conidiation in M. oryzae. 
Conidiation is reduced by (a) constant light and dark conditions (n = 10 DD, n = 56 LD, n = 
14 LD-DD, n = 11 LD-LL, n = 13 LL), and (b) high levels of spent media (n = 56 LD, n = 6). 
Bars with stars atop denote statistically significant differences (p < 0.05, ANOVA), Letters 
describe statistically significant differences between groups (p < 0.05, Tukey’s HSD). 

 

For conidial development assays, petri dishes were harvested at dawn or dusk after 12 d 

growth in constant conditions (DD or LL), LD, or 10d LD followed by 2 d constant 

conditions (LD-DD or LD-LL). Conidial development was then tracked using an 

OpenFlexure RPi system (see 3.2.4). In a similar fashion to conidiation, conidial 

germination and development is not affected by harvest time (data not shown), 

suggesting that once conidia are produced and land on a hydrophobic surface, they 

germinate at a relatively consistent rate. However, whilst pre-harvest treatment has no 

effect on conidial germination, by 8 h post inoculation (HPI), conidia grown under 

constant conditions (LL or DD) showed significantly reduced appressorial development 

compared to those grown under LD cycling conditions (Fig. 4.14). Appressorial 

developmental rate is not significantly reduced in LD-DD or LD-LL treatments, which could 

(a) (b) 
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suggest that circadian entrainment to LD conditions partially aids in appressorial 

development.  

 

Figure 4.14: M. oryzae appressorial development is reduced under prolonged light and 
darkness. n = 4 DD, n = 23 LD, n = 5 LD-DD, n = 3 LD-DD, n = 6 LL; at least 40 spores were 
counted per sample. Bars with stars atop denote statistically significant differences (p < 
0.05, ANOVA).  
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Intriguingly, high doses of spent media also have a significant inhibitory effect on conidial 

germination and development. Conidia were harvested as above, centrifuged, and the 

supernatant replaced with increasing concentrations of M. oryzae SM. By 4 HPI, ~50% of 

conidia had germinated when incubated with 10% spent media, and only ~10% 

germinated with 50% SM (Fig. 4.15). Further, appressorial development was almost 

completely arrested in conidia incubated in 50% SM, suggesting waste products or 

secreted metabolite(s) inhibit conidial development (Fig. 4.15).  

 

 

 

 

 

 

Figure 4.15: High doses of M. oryzae SM inhibit conidial development. (a) By 4 HPI, high 
concentrations (>10%) significantly inhibited conidial germination, and (b) by 8HPI, 
appressorial development was either reduced or completely arrested (n = 3 per 
treatment, at least 100 conidia counted per treatment). Letters describe statistically 
significant differences between groups (p < 0.05, Tukey’s HSD)

(a) (b) 
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Considering M. oryzae produces conidia during the dark period and actively releases 

them just prior to dawn (82), the effect of time of day on conidial adherence was 

considered. Spore tip mucilage is a sticky mucous-like substance that conidia use to 

adhere to hydrophobic surfaces such as plant leaves, cover slips, and petri dishes. Conidia 

were harvested as above at Zt 2, 6, 10, 14, and 22, photographed after 15 min, then 

shaken vigorously (200 RPM for 100 s) and imaged again to determine % conidia 

remaining (see materials and methods 2.5). There was no observed effect of harvest time 

on conidial adherence (data not shown), as all timepoints had ~40% of conidia remaining. 

This is consistent with the lack of dawn vs dusk differences in conidiation and conidial 

development. Interestingly, though, the conidia remaining after agitation were 

significantly larger (~10%) than the average prior to agitation, perhaps due to either 

increased weight or resources available for mucilage production (Fig. 4.16). 
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Figure 4.16: Larger conidia adhere to hydrophobic surfaces better than smaller conidia. 
After agitation, the conidia remaining were, on average, larger than those prior to 
shaking. n = 3, at least 100 conidia were counted per observation. Stars represent 
increasing statistical significance (ANOVA). Red points and text show the mean values for 
each group. 
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There was also no significant effect of pre-harvest light treatment on appressorial 

cytorrhysis (collapse of the appressoria resulting from osmotic stress caused by increased 

glycerol content in the solution); appressoria began to collapse at a relatively uniform 

rate from 0.5 M to 2 M glycerol. Over 70% of appressoria had collapsed at 2 M glycerol, 

regardless of pre-treatment (Fig. 4.17). Further, the appressorial maturity had no 

significant impact on cytorrhysis, as the same results were seen when glycerol solutions 

were added to conidial suspensions at 8, 9, 10, 11, and 12 HPI. These data suggests that 

once appressoria have been successfully produced, they generate approximately the 

same amount of turgor pressure. 
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Figure 4.17: Appressorial turgor pressure is not significantly affected by pre-harvest light 
treatment. There was no significant effect of pre-harvest light cycles on appressorial 
collapse. n = 3 DD, n = 12LD, n = 3 LD-DD, n = 3 LD-LL, n = 3 LL. At least 100 spores were 
counted per sample.
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4.2.6 Time of day and pre-inoculation entrainment affects M. oryzae virulence and 

plant susceptibility 

Time of day, light, and circadian rhythms play an important role in the outcome of several 

plant-pathogen interactions; plants can gate their immune system towards different 

types of attack depending on the time of day, and pathogens or herbivores can be more 

virulent in a similar manner (103,107,117,120–122,136,140–

142,144,148,150,152,159,160,160,173,228,242–248,250–254,256,257). To this end, 

after observing the diurnal and circadian behaviour of M. oryzae growth ex planta, 

experiments were performed to determine if there was an effect of pre-inoculation 

entrainment of M. oryzae in the outcome of rice blast disease in two economically 

important cereal crops: rice (Oryza sativa cv. Co39) and barley (Hordeum vulgare cv. 

Golden promise). All rice blast inoculations were performed on 3-4 week old plants 

(grown under 12 h LD conditions) at either dawn or dusk, with 12 d old M. oyrzae that 

were entrained prior to infection under constant conditions (LL or DD), 12 h LD 

(synchronised to the plant growth conditions or 12 h out of phase, DL), or 10 d LD 

followed by 2 d constant light (LD-LL) (see and 2.1.1, 2.1.2, and 2.8.1).  

In rice, M. oryzae grown under synchronous LD conditions gave rise larger lesions at dawn 

compared to dusk, whereas under LD-LL conditions, lesions are larger at dusk compared 

to dawn. Under constant conditions, DD-grown M. oryzae produce larger lesions at dawn 

and LL-grown colonies produce larger lesions at dusk. Further, DD colonies cause a higher 

percentage lesion region cover at dawn compared to dusk, and LD-LL and LL colonies 

cause greater cover at dusk compared to dawn, suggesting that in rice-M. oryzae 

interactions, constant dark and synchronous inoculations favour dawn inoculations 

whereas elongated light treatment (LD-LL and LL) favour dusk inoculations (Fig. 4.18). 
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(a) 

(b) 

(c) 

Figure 4.18: Synchronous- and 
dark-entrained M. oryzae is 
more virulent in rice at dawn 
and light-entrained M. oryzae is 
more virulent at dusk. In rice-M. 
oryzae interactions, (a) Lesions 
are larger at dawn from LD-
entrained colonies and larger at 
dusk in LD-LL (n = 2358 lesions 
DD dawn, n = 1303 DL dawn, n = 
1565 LD dawn, n = 178 LD-LL 
dawn, n = 330 LL dawn, n = 601 
DD dusk, n = 93 DL dusk, n = 
6098 LD dusk, n = 705 LD-LL 
dusk, n = 2382 LL dusk), (b) 
lesions are more numerous at 
dawn after DD entrainment and 
at dusk after LL entrainment, 
and (c) lesion coverage is 
greater at dawn after DD 
entrainment and greater at dusk 
after LD-LL and LL entrainment 
(n = 55 leaves DD dawn, n = 63 
DL dawn, n = 87 LD dawn, n = 13 
LD-LL dawn, n = 58 LL dawn, n = 
28 DD dusk, n = 12 DL dusk, n = 
224 LD dusk, n = 41 LD-LL dusk, 
n =128 LL dusk). Stars represent 
increasing statistical significance 
(Dunn’s test, p < 0.05) and 
crosses mean values. 
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Similarly, in barley, LD-grown M. oryzae gave rise to larger lesions at dawn compared to 

dusk. Antiphase inoculations also showed a larger average lesion size at dawn (relative to 

the plant – dusk for the fungus), but a higher median area at dusk, perhaps implicating 

both the plant and fungal clock in disease severity, as is the case in B. cineraea (117). 

Interestingly, LD-LL colonies show an opposite phenotype to DL, where lesion regions are 

larger on average at dusk, but the median is higher at dawn. Constant-light grown M. 

oryzae also produce larger lesions at dawn (mean and median), perhaps suggesting that 

synchroneity with barley host plants or light exposure prior to inoculations favour dawn 

infections (Fig. 4.19).  

The majority of pre-inoculation treatments caused a higher lesion region density at dusk 

in barley, however, with LD, LD-LL, and LL-treated M. oryzae showing more lesion regions 

per leaf cm2 compared to their dawn counterparts. Prolonged light-treated M. oryzae 

(LD-LL and LL) also showed higher percent lesion region coverage at dusk compared to 

dawn, in a similar manner to rice. Barley may, therefore, be more susceptible to 

penetration at dusk (Fig. 4.19). 
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(a) 

(b) 

(c) 

Figure 4.19: Barley is more 
susceptible to M. oryzae 
penetration at dusk. In barley-
M. oryzae interactions, (a) 
Lesions are larger at dawn 
compared to dusk after LD, LD-
LL, and LL treatment (n = 2100 
lesions dawn DD, n = 4183 DL 
dawn, n = 3267 LD dawn, n = 
218 LD-LL dawn, n = 1221 LL 
dawn, n = 508 DD dusk, n = 172 
DL dusk, n = 11215 LD dusk, n = 
1171 LD-LL dusk, n = 6349 LL 
dusk), but (b) lesions are more 
numerous at dusk after these 
same entraining conditions, and 
(c) lesion coverage is reduced at 
dawn after LD-LL and LL 
entrainment (n = 97 leaves DD 
dawn, n = 151 DL dawn, n = 196 
LD dawn, n = 19 LD-LL dawn, n = 
107 LL dawn, n = 39 DD dusk, n 
= 10 DL dusk, n = 374 LD dusk, n 
= 54 LD-LL dusk, n = 176 LL 
dusk). Stars represent increasing 
statistical significance (Dunn’s 
test, p < 0.05) and crosses mean 
values. 

. 



 

167 
 

Summarily, pre-inoculation treatment of M. oryzae and timing of inoculation displays a 

profound effect in the rice blast pathosystem in both barley and rice; a period of dark 

prior to inoculation primarily favours dawn pathogenicity and a period of light prior to 

inoculation favours dusk inoculations. Whilst fungal pre-inoculation entrainment clearly 

plays a role in virulence, it is important to note that the majority of inoculations cause a 

higher disease incidence at dawn in rice, but dusk in barley, so perhaps the host clock is 

more important than the pathogen clock. 

Comparing treatments at dawn and dusk to the base means paints a different story, 

however. In dawn inoculations of rice, synchronous LD-grown M. oryzae colonies gave 

rise to larger lesions, and antiphase and LD-LL colonies caused smaller lesions (Fig. 4.20). 

There is no significant effect of pre-inoculation treatment on lesion region size at dusk in 

rice, suggesting that the rice clock is the key determinant of disease outcome (Fig. 4.20). 

In agreement with the time-of-day comparisons, constant dark-grown M. oryzae created 

larger lesions and constant light-grown colonies produced smaller lesions at dawn. 

Constant dark-treated colonies also give rise to a higher lesion region coverage of rice 

leaves and LL and LD-LL treatments have a lower coverage at dawn. Antiphase 

inoculations create fewer lesion regions than any other treatments at dusk. Antiphase 

inoculations also cause a lower percent coverage at dusk compared to other treatments. 

These results suggest that synchronicity with the host clock is perhaps more important 

than the inoculation timing (Fig. 4.20).  
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(a) 

(b) 

(c) 

Figure 4.20: Pre-inoculation 
treatment has a greater impact in 
M. oryzae infections at rice 
subjective dawn. (a) Synchronous 
LD-entrained M. oryzae colonies 
produced larger lesions at dawn, 
and DL- and LD-LL entrained 
colonies produced smaller lesions 
(n = 2358 lesions DD dawn, n = 
1303 DL dawn, n = 1565 LD dawn, 
n = 178 LD-LL dawn, n = 330 LL 
dawn, n = 601 DD dusk, n = 93 DL 
dusk, n = 6098 LD dusk, n = 705 
LD-LL dusk, n = 2382 LL dusk), (b) 
DD- and LL-entrained conidia 
were more (DD) or less (LL) likely 
to successfully produce lesions at 
dawn, respectively, and (c) DD- 
and LD- entrained conidia showed 
increased lesion coverage at 
dawn, whereas DL-, LD-LL-, and 
LL-entrained colonies covered a 
smaller proportion of leaves at 
this time. Pre-inoculation 
treatment had little effect on 
lesion size, density, or coverage at 
dusk in rice (n = 55 leaves DD 
dawn, n = 63 DL dawn, n = 87 LD 
dawn, n = 13 LD-LL dawn, n = 58 
LL dawn, n = 28 DD dusk, n = 12 
DL dusk, n = 224 LD dusk, n = 41 
LD-LL dusk, n =128 LL dusk). Stars 
represent increasing statistical 
significance (Dunn’s test, p < 
0.05), red points and text show 
the mean values for each group. 
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In contrast, M. oryzae pre-inoculation treatment had less of an effect in barley 

inoculations. Lesion regions were larger on average (but had a lower median) at dawn 

after antiphase or constant light treatment suggesting that light exposure prior to barley 

infections favour barley subjective dawn (Fig. 4.21). However, antiphase treatments also 

gave rise to larger lesion regions at dusk in barley, and constant light caused smaller 

lesions (Fig. 4.21). Further, antiphase treatments showed a higher lesion region density 

at dawn and constant dark-treated colonies showed decreased lesion densities at dusk. 

Pre-inoculation treatment has a small effect on percent coverage in barley compared to 

the base mean, with only LD-LL treatments causing a decrease in dawn inoculations. 

Altogether, pre-inoculation entrainment of M. oryzae seems to have a greater effect on 

disease severity in its natural host, rice.  
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 (a) 

(b) 

(c) 

Figure 4.21: Pre-inoculation 
entrainment of M. oryzae has a 
reduced effect in barley. (a)  Both 
DL- and LL-entrained M. oryzae 
produce larger lesions on average 
at dawn and smaller lesions at 
dusk (n = 2100 lesions dawn DD, n 
= 4183 DL dawn, n = 3267 LD 
dawn, n = 218 LD-LL dawn, n = 
1221 LL dawn, n = 508 DD dusk, n 
= 172 DL dusk, n = 11215 LD dusk, 
n = 1171 LD-LL dusk, n = 6349 LL 
dusk), (b) DL treatments also 
caused an increased lesion 
density at dawn, whereas DD 
entrainment reduced lesion 
density at dusk, (c) pre-
inoculation entrainment had little 
effect on lesion coverage in 
barley, except after LD-LL where 
coverage was significantly 
reduced compared to the base 
mean (n = 97 leaves DD dawn, n = 
151 DL dawn, n = 196 LD dawn, n 
= 19 LD-LL dawn, n = 107 LL dawn, 
n = 39 DD dusk, n = 10 DL dusk, n 
= 374 LD dusk, n = 54 LD-LL dusk, 
n = 176 LL dusk). Stars represent 
increasing statistical significance 
(Dunn’s test, p < 0.05), red points 
and text show the mean values 
for each group. 
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Interestingly, when there is also an effect of the total leaf area on lesion density (number 

of lesion regions per leaf cm2) in both rice and barley; there are maximal lesion densities 

in the smallest leaves and those ~10-15 cm2, suggesting that larger leaves (which can be 

used as a proxy, in some capacity, for age/maturity) are less susceptible to M. oryzae 

infection. In rice, there is also a decrease in lesion density in leaves ~5 cm2 (Fig. 4.22). 

Further, when accounting for inoculation timing, there appear to be altered optimal leaf 

sizes for lesion density and subsequent infection severity. In rice at dawn and dusk, leaves 

that are ~3-8 cm2 show the lowest lesion density, suggesting increased resistance, and 

maximal lesion density in the smallest (youngest) leaves and those approximately 10-15 

cm2. Likewise, barley displays higher lesion densities after dusk inoculation, but as leaf 

area increases, lesion densities decrease in a near-linear fashion, which is not shown at 

dawn, where lesion densities are highest in leaves ~10 cm2. Further, after dawn 

inoculations, rice infections do not display a decrease in lesion density as leaf area 

increases past 15 cm2, perhaps suggesting increased susceptibility at dawn. These 

observations contrast those reported in Arabidopsis-M. oryzae infections, where 

increased entry rates were observed at dusk only (253). However, as noted previously, 

M. oryzae utilises different infection mechanisms in rice and Arabidopsis, and potentially 

barley, too (480). Together, leaf size, developmental stage, or the maturity of the leaves 

may play a role in the outcome of disease. Indeed, it has been reported that leaf age is a 

determining factor in infection severity, rice blast pathosystem included 

(149,253,260,390,414,460).  
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(a) 

(b) 

Figure 4.22: Susceptibility to M. oryzae is highest in adolescent leaves. (a) When ignoring 
inoculation time, leaf area (which can be an indicator of leaf age and plant developmental 
stage) correlates with lesion density, showing maximal lesion densities ~10-15 cm2 (b) The 
subsequent effect of leaf area on lesion density when separating by inoculation timing shows 
that there are optimal leaf sizes for infection and that after dawn inoculation, lesion density 
remains higher than dusk inoculations in rice. Dusk inoculations in barley also display a 
higher maximal lesion density, and as leaf area increases, lesion density decreases, 
suggesting species-dependent susceptibility to M. oryzae at different times of day (n = 570 
leaves barley dawn / n = 653 dusk, n = 276 rice dawn / n = 433 dusk, data displayed using 
Loess smoothed conditional means, grey shading denotes standard error).  
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4.3 Discussion 

This chapter has indicated that M. oryzae contains confirmed and putative genes for 

photoreceptors and core circadian machinery, based on literature, BlastP and protein 

motif comparisons (82,101,178,258,259,457). To this end, M. oryzae displays conidial 

banding in response to blue, white, and green light, with a reduced response to red light. 

Red ‘safe light’ is commonly used in fungal manipulation due to the lessened effect on 

conidial banding and fungal development in comparison to white or blue light 

(82,104,110,119,184,191,194,215,256,370,379,434,473,474). Likewise, this study has 

shown that red light is insufficient to induce robust and diurnal conidial banding, let alone 

entrain the circadian clock. However, there have been many studies suggesting that M. 

oryzae and other fungal species do respond to red light 

(82,104,116,119,180,215,371,415,452,477,481–483), so treating red light as essentially 

dark is a practice difficult to justify.  

On a daily basis, the intensity, quality, and ratio of certain wavelengths of light 

dynamically change. At dawn and dusk, longer wavelengths of light like red and far-red 

are present to a higher degree than blue or green wavelengths, giving rise to the orange-

red skies early in the morning and later in the evening. Further, for pathogenic fungal 

conidia spread by wind and dew-drop etc., upon landing on plant foliar tissue, the relative 

ratio of green light to other wavelengths will increase significantly due to the absorption 

of red and blue light and reflectance and/or transmission of green and far-red by the 

plant (104). Bieszke and colleagues (418,474) reported that the N. crassa opsin gene nop-

1 is regulated and repressed by the circadian WC2, and that nop-1 is highly expressed 

during the formative stages of conidiation and shortly after conidial release, and may act 

to regulate conidial development alongside the blue light receptor pathway. If the M. 
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oryzae NOP-1 (MGG_09015) acts in a similar way to its N. crassa counterpart, it could 

provide a signal to the pathogen that it has landed on e.g., a leaf. Some excellent evidence 

of the importance of green light reception in virulence is that green light photoreceptors 

and rhodopsins are enriched and mostly found in plant pathogenic and plant-associated 

fungi (473). This includes N. crassa, which was recently found to have the capability to 

act as a phytopathogen towards Scots pine (484). Lyu and colleagues (420) have also 

shown that the opsin homolog Sop1 in the plant pathogen Sclerotinia sclerotiorum plays 

a role during infection and sclerotial development: knockout strains showed reduced 

virulence and increased sensitivity to salt and osmotic stress. Interestingly, the Sop1 

mutants were more tolerant to oxidative stress (420), and so the plant pathogen green 

light photoreceptor may play a role in sensing plant presence and priming the fungal 

redox state in preparation for attack. These reports could therefore be interpreted to 

mean that it is not only the presence of a certain wavelength of light that is important to 

a fungal pathogen, but rather the relative ratio and intensities of light that could give 

important temporal (i.e. high red, low blue correlating with dawn and dusk) and spatial 

cues (i.e. high green and far-red, low blue and red correlating with plant presence), as 

well as the previous perception of light; increasing amounts of red and blue sensed after 

a long period of dark correlates with dawn and decreasing amounts of blue light after a 

long period of light perception correlates with dusk. The technical complexity of 

performing experiments and analysing the effects of relative wavelengths, ratios, 

intensities, and timing of light, however, may prove very difficult to perform and is likely 

why most experiments are performed in a lights on-lights off or monochromatic fashion, 

as presented here. 
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Unlike N. crassa, the model fungal circadian species, M. oryzae shows a significant latency 

period of ~6-8 d before switching to the diurnal conidial banding phenotype. Prior to 

banding, M. oryzae constantly displays dark, melanised growth which is a phenotype 

consistent with constant light or darkness. This phenomenon has been briefly mentioned 

in the literature (370), but is clearly visible on many fungal species including, but not 

limited to, Botrytis cinerea, Cercospora kikuchii, and Aureobasidium pullulans 

(116,194,370,434). This latency period is also nutrient- and metabolically dependent. In 

nutrient-poor environments, such as minimal media, M. oryzae takes 8 d or more of 

entrainment before showing the conidial banding phenotype, whereas on media with M. 

oryzae spent media included, the latency period can be reduced to ~4 d. This switch from 

constant melanised growth to the repression of conidiation during the day could be 

beneficial to the fungus, as once the colonies have made this switch to diurnal 

conidiation, the colonies grow significantly faster than those that were grown in constant 

conditions and as such did not display banding. No work to date has been done to discern 

what causes the switch to diurnal banding. Here, fungal metabolite(s) that are produced 

by M. oryzae have been shown to inhibit conidiation during the day; spent media added 

to CM plates can cause an early banding phenotype and at high doses can inhibit 

melanised growth and conidiation almost entirely. Further, the metabolite(s) is 

predominantly synthesised just prior to the switch to diurnal banding.  

Once M. oryzae does display the conidial banding phenotype, it can then be transferred 

into constant light or darkness and still rhythmically conidiate for several days with a 

period of approximately 24 h, which is suggestive of a functional circadian clock. To be a 

truly circadian output, the M. oryzae circadian clock needs to be temperature and/or 

nutritionally compensated over a physiologically relevant range 
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(174,178,183,189,228,230,257,404,459,476,485). M. oryzae colonies grown on CM, MM, 

and 50% SM (containing the crude spent media from M. oryzae shaking cultures) show a 

continuation of the conidial banding pattern with a period of ~24h for a number of days 

in constant conditions. This data, the presence of circadian clock and photoreceptor 

genes, and the convincing evidence of rhythmic expression of twilight (84), a gene that 

partially controls phototropism and nutrient and redox homeostasis, and the core clock 

gene, FRQ (259), suggests that M. oryzae has a fully-functional nutritionally-compensated 

circadian rhythm.  

Having established that M. oryzae has an entrainable circadian phenotype for rhythmic 

conidial banding, attempts were made to elucidate what, if any, effect these entrainment 

conditions have on conidiation and conidial development.  In agreement with several 

studies in other fungi, M. oryzae  exhibits reduced conidiation under constant light 

(150,194,224,257,371,376,379) and constant darkness (84,222,434) and colonies grown 

under an LD light cycle are most conducive for conidiation (247). Surprisingly, after 

entrainment sufficient to continue banding under constant conditions, the colonies 

transferred from LD to constant light or darkness (LD-LL or LD-DD, respectively), showed 

the same degree of conidiation reduction as the constant dark or constant light grown 

colonies. As opposed to conidiation being a circadian response, this could be an acute 

response to the drastic changes in their respective environment, and as such, regardless 

of circadian time, constant light (or lack thereof) represses the quantity of conidia 

produced. There have been no other reports about the inhibition of conidiation in 

response to constant conditions after entrainment under light dark cycles in M. oryzae. 

Interestingly, rapid changes in photoperiods act as stressors to several plant species and 

are termed ‘photoperiodic stress’; RNA-seq analysis suggests that photoperiod stress as 
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a result of prolonged light exposure induced several ROS-related transcripts and that the 

transcriptomic response to photoperiodic stress in plants were reminiscent of ozone 

stress and pathogen attack (113), so the observations in M. oryzae might be similar to 

acute photoperiodic stress responses upon transfer to constant conditions.  

12 d old colonies were harvested at dawn and dusk on the same day after being grown 

under LD, constant conditions (DD or LL), or circadian conditions (LD-DD or LD-LL). 

Despite constant conditions inhibiting conidiation, there was no significant time of day-

dependent effect of harvest time, which is surprising since constant conditions cannot 

entrain the clock, and thus a linear increase in conidia over time could be expected. The 

fact that there was no effect of harvest time on colonies under any diurnal or circadian 

conditions suggests that conidia may have been made the previous subjective ‘night’ and 

that conidiation was repressed during the subjective day, even in the absence of 

environmental light cues, as is the case with LD-LL and LD-DD. This could be interpreted 

to mean that, even though constant conditions repress conidiation, the fact that there is 

no effect of harvest time means that the LD-DD and LD-LL colonies were successfully 

entrained to inhibit daytime conidiation. Alternatively, a simpler explanation could be 

that M. oryzae requires more than 12 h to produce mature conidia, regardless of 

subjective time of day.  

When grown on 50% spent media plates, an early conidial banding phenotype is 

observed. SM still allows for continued banding upon transfer to constant conditions, but 

the degree of conidiation (i.e., number of conidia produced per colony) is significantly 

reduced in comparison to growth on CM plates. There are several reports of low-nutrient 

media giving rise to fewer conidia, and media composition being closely linked to the 
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circadian clock and conidiation (110,201,201,257,442). These reports include M. oryzae, 

where the Flb3p transcription factor is implicated in the response to nutrient limitation, 

causing altered aerial mycelium formation and melanin biosynthesis, both of which are 

associated with the circadian clock  (194,486). However, in the SM plates presented here, 

nutrients were in excess, and at least the same concentration as 1x CM. Mathias and 

colleagues (486) report that colonies grown on low nutrient content media (e.g., MM, or 

CM with olive oil as a carbon source) show very low conidial densities and that a minimum 

amount of biomass must be accumulated before conidiation begins, since conidiation 

occurs much later on low the nutrient media. Taking this, and the data on spent media 

experiments presented here, showing reduced conidiation but early conidial banding, it 

could be possible that, rather than low nutrient composition, it is the build-up of secreted 

metabolite(s) or waste products (usually produced as a result of low nutrient composition 

or high fungal biomass) that cause the switch to conidiation in a quorum-sensing, dose-

dependent fashion. Further, the same spent media significantly inhibits conidial 

germination and development, which suggests that the metabolite(s) may function to 

inhibit conidiation (especially during the day) and conidial development, perhaps as a 

signal that the current environment is either (a) low in nutrients, since M. oryzae needs 

to first produce the metabolite(s) to a high concentration or (b) the current environment 

has a large population of M. oryzae cells. The spent media metabolite(s) could function 

to reduce competition from new colonies growing from nearby conidia. These 

compound(s), therefore, may have significant implications as a novel fungicide. 

Regarding conidial development, in a similar manner to conidial production, harvest time 

(dawn or dusk) had no significant effect on conidial germination and appressorial 

development, suggesting that regardless of time of day, once conidia sense a 
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hydrophobic surface, they will germinate and develop at a relatively uniform rate, mostly 

forming appressoria by 8 HPI. This is in agreement with Yamauchi and colleagues (253), 

who reported that conidia from M. oryzae showed no difference in germination rates and 

appressorial development when harvested at either dawn or dusk. Interestingly, while 

harvest time has no effect on germination and appressorial development, the results 

presented here showed that M. oryzae conidia grown under constant conditions (DD or 

LL) showed reduced appressorial development in comparison to those grown under LD 

cycling conditions. Aver’yanov and Shimizu (384,460) both reported that light can inhibit 

conidial development, but these light treatments were applied post-harvest. Considering 

that LD-DD and LD-LL entrainment conditions did not significantly reduce appressorial 

development, it is possible that an entrained and functional circadian clock allows for 

conidial development to occur at the correct rate. To support this point, there have been 

some studies where circadian clock genes in M. oryzae (MoFwd1 and MoFRQ) have been 

knocked out, resulting in reduced conidiation and conidial development (259). Finally, it 

is important to consider that in the conidial development assays presented here, conidia 

were imaged under constant light from the microscope LED, and thus the conidia may 

have experienced acute light inhibition in a similar manner to those shown by Aver’yanov 

(384) and Shimizu (460). This effect may have masked more subtle differences in 

development caused by pre-harvest entrainment conditions. However, even if the lights 

were switched on only during image acquisition time points, it may have a similar effect 

to constant light, as skeleton photoperiods can entrain the circadian clock in some species 

(487). Therefore, it would be impossible to assess the same conidia as they develop over 

time. Indeed, fluorescent or bioluminescent reporter mutants require and produce light, 

respectively.  
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There was no effect of harvest time on conidial adherence, which again suggests that 

once conidia are produced and successfully entrained, harvest time has little effect on 

conidial development. Interestingly, the average size (px2) of conidia remaining after 

agitation were ~10% larger than the population prior to agitation. This could be due to 

the fact that larger conidia likely weigh more, and thus require more force to be shaken 

away, they could have a higher surface area allowing for greater adherence to the petri 

dish, or the larger conidia may be able to allocate more resources into producing spore 

tip mucilage. Further evidence that pre-harvest environmental conditions had little effect 

on conidial development were that appressorial cytorrhysis was not affected by pre-

harvest conditions and as such mature appressoria will produce similar turgor pressure 

regardless of entrainment conditions. Kim and colleagues (101) showed that knocking out 

the M. oryzae WC1 gene had no effect on osmotic stress responses, which further 

suggests that the circadian clock has little role in appressorial stability.  

Finally, attempts were made to discern if there were any effects of pre-inoculation 

entraining conditions of M. oryzae in plant inoculations and what, if any, role time of day 

has in the outcome of infection. In rice, the majority of inoculations were more favourable 

for the pathogen at dawn; lesions were generally larger, more numerous, and covered a 

larger proportion of the leaves compared to their dusk counterpart. In barley, however, 

the reverse was true. Primarily, this suggests that the plant clock may be more important 

than the fungal clock, as the fungal colonies were entrained by the same range of 

treatments. Two main explanations come to mind when comparing the plants. Firstly, 

barley exhibits nonhost resistance (NHR) to M. oryzae, as barley has not evolved 

alongside the pathogen for most of its life history, and may explain why in the 

experiments presented here, disease severity was greater in barley. Yamauchi and 



 

181 
 

Shimizu (253,460) report that there is a time of day- and photoperiod-dependent 

inoculation effect on M. oryzae-Arabidopsis thaliana interactions, another non-host 

plant. Here, they show that dawn-inoculated M. oryzae conidia were less able to 

penetrate the epidermis of the Arabidopsis leaves compared to those inoculated at dusk 

and as such these experiments may show a similar outcome in Barley. It should be noted 

that there is no mention of pre-inoculation entrainment of M. oryzae in either of these 

articles. Additionally, Arabidopsis is also more susceptible to the necrotrophic fungal 

pathogen Botrytis cinerea at dusk compared to dawn (117).  In great support of the 

difference between host and non-host resistance M. oryzae-plant interactions, Park and 

colleagues (480) show that M. oryzae infects Arabidopsis via a mechanism distinct from 

that of rice: while in both interactions, the appressoria is utilised to penetrate the host 

cuticle, three fungal genes necessary for pathogenicity in rice had limited roles in 

Arabidopsis. Park and colleagues went on to say that M. oryzae acted in a necrotrophic 

manner, as opposed to hemibiotrophic. Necrotrophic pathogens traditionally elicit the 

Jasmonic acid (JA) defence pathway whereas biotrophs (and hemibiotrophs) elicit the 

Salicylic acid (SA) pathway, both of which are clock-regulated – JA accumulates at midday 

and SA at midnight (antiphase to one another) in Arabidopsis (103,152,163,251,419). 

These could explain why Arabidopsis is more susceptible to M. oryzae inoculations at dusk 

and may provide a similar explanation for the dusk-favoured inoculations in these barley 

experiments (253,460). M. oryzae conidia have also been shown to produce and secrete 

abscisic acid compounds that act antagonistically towards the host SA signalling pathway 

(488). Rice-Cochliobolus miyabeanus interactions (previously known as 

Helminthosporium oryzae, a necrotrophic pathogen and causative agent of brown leaf 

spot) display greater disease severity when inoculations occurred very late at night and 
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just prior to dawn, with disease severity falling as dusk draws nearer before picking up 

again later in the evening, significantly after dusk (388,389). This rice susceptibility at 

dawn may be reminiscent of the dawn effect observed in the M. oryzae interactions 

presented here; indeed, C. miyabeanus penetrates the host epidermis by using 

penetration pegs erupting from appressoria in a very similar fashion to M. oryzae (389). 

Taking into account the timing of appressorial development and penetration in M. oryzae, 

dawn inoculations may correspond to penetration occurring late at night or just prior to 

dawn, coinciding well with C. miyabeanus optimal infection time (388).  

Arabidopsis is also reported to respond to different pathogens and inoculation methods 

in a time dependent-manner (212). P. syringae spray inoculations carried out at dawn 

give rise to more severe outcomes when compared to dusk (158,159); pressure-

infiltrated inoculations show the opposite effect, though, suggesting that the main barrier 

for the pathogen is making its way into the plant, as pressure-infiltrated P. syringae 

bypass the circadian-regulated stomatal defence (212). These results, suggest that it is 

not only the plant clock that is important, but also the pathogen clock, since, depending 

on the mode of pathogen entry, both partners may gate their defence responses and 

virulence, respectively (247). On a mechanistic level, pathogens that rely on physical or 

lytic enzyme-mediated penetration (such as M. oryzae and Blumeria graminis, 

respectively) may be optimised for infection times that correspond to night-time and 

stomatal-independent infection; it is important to consider that dawn inoculations do not 

necessarily correspond to dawn penetration/infection, as mentioned earlier.   

Alternatively, there are reports that the day length at which flowering occurs in plants 

may affect the timing and expression of defence-related genes and signalling processes; 
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day length is known to affect pathogen susceptibility (489), and the accumulation of 

salicylic acid (SA) and Jasmonic acid (JA) is clock regulated, see above (103,152,419). High 

SA levels are associated with increased resistance to M. oryzae in Arabidopsis (488) and 

for this non-host plant, SA levels would be relatively increased just as M. oryzae begins to 

penetrate the plant cuticle under dawn inoculations (~8 h to produce the appressoria, 

with most penetrations having occurred by 24 HPI, i.e. late at night, shortly before dawn). 

Biotrophic pathogens are known to induce the SA defence pathway, whereas 

necrotrophs and herbivores induce the JA pathway (103). Additionally, Sarris and 

colleagues  (490) report that pathogen effectors target WRKY transcription factors, some 

of which are known to be involved in, and regulated by, the circadian machinery and 

subsequent clock-controlled ROS status. Further, there have been studies suggesting that 

plant pathogens are capable of targeting and even manipulating the plant host circadian 

machinery, which would include SA and JA timing and regulation, a tactic which may be 

common to a wide range of pathogens (102,103,173,491). Genes responsible for ROS 

breakdown in N. crassa (now known to be a facultative plant pathogen) for example, are 

controlled by the circadian clock (413). If a pathogen is expecting increased ROS levels at 

certain times of day as a result of breaching the plant host, then it may be better equipped 

to handle the ROS attack at infection-conducive times.  

Clock genes can be expressed differentially depending on day length, and circadian clock 

mutants can give rise to exceptionally early flowering, as is the case with LUX 

ARRHYTHMO (245,492). Fascinatingly Izawa and colleagues, (493) reported that rice and 

Arabidopsis have orthologous clock genes (FT in Arabidopsis and Hd3a in rice) that are 

expressed in antiphase to one another: FT is expressed at dusk in Arabidopsis but Hd3a 

is expressed at dawn in rice. Further, it has been reported (494) that clock mutants of 
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paralogous genes of Arabidopsis in rice showed different expression patterns, further 

suggesting that the timing of clock-controlled genes and downstream processes may 

differ between species and perhaps more generally between long- and short-day 

flowering plants. Considering many defence signalling pathways are clock controlled, it 

could be possible that short- and long-day plants may have their defence response(s) set 

to different times, and subsequently are susceptible to the same pathogens at altered 

times of day. This could partly explain why the experiments presented here have shown 

dusk inoculation-favoured infection outcomes in barley (a long-day plant) and dawn 

inoculation-favoured infection outcomes in rice (a short-day plant).  

It is difficult to discern whether the LD-LL pre-inoculation treatment effects are a result 

of circadian entrainment as opposed to acute light responses or fungal photoperiodic 

stress. For example, Santamaría‐Hernando and colleagues (422) report that even as little 

as 10 minutes of light exposure can significantly inhibit virulence prior to inoculation. This 

begs the question that each and every plant inoculation in the lab may be affected by this 

phenomenon. Researchers need to be able to see the colonies that they are harvesting 

conidia from and the plants that they are inoculating – it is virtually impossible to carry 

out these experiments in the dark, and almost all inoculations, harvesting etc. take 

significantly longer than 10 minutes. As mentioned above, even using red safety light may 

have an impact on the research being carried out, and red light has been shown to affect 

plant resistance to a number of pathogens (113–115,144,150,180,257,419,422,495–

497). Therefore, it may be best to supplement laboratory-based work with environment 

and ecological studies where plants can be infected in the complete absence of light. In 

M. oryzae, specifically, Kim and colleagues (101) reported that illumination at early stages 

of rice-M. oryzae interactions reduced disease severity, which could account for the 



 

185 
 

overall reduced severity in LL and LD-LL inoculations observed in this work, but does not 

explain the increased virulence in dawn LD inoculations. Kim and colleagues did not 

mention entrainment of their M. oryzae colonies before inoculation, though, and as such 

the inhibitory effect of light may be a more acute environmental effect instead of a 

circadian one (101).  

This work shows a profound effect of pre-inoculation entrainment conditions to the 

extent that time of day-dependent disease severity can be altered by the conditions 

under which M. oryzae is grown. Unsurprisingly, synchronicity with the plant host 

generally aids in M. oryzae infection, with LD-grown colonies usually giving rise to larger 

and more numerous lesions than those grown under constant or circadian-entrained 

conditions. LL and LD-LL pre-treatment favours dusk inoculations, perhaps because pre-

illumination stimulates superoxide production in M. oryzae; if conidia have had a long 

exposure to light, then they may be better equipped to handle any ROS bursts in planta 

(384,473,498). However, whilst light exposure stimulates antioxidant production, M. 

oryzae also requires the generation of its own ROS burst to successfully make its 

appressoria and enter the plant, so gating the production of both reactive oxygen species 

and antioxidants to a time most conducive for disease would provide a significant 

advantage to M. oryzae (499,500). Alternatively, perhaps dawn inoculated conidia benefit 

from having most of the day (where they are exposed to light as they germinate and grow 

along the plant host prior to appressorial generation) to utilise this light to generate the 

necessary ROS and superoxide enzymes (473,498). There have been several reports 

showing a link between the fungal circadian clock and antioxidant regulation, as well as 

ROS production and antioxidant homeostasis associated with pathogenic virulence, 

suggesting that the correct timing of both of these antagonistic processes is essential for 
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successful infection (116,184,384,413,479). Aver’yanov and colleagues (384) reported 

that long periods of light exposure (4 h or more) inhibited conidial germination of M. 

oryzae (perhaps through a similar mechanism to that observed in the conidial 

development assays reported here, where appressorial development is reduced in the 

LL-entrained conidia), but that this same light treatment stimulated the production of 

superoxide, which could potentially be used for the fungal ROS burst in planta. Further, 

they show that light-treated conidia were more tolerant to exogenous addition of ROS 

(such as hydrogen peroxide or superoxide), which would be beneficial when faced with 

the plant ROS burst (384). The findings reported here in the pre-inoculation treatment 

experiments complement Aver’yanov (384) and colleague’s observations well: firstly, LL 

and LD-LL entrained M. oryzae, while poorer overall at causing disease, have a heavy skew 

towards increased pathogenicity at dusk, perhaps because they have been 

preconditioned to be tolerant to ROS, and produce ROS to both attack and defend against 

the plant host. Dawn inoculations after LD-LL and LL entrainment (i.e., more exposure to 

light throughout the subsequent day) would provide little benefit beyond the pre-

inoculation light exposure. Further, these experiments showed that LL-entrained conidia 

germinated and developed slightly quicker (although not significantly) than those 

entrained under LD, LD-LL, and DD. As mentioned earlier, though, these experiments 

would ideally be repeated without any conidial exposure to light to discern the true 

effects of pre-inoculation entrainment. Secondly, dark-entrained colonies have greater 

success with dawn inoculations, perhaps because they will be (a) penetrating the (rice) 

plant at the optimal time, just prior to dawn, and (b) they will have received a light 

treatment throughout the day while growing along the plant tissue prior to penetration. 

Aver’yanov and colleagues (384) also observed that with low inoculation density (similar 
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to the concentrations used here), light exposure rescued the darkness-incubated 

inoculum and perhaps could explain why dusk inoculated DD-entrained M. oryzae 

performs so much worse than their dawn-inoculated DD-entrained counterpart: there 

was not a sufficient light exposure to rescue the dark-induced ‘weak symptoms’.  

Finally, in the experiments discussed here, there seems to be a correlation between leaf 

area and lesion density, with the highest densities observed in middle-sized (~10-15 cm2) 

leaves in rice and barley. Chen and colleagues (390) reported that differently aged rice 

shows altered susceptibility to M. oryzae, with rice plants being more susceptible at the 

younger V1-V4 stage, and that susceptibility was reduced from V5 onwards, with 

enhanced resistance at later growth stages. Whilst this study ignored the leaf area, it is a 

fair assumption to make that increasing leaf area corresponds with increased maturity of 

the plant, and so it seems that ‘adolescent’ rice leaves are most susceptible to M. oryzae 

infections, as there were lower lesion densities in ‘younger’ (smaller) and ‘older’ (larger) 

leaves.  

To conclude, this chapter has shown that (a) M. oryzae contains many genes homologous 

to core clock components and photoreceptors found in N. crassa, (b) M. oryzae displays 

conidial banding predominantly in response to white, blue, and green light, (c) 

entrainment to a rhythmic environment (LD, LD-DD, and LD-LL) is generally conducive to 

increased fitness in M. oryzae growth and development,  (d) M. oryzae conidial banding 

is a nutritionally-compensated circadian output that requires sufficient entrainment, (e) 

the switch to conidial banding after the latency period is caused by some sort of secreted 

metabolite(s) that inhibits conidiation and melanised growth during the day, (f) time of 

day has little effect on conidial germination and development, and (g) pre-inoculation 
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treatment, time of day, and host species all have a profound impact on the outcome of 

rice blast disease. Importantly, these time of day-dependent differences in disease 

outcome between host plants have yet to be discussed in the rice blast pathosystem and, 

as such, presents a novel direction for research in M. oryzae-host interactions. 



 

189 
 

5 WC2 plays a role in the growth, conidiation, and pathogenicity of Magnaporthe 

oryzae 

5.1 Introduction 

5.1.1 The WHITE COLLAR COMPLEX keeps the clock ticking 

Most circadian clocks combine an input pathway, circadian machinery, and an output 

pathway, giving rise to daily and rhythmic behavioural, metabolic, growth, and 

developmental processes (184). The fungal circadian machinery generally consists of a 

transcriptional-translational feedback loop(s) (TTFL), where the timing, transcription, 

translation, post-translational modification, and localisation of clock genes/proteins 

interact with and feedback on one another depending on the time of day (183–185,228). 

In N. crassa, this machinery is predominantly made up of FREQUENCY (FRQ), WHITE 

COLLAR 1 (WC1) and WHITE COLLAR 2 (WC2); WC1 and WC2 interact with one another 

through their PAS domain(s) to form the WHITE COLLAR COMPLEX (WCC), and together 

with FRQ, these proteins create the FRQ/WCC oscillator (FWO) (Fig. 5.1) 

(178,184,192,233,501). Late at night/early in the circadian day, frq mRNA and FRQ 

protein are at their lowest (178,192). At this time the WCC, acting as a transcriptional 

activator, binds to the clock box motif (Cbox) of the FRQ promoter region, increasing frq 

expression (181,184,192,227). The abundance of the WCC also increases the levels of the 

(as yet unknown) repressor of WC2, causing wc2 transcription to fall (216). 4-5 h later, as 

frq mRNA levels peak (178,192), FRQ protein accumulates and some homodimerizes and 

enters the nucleus, associating with FRQ-RNA-Helicase (FRH) and casein kinase 1 (CK1) to 

form the FRQ-FRH complex (FFC) (178,178,192,200,212,222,228,233).  
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The FFC then interacts with, and phosphorylates the nuclear WCC, inactivating it and 

causing it to be exported to the cytoplasm, thus preventing the WCC from promoting frq 

expression for the rest of the circadian day (178,192,202,212,222,228,452,502). When 

FRQ levels are high (and thus WCC activity comparatively low), there is little repression 

of wc2 transcription, allowing WC2 levels to begin to rise again (216). Concurrently, FRQ 

in the FFC becomes increasingly phosphorylated throughout the day, which progressively 

reduces its ability to interact with the WCC, closing the negative arm of the feedback loop 

(178,192,228).  

By the late circadian afternoon, frq expression (and subsequent FRQ synthesis) is 

declining due to its inactivation of WCC-mediated frq transcription, and the remaining 

hyperphosphorylated FRQ protein interacts with FWD1 (F-box/WD-40 repeat-containing 

protein), which leads to its eventual ubiquitination and turnover by the proteasome, 

causing FRQ levels to fall further (161,178,191). As FRQ levels decline or are rendered 

‘invisible’ to the circadian system because of increasing phosphorylation, the WCC can 

begin to perform its frq-promoting function again, and thus a new circadian cycle 

commences (178,192,228).  

Cytosolic FRQ also post-transcriptionally upregulates WC1, contributing to a WC1 peak at 

approximately circadian midnight (178,192,216,221), however WC2 must be present to 

allow for this upregulation to occur (221). FRQ is additionally shown to increase wc2 

transcript levels through its interaction with the WCC, which indirectly inhibits WC2 

(178,191,192,201,216). WC1 also negatively regulates wc2 transcription independently 

of FRQ, forming an external feedback loop (199,216). FRQ and WC1 protein activity 

therefore run antiphase to one another, whilst the relative abundance of FRH and WC2 
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remain comparatively constant (178). The stable WC2 abundance is, in part, achieved by 

a transcriptional activator independent of the WCC, suggesting that a basal level of wc2 

transcript and/or WC2 protein is important in maintaining the relative WC1:WC2 ratio 

(216). However, the phosphorylation status of WC2 is rhythmic and subsequently 

regulates the DNA-binding capability of the WCC (178). FRH and WC2 cellular localisation 

can also vary throughout the circadian day due to their phosphorylation status and 

interaction with FRQ and WC1, respectively (178,503). In this way, the circadian clock is 

more than just a rhythmic expression of genes; it is the complicated interaction between 

interconnected transcriptional, translational, and post-translational control that, 

alongside protein localisation, facilitates circadian function. A simplified WCC-centric 

view of the Neurospora clock is represented in Fig. 5.1 
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Figure 5.1: A simplified WCC-centric view of the circadian clock. Arrows represent activation and 
lines with bars on denote repression. Blue lines show the light-dependent PLRE activation of FRQ 
and orange boxes are phosphorylation status-dependant activation/repression. 
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The clock then goes on to rhythmically influence the expression and regulation of a 

plethora of clock-controlled genes (CCGs) (192,231,504), which ultimately determine a 

wide range of processes. Clock-controlled processes in N. crassa include cell division, 

sexual and asexual reproduction, cell signalling/communication, cell/cytoskeleton 

structure, cell defence, development, gene regulation, metabolism, protein processing 

and synthesis, glycolysis, and ROS homeostasis (192). Indeed, several non-functional and 

semi-functional clock mutants have been reported in fungi, displaying a wide variety of 

phenotypes which have profound effects on fitness. Table 5.1 shows a range of clock- and 

clock-associated mutant phenotypes displayed by N. crassa and other fungal species.  
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Table 5.1 – Fungal circadian-related mutant phenotypes 

Fungal 
species 

Gene Mutation type Phenotype References 

A. fumigatus LreA  Null  Blue light blindness 
Reduced conidial germination in darkness 
Light-dependent cell wall instability 

(371) 

A. nidulans WC1 Null  Light-independent increased conidiation 
Blue light blindness 

(452,505) 

A. nidulans WC2 Null  Light-independent increased conidiation (452) 

A. nidulans WC1/WC2-fphA 
double/triple 
mutant  

Null  Reduced conidiation  (452) 

A. nidulans fphA  Null  Far-red light insensitivity 
 

(118,118,481,483) 

A. nidulans velA  Null  Impaired sexual fruiting body formation 
Altered secondary metabolism 

(506) 

A. nidulans velB  Null  Impaired sexual fruiting body formation 
Altered secondary metabolism 

(506) 

B. cinerea BcCRY2 Null  Early conidiation 
Increased conidiation  
Increased melanisation 

(108) 

B. cinerea BcCRY2 Overexpression Decreased vegetative growth rate 
Reduced conidiation  
Decreased melanisation  
Increased aerial mycelium 
Exclusive aerial mycelia after 5d 

(108) 

B. cinerea BcCRY1 Null Reduced conidial UV tolerance (108) 

B. cinerea BcCRY1 Overexpression Increased UV tolerance (108) 

B. cinerea BcWC1 Null Reduced conidial UV tolerance  
Persistent conidiation 
Reduced growth rates under LL 
Pronounced conidial banding 
Light insensitivity 
Increased ROS susceptibility 

(108,116,117,448) 
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Reduced virulence (light treatment and host species-
dependent) 
Loss of time-dependent gating of virulence 

B. cinerea BcWC1 Overexpression Increased aerial hyphae 
Reduced conidiation 
Increased ROS tolerance  

(116) 

B. cinerea BcWC2 Null Altered cell fusion 
Altered filament formation 
UV hyper-sensitivity 
Increased ROS susceptibility 

(448) 

B. cinerea BcWC2 overexpression Increased aerial hyphae 
Reduced conidiation 
Increased ROS tolerance 

(116) 

B. cinerea BcFRQ Null Decreased macroconidiation 
Enhanced sclerotia formation 
Impaired virulence 
Pronounced media-dependent phenotypes 
Loss of time-dependent gating of virulence 

(117) 

B. cinerea BcLTF1 Null Light-dependent decreased growth rate 
Blue light blindness  
Reduced aerial hyphae  
Increased conidiation 
Increased ROS accumulation  
Reduced virulence 

(119) 

B. cinerea BcLTF1 Overexpression Increased aerial hyphae 
Decreased conidiation  
‘fluffy’ phenotype 

(119) 

C. militaris CmWC1 Null Thicker aerial hyphae 
Disordered fruiting body development  
Reduced conidiation  

(430) 
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Reduced carotenoid biosynthesis  
Reduced cordycepin production 

C. 
neoformans 

WC1 Null Increased UV sensitivity 
Decreased virulence 

(412,448) 

C. 
neoformans 

WC2 Null Increased UV sensitivity  
Decreased virulence 
No light repression of mating, cell fusion and filament 
formation 

(118,412,448,467) 

F. fujikuroi CarO Null Increased virulence (473) 

F. oxysporum WC1 Null Reduced aerial hyphae 
Impaired surface hydrophobicity  
Impaired light-induced carotenogenesis  
Impaired post-UV treatment photoreactivation 
Reduced virulence 

(456) 

M. oryzae MoFwd1 ‘Null’ Reduced lesion diameter 
Fewer lesions  
Reduced appressorial penetration 
Reduced vegetative growth  
reduced conidiation  
Reduced conidiophore differentiation 
Delayed conidial germination  
Reduced appressorium formation  
No conidial banding  

(259) 

M. oryzae MoFRQ ‘Null’ Reduced vegetative growth  
Reduced conidiation  
Altered conidial morphology 
Delayed conidial germination  
Decreased appressorial formation  
Reduced virulence  

(258,259) see chapter 6 

M. oryzae MgWC1 Null No blue light specific repression of asexual development (82,101) 
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Constitutive asexual development in LL and DD 
Constitutive aerial hyphae development 
Reduced conidial release  
Reduced conidiation  
No light-dependent disease suppression 

M. oryzae TWL Null Altered light-dependent carbon source utilisation 
Reduced conidiation 
Reduced light-dependent aerial hyphae formation 
Reduced conidiophore formation  
Reduced pathogenicity 
Impaired penetration and in planta cell-cell movement  
Reduced ROS suppression/tolerance 
Increased ROS sensitivity  

(84) 

N. crassa WC1 Null  Arrhythmic conidiation 
Arrhythmic antioxidant regulation 
Blue light blindness 
Temperature insensitivity 
Reduced protoperithecia formation 
Reduced conidiation 
No conidial banding 
Altered ROS homeostasis 

(177,184,199,201,202,437,485,507,508) 

N. crassa WC2 Null  Arrhythmic conidiation 
Arrhythmic antioxidant regulation 
Reduced conidiation 
Blue light blindness 
Temperature insensitivity 
Reduced protoperithecia formation 
No conidial banding 
Altered ROS homeostasis 
 

(177,184,202,227,227,234,379,437,476,485,507,508) 

N. crassa WC1-WC2 Double Null Rhythmic conidiation under lipid-deficient conditions (509) 
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Light insensitivity 

N. crassa FRQ Null Arrhythmic conidiation  
Reduced conidiation 
Altered ROS homeostasis 
 

(184,379,502,510,511) see chapter 6 

N. crassa SET-2 Null  Arrhythmic frq expression and conidiation (512) 

N. crassa VVD Null  Rhythmic conidiation under constant light 
Fast conidiation period 

(513) 

S. 
sclerotiorum 

Sop1 Null  Increased salt sensitivity  
Increased fungicide sensitivity 
Increased osmotic stress sensitivity  
Increased ROS tolerance 
Reduced growth rate 
Altered sclerotial development 

(420) 

V. dahliae FRQ Null  Light-independent slowed colony growth 
Altered secondary metabolism  
Reduced pathogenicity  

(434) 

Z. tritici MVE1  Null  Reduced growth rate 
Increased stress sensitivity  
Reduced melanisation 
Light-independent aerial hyphae formation 

(215) 

Z. tritici ZtWco-1 Null Reduced hyphal development 
Reduced melanisation  
Reduced virulence and delayed disease symptoms 
Altered pycnidiospore development  
Increased vegetative growth (under DD and LL) 
Increased micropycnidiospore production (relative to 
pycnidium production)  

(392) 
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5.1.2 The WHITE COLLAR COMPLEX is multifunctional and acts as a photoreceptor 

WC1 also has a function as a blue light photoreceptor, mediated by its LOV domain, and 

is often considered the principal photoreceptor in N. crassa 

(181,199,211,234,511,514,515). WC2 possesses no such photoreceptor ability due to its 

lack of a LOV domain (178), but its close association with WC1 means its function and 

location is indirectly associated with light, and therefore non-functional WC1 and/or WC2 

often present similar phenotypes and light insensitivity (227,479,509). Upon detection of 

light, the WCC goes on to interact with a second component of the FRQ promoter region, 

the proximal light regulatory element (PLRE), which is located downstream of the C-box 

and is close to the transcriptional start site (178,181,192,224). PLRE activation causes an 

acute induction of frq transcript and thus resets the clock to ensure a synchronous 

intercellular phase with the environment (Fig. 5.1, blue arrows) (178,181,192,224,516). 

Indeed, the WCC actually exists in two forms: a smaller WC1/2 heterodimer that strongly 

binds to the FRQ C-box promoter in the dark (for circadian function), and a larger light-

dependent complex consisting of a single WC2 bound to several WC1 proteins that 

rapidly regulates light responses through the PLRE (178,184,191,199,202,208,211,476). 

During prolonged exposure to light, the PLRE-based activation of FRQ does not constantly 

occur (214), as the photoactivated WCC also highly induces the expression and activity of 

VIVID (VVD), which inactivates the WCC by competitively forming WCC-VVD 

heterodimers, causing available WCC levels to quickly fall back to their pre-light activated 

stage (198,214,517). In this way, the light activation of the WCC (and subsequent 

regulation of FRQ) is transient and undergoes photoadaptation  (198,214,517). 

Wang and colleagues (234) reported that light induction of frq by the WCC utilises the 

WC2 DNA binding capability and does not use any part of the WC1 DNA binding regions, 
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suggesting that WC1 senses the light, but WC2 acts to upregulate FRQ expression at the 

PLRE. For circadian regulation, though, both WC1 and WC2 DNA binding is required (234). 

Since WC2 is essential in both circadian and light regulation of FRQ, there have been 

suggestions that WC2 is perhaps the key player in the WCC, despite its inability to directly 

sense light (227,437).  

In addition to the WCC existing in two isoforms, WC2 itself exists in two forms: the full 

length WC2, and an N-terminally truncated, shorter WC2 (sWC2) (216). To this end, WC2 

contains a second in-frame internal promoter and transcriptional start site on its second 

exon, which gives rise to sWC2 (216). A similar alternative splicing phenomenon is 

observed in FRQ (see 6.1.3.5). WC2 and sWC2 are expressed antagonistically, with sWC2 

expressed to a much smaller degree, independently of WC1 and FRQ 

repression/activation (Fig. 5.1) (216). sWC2 can still interact with WC1, though, and 

potentially acts to supplement WC2, ensuring that basal (s)WC2 levels are maintained 

above a functionally critical minimal threshold (216). In support of this, it has also been 

reported that WC2 is in excess in the circadian system; low levels of WC2 protein can still 

support sufficient FRQ expression, suggesting that WC1 is the defining component of the 

WCC (191,202,221,510,518). Neiss and colleagues (216) subsequently generated a N. 

crassa strain that expressed only sWC2 and the mutant maintained a robust, although 

lengthened, conidial banding period, implicating sWC2 in C-box circadian regulation of 

FRQ as opposed to PLRE light regulation. Overexpression of sWC2 also showed a robust 

rhythm under constant darkness, further suggesting that WC1 is the limiting factor in the 

WCC (216).Perhaps, then, the N-terminal region missing in sWC2 facilitates the 

recruitment of several WC1 proteins, allowing for light activation of FRQ.  
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5.1.3 The WCC plays a role in fungal pathogenicity 

The effect of time of day, circadian machinery, and photoreception on fungal virulence is 

becoming increasingly well studied in certain species, most of all the necrotrophic Botrytis 

cinerea (108,116,180,392,392,478,495,519–521). B. cinerea contains homologues for 

WC1, WC2 and FRQ, implicating a functional circadian clock (116). In a similar fashion to 

N. crassa, the WCC in B. cinerea plays a role in conidiation, growth and development, and 

oxidative stress responses (116). Whilst there are many similarities between the two 

species, Canessa and colleagues (116) reported that the bcwcl1 knockout actually 

showed a clearer conidial banding phenotype under LD compared to the wild type, 

although the period did not correspond to a band once per day, implicating the conidial 

banding phenotype in B. cinerea as a WCC- and FRQ-less oscillator (see 6.1.3.7). They 

suggested that the enhanced phenotype may be due to the altered intracellular ROS 

status, which is known to cycle back into the circadian clock (116,184). This phenotype 

suggests that there may be an alternative role of the clock and/or WCC in B. cinerea 

conidiation and development compared to N. crassa, where most non-functional WCC 

mutants do not present conidial banding. In support of altered or additional clock 

function in certain species, FRQ has an additional role in microconidia and sclerotial 

production in B. cinerea depending on the culture medium, which has not observed in N. 

crassa (117,257).  

Two WCC-regulated genes responsible for black/near-UV light sensing (BcCRY1 and 

BcCRY2) have functions in B. cinerea photoprotection and conidiation, respectively (108). 

The WCC mediates the expression of both of these genes upon exposure to light, and 

WC1 mutant conidia are less tolerant to UV stress due to misregulation of BcCRY1 

(108,116). Overexpression of BcCRY2 gives rise to reduced conidiation, suggesting that 
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BcCRY2 represses conidiation during the day, which is mediated by the WCC through its 

photoreception ability (108). bcVEL1 is a VELVET gene that also has a function in light-

dependent differentiation and virulence in B. cinerea, and is likely a downstream target 

of the WCC, as a bcVEL1 null strain showed light-independent conidiation (a common 

phenotype in WCC mutants), an inability to produce sclerotia and oxalic acid (which aids 

in pathogenic invasion), and reduced virulence towards a range of different host species 

(478,520).  

In a comprehensive study conducted by Hevia and colleagues (117), Arabidopsis plants 

were infected with B. cinerea at dawn and dusk, using clock mutants in both the host 

plant and pathogen. Here, they showed that the wild type Arabidopsis was more 

susceptible to infection at dusk, but crucially, also observed the same time of day 

difference in clock-deficient Arabidopsis strains, implicating the fungal clock in 

pathogenicity. To prove that the fungal clock had a function in pathogenicity, arrhythmic 

WC1 strains of B. cinerea were used to infect wild type plants and they saw no significant 

effect of inoculation timing on B. cinerea infection severity (117). Further, an frq 

overexpression strain was generated, which again showed no time of day-dependent 

differences in pathogenicity, but also produced smaller lesions than the wild type fungus, 

implicating the fungal clock in the outcome of disease (117). Finally, B. cinerea was also 

grown in antiphase to the plant host (DL: dawn for plants is dusk for the pathogen) prior 

to infection and the results were reversed: dawn inoculations gave rise to larger lesions 

(117). These results suggest that (at least in B. cinerea-Arabidopsis interactions), the 

fungal clock plays a significant, and perhaps dominant role in the outcome of disease. 

There have also been reports of time of day-dependent outcomes and roles of 

photoreceptors in other plant pathogenic species (as is discussed in chapter 4), but 
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considerably less work has been done on the role of circadian machinery in the outcome 

of fungal disease. 

Beyond B. cinerea, the WCC has a significant effect on the virulence of Cryptococcus 

neoformans, the casual fungus of meningitis in humans; light inhibits mating and haploid 

fruiting in C. neoformans through the WCC, and mutations in either component (WC1 or 

WC2) are less virulent in mice, with spores more susceptible to UV irradiation, a 

phenotype similar to the CRY mutants observed in B. cinerea (108,116,412,448). WC2 

mutation in C. neoformans also caused the pathogen to lose its light-dependent 

repression in mating, cell fusion, and subsequent filament formation, which are 

phenotypes reminiscent of N. crassa clock mutants, and have significant implications in 

pathogenicity (118,448). A recent report by Tiley and colleagues (392) also showed that 

WC1 knockout mutants in Zymoseptoria tritici grew faster than the wild type under 

constant conditions (DD and LL), WC1 is required for light perception (mutants displayed 

no significant differences in vegetative growth rates between DD and LL, unlike the wild 

type) and hyphal growth in liquid culture. Importantly, the Z. tritici ΔWC1 strain also 

showed reduced and delayed pathogenesis towards wheat, where the onset of necrosis 

and chlorosis symptoms occurred 2-4 d later than the wild type, and sporulation was 

reduced ,both in- and ex-planta (392). Summarily, there is increasing research implicating 

the clock in the virulence of pathogenic fungi, showing (at times) species-specific roles of 

clock components in growth, development, and pathogenicity. For further reading, the 

current scope and importance of circadian rhythmicity in fungal pathogenesis and host 

defence is covered in an excellent review by Larrondo and Canessa (257), and a summary 

of select clock- and clock-associated mutant fungal strains with a focus on fungal 

pathogens is displayed in Table 5.1. 
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5.1.4 Clock component mutants in M. oryzae show altered growth, development, and 

pathogenicity 

In M. oryzae, there have been a small number of studies implicating the role of circadian 

machinery in the outcome of rice blast disease (82,101,259). Shi and colleagues (259) 

show that FWD1 (which is responsible for the turnover of hyperphosphorylated FRQ in 

N. crassa) regulates transcription and stability of FRQ, and (when knocked out) FWD1 

mutants gave rise to fewer lesions compared to the wild type. Further, FWD1 null strains 

had a reduced vegetative growth rate (by approximately 10%) on CM plates compared to 

the wild type Guy11 and a ~90% reduction in conidiation and germination rate by 4 HPI 

(259). The FWD1 null strain also showed a 90% reduction in appressorium formation, in 

agreement with the reduced germination (259). Shi and colleagues reasoned that the 

deletion of FWD1 could cause FRQ levels to increase as a result of reduced FWD1-

dependent FRQ repression or turnover (259). The increased FRQ levels could then 

suppress the WCC and consequently prevent light-induced transcription of FRQ, causing 

altered photosensitivity. To (partially) confirm this, they determined that degradation of 

FRQ::GFP was impaired in the FWD1 null strain (259). However, the addition of a GFP tag 

on FRQ may also have altered its structure and/or functional capability. Further, whilst 

FWD1 is chiefly responsible for the degradation of FRQ, it is not responsible for its 

circadian function, as FWD1 predominantly facilitates the turnover of 

hyperphosphorylated FRQ, which is already inactive in the circadian system (see 6.1.1). 

WC1 null strains generated by Lee and colleagues (82) showed a blindness to blue light 

and they lost the conidial banding phenotype, in contrast to B. cinerea and reminiscent 

of the N. crassa mutants (see table 5.1). Accordingly, WC1 mutant aerial hyphae 

development was similar under constant light and constant darkness, exhibiting 
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constitutive asexual development, suggesting that blue light and WC1 in tandem control 

the asexual development and photoadaptation of M. oryzae (82). These mutants also 

showed a slight decrease in conidial production and did not show a time-dependent 

release of conidia, implicating WC1 in the release of conidia during the dark period, where 

conidial release peaks just before dawn (82). Thus, non-functional WC1 could significantly 

affect pathogenicity in the field, as optimal timing of conidial release would not occur 

(82,101).  

Kim and colleagues (101) expanded on the WC1 experiments by Lee (82), showing that 

WC1 complementation restored conidial banding and that functional WC1 allows for 

photo-induction of FRQ in M. oryzae, in a similar fashion to the N. crassa PLRE-dependent 

activation. wc1 mRNA transcript levels were also observed to be highly enriched in 

conidia compared to mycelia, suggesting that the clock and/or photoreception is 

important for conidial-specific and thus potentially virulence function (101). Indeed, it 

has been reported that circadian periodicity and function can differ depending on tissue 

type in plants, so perhaps a similar phenomenon is presented in this study 

(101,172,464,465). Due to the WC1 M. oryzae mutant being insensitive to blue light, the 

degree of light-dependent disease suppression was reduced, where the wild type showed 

decreased pathogenicity upon post-inoculation light exposure, but the mutant did not. 

These pathogenicity experiments did not mention pre-inoculation entrainment of M. 

oryzae, however, and as such this effect may be a result of the WC1 mutant’s inability to 

undergo PLRE-based light induction of FRQ as opposed to a circadian effect, a potential 

example of a diurnal vs circadian output (101). This study also showed that vvd transcript 

(a WCC-ccg (white collar complex clock-controlled gene) and blue light photoreceptor in 
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N. crassa) followed a similar pattern in M. oryzae as in N. crassa upon transfer to constant 

darkness, where vvd levels fell rapidly.  

Finally, Deng and colleauges (84) showed that TWILIGHT (TWL, a circadian-controlled 

gene) plays a role in light-induced asexual development and pathogenicity in M. oryzae. 

TWL mutants had reduced asexual reproduction, nutrient utilisation, signal perception, 

and pathogenicity, whereby invasive hyphae were unable to cross the host cell wall from 

the primary penetrated cell (84). This lack of cell-cell movement may be a result of the 

TWL mutant’s reduced ability to suppress and/or tolerate the high levels of ROS found 

within the host, since exogenous addition of the antioxidant glutathione restored the 

mutant’s invasive capability (84). As mentioned previously, ROS regulation is a well-

documented circadian output (84,116,119,184,192,420,448). Deng and colleagues 

concluded that TWL is not a member of the core clock machinery but is essential in light- 

and nutrient-responsive events (especially conidiation and pathogenesis), both of which 

are influenced by the WCC in a rhythmic and light-dependent manner. To date, there 

have been no reports on the biological role of WC2 in M. oryzae, despite its essential 

function in the WCC and clock of N. crassa. This chapter therefore focusses on WC2 and 

its role in growth, conidiation, conidial development, and pathogenicity in host- (rice) and 

non-host (barley) plant species. 
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5.2 Results 

5.2.1 Generation and screening of ΔWC2 

A CRISPR Cas9-mediated knockout in M. oryzae WC2 (MGG_04521) was generated 

through homology-directed repair (HDR) using an 80 bp double stranded donor DNA 

template containing a single base edit that corresponds to a premature termination 

codon. Concurrently, co-editing of SDI-1 was implemented, which gives rise to carboxin 

resistance, the rationale being that transformants showing carboxin resistance had been 

successfully edited at the SDI-1 locus so would be more likely to have taken up the second 

ribonucleoprotein and donor DNA targeting WC2 (for full details, see 2.10 and (269)).  

Potential WC2 sgRNA target sequences were determined using E-CRISP and a target 

sequence present on the second exon was selected for DNA cleavage and HDR (Fig. 5.2). 

The second exon could potentially contain an in-frame sequence for a hypothetical sWC2 

(as is the case in N. crassa) and thus the first exon may house the N-terminally truncated 

section absent in sWC2, so a target sequence in the centre of exon 2 was a good choice. 

A codon 10 bases upstream of the WC2 target PAM site, coding for Glutamine (GAG), was 

selected for editing due, in part, to its proximity to the PAM site and the requirement for 

a single base edit conferring a premature termination codon (PTC): GAG → TAG. Donor 

sequences with base edits are shown in table 5.2. In addition to creating a PTC with the 

donor DNA, the TAG edit also removes a SacI restriction enzyme recognition site (gagctc), 

allowing for faster screening of putative mutants (see 2.10, 2.11, and 2.15). A 224bp 

amplicon (based on compatible primers, chosen using Primer3web) centred around the 

edit site was used for screening (primers in table 5.2).  
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Figure 5.2: Potential M. oryzae WC2 target sites. E-Crisp predicted Cas9 target sites on the M. oryzae WC2 
(MGG_04521). 
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Table 5.2: ΔWC2 donor DNA and diagnostic primers 

ΔWC2 donor 
template top 
strand (5’-3’) 

AAATTGAGAACGAGCGCTTGCGTCGTAGGATAGCATAGCTCCGAAAGGAGGAATATGAAGACGGGGGCGAGGATG
CGCA 

ΔWC2 donor 
template bottom 
strand 

TGCGCATCCTCGCCCCCGTCTTCATATTCCTCCTTTCGGAGCTATGCTATCCTACGACGCAAGCGCTCGTTCTCAATTT 

WC2 diagnostic 
forward primer 
(5’-3’) 

ACCAATCACATTTCCGCCAG (Tm 57.3) 

WC2 diagnostic 
reverse primer (5’-
3’) 

AGATACTGTTGCATCCTCGGA (Tm 57.9) 

 

In the wild type, the 224 bp amplicon contains a single SacI restriction enzyme site, which 

would correspond to a 130 bp and 94 bp fragment (Table 5.3) (virtual digests were carried 

out using RestrictionMapper V3). Restriction enzyme edit sites and primer locations were 

selected, in part, to ensure that any fragments would be asymmetrical and thus could be 

resolved on an agarose gel. Upon gel electrophoresis, the only WC2 amplicons showing a 

single band must have an edit at the directed site. As expected, a putative WC2 mutant 

was generated that did not cut after SacI digestion (Fig. 5.3). Full length (224 bp wild type 

and putative mutant) amplicons were then sequenced (Eurofins Sanger sequencing), 

confirming this edit (Fig. 5.3). Interestingly, the WC2 mutant also showed an off-target 

mutation 3 bases upstream of the PTC edit, changing GCA (Alanine) to ACA (Threonine) 

(Fig. 5.3). Indels located very close to the prospective cut site are not uncommon in 

successfully Cas-transfected cells, however. Regardless, the observed phenotype clearly 

suggests a non-functional WC2 strain (discussed below). WC2::GFP complementation 

strains were kindly generated and provided by Dr. Xia Yan (Prof. Nick Talbot lab - TSL) 

using a split marker gene replacement approach. 



 

210 
 

Table 5.3: ΔWC2 diagnostic amplicon restriction digest 

Strain Length 5’ 
Enzyme 

5’ Base 3’ Enzyme 3’ 
Base 

Sequence 

 
Wild 
type 

130 None 1 SacI 130 ACCAATCACATTTCCGCCAGGCCGTTTTCCTTATGTCGAG
ACCCTAGCCAACGAAGAACGCCGAACTACTAGACTCATTC
TTGGAGCACAAAATTGAGAACGAGCGCTTGCGTCGTAGG
ATAGCAGAGCT 

94 SacI 131 None 224 CCGAAAGGAGGAATATGAAGACGGGGGCGAGGATGCGC
AGAGGAACTGGCCTGACGGTCGGTCAGAGATGACATCCG
AGGATGCAACAGTATCT 

 
ΔWC2 

 
224 

 
SacI does not digest this sequence 
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Figure 5.3: ΔWC2 mutant screening and confirmation. (a) Gel electrophoresis (3% agarose) separation of 
224 bp WC2 amplicon. Left side of the gel (lanes 2-8) are PCR products of Cbx-resistant transformants. 
Right side (lanes 10-16) are the same digested PCR products (expected 130 + 94 bp for non-edited, 224 bp 
for edited mutants) of lanes 2-8. The red box surrounds the putative mutant to be sequenced. Lanes 8 and 
15 are no-sample controls, where water was used in place of extracted DNA in the PCR. Lanes 1 and 16 are 
100 bp ladders (NEBio). (b) Sequence comparison (Blastn) of the putative mutant (query) from (a) and a 
randomly selected wild type (digestible) sample (sbjct), showing the expected GAG → TAG edit, as well as 
off-target GCA → ACA 

(a) 

(b) 
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5.2.2 M. oryzae ΔWC2 displays an arrhythmic conidial banding phenotype 

5.2.2.1 ΔWC2 does not present conidial banding under any light conditions  

Wild type Guy11 and ΔWC2 strains were grown under a range of different light conditions 

(as in chapter 4), and ΔWC2 showed no conidial banding under any entraining conditions, 

including light-dark (LD) cycling conditions: a phenotype common to WCC knockouts of 

many fungal species (Fig, 5.4, Table 5.1). The M. oryzae guy11 wild type does not produce 

conidial bands without proper entrainment (see 4.2.2), and thus WC2 must be (partly) 

responsible for the entrainment of the circadian clock. Further, the conidial banding 

returned in the WC2::GFP complement strain and continued in free-running conditions 

after a period of entrainment, suggesting that WC2 is absolutely essential for circadian 

conidial banding in M. oryzae (Fig. 5.5). However, the latency period in WC2::GFP is 

slightly longer than the wild type, which may result from an altered conformational shape 

from the additional GFP tag. 
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Figure 5.4: M. oryzae ΔWC2 does not display conidial banding. (a) demonstrative image 
of wild type Guy11 and ΔWC2 strains grown on complete media (CM) under LD 
conditions. (b) ΔWC2 were grown on CM alongside wild type Guy11 under a range of 
different light treatments and did not show any conidial banding over a period of 12 d. n = 
16 guy11 DD, n = 8 ΔWC2 DD, n = 23 guy11 LD, n = 16 ΔWC2 LD, n = 15 guy11 LD-DD, n = 8 
ΔWC2 LD-DD, n = 13 guy11 LD-LL, n = 5 ΔWC2 LD-LL, n = 19 guy11 LL, n = 15 guy11 LL. 
Stars show increasing statistical significance within treatments (ANOVA, p < 0.05). 

(a) 

(b) 
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Figure 5.5: WC2::GFP complementation rescues the conidial banding phenotype. (a) WC2::GFP 
complement strains display conidial banding phenotype, but the latency period is increased (n = 23 LD, n = 
11 WC2, n = 9 WC2::GFP). Letters describe statistically significant differences between groups (p < 0.05, 
Tukey’s HSD). (b) Conidial banding continues to occur under free running conditions in WC2::GFP after 
entrainment to LD. The blue line denotes the point at which the WC2::GFP strain was transferred to 
constant light.  

(a) 

(b) 
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5.2.2.2 ΔWC2 produces, but does not respond to, the conidial banding metabolite(s) 

To determine if the lack of conidial banding in ΔWC2 was due to its inability to produce 

or respond to the spent media (SM) metabolite(s) responsible for the latency period (see 

4.2.4), wild type and ΔWC2 strains were grown in shaking cultures for 10 d and used to 

dilute 2x CM (see 2.2.1 and 2.2.4). Wild type and ΔWC2 were then grown in a reciprocal 

manner on either CM, 50% wild type SM, or 50% ΔWC2 SM plates (Fig. 5.6). ΔWC2 failed 

to band on any of the media types, whereas wild type guy11 showed early conidial 

banding (~4 d) on both WT SM and ΔWC2 SM. This suggests that ΔWC2 produces, but is 

insensitive to, the conidial banding metabolite(s), and thus WC2 is responsible for its 

sensation and eventual conidial banding. 
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Figure 5.6: ΔWC2 produces, but is insensitive to, the conidial banding metabolite(s). Wild 
type guy11 (left) and ΔWC2 strains (right) were grown on complete media (CM), 50% wild 
type spent media (SM), and ΔWC2 SM (WC2_SM) (v/v) for 14 d under LD conditions. Wild 
type colonies grown on either SM plates showed earlier banding, suggesting that ΔWC2 
can still produce the mystery metabolite(s) (‘ns’ denotes a p value above 0.05, and ‘NS.’ 
Shows a p value of ~1). n = 23 guy11 CM, n = 17 guy11 SM, n = 6 guy11 WC2_SM, n = 11 
WC2 CM, n = 8 WC2 SM, n = 3 WC2 WC2_SM. 
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5.2.3 WC2 plays a role in photoadaptation and growth rates  

Interestingly, despite light cycles having no effect on conidial banding in M. oryzae ΔWC2 

strains, growth rates under LL treatments were comparatively higher than colonies grown 

under LD-LL and LD (Fig. 5.7); all other treatments with dark periods (DD, LD, LD-DD) fell 

between LL and LD-LL (Fig. 5.7). This result implies that there may still be functional 

photoreception (or sensation of darkness) in ΔWC2. In comparison, the wild type displays 

increased growth rates under both constant light and darkness. In this way, WC2 may 

play a role in dark adaptation, like its partner protein, WC1 (82,101).  

In support of this, there is no significant difference between wild type and ΔWC2 growth 

rates when grown under LD-DD or LL, whereas ΔWC2 grows slower than the wild type 

under DD, LD, and LD-LL (Fig. 5.7). Therefore, it is possible that ΔWC2 may be able to 

sense cycling diurnal conditions but cannot undergo dark adaptation. It is important to 

consider here that the wild type showed an increase in growth rate once conidial banding 

began to occur, a phenotype not displayed in ΔWC2. These data suggest that, alongside 

WC1, WC2 is likely responsible for photoadaptation in M. oryzae (82,101).  

This reduced growth rate under LD conditions is not restored in the WC2 complement 

mutant, and it is slower growing than ΔWC2, perhaps as a result of the additional 

energetic expenditure on GFP production (Fig. 5.7). Alternatively, the tagging of a GFP to 

the end of the WC2 protein may cause altered protein-protein interactions or DNA 

binding, perhaps due to a conformational shape change, which may lead to the reduced 

growth rates.  
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(a) 

(b) 

(c) 

Figure 5.7: WC2 affects photoadaptation in vegetative growth. (a) constant light‐grown ΔWC2 grows significantly faster 

than LD and LD‐LL grown ΔWC2 colonies but does not display dark adaptation to prolonged darkness. (b) ΔWC2 grows 

significantly slower than the wild type except under LD‐DD and LL, further suggesting an inability to sense/adapt to 

darkness. (c) the WC2::GFP complementation strain grows even slower than ΔWC2 (n = 8 WC2 DD, n = 11 WC2 LD, n = 8 

WC2 LD‐DD, n = 6 WC2 LD‐LL, n = 15 WC2 LL, n = 16 guy11 DD, n = 23 guy11 LD, n = 15 guy11 LD‐DD, n = 13 guy11 LD‐LL, 

n = 19 guy11 LL, n = 9 WC2::GFP LD). Letters describe statistically significant differences between groups (p < 0.05, 

Tukey’s HSD), Bars with stars atop denote statistically significant differences (p < 0.05, ANOVA), and crosses mean values.   
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5.2.4 WC2 functions in light-dependent conidiation repression 

Despite the observations that prolonged light exposure increased growth rates in ΔWC2, 

LL and LD-LL conditions had little effect on the number of conidia produced in ΔWC2 

colonies (Fig. 5.8). Instead, DD and LD-DD conditions in ΔWC2 showed a significant 

reduction in conidiation compared to LD cycling conditions (which is most conducive for 

conidiation in both wild type and ΔWC2), with LD-LL and LL falling between the two 

groups (Fig. 5.8). This further suggests that WC2 plays a role in light/dark adaptation in 

M. oryzae. Harvest time (dawn or dusk) again had no impact on conidiation, agreeing with 

the notion that it takes more than 12 h to produce mature conidia, as is the case in the 

wild type (see 4.2.5). 

In comparison to the wild type, where LD conditions are most conducive for conidiation 

compared to all other treatments, the fact that LD-LL and LL treatments do not cause as 

significant a reduction in conidiation implies that WC2 plays a role in light-dependent 

repression of conidiation or prolonged darkness adaptation. ΔWC2 produces fewer 

conidia than the wild type under DD, LD, and LD-DD (Fig. 5.8), further suggesting either a 

lack of light sensitivity and/or an inability to dark adapt in the mutant (Fig. 5.8). In support 

of WC2 playing a role in photoadaptation and conidiation, a common phenotype in fungal 

WCC mutants is observed, where light exposure has less of an effect on conidial 

production (see table 5.1).  Finally, despite its reduced growth rate, the conidiation 

reduction under LD conditions in ΔWC2 is restored in the WC2::GFP complementation 

(Fig. 5.8), showing that WC2 is responsible for the reduced conidiation phenotype.  
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Figure 5.8: WC2 plays a role in photoadaptation and conidiation. (a) 12-day old ΔWC2 DD and LD-DD treatments 
produce less than half the number of conidia than those grown under LD conditions (n = 16 DD, n = 72 LD, n = 13 LD-
DD, n = 20 LD-LL, n = 17 LL). (b) ΔWC2 produces fewer conidia under prolonged darkness (DD and LD-DD) and cycling 
conditions (LD) compared to the wild type; prolonged light exposure shows no difference between the wild type and 
ΔWC2 mutant (n = 15 DD guy11, n = 68 LD guy11, n = 17 LD-DD guy11, n = 18 LD-LL guy11, n = 16 guy11 LL, n = 16 DD 
ΔWC2, n = 72 LD ΔWC2, n = 13 LD-DD ΔWC2, n = 20 LD-LL ΔWC2, n = 17 LD-LL ΔWC2). (c) Reduced conidiation under 
LD cycling conditions is rescued in the WC2::GFP complementation (n = 56 guy11, n = 66 ΔWC2, n = 8 WC2::GFP). 
Letters describe statistically significant differences between groups (p < 0.05, Tukey’s HSD), Bars with stars atop 
denote statistically significant differences (p < 0.05, ANOVA), and crosses mean values.   

(a) 

(b) 

(c) 
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5.2.5 WC2 has a role in conidial germination, development, and appressorial stability 

5.2.5.1 ΔWC2 conidia germinate and develop quicker than the wild type  

In a similar fashion to the wild type, pre-harvest entrainment conditions had no significant 

effect on conidial germination in ΔWC2; approximately 90% of conidia had germinated 

by 4 HPI under all treatment (Fig. 5.9). Unlike the wild type, however, constant conditions 

(LL or DD) did not reduce appressorial development (Fig 5.9). Further, ΔWC2 mutant 

conidia germinate and develop quicker than the wild type: 75% of ΔWC2 conidia had 

produced appressoria by 8 HPI under all entrainment conditions (Fig. 5.9).  

By 4 HPI, more ΔWC2 had germinated than the wild type, and by 6 HPI, ΔWC2 showed 

increased numbers of appressoria compared to the wild type. This increased 

developmental rate compared to the wild type was not observed under LL and LD-LL 

conditions, however (Fig. 5.9). As such, prolonged light exposure prior to conidial harvest 

in the wild type may speed up the conidial developmental rate but reduce the likelihood 

of developing appressoria. Non-functional WC2 increases conidial developmental rates 

and displays a phenotype reminiscent of wild type grown under constant light, further 

implicating WC2 in light/dark adaptation. Together, these data suggest that ΔWC2 

conidia develop faster, at a more uniform rate, and do not display prolonged dark- or 

light-dependent inhibition of appressorial development. Interestingly, there was a much 

higher variability in the developmental rate of ΔWC2 under LL compared to other 

conditions, so perhaps there are still light-dependent (but clock or WCC-independent) 

developmental processes occurring in ΔWC2.  

Given that time of day has no effect on conidial development and that, under most 

conditions, ΔWC2 develops quicker than the wild type, perhaps the clock can function 
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not only as a way to approximate time to ensure synchroneity with the environment, but 

also as a means to measure the amount of time elapsed for biological functions that need 

to be performed within a given time limit. A functional clock may allow for the conidia to 

germinate and develop at the appropriate rate for increased fitness and pathogenicity 

based on previous and current environmental conditions. In support of this, wc1 

transcripts have been observed to be increased in conidia compared to other tissue types 

(101), so perhaps an increase in WC1 protein (known to be a rate-limiting factor in the 

circadian clock (518)) allows for the clock to cycle quicker than normal, thus speeding up 

(some) temporally controlled outputs, including conidial development. WC1 is also 

known to inhibit WC2 activity (199,216), so increased WC1 and decreased WC2 may 

display similar phenotypes, such as those observed in conidial development. 

Alternatively, in the wild type, the constant light from the imaging system (see 2.2.6) may 

have an acute effect on the development of conidia. This may not occur in the ΔWC2 

strain because of altered photoreception, and thus the light may be affecting wild type 

conidial development only. 
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Figure 5.9: Pre‐inoculation treatment has a reduced effect on ΔWC2 germination and development, but ΔWC2 conidia 
develop quicker than the wild type. (a) pre‐inoculation light treatment has no significant effect on ΔWC2 appressorial 
development by 8 HPI; (b) by 4HPI, ΔWC2 showed increased conidial germination, and darkness did not slow 
germination; (c) ΔWC2 produces appressoria faster than the wild type, and conidial developmental rate is not slowed 
by darkness (data shown at 6 HPI). n = 3 ΔWC2 DD, n = 14 ΔWC2 LD, n = 3 LD‐DD ΔWC2, n = 3 ΔWC2 LD‐LL, n = 3 LL, n 
= 3 guy11 DD, n = 21 guy11 LD, n = 5 guy11 LD‐DD, n = 3 guy11 LD‐LL, n = 6 guy11 LL. Stars represent increasing 
statistical significance (ANOVA). ‘ns’ denotes no significant difference between groups (p > 0.05), and crosses mean 
values. 

(a) 

(b) 

(c) 
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5.2.5.2 WC2 has a role in conidial size 

Under LD conditions, there were no observed differences between the wild type and 

ΔWC2 in terms of percent adherence to petri dishes, suggesting that WC2 is not 

responsible for spore tip mucilage production (data not shown). In contrast to the wild 

type, there were no differences in average conidial size before and after agitation in the 

ΔWC2 strain (Fig. 5.10). Indeed, In the wild type, the conidia remaining were ~10% larger 

on average than those observed before agitation, whereas there is only a ~2% 

(insignificant) size difference in ΔWC2. Interestingly, prior to agitation ΔWC2 conidia were 

larger on average than wild type, whereas they were smaller after agitation (Fig. 5.10). 

Together, these data suggest that WC2 is in part responsible for conidial size, where 

ΔWC2 only produce ‘medium’-sized conidia, and perhaps ΔWC2 conidia germinate and 

develop quicker as a result of altered conidial size and, by proxy, resources. 
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Figure 5.10: WC2 plays a role in conidial size. (a) The ΔWC2 strain does 
not show any significant size difference between pre‐ and post‐
agitation, whereas the remaining conidia post‐agitation in the wild type 
are significantly larger. (b) ΔWC2 conidia are smaller than the wild type 
post‐agitation, but larger pre‐agitation. (n = 3 per treatment, at least 
100 conidia counted per treatment). Stars represent increasing 
statistical significance (ANOVA, p < 0.05). Red points and text show the 
mean values for each group. 

(a) 

(b) 
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5.2.5.3 ΔWC2 appressoria undergo cytorrhysis more readily 

Despite their increased appressorial development rate, ΔWC2 appressoria undergo 

cytorrhysis more readily than the wild type and thus may generate a lower turgor 

pressure (Fig. 5.11). Wild type and ΔWC2 appressoria were subjected to increasing 

glycerol concentrations in solution (see 2.2.7), and at 0.75 M glycerol, approximately 15% 

more ΔWC2 appressoria had collapsed than the wild type. This could be a result of an 

insufficient amount of time to accumulate solutes and/or melanin in the appressoria, or 

a lack of resources due to altered conidial size (Fig. 5.10). Melanin is known to play a 

structural role in M. oryzae appressoria, where it can also function to prevent solute efflux 

and function in turgor regulation (58,89,382). Further, melanisation has been shown to 

be under circadian and environmental control in some fungal species 

(101,104,177,194,370,384), so perhaps the lower turgor pressure generated in ΔWC2 is 

a result of compromised melanisation of the appressoria.  

Surprisingly, unlike the wild type where pre-harvest light treatment had little effect on 

appressorial collapse (see chapter 4), constant conditions seem to have a protective role 

in the appressorial cytorrhysis of ΔWC2 (Fig. 5.11). This could be further evidence towards 

M. oryzae WC2 playing a role in photoadaptation. At 1 M glycerol, only ~40% of ΔWC2 

appressoria grown under constant light or darkness collapsed, whereas ~70% or more 

had collapsed under LD, LD-DD, and LD-LL. This is surprising, as if there were a non-

functional clock in ΔWC2, LD-DD and DD should present similar phenotypes, as should 

LD-LL and LL. Upon increasing the glycerol content further to 2 M, this effect remains to 

an extent, where DD and LL occupy one statistical group and LD another, with LD-DD and 

LD-LL falling between the two (Fig. 5.11). It is possible that many of the conidia harvested 

were produced during the cycling conditions prior to constant light/darkness and thus 
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could explain the difference in phenotype without discarding the loss of light/dark 

adaptation. In this way, perhaps the effect of environmental conditions on conidial 

germination and development (and maybe even pathogenicity) is terminated when 

conidia have fully matured. Ideally, in subsequent experiments, only conidia produced 

during the most recent two days of growth would be harvested, as they would not have 

been produced under cycling conditions in LD-LL and LD-DD. These experiments would 

prove difficult to perform, given the common association of reduced conidiation in 

circadian mutants (Fig. 5.8, table 5.1). 
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(a) 

(b) 

(c) 

Figure 5.11: WC2 plays a role in appressorial stability. (a) Under LD conditions, ΔWC2 appressoria collapse more 
readily than the wild type (n = 12 [0.5 M] guy11, n = 12 [0.5 M] ΔWC2, n = 5 [0.75 M] guy11, n = 5 [0.75 M] ΔWC2, 
n = 12 [1 M] guy11, n = 12 [1 M] ΔWC2), (b) at 1 M glycerol, constant conditions play a protective role in 
appressorial stability for ΔWC2 (n = 3 DD, n = 12 LD, n = 3 LD‐DD, n = 3 LD‐LL, n = 3 LL). (c) The protective effect of 
constant conditions continues even at high glycerol concentrations (2 M) (n = 3 DD, n = 12 LD, n = 3 LD‐DD, n = 3 
LD‐LL, n = 3 LL). Letters describe statistically significant differences between groups (p < 0.05, Tukey’s HSD), Bars 
with stars atop denote statistically significant differences (p < 0.05, ANOVA).   
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5.2.6 WC2 plays a role in the early stages of pathogenesis 

5.2.6.1 ΔWC2 is less able to penetrate the host cuticle 

Rice leaf sheathe inoculations were performed using wild type and ΔWC2 strains (see 

2.8.2), and scored for penetration and cell to cell movement. At 24 hours post-inoculation 

(HPI), ΔWC2 conidia were less able to penetrate the host cuticle, perhaps due to the 

reduced appressorial turgor pressure reported above (Fig. 5.11, 5.12). The GFP 

complementation strain fell between the wild type and ΔWC2 strain, suggesting partial 

rescue of penetration at 24 HPI. By 48 HPI, ΔWC2 maintained poorer penetration 

whereas WC2::GFP showed full complementation; there was no significant difference 

between wild type and WC2::GFP and approximately 10% fewer penetrations occurred 

in ΔWC2 (Fig. 5.12).  
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Figure 5.12: WC2 has a function in host plant 
penetration. (a) at 24 HPI, ΔWC2 shows a significant 
reduction in its ability to penetrate the host cuticle (n = 6 
per strain, at least 100 conidia were counted per 
sample), and (b) by 48HPI, ΔWC2 shows reduced 
penetration compared to both the wild type and 
WC2::GFP complement strain (n = 6 per strain, at least 
50 conidia were counted per sample). Bars with stars 
atop denote statistically significant differences (p < 0.05, 
ANOVA).   

(a) 

(b) 
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5.2.6.2 ΔWC2 displays reduced in planta cell to cell movement 

There was relatively little (~10%) cell to cell movement at 24 HPI in all strains (data not 

shown), but by 48 HPI, ΔWC2 showed a large decrease in cell to cell movement, by almost 

50% on average, compared to the wild type and WC2::GFP (Fig. 5.13). Interestingly, in a 

similar manner to the TWL mutants (84), ΔWC2 were often constrained in planta after 

penetration and initial invasion, showing a large amount of growth restricted entirely to 

the entry cell (Fig. 5.13). Given the complementary expression profile of the WCC 

components and TWL it is possible that WC2 is in control of TWL in a circadian manner, 

as the WCC is highly active late at night/just before dawn and TWL transcript peaks just 

before sunrise (84). In support of this, ΔWC2 and ΔTWL also display a comparable 

reduction in cell-to-cell movement (84). Thus, when knocked out WC2 may give rise to 

impaired cell movement in planta as a result of reduced TWL-mediated suppression 

and/or tolerance of reactive oxygen species (84). ΔTWL mutants still displayed conidial 

banding under LD conditions (84), so if the observed phenotype here is a result of 

impaired TWL expression, WC2 is likely upstream of TWL and has a wider biological 

function. In agreement with this, Deng and colleagues (84) also concluded that TWL is 

not involved in maintaining a circadian rhythm but plays a role in light-responsive events 

as a transcriptional regulator.  
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Figure 5.13: WC2 affects in planta cell to cell movement and invasive growth. (a) ΔWC2 displays reduced 
cell to cell movement compared to the wild type and complementation. (b) A significantly higher 
percentage of ΔWC2 invasive hyphae display excessive growth within the primary invasive cell and are 
unable to breach the plasmodesmata. (n = 6 per strain, at least 50 conidia were counted per sample). bars 
with stars atop denote statistically significant differences (p < 0.05, ANOVA). 

(a) (b) 
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5.2.7 WC2 functions in host pathogenicity  

5.2.7.1 ΔWC2 produces fewer but larger lesion regions in rice 

In agreement with the reduced penetration phenotype observed in rice, ΔWC2 gives rise 

to significantly fewer lesion regions per cm2 of leaf tissue at dawn under antiphase, in-

phase, and constant light conditions (Fig. 5.14). For dusk inoculations, though, there are 

no significant differences between the wild type and ΔWC2, except under constant light 

conditions, where ΔWC2 again produces fewer lesion regions (Fig. 5.14), suggesting that 

(at dusk), the rice clock is the more important determinant in disease severity.  

Counterintuitively, ΔWC2 actually produces larger lesion regions on average in rice 

infections under DL, LD and LD-LL pre-inoculation treatments (Fig. 5.14) The wild type 

gives rise to larger lesion regions under DD and LL conditions at dawn, though, which 

further suggests that ΔWC2 may be unable to undergo light and/or dark adaptation. 

Further, ΔWC2 produces larger lesion regions at dusk under LD, LD-LL, and LL conditions 

in rice, so it seems that pre-inoculation light exposure favouring dusk inoculations is even 

more pronounced when M. oryzae has impaired clock function (Fig. 5.14). 

Finally, in terms of percentage cover of lesion regions in rice, there is no significant 

difference between the wild type and ΔWC2 under any conditions or time, except at 

dawn after constant light pre-treatment, where the wild type covers a very low, although 

significantly higher proportion of infected leaves compared to ΔWC2 (Fig. 5.14). 

Together, these data suggest that even though ΔWC2 is less able to penetrate the rice 

leaf sheathe cuticle and proliferate through the host tissue, those that are successful can 

develop in planta in the usual manner and under certain conditions can grow larger than 
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the wild type. This may be a result of reduced competition or perhaps ‘slave’ synchroneity 

with the plant host (181,183). 
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(a) 

(b) 

(c) 

Figure 5.14: WC2 plays a role in lesion formation and lesion size in rice.  (a) ΔWC2 produces larger lesions under DL 
conditions at dawn, LD conditions at dawn and dusk, LD‐LL at dawn and dusk, and LL conditions at dusk. The Wild type 
produces larger lesions under DD and LL conditions at dawn (n = 2358 lesions guy11/ 1094 ΔWC2 DD dawn, n = 601 
guy11/ 697 ΔWC2 DD dusk, n = 1303 guy11/ 358 ΔWC2 DL dawn, n = 93 guy11/ 29 ΔWC2 DL dusk, n = 1565 guy11/ 
624 ΔWC2 LD dawn, n = 6098 guy11/ 2749 ΔWC2 LD dusk, n = 178 guy11/ 46 ΔWC2 LD‐LL dawn, n = 705 guy11/ 502 
ΔWC2 LD‐LL dusk, n = 330 guy11/ 69 LL dawn, n = 2382 guy11/530 ΔWC2 LL dusk). (b) ΔWC2 causes fewer lesions at 
dawn under DL and LD conditions, and fewer lesions at both dawn and dusk under LL conditions. Under no pre‐
inoculation conditions does ΔWC2 give rise to more lesions than the wild type. (c) There are no significant differences 
between ΔWC2 and wild type in terms of % leaf coverage of lesions under any conditions or inoculation time, except LL 
at dawn, suggesting an interaction between lesion size and lesion density (n = 55 leaves guy11/ 41 ΔWC2 DD dawn, n = 
28 guy11/ 45 ΔWC2 DD dusk, n = 63 guy11/75 ΔWC2 DL dawn, n = 12 guy11/ 9 ΔWC2 DL dusk, n = 87 guy11/ 83 ΔWC2 
LD dawn, n = 224 guy11/ 177 ΔWC2 LD dusk, n = 13 guy11/10 ΔWC2 LD‐LL dawn, n = 41 guy11/ 48 ΔWC2 LD‐LL dusk, n 
= 58 guy11/46 ΔWC2 LL dawn, n = 128 guy11/ 81 ΔWC2 LL dusk). Stars represent increasing statistical significance 
(Dunn’s test, p < 0.05), and crosses mean values. 
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5.2.7.2 Prolonged light exposures favouring dusk inoculation is maintained in ΔWC2-

rice infections 

When comparing inoculation timing in the ΔWC2 mutant, lesion regions are larger at dusk 

under constant conditions (DD and LL), but lesion regions are larger at dawn under 

synchronous conditions (Fig. 5.15). This suggests that ΔWC2 may have lost its dark 

adaptation in pathogenicity, as constant dark pre-inoculation treatment showed larger 

lesions at dawn in the wild type. There is little effect of inoculation timing on lesion 

density in ΔWC2, except under constant light pre-treatment, where dusk inoculations are 

favourable for M. oryzae (Fig. 5.15). Under LL and LD-LL conditions, ΔWC2 covers a higher 

percentage of leaf area at dusk in both conditions, suggesting that, in a similar manner to 

the wild type, after prolonged light exposure, dusk inoculations are more disease-

conducive than dawn inoculations (Fig. 5.15). In this way, ΔWC2 may still have residual 

photoreception or prolonged light exposure may have caused a ROS priming effect in a 

similar manner reported by Aver’yanov and colleagues (384). 
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Figure 5.15: Prolonged light exposure favours dusk inoculations in ΔWC2. (a) Constant pre‐inoculation conditions in ΔWC2 
gave rise to increased lesion area at dusk in ΔWC2, whereas synchronous LD conditions favoured dawn inoculations. 
Entrainment followed by constant conditions showed no time‐of‐day effect on lesion area in ΔWC2 (n = 1094 lesions DD 
dawn, n = 697 DD dusk, n = 358 DL dawn, n = 29 DL dusk, n = 624 LD dawn, n = 2749 LD dusk, n = 46 LD‐LL dawn, n = 502 
LD‐LL dusk, n = 69 LL dawn, n = 530 LL dusk). (b) Pre‐inoculation conditions had little effect on ΔWC2 lesion density, 
except constant light, which favoured dusk inoculations. (c) Overall, prolonged light‐treated ΔWC2 lesions covered an 
increased leaf area at dusk (n = 41 leaves DD dawn, n = 45 DD dusk, n = 75 DL dawn, n = 9 DL dusk, n = 83 LD dawn, n = 
177 LD dusk, n = 10 LD‐LL dawn, n = 48 LD‐LL dusk, n = 46 LL dawn, n = 81 LL dusk). Stars represent increasing statistical 
significance (Dunn’s test, p < 0.05), and crosses mean values. 

(a) 

(b) 

(c) 
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5.2.7.3 Prolonged light exposure inhibits dawn pathogenicity in ΔWC2-rice interactions 

In rice-ΔWC2 infections, compared to the base mean, constant dark pre-treated ΔWC2 

caused a decrease in lesion area at dawn and dusk, but prolonged light (LL) exposure 

showed decreased lesion area at dawn and increased lesion region areas at dusk, as did 

LD-LL (Fig. 5.16). This suggests that ΔWC2 maintains light conditions favouring dusk 

inoculations and may have lost its dark-adapted virulence. Interestingly, both 

synchronous and asynchronous (LD and DL) pre-infection conditions showed increased 

lesion area at dawn in ΔWC2, implying that rice may be more susceptible at this time. 

Pre-inoculation entrainment had little effect on lesion density in ΔWC2, except at dawn 

where constant light exposure gave rise to fewer lesions per leaf cm2 and constant 

darkness increased lesion density (Fig. 5.16). Prolonged light exposure (LD-LL and LL) also 

reduced % leaf coverage at dawn, and DL pre-treatment reduced lesion coverage at dusk 

(Fig. 5.16). These data suggest that instead of prolonged light exposure favouring dusk 

inoculations, it actually inhibits virulence at dawn in host rice plant interactions, and as 

such while the M. oryzae clock plays a role in its pathogenicity in host-pathogen 

interactions in rice blast disease, the environmental conditions at the time of infection 

and the plant clock may be more important than the pathogen clock. In the field, 

however, the clock and environmental status would be inextricably linked due to the 

reliable and cyclical nature of day and night. Together, in Host-M. oryzae infections, the 

fungal clock may instead be most important during pre- and early infection stages. 
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(a) 

(b) 

(c) 

Figure 5.16: Pre‐inoculation light treatment affects ΔWC2 pathogenicity in rice. (a) constant conditions reduce lesion 
area at dawn, and light‐dark cycles (both LD and DL) show increased lesion size at dawn but decreased area at dusk (n 
= 1094 lesions DD dawn, n = 697 DD dusk, n = 358 DL dawn, n = 29 DL dusk, n = 624 LD dawn, n = 2749 LD dusk, n = 
46 LD‐LL dawn, n = 502 LD‐LL dusk,  n = 69 LL dawn, n = 530 LL dusk). (b) DD increases and LL decreases lesion density 
at dawn. Pre‐inoculation light conditions have little effect on lesion density at dusk. (c) prolonged light exposure (LL 
and LD‐LL) reduces overall lesion coverage at dawn, and antiphase conditions reduce coverage at dusk (n = 41 leaves 
DD dawn, n = 45 DD dusk, n = 75 DL dawn, n = 9 DL dusk, n = 83 LD dawn, n = 177 LD dusk, n = 10 LD‐LL dawn, n = 48 
LD‐LL dusk, n = 46 LL dawn, n = 81 LL dusk). Stars represent increasing statistical significance (Dunn’s test, p < 0.05), 
and red points and text denote mean values for each group.  
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5.2.7.4 Under high inoculum densities on detached leaves, ΔWC2 is unable to 

overwhelm the host defences 

To determine if ΔWC2 could overwhelm the host defence system under high inoculum 

densities, detached rice leaf cuttings were spray inoculated with 100 µl of 1x105 conidia 

(10,000 conidia per leaf cutting), placed into moist paper towel in sealed glass dishes and 

observed 7 days post inoculation. Under these high inoculum and disease-conducive 

conditions, where rice plant leaves had open wounds, ΔWC2 clearly is less virulent than 

the wild type. Wild type inoculations showed almost complete tissue death and necrosis, 

where lesion sporulation was beginning to occur. In ΔWC2 inoculations, infected leaves 

fared far better than the wild type, where large amounts of green, non-necrotic tissue 

remained (Fig. 5.17). Patches of dead tissue were observed, and some large lesions were 

present, but severity was vastly decreased in comparison to the wild type. This further 

suggests that the sub-optimal infection conditions observed in these experiments 

masked some of the pathogenicity effects in altered clock mutants. 
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Figure 5.17: ΔWC2 displays significantly reduced pathogenicity in rice under high 
inoculation densities and disease-conducive conditions. Left panel: wild type-
inoculated rice leaves. Right panel: ΔWC2-inoculated leaves. Leaves were sprayed with 
the same volume and concentration of conidia from the respective M. oryzae strains 
and placed in sealed glass containers with damp paper towel. 
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5.2.8 WC2 has a profound impact on non-host pathogenicity 

5.2.8.1 ΔWC2 produces fewer and smaller lesions than the wild type in barley infections 

In non-host barley-M. oryzae interactions, ΔWC2 produces larger lesions than the wild 

type under DD pre-treatment at both dawn and dusk (although the median lesion size is 

larger at dusk in wild type inoculations, suggesting a greater number of larger lesions in 

the wild type) and larger lesions than the wild type when grown under LL at dusk (Fig. 

5.18), again suggesting that ΔWC2 has altered photoadaptability. When entrained under 

cycling conditions (DL and LD), ΔWC2 gives rise to smaller lesions at both dawn and dusk 

compared to the wild type, implicating a benefit of synchroneity and virulence in wild 

type M. oryzae. Further, prolonged light exposure (LL only) produces smaller lesions at 

dawn, suggesting that cycling light conditions provides little benefit to ΔWC2, unlike the 

wild type and thus constant conditions have little inhibitory effect on a non-functional 

clock. 

When comparing lesion density and lesion coverage, ΔWC2 gives rise to significantly 

fewer lesion regions per cm2 than the wild type under all observed conditions at both 

dawn and dusk in barley, and those lesions also cover a smaller proportion of the leaf 

(Fig. 5.18). As observed in host-M. oryzae interactions (see 5.7.2), the ΔWC2 conidia that 

are able to successfully penetrate the host cuticle and breach the plasmodesmata 

between cells can continue to develop in a fashion similar (or even improved) compared 

to the wild type. This could explain the increased ΔWC2 lesion area under some 

circumstances, but consistently reduced lesion densities. Taken together, this data 

suggests that the role of the clock in M. oryzae pathogenicity is more important in non-

host infections, where impaired clock function profoundly reduces pathogenicity. 
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Perhaps in host-M. oryzae interactions, where co-evolution has occurred between the 

plant and fungus, M. oryzae is able to utilise in planta signals from rice to supplement a 

non-functional clock (84). In non-host interactions, however, M. oryzae may be unable to 

make sense of or utilise time of day signals derived from barley and thus may need to rely 

more heavily on its internal timekeeping machinery. 
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Figure 5.18: WC2 plays a profound role in non‐host pathogenicity on barley. WC2 plays a 
profound role in non‐host pathogenicity on barley. (a) ΔWC2 lesions are larger at dawn 
under DD pre‐treatment and at dusk under LL conditions, whereas wild type lesions are 
larger at dawn after DL, LD, and LL treatment. Wild type lesions are also larger at dusk 
after synchronous LD pre‐treatment (n = 2100 lesions guy11/ 567 ΔWC2 DD dawn, n = 
508 guy11/ 206 ΔWC2 DD dusk, n = 4183 guy11/ 1991 ΔWC2 DL dawn, n = 172 guy11/ 
24 DL dusk, n = 3276 guy11/ 2371 ΔWC2 LD dawn, n = 11215 guy11/ 5236 ΔWC2 LD 
dusk, n = 218 guy11/ 21 ΔWC2 LD‐LL dawn, n = 1171 guy11/ 304 ΔWC2 LD‐LL dusk, n = 
1221 guy11/ 187 ΔWC2 LL dawn, n = 6349 guy11/ 466 ΔWC2 LL dusk). (b) ΔWC2 gives 
rise to fewer lesions per leaf cm2 under all pre‐treatment conditions at both dawn and 
dusk. (c) Wild type lesions also cover a larger proportion of inoculated leaves at both 
dawn and dusk under all pre‐inoculation light treatments in barley. (n = 97 leaves guy11/ 
70 ΔWC2 DD dawn, n = 39 guy11/ 35 ΔWC2 DD dusk, n = 151 guy11/ 119 ΔWC2 DL 
dawn, n = 10 guy11/  13 ΔWC2 DL dusk, n =  196 guy11/ 158 ΔWC2 LD dawn, n = 374 
guy11/ 279 ΔWC2 LD dusk, n =  19 guy11/ 17 ΔWC2 LD‐LL dawn, n = 54 guy11/ 33 
ΔWC2 LD‐LL dusk, n = 107 guy11/ 94 ΔWC2 LL dawn, n = 176 guy11/  37 ΔWC2 LL dusk). 
Stars represent increasing statistical significance (Dunn’s test, p < 0.05), and crosses 
mean values.
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5.2.8.2 Time of day has less of an effect on disease severity in ΔWC2 

In barley-ΔWC2 inoculations, time of day had no effect on lesion region area, except in 

synchronous pre-inoculation treatment (LD), where dusk inoculations gave rise to slightly 

larger lesions, suggesting that WC2 plays a role in altering virulence toward non-host 

plant(s), since there is a clear time of day difference in wild type-barley inoculations (Fig. 

5.19). Interestingly, antiphase (DL) pre-treated inoculations caused increased lesion 

densities at dawn compared to dusk, which suggests that ΔWC2 strains may be more 

virulent in barley at their subjective dusk and may still have residual environmental 

reception and/or clock function. Perhaps then, ΔWC2 can display (some) diurnal, but not 

circadian outputs. Constant light (LL) pre-treated ΔWC2 also presented fewer lesions at 

dawn, implying that in non-host interactions, light-dependent dawn disease suppression 

remains (Fig. 5.19). Finally, ΔWC2 lesions covered an increased proportion of leaves at 

dawn in DL treatments; under LD-LL and LL treatments, dusk inoculations increased lesion 

coverage, similar to the wild type (Fig. 5.19). Perhaps, then, residual clock function or 

diurnal output in ΔWC2 remains, where barley susceptibility is increased at dusk, but 

ΔWC2 is unable to re-entrain or act as a interspecies ‘slave’ oscillator to the plant clock 

(181,183). 
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Figure 5.19: Time of day has less of an effect on ΔWC2 pathogenicity in barley. (a) 
Dusk inoculations give rise to larger lesion regions in ΔWC2 inoculations only after LD 
pre-inoculation treatment (n = 567 lesions DD dawn, n = 206 DD dusk, n = 1991 DL 
dawn, n = 24 DL dusk, n = 2371 LD dawn, n = 5236 LD dusk, n = 21 LD-LL dawn, n = 304 
LD-LL dusk, n = 187 LL dawn, n = 466 LL dusk). (b) Antiphase entrainment conditions 
cause reduced lesion density at dusk (subjective ΔWC2 dawn) and constant light 
conditions give rise to fewer lesions at dawn. (c) ΔWC2 presents reduced lesion 
coverage at dusk under DL conditions and at dawn under LD-LL and LL pre-treatment (n 
= 70 leaves DD dawn, n = 35 DD dusk, n = 119 DL dawn, n = 13 DL dusk, n = 158 LD 
dawn, n = 279 LD dusk, n = 17 LD-LL dawn, n = 33 LD-LL dusk, n = 94 LL dawn, n = 37 LL 
dusk). Stars represent increasing statistical significance (Dunn’s test, p < 0.05), and 
crosses mean values. 
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5.2.8.3 Prolonged light exposure inhibits dawn pathogenicity in ΔWC2 regardless of host 

species 

When comparing pre-inoculation treatments to the base mean, treatment has no effect 

on ΔWC2 lesion region size at dusk, whereas light cycling conditions (LD and DL) and 

constant light (LL) reduce the average lesion area in barley dawn infections (Fig. 5.20), 

suggesting the plant clock is the main determinant in dusk inoculations. Further, LL 

conditions reduce the number of lesions per cm2 leaf tissue at dawn, but DL inoculations 

increase the lesion density at dawn in spite of their reduced area (Fig. 5.20). In this way, 

perhaps the increased number of successful penetrations in ΔWC2 under DL conditions 

gives rise to reduced lesion area due to increased fungal competition, in a similar manner 

to that observed in rice, where increased lesion density can negatively correlate with 

lesion area. Again, pre-inoculation treatment has no significant effect on lesion density in 

dusk inoculations.  

Prolonged light exposure (LL and LD-LL) also reduces the total lesion coverage per leaf at 

dawn, and only DL treatments show reduced lesion coverage at dusk. Interestingly, there 

are no pre-inoculation treatment conditions that improve pathogenicity compared to the 

base mean in barley infections, and so perhaps ΔWC2 has lost its ability to gate its 

virulence depending on environmental conditions, as differing entrainment can only act 

to dampen pathogenicity (Fig. 5.20). In support of this, the same phenomenon is seen in 

rice where, compared to the base mean, ΔWC2 shows no increase in pathogenicity 

between treatments at any time or pre-inoculation treatment. Taken together, pre-

inoculation treatment seems to have less of an effect on ΔWC2 pathogenicity. 
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Figure 5.20: Prolonged light exposure consistently reduces dawn pathogenicity in ΔWC2. (a) ΔWC2 displays reduced 
lesion area under DL, LD, and LL at dawn. There is no significant effect of treatment on lesion area at dusk (n = 567 
lesions DD dawn, n = 206 DD dusk, n = 1991 DL dawn, n = 24 DL dusk, n = 2371 LD dawn, n = 5236 LD dusk, n = 21 
LD‐LL dawn, n = 304 LD‐LL dusk, n = 187 LL dawn, n = 466 LL dusk). (b) LL‐treated ΔWC2 produces fewer lesions at 
dawn, and antiphase treatments produce more lesions at dawn. Light treatment has no significant effect on lesion 
density at dusk. (c) Prolonged light treatments (LL and LD‐LL) reduce the lesion coverage at dawn, whereas 
antiphase treatments reduce lesion coverage at dusk (n = 70 leaves DD dawn, n = 35 DD dusk, n = 119 DL dawn, n = 
13 DL dusk, n = 158 LD dawn, n = 279 LD dusk, n = 17 LD‐LL dawn, n = 33 LD‐LL dusk, n = 94 LL dawn, n = 37 LL dusk). 
Stars represent increasing statistical significance (Dunn’s test, p < 0.05), and red dots and text displays means for 
each group. 
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5.2.9 ΔWC2 infections show an optimal leaf area, but this phenomenon is dampened 

compared to the wild type 

Wild type inoculations show that lesion densities are highest in rice and barley leaves that 

are ~10-15 cm2 in area (see 4.2.6 and Fig. 5.21). This is not observed in ΔWC2 infections; 

ΔWC2 lesion densities are highest in newly formed leaves less than 5 cm2, and densities 

steeply decline as leaf area and maturity increases (Fig. 5.21). As such, ΔWC2 may favour 

less mature leaves or may be unable to overcome the host defences in more mature 

leaves. It is interesting to note that infection severity profiles are very similar between 

wild type and ΔWC2 in the youngest of rice leaves, but the difference between the two 

strains increases with leaf area, further suggesting an inability to overcome the host 

defences.  

When taking time of day into account in this observation, ΔWC2 also does not display an 

increase in lesion density with leaf area at dawn like in the wild type-rice interactions (Fig. 

5.21). In contrast, ΔWC2 infections in barley show very similar, but dampened density 

profiles across the range of leaf areas (Fig. 5.21). Together, these data suggest that WC2 

may have a host-dependent importance, leaf size/maturity plays a role in disease 

outcome, and that time of day day-dependent plant susceptibility may differ by species, 

with barley being more susceptible at dusk, like many other long day plants, and rice 

susceptibility greatest at dawn.  
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(a) 

(b) 

Figure 5.21: ΔWC2 displays dampened leaf maturity‐dependent infection severity. (a) Unlike 
the wild type ΔWC2 inoculations do not show a preference for middle‐aged leaves, and 
instead show highest lesion densities in the youngest leaves in both rice and barley. (b) 
ΔWC2 also does not display any time of day‐dependent differences in lesion density in rice 
but displays similar (although dampened) infection profiles in barley at dusk, with a similar 
preference for middle‐aged leaves (n = 570 leaves guy11 / 458 ΔWC2 barley dawn, n = 653 
guy11 / 397 ΔWC2 barley dusk, n = 276 guy11 / 255 ΔWC2 rice dawn, n = 433 guy11 / 360 
ΔWC2 rice dusk). Data displayed using Loess smoothed conditional means, grey shading 
denotes standard error. 
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5.3 Discussion 

Here, WC2 has been shown to be essential in conidial banding, where ΔWC2 does not 

display this rhythmic output under any examined light cycles and instead shows a banding 

phenotype reminiscent of the wild type grown under constant light/dark conditions. This 

is not an unexpected outcome, as conidial banding is often arrested in the model clock 

species, N. crassa, when the White Collar Complex is non-functional 

(177,184,199,202,234,379,437,476,476,485,507,508,522). In N. crassa WC2 knockouts, 

frq transcript levels were very low and dark-synthesised FRQ protein showed no 

photorepsonsiveness, giving rise to a ‘blind’ phenotype (227,476), in agreement with the 

results presented here. It is important to consider that a lack of rhythmic conidial banding 

does not necessarily mean that there is a lack of circadian regulation, as in some fungal 

species, core clock knockouts still show (altered) circadian rhythms (82,177,181,183–

185,191,192,210,213,219,234,417,434,476,509), so ΔWC2 may still have residual clock 

function outside of the FRQ-WCC oscillator, despite its lack of conidial banding. This non-

banding phenotype observed in ΔWC2 may also be the result of an inability to sense the 

conidial banding metabolite(s) (see 4.2.4). Considering that the wild type displayed early 

conidial banding when grown on ΔWC2 spent media, but ΔWC2 did not show conidial 

banding on wild type spent media, WC2 must be responsible for the sensation of the 

metabolite only.  

Circadian mutants have often been observed to have altered vegetative growth rates (see 

table 5.1), and in M. oryzae specifically, mutations in the circadian-dependent TWL gene 

displayed compromised carbon source utilisation and increased ROS sensitivity (84). 

FWD1 and FRQ knockouts in M. oryzae also showed decreased vegetative growth rates 

compared to the wild type (259). None of these experiments performed growth rate 
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comparisons under a wide range of diurnal, constant, and circadian light cycles, however, 

so there may be subtle environmentally-dependent growth effects in these mutants, as 

described here. Whilst ΔWC2 does not band under any environmental light conditions, it 

does display growth differences between treatments, where LL showed the fastest 

growth, and LD and LD-LL the slowest. This would suggest that light dark cycling 

conditions slow the growth rate of ΔWC2, but LD-DD conditions do not inhibit growth to 

the same degree as LD and LD-LL. This instead implies that ΔWC2 may have lost its dark 

adaptation, since LD and LD-DD conditions show the slowest average growth in the wild 

type, a phenotype not seen in ΔWC2. Further, ΔWC2 grows at a comparable rate to the 

wild type under LD-DD and LL conditions, but grows slower under DD, LD, and LD-LL. 

ΔWC2 also no longer displays an increased growth rate under constant darkness, which 

is evidence that WC2 is responsible for photoadaptation, as in the wild type the average 

growth rate is fastest under constant darkness and constant light. These results could 

suggest that WC2 plays a role in both dark adaptation and the maintenance of circadian 

growth after sufficient entrainment in M. oryzae, as LD-LL and LL treatments are not 

significantly different to one another in the wild type. Alternatively, the similarity 

between ΔWC2 and the wild type grown under prolonged light could mean ΔWC2 

displays an ‘always light’ phenotype, as may be the case in conidial development.  

The presence of a functional clock may also grant an organism increased plasticity in 

response to altered environmental conditions, where gating of biological functions can 

occur under a wider range of physiologically relevant conditions. It is also important to 

consider that in the wild type, after conidial banding begins to occur, the average daily 

growth rate increases beyond that of the constant dark/light-grown colonies and as such, 

perhaps ΔWC2 is constrained to grow in a manner similar to that observed during the 
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latency period of the wild type. This hypothesis aligns well with the fact that ΔWC2 

produces but is insensitive to the conidial banding metabolite. 

ΔWC2 displays reduced conidiation under prolonged darkness (DD and LD-DD) in a similar 

manner to the wild type and does not show any significant differences compared to the 

wild type under prolonged light exposure (LL and LD-LL). In contrast to the wild type, 

prolonged light exposure in ΔWC2 does not significantly inhibit conidiation compared to 

LD, further implicating WC2 in a photoadaptive role. A lack of light repression on 

conidiation is a commonly observed phenotype in WCC mutants (see table 5.1) and is also 

seen in WC1 knockouts in M. oryzae (82,101), where WC1 mutants did not show any blue 

light-specific repression of conidiation. What differentiates WC1 from WC2 here, though, 

is that ΔWC2 displays an additional conidiation repression under prolonged dark 

exposure. Together, the growth and conidiation differences observed in ΔWC2 under 

constant light and constant darkness compared to those grown under cycling conditions 

suggests that WC2 plays a significant role in photoadaptation to light and/or darkness. 

Photoadaptation to light (light adaptation) may cause reduced conidiation, whereas 

photoadaptation to dark (dark adaptation) might subsequently increase conidiation 

(82,101). This hypothesis could explain why (assuming a lack of light/dark 

photoadaptation in ΔWC2) prolonged light does not repress conidiation in ΔWC2 to the 

same extent as prolonged darkness, where in the wild type there are no significant 

differences between prolonged light and prolonged dark exposure on conidiation. 

In additional support of WC2 playing a role in light adaptation, ΔWC2 conidia germinate 

and develop quicker than the wild type under all pre-harvest light treatments except 

under prolonged light exposure (LL and LD-LL), where there is no significant difference 
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between the two. Pre-harvest light conditions have little effect on ΔWC2 conidial 

development whereas constant light shows an increased developmental rate in the wild 

type. This is in agreement with Aver’yanov (384) who reported that light exposure 

increases ‘aggressiveness’ in M. oryzae conidia under low inoculation density, where they 

developed quicker than conidia that were not pre-treated with light.  

Again, time of day had no effect on the rate of conidial development in ΔWC2. However, 

the fact that there is no difference does not necessarily mean that the clock is not 

important in conidial development. Since ΔWC2 conidia germinate and develop quicker 

than the wild type under most conditions, perhaps the circadian clock can also function 

as a ‘stopwatch’ or ‘starting gun’ in their development. In plants, for example, the 

circadian clock functions differently depending on the tissue type, where roots display a 

slave oscillator phenotype and do not have a fully functional circadian clock, relying 

instead on signals from the above-ground tissue (464,465), so perhaps the clock function 

in M. oryzae depends on the cell type. Likewise, A recent report indicated that Z. tritici 

WC1 affects melanisation differently in hyphae and pycnidia, where vegetative hyphal 

cells (but not pycnidia) displayed melanisation defects (392). Indeed, WC1 has been 

shown to be significantly upregulated in M. oryzae conidia compared to the mycelia (101) 

and as such may perform tissue-specific different functions.  

Green light photoreception is well conserved in plant pathogenic fungi (474) and WC2 

has been shown to act as a repressor of the N. crassa green light photoreceptor, NOP-1 

(474). Since WC1 (which can act as a repressor of WC2) is upregulated in M. oryzae 

conidia (101), it is possible that green light photoreception could be an important 

influence on conidial development rate, as when conidial WC2 levels are low (as a result 
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of increased WC1 repression of WC2, or WC2 knockout), green light photoreception can 

occur to a much higher degree since NOP-1 is not being repressed. NOP1 expression in 

N. crassa is also highest during conidiation and remains high in conidia after their release 

(474), possibly as a result of the increased WC1 levels observed in conidia(101). Green 

light could therefore be an indicator to a conidium that it has successfully landed on a 

leaf and therefore should begin to germinate. This could also explain why prolonged 

white (i.e., containing green) light-exposed wild type conidia germinated and developed 

at a similar (and faster) rate to ΔWC2, which in some cases displays an ‘always light’ 

phenotype. 

Since ΔWC2 undergoes cytorrhysis at lower glycerol concentrations than the wild type, 

the strain might generate a lower appressorial turgor pressure or may be less able to 

create a functional barrier to maintain turgor (381,523). The increased conidial 

developmental rate in ΔWC2 could also reduce the amount of time allocated for the 

accumulation of relevant osmolytes or develop a fully melanised appressorial cell wall. 

Accordingly, M. orzyzae mutants that have a reduced ability to produce melanin have 

been shown to be less pathogenic and undergo cytorrhysis more readily 

(58,78,89,241,382,384,524). Melanisation is also known to be under circadian control in 

some fungal species, so perhaps the altered circadian phenotype in ΔWC2 has also caused 

an inability to produce fully melanised mature appressoria (101,108,177,181,194,215). In 

support of this, Kim and colleagues (101) reported that M. oryzae melanin biosynthetic 

genes were upregulated in response to a dark to light transition (‘dawn’), of which the 

WCC is known to play a role in photoreception (see table 5.1). Interestingly, LD cycling 

conditions in ΔWC2 seem to have a negative effect on appressorial stability as they 

consistently collapsed to a greater degree compared to prolonged light- or dark-exposed 
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ΔWC2 conidia. Perhaps, then, the cycling conditions cause a misregulation of melanin 

biosynthetic genes as a result of non-functional WC2. This effect is not observed in the 

wild type, and further suggests a lack of photoadaptability in the mutant. Alternatively, 

wild type conidia are larger than ΔWC2 conidia after agitation, so perhaps the increased 

conidial size allows for a greater allocation of resources for proper appressorial 

generation.  

ΔWC2 mutants further showed a reduced ability to penetrate the host plant cuticle in 

rice leaf sheathe inoculations, likely as a direct result of the reduced appressorial turgor 

pressure generated. Alternatively, the increased conidial developmental rate could lead 

to a mistiming of penetration, causing ΔWC2 to attempt to puncture the host cuticle at a 

point in which rice is less susceptible. Usually, M. oryzae plant penetration has begun by 

~12 HPI (79), which would mean the pathogen is breaching the plant during the dark 

period. In faster-developing conidia, such as those of ΔWC2, the fungus may instead be 

penetrating the plant during the light or early-dark period, which may be less conducive 

for disease progression. After penetrating the host cuticle, these mutant invasive hyphae 

also showed a reduced ability to undergo cell-cell movement in planta, and were often 

constrained to the primary invaded cell, showing large amounts of hyphal growth within 

that cell. This could be due to ΔWC2 being unable to tolerate or dampen the host ROS 

response, as there are several similarities in phenotypes observed in ΔWC2 and ΔTWL, a 

circadian controlled gene mutant, where the addition of exogenous antioxidants restored 

ΔTWL cell-cell movement (84). Excess ROS has also been shown to prevent 

heterodimerisation of WC1 and WC2, lowering functional WCC (184). Altered 

intracellular ROS levels in TWL and WC2 mutants may then feed back into the clock, 

causing further mistiming of M. oryzae pathogenicity related processes. ΔTWL also 
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showed altered carbon source utilisation and ROS homeostasis, so in this way, perhaps 

TWL is downstream of the WCC and is partially responsible for nutritional sensation 

(potentially including the banding metabolite). Thus, when WC2 function is arrested, TWL 

function is, too. ΔTWL maintained the conidial banding phenotype, however, so WC2 is 

likely responsible for additional nutritional/metabolic sensation (84). This reduced 

penetration and cell-cell movement was also observed in the M. oryzae circadian FWD1 

mutant (259), further implicating a role of the circadian clock in pre- and early 

pathogenesis.  

Whilst ΔWC2 often showed a reduced lesion density, counterintuitively, ΔWC2 did not 

show significantly reduced pathogenicity (lesion region area and lesion coverage) in rice 

inoculations 6 DPI, which is surprising, given the reduced appressorial stability and early 

infection phenotypes observed. It is possible that ΔWC2 may be able to produce 

conventional lesions in host plant interactions as a result of communication with the host 

or interpretation of host signals. ΔWC2 may be able to progress in a similar manner to 

the wild type by synchronising its metabolism in a slave oscillator-like manner (181,183). 

Alternatively, biological rhythms can occur in the absence of the WCC or FRQ in (some) 

fungi, so perhaps there is residual clock function in ΔWC2 despite the non-functional core 

clock, allowing for continued host pathogenicity (181,183).  

In support of this host-pathogen communication hypothesis, Deng and colleagues (84) 

reported that crude extract from rice plants grown under light were able to restore the 

reduced conidiation phenotype of TWLΔ better than extracts from dark-grown plants, 

and as such the accumulation of host nutrients may depend on the (circadian) time of 

day. Perhaps then, M. oryzae can entrain and set its clock to the host based on a number 
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of entraining signals from the plant (ROS, nutritional, hormonal status etc.) and 

extrapolate the time of day based on the plant clock status, even when its circadian 

rhythmicity is dampened ex planta (84). Deng and colleagues also showed that growing 

TWL mutants (which display reduced conidiation) on rice extract rescues the conidial 

reduction phenotype better than those grown on barley extract, suggesting different 

nutritional and signal utilisation in host- and non-host interactions. Accordingly, in non-

host barley-M. oryzae interactions, ΔWC2 shows a profound reduction in pathogenicity 

under all treatments at dawn and dusk compared to the wild type, which may be a result 

of an inability to discern any signals from the plant; it also cannot rely on its own clock 

because WC2 is non-functional. Barley-ΔWC2 interactions did show some effect of pre-

inoculation treatment on pathogenicity, suggesting an ability to sense environmental 

changes and perhaps alter its behaviour in a diurnal, environmentally-dependent, but 

clock-independent, manner.  

It has been reported that in some symbiotic plant-fungi relationships, a mutually 

beneficial holobiont is formed, where the circadian rhythms between both partners are 

linked (212). In arbuscular mycorrhizal (AM) interactions, the underground (and thus 

dark-dwelling) fungi retain clock function but may have undergone selective pressure to 

favour plant-associated carbon-related and nutritional signals as Zeitgebers, so it is 

possible that M. oryzae may utilise non-canonical zeitgebers and clock machinery in a 

similar fashion (212). Perhaps M. oryzae prioritises different Zeitgebers depending on its 

environment; light and temperature might be most important ex planta, but 

chemical/nutritional/metabolic/ROS status might be more important entraining signals in 

planta, given the drastically different environmental challenges to face.  
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The nutrient-dependent clock of the AM fungi allows for synchronisation of important 

organismal processes despite their dark environment based on the plant-derived signals 

(212). This is also seen in the root tissue of plants, where the root clock is dependent on 

input from the foliar tissue clock (464,465). The observations in this chapter of 

maintained pathogenicity in the ΔWC2-host interactions, where the plant and pathogen 

have co-evolved may suggest that M. oryzae can utilise in planta environmental cues to 

entrain (and supplement) its clock even when clock function is arrested. M. oryzae may, 

therefore, establish what could be considered a ‘pathogenic holobiont’ (212). In non-host 

interactions, where there has not been co-evolution between the plant and fungus, M. 

oryzae may be unable to utilise the nutritional Zeitgebers, and therefore cannot 

synchronise cellular processes that benefit pathogenesis. Further, as a long-day plant, 

barley may express defence-related and perhaps even nutritional signals out of phase to 

rice, which is a short-day plant (see 4.3). Therefore, in this scenario where M. oryzae may 

interpret barley-derived signals, they could perhaps ‘anti-entrain’ or ‘mis-entrain’ M. 

oryzae, as the nutritional/ROS/metabolic status of rice cells that are beneficial to M. 

oryzae virulence may occur at different (or opposite) times of day in barley.  

Shi and colleagues (259) showed that a non-functional circadian Fwd1 gene reduced the 

average lesion size 5 days post-inoculation in detached barley leaf infections (using 

mycelial plugs or conidial droplets) - This is in direct agreement with the observations 

here (259). Further, upon rice spray inoculations, Fwd1 and FRQ mutants showed a 

reduced number of lesions per leaf, in agreement with the ΔWC2-host interactions (259). 

Shi and colleagues did not report on infection timing, and lesion sizes or lesion cover in 

rice infections, however, so there may be more subtle differences in the host- and/or 
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non-host plant pathogen interactions in virulence, susceptibility, and circadian rhythms. 

They also used higher inoculation densities than those described here. 

As observed in rice under high inoculation densities, perhaps a similar clock-dependent 

loss of virulence would be observed in host plant-pathogen interactions if the infection 

conditions were more favourable for the pathogen, i.e., higher inoculation densities, 

shorter time spent in solution prior to inoculation etc. These seemingly conflicting results 

in rice-M. oryzae interactions may be a result of the sub-optimal inoculation conditions. 

Briefly, in as short a period of time as possible after the incubator/growth chamber lights 

were switched on, multiple colonies from the different strains were harvested, their 

conidial concentrations determined and diluted to 1x105/ml with 0.1% gelatine and 

Tween 80, plants were placed in plastic boxes with water to increase humidity, and then 

spray-inoculated with M. oryzae strains. The air brush used for inoculations also needed 

to be cleaned repeatedly between strains with water and 70% ethanol to ensure that 

there was no cross-contamination. Under ‘true’ dawn inoculations consistent with the 

field, conidia would be spread naturally by wind and dew drop prior to dawn, when 

conidia are actively being released (82,101), which is difficult or even impossible to 

achieve in the laboratory. Due to the fact that researcher-performed inoculations require 

sight, all conidia were harvested after subjective dawn, as removing fungal material prior 

to their subjective dawn may cause a PLRE-dependent FRQ resetting of the clock (see 

5.1). M. oryzae conidia have also been shown to respond to red light (82), so inoculations 

could not be performed under red safety light.  

To speed up inoculations, single strains could be harvested and used to inoculate plants 

on a daily basis allowing for infections to occur closer to dawn. However, if same-age 
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plants and M. oryzae strains were used there would need to be repeated sowing of seeds 

and inoculations of plates with fungi, which would take up significant lab time. This would 

also mean that different strains were not inoculated under identical conditions. 

Additionally, since ΔWC2 produces significantly fewer conidia, more fungal material is 

required to generate the same amount of inoculum, so infections would inevitably occur 

later in ΔWC2 than the wild type, as opposed to roughly the same time, since plants were 

inoculated with different strains within ~5 minutes of each other. The amount of time 

that conidia spent in solution post-harvest and pre-inoculation may also have affected 

pathogenicity since strains were harvested one at a time to minimise any chances of cross 

contamination. All of these confounding factors made it technically difficult or impossible 

to recreate ‘true’ dawn inoculations, so perhaps alternative methods of inoculation need 

to be considered for future research. For example, open petri dishes could be placed in 

plastic boxes with plants in the growth cabinet with a fan that would switch on 

automatically shortly before dawn, causing conidia to be spread in a more natural fashion 

by the wind generated. It would be almost impossible to control for conidial densities in 

this setup, however.  

Unlike the wild type, ΔWC2 did not show a preference for middle‐aged leaves of 10‐15 

cm2 and instead showed a general decrease in lesion density as leaf area increased, except 

under dusk inoculations in barley, where ΔWC2 displays a slight increase in lesion 

densities at ~10‐20 cm2 compared to both smaller (<5 cm2) and larger (>20 cm2) lesions. 

However, this effect is significantly dampened compared to wild type inoculations at dusk 

in barley. These results suggest that there may be times of day in which different plant 

species are most susceptible to infection (dawn in rice, dusk in barley). Further, instead of 

‘middle‐aged’ leaves being most susceptible to M. oryzae infection, these results instead 
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suggest that the pathogen circadian clock is, at least in part, responsible for overcoming 

the plant defences of these leaves, since ΔWC2 infections generally show a decrease in 

lesion density as leaf area increases. WC2 may therefore be responsible for the sensation 

and subsequent response to plant defence mechanisms.  

As discussed in chapter 4, plant developmental stage and susceptibility are linked; Chen 

and colleagues (390) show that rice‐M. oryzae infections are most severe in younger 

plants (stages V1 to V3), and rice susceptibility rapidly decreases from stage V5 onwards, 

which could align well with the observations made here, since the largest leaves showed 

the lowest lesion densities (in both rice and barley, and in wild type and ΔWC2). Chen and 

colleagues did not discuss leaf area and, by proxy, leaf age, though. Importantly, Chen and 

colleagues used different inoculum amounts at each growth stage to account for the 

increased amount of foliar tissue in older leaves. (15 ml 1x105 conidia for V1-V5 plants, 

and 30 ml for V6-V10), which may have masked some differences between inoculations. 

Yamauchi and colleagues (253) also showed that older Arabidopsis leaves are more 

susceptible to M. oryzae penetration at dusk compared to younger leaves, a phenotype 

which is not observed at dawn, where penetration was consistently lower in both young 

and old leaves. This phenotype is consistent with dusk inoculations in both rice and 

barley, where there is a clear peak in middle-aged leaves.  In dawn wild type inoculations, 

however, this peak is not seen, where lesion densities increase with leaf area. The ΔWC2 

inoculations at dawn do not show this correlation. Together, these results perhaps 

suggest that M. oryzae is more pathogenic at dawn, plant susceptibility is species and 

time of day dependent, and that gating of virulence is, in part, dependent on the clock.  
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Interestingly, ΔWC2 still showed reduced dawn pathogenicity after prolonged light 

exposure (LL and LD-LL). This could suggest that prolonged light exposure plays a role 

outside of clock function. Light is a known stressor and inducer of reactive oxygen species 

in fungi (106,109). ROS also plays a role in pathogenicity and susceptibility in both 

members of several plant-fungi pathosystems; in the necrotrophic A. brassicicola, for 

example, fungal-derived ROS mediates host cell death and encourages pathogenic 

growth, but ROS bursts are also associated with plant defence (106,149,152,460,525). 

Photoperiod, and thus length of time exposed to light, further influence disease severity 

in B. juncea-A. brassicicola interactions (149), so perhaps a clock-independent but ROS-

dependent phenotype is observed after prolonged light exposure in M. oryzae. In support 

of this, Shimizu (460) showed that prolonged light exposure after dusk inoculations of 

Arabidopsis with M. oryzae increased plant resistance to penetration, and that prolonged 

dark exposure after inoculations at dawn suppressed this resistance to penetration. ROS-

derived metabolite(s) also contributed to the photoperiod regulation of non-host 

resistance to M. oryzae in Arabidopsis (460). Since ROS homeostasis is under circadian 

control in both plants and fungi (106,113,152,184,249,479), perhaps the prolonged light 

exposure causing reduced pathogenicity in dawn infections is maintained in ΔWC2 

because it is exhibiting a ‘constant light’ phenotype, consistent with the increased 

conidial developmental rate observed in ΔWC2 and prolonged light-entrained wild type 

conidia. Concurrently, while ROS homeostasis is in part a clock-regulated output, it also 

feeds back into the clock as an input signal, so the increased ROS levels due to prolonged 

light exposure may have caused the light-dependent conidial development and virulence 

phenotypes independently of clock function in the wild type (182,184).  
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This chapter has reported on the generation of a WC2 mutant via CRISPR Cas9-mediated 

HDR, displaying a phenotype indicative of a core clock knockout. ΔWC2 displays no 

banding under any of the light treatments, possibly as a result of its inability to sense the 

conidial banding metabolite. ΔWC2 still showed a light treatment-dependent vegetative 

growth phenotype, which has not been explored in many other plant pathogenic fungi, 

and could be a result of a loss of photoadaptation or other extra-circadian effects. ΔWC2 

lost its light-dependent inhibition of conidiation and instead shows a prolonged darkness 

repression of conidiation; light-dark cycling conditions remain to be most conducive for 

conidiation. ΔWC2 also displayed increased conidial developmental rates, a phenotype 

similarly observed under prolonged light exposure in the wild type, suggesting an ‘always 

light’ phenotype. WC2 is partly responsible for host cuticle penetration, likely due to its 

reduced appressorial turgor pressure. Early infection cell-cell movement is also reduced 

in ΔWC2, potentially due to a reduced ability to tolerate or inhibit ROS production in 

planta. The M. oryzae core clock also plays a significant role in non-host pathogenicity, 

where ΔWC2 consistently showed a reduced disease severity under almost all pre-

inoculation treatments and times compared to the wild type. And finally, M. oryzae may 

be able to interpret host plant-derived temporal signals to re-entrain or supplement its 

clock even in the absence of a fully functional circadian system to ensure virulence is 

gated in an optimal fashion. Summarily, WC2 plays a role in photoadaptation (to both 

light and darkness), chemical sensation, conidiation and conidial development, and 

pathogenicity.  
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6 FRQ determines periodicity, conidiation, and conidial development 

6.1 Introduction 

FRQ is one of the most well described genes in the fungal literature, and has been 

implicated in several functions, predominantly circadian rhythmicity and gene regulation 

(117,161,178,186,193,195,203,213,221,225,232,502,526,527). As such, throughout the 

circadian day, FRQ has been described to interact with a plethora of clock and clock-

controlled genes (CCGs), ensuring that the endogenous rhythm is set and synchronised 

to the environment (178,181,193,257,438,439). Further, FRQ’s function lies beyond just 

keeping time, as mutants have been observed to have altered vegetative growth, sexual 

and asexual reproduction, conidiation and conidial development, reactive oxygen species 

homeostasis, light- and temperature-sensitivity, nutritional utilisation, and even 

virulence. Table 6.1 describes published FRQ mutants and their respective phenotypes. 

Together, these reports show that FRQ is important for a wide range of growth, 

maintenance, developmental, and perceptive functions in fungi. 
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Table 6.1: A selected summary of FRQ mutations  

Species Mutation Phenotype Reference 

M. oryzae Partial deletion (see 
6.2.1) 

Slowed growth  
Reduced conidiation  
Delayed conidial germination  
Decreased appressorial formation  
Reduced virulence  

(259) 

M. oryzae C-terminal Insertional 
knockout (see 6.2.1) 

Irregular conidiophore morphology  
Wild type vegetative growth, conidial germination and appressorium formation 

(258) 

N. crassa Null Altered light-induced transcription of FRQ 
Altered ROS homeostasis 
No entrainment to LD or temperature cycles 
Light insensitivity 
Maintenance of temperature-dependent conidial banding (diurnal but not circadian) 
‘Arrhythmic’ conidial banding under DD (unless grown on media supplemented with geraniol or 
farnesol, where temperature compensation is lost, and period is altered) 
‘conditionally’ rhythmic 
Carbon source-dependent period 
Rhythmic conidiation after several days on long race tubes 
Increased but arrhythmic osmotic stress response gene expression (OS-2) 
Reduced temperature, pH, and nutritional compensation 
Reduced conidiation  
Reduced aerial hyphae  
Reduced WC1 RNA and protein levels 
Reduced WC2 RNA and protein levels 

(183,184,191,192,200,
210,213,408,437,439,
485,502,509) 
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N. crassa C-box deletion Low level frq expression 
Dampened oscillation 

(528) 

N. crassa Coiled-coil domain 
deletion 

FRQ-FRQ dimerization inhibition  
Arrhythmic conidiation  
Inability to interact with the WCC 

(510) 

N. crassa Phosphorylation site 
mutagenesis 

Lengthened or shortened period (depending on site) 
Altered FRQ stability 

(161,181,195) 

N. crassa C-terminal deletion Hypophosphorylated FRQ  
Reduced FRQ stability 
Shortened rhythm  
‘Arrhythmic’ conidial banding  
Reduced WC1 accumulation 

(193,221) 

N. crassa PEST domain 
phosphorylation sites 
(amino acid change to 
negatively charged 
aspartate) 

‘Arrhythmic’ conidial banding 
Reduced dark FRQ levels 
Accumulation of phosphorylated FRQ and WC1 
 

(193) 

N. crassa PEST domain deletion Reduced FRQ phosphorylation 
Stabilised FRQ levels 
Reduced WC1 expression 
‘Arrhythmic’ conidiation under DD and LD 

(161,221) 

N. crassa qrf (FRQ antisense 
transcript) 
elimination 

Period increase  
‘Arrhythmicity’ at low temperatures  
Earlier phase setting upon light to dark transfer  

(178,526) 

N. crassa C-terminal point 
mutations 

Shortened period (178) 
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N. crassa NLS deletion Reduced nuclear FRQ 
Increased phosphorylated FRQ in the cytoplasm 

(221) 

N. crassa Inducible 
overexpression 

Reduced native frq mRNA expression (221) 

N. crassa Exogenous inducible 
expression in a null 
mutant background 

Increased negative feedback on FRQ 
Increased recovery time from negative feedback  
 

(529) 

N. crassa Constitutive 
expression 

‘Arrhythmic’ under DD 
Conidial banding under LD conditions 
Reduced carotenogenesis  
Reduced WC1 RNA levels 
Increased WC1 protein levels 
Increased WC2 protein levels 
Reduced native frq mRNA expression 

(213,225,502) 

N. crassa Site-directed 
mutagenesis of 
codons S885 and/or 
S887; altered to 
aspartate (putative 
phosphorylation 
sites)  

Increased accumulation of WC1 
Unaltered WC2 levels 
‘Arrhythmic’ FRQ RNA and protein levels 
‘Arrhythmic’ conidial banding under DD 
Maintained conidial banding under LD 
Altered WC1 phase 

(221) 

N. crassa FCD point mutation 
(FRQ-CK1 interaction 
domain) 

Impaired CK1 interaction 
Hypophosphorylation of FRQ 

(195) 

N. crassa C-terminal 
phosphorylation site 
mutations (Ser/Thr – 
Ala) 

Shortened period 
Hypophosphorylated FRQ 

(195) 
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N. crassa FRQ codon 
optimisation 

Arrhythmic conidiation  
Arrhythmic molecular circadian rhythm 
Increased FRQ levels 
Altered FRQ phosphorylation profile 
Reduced FRQ stability  
Altered FRQ structure (due to increased translation rate) 

(527) 

N. crassa L-FRQ only Shortened period (203) 

N. crassa S-FRQ only Longer period 
Dampened rhythms under higher temperatures 

(203,530) 

B. cinerea Overexpression Persistent inhibition of WCC 
‘Arrhythmic’ conidial banding 
Inability to produce large dusk lesions 
Reduced dawn and dusk virulence 
Decreased endogenous frq expression  

(117) 

B. cinerea Null  Media-dependent sexual development (microconidia and sclerotia production) in the light 
Decreased macroconidiation 
Enhanced sclerotia formation  
‘Arrhythmic’ conidial banding 
Inability to produce large dusk lesions 
Increased conidial ‘aggressiveness’ at dawn and dusk, compared to the wild type 

(117) 



 

272 
 

 

V. dahliae  Null  Light-independent (but media-dependent) reduced growth rate  
Reduced pathogenicity (isolate-dependent) 
Maintenance of conidial banding under LD and temperature cycles 
Downregulation of FWD1, WC1, and WC2 
Upregulation of VVD 
Misexpression of secondary metabolite genes 
Upregulation of metabolic, translation, protein secretion and nucleotide metabolism genes; 
downregulation of redox process, haem oxidation, circadian rhythms, and glutamate biosynthesis 
genes (regardless of light condition) compared to wild type 
Light only downregulation of phosphate ion transport, nitrate assimilation transport, superoxide 
anion generation, one-carbon metabolic processes and pathogenesis  

(434) 

B.bassiana FRQ1 deletion (B. 
bassiana has two FRQ 
homologs) 

Delayed conidiation (undetectable conidia prior to 8 days of growth) 
Reduced conidiation  
Decreased conidiation with longer daylight hours  
Wild type growth rate 

(232) 

B.bassiana FRQ2 deletion (B. 
bassiana has two FRQ 
homologs) 

Delayed conidiation (undetectable conidia prior to 9 days of growth)  
Reduced conidiation  
Decreased conidiation with longer daylight hours 
Wild type growth rate 

(232) 
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6.1.1 FREQUENCY’s daily journey 

The circadian rhythm and subsequent regulation of clock-controlled genes in fungi are, 

in part, dependent on the expression, abundance, localisation, and phosphorylation 

status of FRQ (84,117,161,177,178,181,189,192,193,195,212,213,221,222,225,227–

230,234–236,434,439,502,510,518,527,531,532). Early in the circadian day/late at night, 

frq transcription and translation occurs as a result of White Collar Complex (WCC)-

dependent upregulation (for an in-depth description of the WCC activity in the clock, see 

5.1) (201). The circadian clock ultimately relies on the spatiotemporal activation and 

repression of core clock components: the positive and negative arms, respectively 

(161,178,193,195,221,235,236,527) (Fig. 6.1).  

FRQ also has several phosphorylation sites, which can ultimately affect its charge, shape, 

localisation, protein interaction and subsequent circadian function 

(161,178,181,193,195,210,221,225,228,229,231,233,235,236,259,404,527,532,533). 

FRQ phosphorylation status and subsequent activity is controlled and fine-tuned by a 

number of proteins which phosphorylate and dephosphorylate the protein continuously 

throughout the day: phosphorylation is chiefly carried out by CK1, CAMK-1, CK-2, PKA, 

and PRD-4 (an ortholog of checkpoint kinase 2, not to be confused with casein kinase 2); 

and dephosphorylation is carried out by PP1, PP2A, and PP4 , where mutations in many 

of these proteins (or their respective site(s) on FRQ) cause altered periodicity in N. crassa 

(178,181,193,195,210,221,225,228,229,229,231,233,236,259,404,532–539). 

Once FRQ protein is produced, it follows two main routes: (a) rapid hypophosphorylation-

dependent interaction with both FRQ-interacting RNA Helicase (FRH) and Casein Kinase 

1 (CK1) to form the FRQ-FRH-CK1 complex (FFC) and nuclear localisation to carry out its 
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function in the negative arm; and (b) when retained or exported to the cytoplasm (via its 

interaction with FRH), FRQ serves to post-transcriptionally stabilise wc2 mRNA and post-

translationally upregulate WC1, performing its role in the positive arm 

(178,193,195,221,235,236,527) (Fig. 6.1). As a result of increasing phosphorylation 

throughout the day, FRQ gradually becomes less active in both the positive and negative 

arm and the cycle begins anew (195). Hyperphosphorylated FRQ is then targeted by 

FWD1 for ubiquitination and eventual turnover (178,181,189,195,210,259).  
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Figure 6.1: FRQ function in the positive and negative arm is dependent on time of day, 
phosphorylation status, and subcellular localisation. Red and blue lines denote positive 
and negative arm activity, respectively.  

 

In its nuclear journey, newly formed, hypophosphorylated FRQ is in a closed/folded 

conformation as a result of differences in residue charge: the FRQ N-terminus is positively 

charged and the middle and C-terminal is negatively charged, which likely determines the 

proteins shape (178,236). This folding might also expose a central nuclear localisation 

signal (NLS), facilitating FFC localisation and activity in the nucleus (178,221,234,236), 

since the charge-dependent closed conformation is known to be required for CK1 

recruitment and nuclear transport (236). Here, the hypophosphorylated FRQ proteins 

dimerise due to their coiled-coil domains, interact with FRH (which acts to stabilise FRQ, 

preventing turnover), and binds to CK1 at the FRQ/CK1 interacting domain (FCD), 

altogether forming the FFC (178,193,195,221,236).  

Once inside the nucleus, the FFC-bound CK1 readily phosphorylates the WCC, which 

represses the WCC-mediated expression of frq and causes the WCC to be translocated 
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from the nucleus for turnover (178,195,212,221,222,228,235). This causes frq transcript 

levels to plateau and then fall, as the WCC is no longer functioning in the positive arm 

(192) (Fig. 6.1). Phosphorylated WCC on its way to the cytoplasm for turnover can be 

dephosphorylated by phosphatases such as PP2A, which act to prevent the degradation 

of the WCC, likely creating a baseline pool of WCC throughout the day (178,221,229). 

Interestingly, PP2A has also been shown to interact with FRQ, and thus may play a role in 

both the positive and negative arm (178,181,193). As a result of FFC phosphorylation-

mediated WCC inactivation, when total FRQ protein levels are at their peak 

(approximately 6-8 h after initial frq transcription), frq mRNA levels are rapidly falling due 

to a lack of WCC-dependent frq transcription (178,181,192,212,221,225,437).  

Nuclear FFC also represses the function of VVD, a photoreceptor known to sequester 

light-activated WCC that would ordinarily cause an acute increase of frq and subsequent 

light resetting of the circadian clock via PLRE-activated FRQ transcription: this process is 

termed light adaptation (see 5.1 and 6.1.3.2) (178,181,205,209,228,231,234). Here, FRQ 

may act to increase or supplement its own expression by limiting VVD sequestration of 

PLRE-targeting WCC and photoadaptation (192,201,227,227). Perhaps this inhibition of 

VVD acts to (somewhat) compensate for the rapidly falling levels of nuclear WCC 

(183,225,413). Alternatively, reduced levels of active VVD (due to FRQ-mediated 

inhibition) could serve to facilitate light resetting of the clock, since WCC could remain 

photoactivatable (178,181,189,191,192,209,476,513,540). 

In addition to reducing WCC activity in the nucleus, CK1 also progressively phosphorylates 

the FFC-bound FRQ to eventually inactivate FRQ over the course of the circadian day 

(178,193,228,235,236). It is possible that FRQ in FFC can maintain its activity for a longer 
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period than the WCC due to its high capacity for phosphorylation, or because 

phosphorylation occurs preferentially at peptide locations that do not cause a loss of 

function (161,178,195,229,236,434,518,531,532). In this way, CK1 in the FFC rapidly 

inhibits WCC activity and progressively inactivates nuclear FRQ over the span of a 

circadian day, facilitating a tightly controlled oscillation of positive and negative 

regulators of core clock components and the subsequent clock controlled genes 

(178,193,228,231,236,532,533,541).  

Cytoplasmic FRQ acts to stabilise WC2 mRNA and post-translationally upregulate WC1, 

allowing WCC to form and function in the nucleus, again facilitating its role in frq 

transcription (178,192,222,231,501). As the cytoplasmic (and nuclear) FRQ becomes 

increasingly phosphorylated, its function in the circadian system (both positive and 

negative regulation of WC1, WC2, and the WCC) is dampened and FRQ is eventually 

rendered ‘invisible’ to the other circadian machinery (178). Altogether, FRQ acts to both 

inhibit its own activator in the negative arm early in the circadian day and upregulate and 

stabilise the constituents of its activator (the WCC) throughout the day. 

6.1.2 FRQ stability: phosphorylation and FRH 

As well as acting to stabilise FRQ via its interaction at the C-terminus, FRH also serves to 

traffic FRQ to the cytoplasm where it performs its role in the positive arm and is 

eventually turned over (195). Whilst the majority of total of FRQ lies in the cytoplasm 

throughout the circadian cycle (195,221), it is important to consider how the relative 

concentration of nuclear vs cytoplasmic FRQ can play a role in circadian regulation. In 

budding yeast, for example, the nucleus occupies approximately 7% of the total cellular 

volume, and thus if the concentration (as opposed to total abundance) is the more 
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important determinant in circadian action, the nucleus would require less than 10x the 

amount of cytoplasmic FRQ to achieve a 1:1 nuclear:cytoplasmic concentration 

(542,543).  

Accordingly, in a comprehensive study on the role of FRH and localisation of FRQ 

throughout the circadian cycle, Cha and colleagues (195) systematically studied a range 

of clock mutants. This work showed that relative nuclear enrichment of FRQ was similar 

throughout the circadian day and that nuclear-cytoplasmic shuttling did not change 

significantly (195). They also observed that decreased levels of FRH caused both an 

increase in frq transcript levels and decrease in overall FRQ protein levels in the cell, likely 

because of reduced WCC repression but increased FRQ instability (178,195,221,544).  

Importantly, it was previously suggested that phosphorylation status dictated FRQ 

nucleocytosolic localisation, and that progressive phosphorylation removes FRQ from the 

nucleus (544). Cha and colleagues (195) instead showed that FRH is the key player in FRQ 

localisation; a lack of FRQ-FRH interaction increases relative nuclear FRQ, but decreases 

overall abundance of FRQ, suggesting that FRH plays a role in both the nuclear export and 

stabilisation of FRQ. Indeed, it has been shown that the majority of cellular FRQ is found 

in the cytoplasm (195,221). When considering circadian function, these two ideas in no 

way contradict one another: if FRH is absolutely required for FRQ stability, but FRH causes 

preferential localisation to the cytoplasm, then the majority of FRQ will be present in the 

cytoplasm, as was reported by Schafmeier and colleagues (221). However, FRQ is known 

to be turned over in the cytoplasm towards the end of the end of the circadian cycle when 

it is hyperphosphorylated, which understandably suggests a causal link between FRQ 

localisation and phosphorylation (195,221,544).  
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An FRQ strain harbouring amino acid substitutions at the FRQ-FRH interaction domain 

(FFD) (alanine replacements at aa positions 773 – 775) that was severely impaired in its 

FRH interaction still showed some FRQ in the cytoplasm, so FRH is not essential for 

cytoplasmic localisation (195,545,546). However, since FRH is important for FRQ 

stabilisation (FRQ levels were low in this mutant), FRH directly, through nuclear export, 

and indirectly, via stabilisation, facilitates the relative cytoplasmic abundance of FRQ 

(195,545,546).  Further, an FRQ mutant strain with point mutations at the FRQ-CK1 

interaction domain (FCD) caused persistent hypophosphorylation, but still showed 

normal nucleocytoplasmic abundance of FRQ, suggesting that low levels of 

phosphorylation do not cause nuclear localisation of FRQ (195). Likewise, mutants in PP1 

and PP4 (two phosphatases that dephosphorylate FRQ) give rise to hyperphosphorylated 

FRQ and do not show altered FRQ localisation compared to the wild type, which implies 

that phosphorylation does not prevent FRH-FRQ interaction, nor dictate FRQ localisation 

(195).  

This phosphorylation-dependent inactivation of nuclear FRQ facilitates the circadian cycle 

to begin anew, as nuclear FRQ is no longer inhibiting WCC function, and cytoplasmic FRQ 

eventually stops upregulating WC1 and WC2 due to increasing phosphorylation; both 

nuclear- and cytoplasmic-derived FRQ is then targeted by FWD1 (F-box/WD-40 -repeat-

containing protein) for ubiquitination and turnover 

(161,178,181,191,193,195,229,235,259). It is important to consider here that while 

FWD1 is important to the circadian clock and facilitates the degradation of FRQ, the cycle 

is not reset when FRQ protein is degraded, but rather when the FRQ pool has become so 

hyperphosphorylated that it is unable to interact with the WCC (and upregulate its 

constituent parts) or function in the FFC (235,533). However, whilst FWD1 is not essential 



 

280 
 

for the circadian oscillation of FRQ, FWD1 knockout strains display increased levels of 

hyperphosphorylated FRQ, and the mutant colonies lose their conidial banding (235). This 

suggests that excessive (hyperphosphorylated) cytoplasmic FRQ may act to competitively 

inhibit the rhythmic conidiation phenotype and implicates FRQ in extra-circadian 

conidiation function (235,533). Accordingly, it would be interesting (if not experimentally 

difficult) to study how the relative concentration, localisation, and abundance of hypo- 

and hyperphosphorylated FRQ dynamics change throughout the circadian day. Perhaps 

the functionally inactive hyperphosphorylated FRQ acts in a competitive manner to the 

functionally active hypophosphorylated FRQ: FRH may be a limiting factor in the cell, and 

when available after FRQ phosphorylation and turnover could serve to stabilise newly 

synthesised hypophosphorylated FRQ. In this way, it is not the overall abundance of FRQ 

that is most important in circadian function, rather its localisation, relative concentration, 

and phosphorylation status, all of which affect its availability, activity, conformation, and 

charge (161,178,193,195,221,221,235,236,527).  

In Summary, late at night/prior to dawn, WCC facilitates frq transcription, which is then 

translated, leading to a peak of FRQ protein at subjective midday ~6-8 h later (201). light 

signals at dawn also cause an acute increase in PLRE-activated FRQ, facilitating a phase 

resetting and synchronisation with dawn (see 5.1.2) 

(178,181,183,184,192,213,214,225,227,234,437,516,526,528,547). As FRQ is made, a 

proportion is localised and active in the nucleus, acting to repress WCC activity and 

subsequently its own transcription via FFC-mediated inhibition 

(161,178,221,229,234,236). As the day progresses, cytoplasmic FRQ acts to upregulate 

WCC activity, but as FRQ becomes increasingly phosphorylated, it is then less able to 

perform its negative (nuclear WCC inhibition) and positive (cytoplasmic WCC activation) 
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functions, allowing for the circadian cycle to start again, where the WCC acts in the 

nucleus to transcriptionally upregulate frq (178,192,222,231,501). The remaining pool of 

hyperphosphorylated inactive FRQ is ‘cleaned’ from the cell by FWD1-mediated 

ubiquitination and turnover (161,178,181,191,193,195,229,235,259). A simplified 

overview of the FRQ-centric N. crassa clock is displayed in Fig. 6.2. 
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Figure 6.2: A simplified FRQ-centric map and model of the N. crassa circadian clock. Large open arrows denote transport, lines with bars 
show repression, lines with arrowheads denote activation, and blue coloured lines are light-dependent.  
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6.1.3 Non-core clock control of FRQ 

6.1.3.1 Antisense frq: qrf  

WCC-mediated frq transcription and translation is not only affected by nuclear FFC 

presence, but also by several accessory proteins and transcripts that act to fine tune its 

activity depending on environmental conditions and time of day 

(82,161,178,181,184,185,192,193,195,197,201,208–

210,214,221,229,235,259,370,409,457,479,517,528,540,548). Firstly, the aptly named 

qrf is a long, non-coding transcript that runs the entire length of the main FRQ open 

reading frame, but in the reverse direction (526,528). After light exposure, the WCC binds 

to a promoter downstream of the FRQ coding region on the antisense strand (the qrf 

promoter), where qrf serves to dampen frq levels (178,181). Since light induced WCC 

causes an acute activation of both frq and qrf, it is thought that the inhibitory effect of 

qrf may lead to FRQ being produced in a pulsatile manner, rather than causing a chronic 

long-term upregulation of FRQ (181). This hypothesis is reminiscent of that proposed for 

the regulation of VVD, where VVD acts to sequester light-activated WCC (which would 

otherwise cause PLRE-dependent FRQ upregulation, see 6.1.3.2), creating a short-term 

burst of FRQ production for the light resetting and phase shift of the circadian clock, so, 

perhaps the two act in tandem (207,209,409,517,540). Additionally, Kramer and 

colleagues reported that after transition from dark to light, the phase of the qrf mutant 

N. crassa clock was set to an earlier subjective timepoint than the wild type, suggesting 

that qrf does act to sequester available frq transcript (526). As well as being rhythmically 

expressed via WCC activation, qrf has also been observed to be transcribed constantly 

(perhaps independently of the WCC) and in antiphase to frq, but at a low level, where it 
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serves to reduce background frq transcript levels, allowing for a more robust rhythm 

(526,528). 

Elimination of qrf transcript causes rhythmicity to be lost at low temperatures in N. crassa 

and a slight period increase over a wide range of temperatures, perhaps as a result of 

increased levels of available frq transcript and thus FRQ protein (178,526). Interestingly, 

(as covered in 6.1.3.5), S-FRQ is predominantly produced (due to alternative splicing) at 

low temperatures, giving rise to a longer period, whereas L-FRQ is preferentially 

synthesised at higher temperatures and, concurrently, facilitates a shorter period 

(203,530). Together, this suggests that the qrf transcript can inhibit both L-FRQ and S-

FRQ synthesis (203,226,378,518,549). 

6.1.3.2 VIVID  

VIVID (VVD) is a blue light photoreceptor (82,101,198,207,209,232,434,513,517), and is 

predominantly responsible for photoadaptation, where it negatively regulates WCC-

based light activation of frq, amongst other light-induced genes 

(116,178,181,198,201,207,209,210,214,225,409,513,517,540,548). This repression of 

activity is facilitated by competitive binding between the WCC and VVD, forming a VVD-

WCC multi-protein complex instead of the frq-activating WCC (178,207,214). Whilst this 

VVD-WCC complex acts to repress the light activation, VVD also stabilises the WCC, 

preventing its degradation and increasing its half-life compared to the volatile light-

activated WCC (207,214). VVD, therefore, has both positive and negative functions on 

the WCC and subsequent regulation of FRQ.  

The VVD-WCC complex is also transient and can dissociate over time (potentially as a 

result of photoadduct formation and subsequent degradation, or phosphorylation status) 
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(207), and thus facilitates a pool of both WCC and VVD during the day (207,214). Since 

VVD abundance correlates with light intensity and length of exposure, the VVD-

dependent dampening of WCC activity can be applied to a wide range of fluence rates, 

preventing repeated light resetting of the clock while allowing for light reactivation 

(181,184,214). This facilitates a gated response to increased light intensity perception 

and subsequent light-intensity dependent responses over the course of the day, such as 

those caused by cloud cover or sunspots (181,184,214). Indeed, despite the fact that frq 

mRNA levels quickly decrease after its initial light induction, the frq transcript levels do 

not return to dark levels until the light source is removed, suggesting the presence of 

photoactivatable WCC whilst VVD is active during the daylight hours (409).  

As VVD accumulates during the day due to light-dependent upregulation, it remains for 

several hours during the dark period and can function both as a molecular memory of the 

previous day and as a means to ignore the low, but detectable, light levels caused by 

moonlight (178,207,214). When VVD is non-functional, the WCC is sufficiently activated 

by moonlight (which has a ~1000x lower intensity than daylight), causing mistiming of frq 

upregulation, and thus N. crassa is unable to entrain to LD cycles when low intensity light 

is present (214). Further, in a VVD knockout strain generated by Schneider and 

colleagues, rhythmic conidiation occurs under constant light, unlike the wild type, 

implicating a role for VVD in both photoadaptation (and the perception of darkness) and 

the circadian input/output pathways, likely through its interaction with the WCC (513). 

VVD in the dark has been shown to have a half-life of ~2.5 h (214), so if submitted to a 

12/12 LD photoperiod, there would be approximately 0.4% of VVD remaining after the 

dark period, allowing for a large effect of light at dawn. Gin and colleagues (207) modelled 
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the interaction between VVD and light resetting during the dark period, where they 

compared the moonlight-insensitive wild type and moonlight-sensitive vvd mutant; they 

determined that a phase resetting response to moonlight (mediated by the WCC) would 

not occur until at least 6 h into the dark period, or almost 2.5 half-lives, where ~19% of 

VVD would remain. Further, dark WCC is significantly more stable than its light activated 

counterpart, so during the night, as the WCC continues to be expressed (and VVD-WCC 

disassociates), the WCC can accumulate in order to complete its dark c-box dependent 

upregulation of frq whilst also providing WCC amenable to light-dependent frq PLRE 

phase resetting of the clock (178,184,191,199,202,207,208,234,476). It is important to 

note that VVD is not a requirement for circadian function, as vvd mutants retain rhythmic 

conidiation amongst other molecular rhythms in the dark and light (207,475,513).  

Intriguingly, as well as interacting with the WCC (and thus indirectly affecting frq 

transcription), VVD also interacts with FRH, the stabiliser of FRQ and member of the FFC 

(see 6.1), independently of both the WCC and FFC (209). Since VVD localises to both the 

nucleus and the cytoplasm, VVD may act to sequester components of both the positive 

arm (the WCC) and the negative arm via FRH (207,209). Altogether, VVD attenuates the 

acute light induction of FRQ, stabilises the WCC for subsequent re-activation and/or 

phase resetting after the dark period, and represses FFC-dependent WCC inactivation via 

its repression of FRH-FRQ interaction, therefore creating photoadaptation in both the 

positive and negative arms of the circadian system (178,181,184,207,209,214,409,475). 

VVD’s function lies beyond photoadaptation, sequestration of light-activated WCC, and 

inhibition of FRH, though, as it has been suggested that under dark conditions, 

accumulated VVD can undergo conformational changes depending on the intracellular 
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redox state (184). In the Superoxide Dismutase-1 (SOD-1) mutant, which displays higher 

ROS levels during the dark period, and NADPH oxidase (NOX-1) mutant, with lower dark 

ROS levels, frq showed increased and decreased light-induced expression, respectively 

(184), and so VVD may be partly responsible for ROS- and light induction of frq. 

Interestingly, high ROS levels often correlate with light intensity (or prolonged exposure) 

due to light stress, so VVD may act to interpolate both light and ROS signals and feed 

them into the clock (106,109,116,182,184,384,479). ROS levels are also known to 

oscillate in a circadian manner, so VVD may also aid in fine-tuning the light response 

depending on the circadian time of day (184). Indeed, the sod-1 mutant was 

hypersensitive to light entrainment and had a shorter rhythmic conidiation period than 

the wild type (413). 

Finally, Yoshida and colleagues (479) reported that a sod-1:vvd double mutant displayed 

an additive effect on light-inducible carotenoid generation in N. crassa, and suggested 

that ROS status (and thus VVD-mediated inhibition) affects the light signal transduction 

pathway through the white collar proteins. It is well documented that the intracellular 

chemical environment is both influenced by, and influences the clock itself, with ROS 

status being one of the most important factors in this process, suggesting that the clock 

is set by more than just light, temperature, and the canonical core clock machinery 

(84,103,116,119,149,160,182,184,192,242,413,430,479,550). 

6.1.3.3 Methylation and chromatin remodelling 

Clockswitch (CSW-1) reduces WCC-mediated frq transcription by altering the chromatin 

structure at the C-box promoter region, preventing WCC DNA binding (178,550). When 

CSW-1 is non-functional, a 4 h delay of peak frq expression is observed: frq transcript and 
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protein levels are also arrhythmic and found at significantly higher levels than the wild 

type, suggesting that CSW-1 is responsible for closing the positive arm of the circadian 

clock by reducing the effectivity of an activator (the WCC) and rate of frq transcription 

(550).  

Chromodomain helicase DNA binding 1 (CHD-1) is also responsible for time of day-

dependent chromatin remodelling, instead providing WCC access to the C-box and PLRE 

for subsequent expression in a rhythmic and light-responsive manner, respectively (406). 

chd-1 knockout mutants show increased methylated regions in several light- and/or 

clock-regulated genes, including frq, and so CHD-1, in part, regulates the degree of DNA 

methylation throughout the circadian day (406). This altered frq and, therefore, qrf 

methylation is catalysed by the DNA methyltransferase DIM-2 (defective in methylation 

2)  (406). An N. crassa mutant with a lack of DIM-2 gave rise to a phase advance, where 

early onset of conidiation occurred, suggesting that CHD-1 and DIM-2 control the 

availability of frq to the WCC (406).  

Chromatin modification and subsequent WCC-independent frq transcription is also partly 

controlled by SET-2, a histone H3K36 methyltransferase protein that interacts with 

phosphorylated RNA polymerase, playing a direct role in transcription (512,551). Loss of 

SET-2 function has been shown to allow frq to be transcribed in a WCC-dependent and 

independent manner (via elevated histone acetylation), suggesting that SET-2 inhibits this 

pathway (512). SET-2 was observed to be trafficked to the frq locus in a circadian manner, 

where it serves to methylate and subsequently reduce transcription factor access (512). 

Altogether, CSW-1, CHD-1, DIM-2, and SET-2 alter the structure and methylation status 

of the frq locus depending on the time of day to allow or prevent WCC access for rhythmic 
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and light-dependent transcription of frq. In a wider context, Fustin and colleagues have 

shown that methylation and circadian rhythms are closely linked in a wide range of 

eukaryotes, and this coupling between rhythmicity and methylation is believed to have 

been conserved for at least 2.5 billion years (446). 

6.1.3.4 SWitch/Sucrose NonFermentable 

In antagonism to CSW-1, the SW1-SNF (SWItch/Sucrose NonFermentable) complex 

interacts with the WCC and facilitates DNA bending near the frq gene, bringing the distal 

clock box (found ~1 kb upstream from the frq transcriptional start site) where circadian-

acting WCC is bound, towards the beginning of the frq gene for rhythmic expression of 

frq in the dark period (224). SW1-SNF is not required for light-induced frq expression, 

suggesting that it only functions in the circadian/dark regulation (224). In this way, it is 

likely that the SW1-SNF complex is only able to interact with the smaller WCC (see 5.1.2), 

as one form of the WCC (consisting of a single WC2 bound to several WC1 units) interacts 

with the PLRE FRQ promoter, and another (consisting of a single WC1-WC2 heterodimer) 

interacts with the C-box of FRQ (178,184,191,199,202,208,234,476). Perhaps, then, the 

smaller WCC, with fewer WC2-bound WC1 subunits, allows for a conformational shape 

amenable to SW1-SNF interaction. When either component of the SW1-SNF complex was 

knocked out by Wang and colleagues (224), rhythmic conidiation was abolished, 

suggesting its essentiality for WCC clock activity. FRQ levels were measured early in the 

subjective circadian day (when FRQ levels are supposed to be at a maximum) and 12 h 

later, when inactive hyperphosphorylated FRQ is being degraded late in the subjective 

day; frq mRNA and protein levels were found to be significantly lower in the SW1 and SNF 

mutants compared to the wild type at both time points, as was WC1, which is ordinarily 

post-transcriptionally upregulated and stabilised by FRQ (224).  
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6.1.3.5 frq is alternatively spliced 

As mentioned previously, there have been several observations of different isoforms of 

FRQ, that importantly give rise to long/large-FRQ and short/small -FRQ (L-FRQ, and S-

FRQ, respectively) (203,226,378,518,549). Diernfellner (203) showed that these two 

isoforms are produced in different ratios because of the alternative splicing of an intron 

containing the L-FRQ start codon, which predominantly depends on temperature and 

displays circadian rhythmicity. The removal of this intronic region therefore causes S-FRQ 

to be produced instead of the full-length L-FRQ.  

The ratio of L- to S-FRQ is altered by temperature and facilitates rhythmicity under 

physiologically relevant ranges; L:S-FRQ increases with temperature due to 

thermosensitive splicing of frq RNA, where (relatively) even levels of L- to S-FRQ levels 

are seen at 15 C, and much higher levels of L-FRQ are seen at temperatures of 25 C and 

above (178,203,549). However, in mutants expressing either L-FRQ or S-FRQ in isolation, 

both L- and S-FRQ levels were observed to increase with temperature, suggesting that 

higher temperatures promote FRQ expression regardless of isoform, but that L-FRQ is 

more readily produced under higher temperatures (203,549). Additionally, when only S-

FRQ is present, a longer period is observed and rhythmicity is dampened under higher 

temperatures, whereas L-FRQ only gives rise to a shortened period but maintained 

rhythmicity under high temperatures (203,530). concurrently, it has been suggested that 

FRQ may also act independently of the clock as a temperature sensor mechanism due to 

the (L- and S-) FRQ-temperature correlation and splicing (217,549).  

PRP5 (Pre-mRNA-processing ATP-dependent RNA helicase), RRP44 (RNase R, also known 

as Dis-3, a catalytic subunit of the exosome), PRMT5 (protein arginine methyl transferase 
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5), and U4-2 (U4 tri-snRNP associated protein 2, which is a subunit of the U4/U6/U5 tri-

small nuclear ribonucleoprotein) all play a role in the alternative splicing of frq transcripts 

at the spliceosome/exosome complexes (226,378,513,552–555). PRP5 knockdown 

caused a reduced growth rate, aerial hyphae and conidiation reduction, and a dampening 

of molecular and conidiation rhythmicity, but rhythmic expression of frq in constant 

darkness was still observed, albeit with a period ~2 h shorter than the wild type 

suggesting a lack of S-FRQ (378). Further, frq and wc2 transcript and protein levels were 

lower, and wc1 transcript (but not protein) levels were higher than the wild type in the 

PRP5 mutant, cementing the role of FRQ role in positive  and negative arm regulation, 

where it acts to stabilise wc2 transcript, post-translationally upregulate WC1 and 

inactivate the WCC (161,178,193,195,221,235,236,378,527). Additionally, WC2 knockout 

mutants display increased abundance of PRP5, and prp5 transcript rhythmicity is 

abolished in strains with non-functional FRQ, suggesting that PRP5 both influences, and 

is influenced by, the circadian clock (378,485,556). Supporting this, the PRP5 promoter 

region contains a putative C-box motif, PRP5 protein and mRNA levels oscillate, and 

cytosolic localisation is rhythmic (378). 

Knockdown of RRP44 causes increased levels of S-FRQ and a subsequent increase in 

period length, suggesting that RRP44 negatively regulates the S-FRQ splicing machinery 

(226). This increased production of S-FRQ in the RRP44 knockdown mutant may be due 

to increased U4-2 activity, as the RRP44 knockdown has increased u4-2 transcript levels, 

and in the U4-2 knockdown strain, L-FRQ is predominantly produced (226). RRP44 and 

U4-2 may therefore act antagonistically, increasing and decreasing the splicing of FRQ, 

respectively (226,378). PRMT5 knockdown strains also showed decreased levels of L-FRQ 

(which should give rise to a longer period, since S-FRQ will be ratiometrically higher), and 
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since RRP44 knockdown strains (which predominantly produces S-FRQ) caused increased 

levels of prmt5 transcript levels, this suggests that RRP44 and PRMT5 act in tandem to 

increase the relative abundance of L-FRQ (or decrease the degree of FRQ alternative 

splicing), thereby shortening the period (161,210,226,378).  

N. crassa cultures grown under constant light as opposed to darkness displayed reduced 

amounts of alternative splicing and thus predominantly produced L-FRQ, shortening the 

intrinsic period (203). The preference for L-FRQ production under constant light might be 

due an increase in FRQ transcription rate because of PLRE activation and the 

proportionally lower availability of splicing machinery (181,228,549,557). Supportingly, 

Vitalini and colleagues (439) show that the transcripts of ribosomal proteins are rhythmic 

and have a night-time peak (when FRQ production is low), and therefore ribosomal 

proteins may be a limiting factor for FRQ translation during the day. This may serve to 

further increase the L:S-FRQ ratio, as L-FRQ would be preferentially produced due to 

competitive use of translation machinery (192).  

It has been suggested that the additional phosphorylation sites present on the 100 AAs 

of the N terminal on L-FRQ may facilitate the shorter period observed with higher 

concentrations of L-FRQ, even when S-FRQ is present (161,203). Phosphorylation adds 

negative charge to peptide sequences and these additional sites could serve to unfold 

the FRQ protein faster or produce weaker binding, since the N terminal is positively 

charged and attracted to the central negatively charged region (178,236,558). This 

premature unfolding and/or weaker folding interaction could cause the circadian 

machinery to cycle faster if the central NLS is inaccessible earlier or if there is reduced 

FRQ-CK1 interaction, which is known to depend on FRQ phosphorylation status and 



 

293 
 

charge (178,221,234,236). Concurrently, it has been shown that the FRQ isoforms have 

differential nucleocytoplasmic shuttling, with L-FRQ accumulating preferentially in the 

nucleus, suggesting that the premature and/or excessive phosphorylation of L-FRQ does 

not affect its nucleocytosolic localisation (378). Further (as discussed in 6.1.2), FRQ 

phosphorylation status has little effect on the localisation of FRQ, but does affect its 

activity, where increased phosphorylation of FRQ in the FFC reduces its nuclear and 

cytoplasmic circadian function (195). In this regard, it is likely that in L-FRQ, rather than 

the phosphorylation altering FRQ localisation, the sites instead facilitate a quicker 

inactivation of FRQ and subsequent repression of the WCC, removal from the circadian 

system, and eventual turnover in the cytoplasm (178,181,193,195,203,259,378).  

It is possible that the high temperature-favoured L-FRQ is, in part, due to enzyme kinetics; 

higher temperatures can increase reaction rates for many enzymes (within their 

temperature tolerance), which could lead to an increase in transcription and translation, 

and a subsequent reduction in alternative splicing, since less time is spent producing each 

FRQ protein (559–561). Whilst few published studies on this phenomenon are available, 

Arabidopsis provides some interesting examples, as the plant showed that temperature-

responsive transcript levels correlated with temperature increases due to elevated 

transcription rates relative to decay, and Sidaway-Lee and colleagues (561) report that 

Arabidopsis protein translation rates correlate with temperature increases (560,561). In 

support of temperature rates affecting transcription and translation in fungi, Colot and 

colleagues (549) also showed that L- and S-FRQ selection in N. crassa (which is 

temperature dependent) may rely on transcripts available for more efficient translation, 

i.e. the unspliced L-FRQ.  
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In S. cerevisiae, increased temperatures can lead to the inclusion and subsequent 

translation of the supposed 5’ untranslated region of an open reading frame via the 

utilisation of upstream ORF frames (uORFs) and potential ‘near cognate’ start codons 

(those that differ from a start AUG codon by one base, such as UUG, ACG, or AUU) (559). 

These uORFs, especially those with the traditional AUG start codon, have an increased 

translational efficiency at higher temperatures, and perhaps a similar mechanism exists 

in the regulation of FRQ (559). Kulkarni and colleagues later suggest that the utilisation 

of such uORFs can alter the expression of the downstream ‘main ORF’ (mORF) through a 

range of processes, including nonsense mediated decay. In this way, FRQ may utilise a 

similar mechanism, where the uORF coding for L-FRQ is included preferentially under 

higher temperatures, as mentioned above, and that the increased amounts of this 

upstream open reading frame facilitates increased qrf-dependent nonsense-mediated 

decay and maintenance of rhythmicity (see 6.1.3.1) (559).  

In support of temperature and light-dependent increased FRQ production rates 

correlating with a decreased period, a codon optimised FRQ mutant was produced by 

(527), in which FRQ production can occur more rapidly because of N. crassa codon bias. 

This strain showed increased levels of FRQ, but it also gave rise to altered FRQ protein 

conformation, phosphorylation status, protein stability, and, notably, arrhythmia. The 

wild type, non-optimal codon usage of FRQ, and reduced efficiency in translation is 

actually essential for circadian function, perhaps as a result of altered mRNA secondary 

structure, or the additional time allocated to wild type translation due to the reduced 

efficiency of non-optimal codons (527,562,563). In a follow-up study conducted by Zhou 

and colleagues (564), it was shown that transcriptional silencing occurs in some genes 

with non-optimal codon usage, such as FRQ, adding an additional layer of transcriptional 
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regulation. Indeed, Plotkin and Kudla, for example, posit an ‘efficiency and accuracy’ 

model, differentiating between the rate of polypeptide production vs a reduction in 

erroneous mistranslation as a result of codon adaptation (563,564). Fascinatingly, Le 

Nouën and colleagues (565) codon de-optimised two surface glycoproteins of the human 

respiratory syncytial virus and saw that the resulting proteins were more thermosensitive 

than the wild type, as is FRQ. Perhaps, then, codon ‘deoptimisation’ has a biological 

function (at both the transcriptional and translational level) in some circumstances, 

including circadian rhythmicity and temperature sensitivity (527,563–569). 

From an ecological standpoint, increased temperatures are often associated with the 

longer day lengths (and shorter nights) during the summer months, so perhaps L-FRQ is 

produced to a relatively higher degree during this time of year to compensate for the 

overall increase in FRQ levels as a result of higher temperatures and light intensities or 

longer exposure: high levels of FRQ may usually cause the WCC activity to be dampened 

sooner, but if most of the FRQ produced during the warmer summer months is L-FRQ, 

then the additional phosphorylation sites on L-FRQ could facilitate a more transient WCC 

repression, acting (somewhat) as a buffer against the overall protein increase, and thus 

maintaining a circadian rhythm of ~24 h regardless of season, temperature, or light 

exposure (203). Altogether, higher temperatures reduce the removal of the FRQ region 

containing the sequence for L-FRQ, and this differential splicing both impacts, and is 

impacted by, an endogenous circadian rhythm that is altered by temperature and light to 

aid in the organism’s synchronicity with its environment (178,203,226,378).  

Whilst the description of the clock presented here primarily focusses on N. crassa, several 

parallels and inferences can be drawn for the M. oryzae clock and circadian system, as 
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Blastp searches suggest the presence of core clock machinery (Tables 1.1 and 4.1), as well 

as all of the accessory machinery influencing the expression and activity of FRQ (Table 

6.2). 
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Table 6.2: Homologues of non-core clock machinery that influences FRQ expression and activity are present in M. oryzae 

N. crassa gene ID M. oryzae gene ID % Cover % Identity Relevant reference(s) 

Clockswitch-1 (CSW-1) Chromodomain helicase DNA binding protein 3 (MGG_09930) 78 54.72 (178,550) 

Chromodomain helicase DNA 
binding 1 (CHD-1) 

Chromodomain helicase DNA binding protein (MGG_04589) 95 68.85 (406) 

DNA methyltransferase (DIM-2) Modification methylase DdeI (MGG_00889) 73 45.71 (406) 

Histone 36 H3K36 
methyltransferase (SET-2) 

Histone-lysine N-methyltransferase (MGG_01661) 79 53.61 (512,551) 

SWI-2 (subunit of the 
SWItch/Sucrose NonFermentable 
complex) 

SNF-2 family ATP-dependent chromatin-remodelling factor 
snf21 (MGG_06388) 

94 69.65 (224,570,571) 

SNF5 (subunit of the 
SWItch/Sucrose NonFermentable 
complex)  

Transcription regulatory protein SNF5 (MGG_06315) 87 51.53 (224) 

Pre-mRNA-processing ATP-
dependent RNA helicase (PRP5) 

Pre-mRNA processing ATP-dependent RNA helicase prp-5 
(MGG_15532) 

86 67.33 (226,378) 

RNase R/Dis-3 (RRP44) Mitotic control protein dis3 (MGG_00193) 99 80.93 (226) 

Protein arginine methyl 
transferase 5 (PRMT5) 

Protein arginine N-methyltransferase (MGG_03894) 98 62.64 (226) 

U4 tri-snRNP associated protein 2 
(U4-2) 

U4/U6/U5 tri-snRNP-associated protein 2 (MGG_08169) 99 70.83 (226) 

Calcium calmodulin dependent 
kinase 1 (CAMK-1) 

CAMK/CAMK1 protein kinase (MGG_09912) 94 77.63 (538) 

Casein kinase 2 subunit beta-2   Casein kinase 2 subunit beta-2 (MGG_05651) 79 85.46 (181,536,539) 

cAMP dependent protein kinase A 
catalytic subunit (PKA) 

AGC/PKA protein kinase (MGG_06368) 66 92.26 (181,536,539) 

Serine/Threonine Checkpoint 
kinase 2 (PRD-4) 

CAMK/RAD53 protein kinase (MGG_01596) 96 67.25 (161,181,534,572) 

ATP-dependent RNA helicase DBP-
2 (PRD-1) 

ATP-dependent RNA helicase DBP2 (MGG_16901) 79 92.38 (185) 
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Serine/Threonine protein 
phosphatase 1 (PP1) 

Serine/Threonine protein phosphatase PP1 (MGG_10195) 99.2 
 

99.02 (161,178,534,573) 

Serine/threonine Protein 
phosphatase 2a catalytic subunit 
(PP2A) 

Serine/threonine protein phosphatase (MGG_01690) 100 94.06 (161,181,534,573)  

Protein phosphatase 4 (PP4) (also 
known as calcineurin-like 
phosphoesterase) 

Serine/Threonine protein phosphatase (MGG_01528) 
 

100 76.07 (178,181,534,535) 

UV-90 (NCU05950) Uncharacterised protein (MGG_08335) 93 44.17 (213,574) 
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6.1.3.6 Multiple FRQs 

F. oxysporum is believed to contain up to 10 FRQ-like proteins, which perhaps suggests 

either increased fitness or functional redundancy associated with FRQ (457). Surprisingly, 

little circadian research has been performed on F. oxysporum, but it has been reported 

that WC1 plays a role in aerial hyphae production, surface hydrophobicity, 

carotenogenesis, and UV sensitivity (reminiscent of N. crassa), and thus may have 

functional clock components (456). Ruiz-Roldan and colleagues also reported that WC1 

was required for full virulence of F. oxysporum in mice, but was not necessary for tomato 

plant pathogenesis, suggesting that clock components (a) can (conditionally) play a role 

in pathogenicity, and (b) may have different roles depending on the host (as may be the 

case in M. oryzae, see Chapters 4 and 5 and (253)).  

Recently, Tong and Colleagues (232) reported the presence of two FRQ genes in the 

entomopathogenic B. bassiana (amongst other circadian and circadian-related genes, 

such as WC1/2, VVD, and PHY). These FRQ genes are independent of the L- and S-FRQ 

regulation mentioned above; FRQ-1 is 964 AAs in length and FRQ-2 is 583 AAs long, and 

both have regions with high similarity to N. crassa FRQ (232). The expression of the two 

FRQ proteins actually run antiphase to one another, creating a near-steady state of 

cytoplasmic FRQ abundance and, perhaps, may be the reason why B. basiana does not 

display rhythmic or diurnal conidiation (232). This report suggested that the constant 

expression of FRQ and subsequent constant conidiation may be evolutionarily 

advantageous to B. basiana as a way to maximise conidiation. Further, the N-terminally 

located coiled-coil domain necessary for FRQ homodimerization and thought to be 

essential for nuclear localization (510) is absent in FRQ-2 in B. bassiana, so perhaps 

cytoplasmic FRQ plays the predominant role in rhythmic conidiation (232).  
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However, Tong and colleagues also observed that both FRQ-1 and FRQ-2 displayed time 

of day-dependent nuclear localization, so the coiled-coil domain-mediated FRQ 

dimerization may not be a necessary step in FFC interaction and subsequent nuclear 

trafficking as believed previously (510), or at least is not necessary in B. bassiana. Instead, 

FRH may be the determinant of FRQ localization in B. bassiana, as is the case in N. crassa, 

where FRQ by default localises to both the nucleus and the cytoplasm, but FRH serves to 

stabilise and traffic FRQ to the cytoplasm (see 6.1.2). Given the light-dependent 

antiphasic nuclear periodicity of FRQ-1 and FRQ-2 (and light-independent high levels of 

cytoplasmic FRQ-1/2), it is possible that FRQ-1 may show PLRE-dependent activation and 

FRQ-2 PLRE-dependent repression, or FRQ-1 may (directly or indirectly) inhibit FRQ-2 

expression (232). As mentioned previously, cytoplasmic stability and abundance of FRQ 

does not necessarily ensure constant circadian action, since phosphorylation can render 

FRQ inactive in the circadian clock (178). However, the constant production of 

hypophosphorylated FRQ throughout the day as a result of antiphasic FRQ-1 and FRQ-2 

expression would ensure an active pool of FRQ in B. bassiana for conidiation at all times 

under a range of photoperiods (232).  

When either FRQ-1 or FRQ-2 was knocked out, conidiation began to occur much later 

than the wild type (increasing the latency period), and the conidial yield was greatly 

reduced, especially under prolonged darkness, but the vegetative growth rate showed 

little change (232). Together, both FRQ proteins seem to perform a similar function in B. 

bassiana, but their opposite rhythmic activity facilitates a constant phenotypic output 

and thus, despite an arrhythmic conidiation phenotype, the underlying molecular ticking 

of the clock still occurs (232). Finally, it has been reported that the Sordaiomycete, N. 
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haematococca, has two FRQ genes (457), and these additional FRQs may have similar or 

alternative functions in circadian regulation, as reported in B. bassiana (232). 

6.1.3.7 FRQ-less rhythms 

Not all molecular and physiological rhythms are circadian or rely on the core FFC-WCC 

oscillatory (FWO) machinery, and comparatively few fungi actually possess FRQ 

(178,181,441,457). Oscillations such as these are called FRQ-less oscillators (FLOs) and 

can have periods ranging from less than one to over one hundred hours 

(178,181,257,575). Rhythms shorter than the circadian cycle, which can occur multiple 

times a day (such as the ~44 min cycling of septum formation in S. pombe), are termed 

ultradian, and those longer (such as sclerotial formation in A. flavus, with a period of ~33 

h) are infradian rhythms (177,231,257,457,575). Whilst FLOs are not necessarily 

circadian, they can display circadian rhythmicity, and may even be under FFC-WCC 

circadian control and are thus ‘slave’ oscillators to the canonical core clock (178,181,183). 

When FWO function is arrested, these slave FLOs revert to their inherent rhythm, which 

can, in fact, be circadian-like (178,181). These FLOs are often more sensitive to 

temperatures than the canonical FWO, but can maintain rhythmicity regardless 

(175,189,213). An excellent example of a FLO slave oscillator in N. crassa is conidial 

banding, because under certain conditions (such as prolonged darkness, lipid-deficiency, 

or growth media supplemented with farnesol, geraniol, or menadione), mutants can still 

display rhythmic conidiation in the absence of functional FFC-WCC machinery, but the 

period can be drastically altered (178,184,191,210,485,509). In the cog-1:frq-null and 

cog-1:WCC null mutant backgrounds, for example, conidiation rhythms have been 

observed under constant light. Indeed, mutants such as these have been called 

‘conditionally rhythmic’ (210).  
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ROS homeostasis is also influenced by both the FWO and FLO (184). Indeed, it has been 

suggested that oxidation-reduction cycles of peroxiredoxin proteins (an antioxidant 

enzyme family) could be treated as a ‘universal marker’ for circadian rhythmicity (444). 

Rhythmic oscillations of cellular ROS have been observed in N. crassa circadian clock 

mutant backgrounds (FRQ, WC1, and WC2), but the amplitude of the oscillation is much 

lower than the wild type (184). In this way, the FLO may act in support of the FWO and 

facilitate a basal oscillation that is amplified by the FFC-WCC machinery (184). As 

mentioned previously, the cellular ROS status can also influence the circadian machinery, 

creating a ROS feedback loop – Yoshida and colleagues (184) show exogenous application 

of H2O2 can mimic the effects of light, potentially causing an upregulation of FRQ, 

reminiscent of PLRE activation.  

A subset of the FLOs is the WC-FLO, exemplified by the evening-peaking ccg16 (clock-

controlled gene 16) mRNA, which oscillates in a circadian manner (under constant light 

or darkness) in the absence of FRQ, but is dependent on functional WC1 and WC2, 

suggesting that FRQ is not essential for all circadian rhythms (175,188,457). Further, WC1 

protein oscillates in a FLO-like manner, albeit with a significantly lower amplitude; WC1 

protein levels are rhythmic in wild type strains under constant light, and in an FRQ-less 

strain under constant darkness (175). FRQ does, however, seem to control the alternative 

splicing of WC1, as an FRQ knockout strain predominantly produced a larger WC1 isoform 

(175). ccg-16 does not control the WC-FLO rhythmicity, as WC1 protein levels displayed 

circadian rhythmicity in the frq null:ccg-16 double mutant (175,178,181,184,409). When 

ccg-16 is knocked out, the growth rate is decreased compared to the wild type, but 

circadian rhythmicity is maintained and periodicity is unaltered, cementing ccg-16 as an 

output, rather than an input and output to the clock, like VVD (175,207,214).  
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The nuclear-localised PRD-1, on the other hand, is part of the non-WC-FLO machinery in 

N. crassa (185). PRD-1 mutation has been shown to lengthen the circadian period in a frq 

wild type, and when PRD-1 is disrupted in both frq and wc-1 null strains, the FLO rhythm 

is abolished (185), implicating it as a core component of the FLO machinery that interacts 

with, and feeds into, the FWO. UV90, a member of the TOR (Target Of Rapamycin) 

nutrient-sensing pathway, has also been shown to be a member of the N. crassa FLO 

machinery that affects the FWO (213,574): mutations of UV90 in the ‘FRQ-sufficient’ 

background displayed a dampening of molecular circadian rhythmicity. Further, UV90 

protein levels are not rhythmic (and thus may instead display rhythmic activity and/or 

phosphorylation status), but it is essential for nutrient sensing and growth (574). When 

UV90 is disrupted in a frq-null:chol-1 background (which usually displays conidial 

rhythmicity on choline-deficient media), rhythmic conidiation was abolished under both 

choline-containing and choline-deficient media (213,574). Together, it seems that the 

WCC-FFC system chiefly controls and amplifies circadian rhythmicity in N. crassa, but the 

(WC-)FLO(s) act in tandem and support of the canonical FWO (210).  

Cercospora kikuchii, a soybean blight pathogen, has been suggested to have a circadian 

FLO (194). It displays regions of melanised and hyaline hyphae, producing dark and light 

bands, respectively, when grown on petri dishes (194). Much like N. crassa, when 

transferred from cycling LD conditions to constant conditions, this banding pattern 

persists for several days under constant darkness (but not constant light) (194). 

Importantly, Bluhm and colleagues (194) were unable to identify an frq orthologue in C. 

kikuchii, despite several attempts and modifications of PCR cycling parameters and 

degenerate primers, and thus it was suggested that C. kikuchii circadian rhythmicity may 

be controlled by a FLO. At the time of publication (2010), the C. kikuchii genome was not 
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available, but it has recently been published (576). Upon Blastp comparison to the N. 

crassa FRQ, C. kikuchii shows a single uncharacterised 996aa protein 

(CKM354_001184500) with a 73% query cover and 32.6% identity. Further, upon amino 

acid sequence analysis for protein motifs (Myhits motif scan), there are predicted 

glycosylation sites (suggesting post-translational modification), several phosphorylation 

sites, nuclear localisation signals, and FRQ clock protein family hits, suggesting a high 

likelihood that C. kikuchii does indeed have a FRQ orthologue (Fig. 6.3). Whether this FRQ 

is functional in the circadian clock or controls hyphal melanisation in a rhythmic manner, 

though, can only be determined experimentally.  

 

Figure 6.3: predicted FRQ motifs (myhits motifscan) in the uncharacterised C. kikuchii 
protein CKM354_001184500. The webtool myhits motifscan predicts regions of 
CKM354_001184500 that are indicative of FRQ homology. 
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6.1.3.8 Which came first, FLOs or FWOs? 

Much work has gone into disentangling the hierarchy of the rhythmicity in FWO and FLOs, 

where the FWO may drive the FLO and vice versa, or if they act in tandem or support of 

one another (178). It has been proposed that environmentally dependent diurnal 

oscillations in metabolic components and their subsequent interconnected feedback 

loops preceded circadian rhythmicity and facilitated the evolution of entrainment from 

synchronisation (453). Considering that the FRQ gene is not found in some fungal clades, 

it has been suggested that the FLO was present earlier in the fungal evolutionary lineage 

(441,457). Salichos and Rokas (457) report that FWD1 and FRH are the ancestral 

progenitors of the circadian clock and that, over evolutionary time, the White Collar 

Complex proteins were first gained (when the basidiomycetes diverged), followed by FRQ 

as the most recent addition in the Ascomycetes. Indeed, FRQ is not present in many early-

branching fungi (Basidiomycetes, Schizosaccharomycetes, Eurotiomycetes, and 

Saccharomycetes), and the presence of FRQ in the Dothiodiomycetes, Leotiomycetes, 

and Sordariomycetes (of which N. crassa and M. oryzae are members) suggests that the 

fully fledged FWO was gained shortly after the Eurotiomycetes diverged (457). 

Importantly, once present, FRQ seems to be well conserved (441,457).  

Brody (441) reports that the ‘modern’ FRQ observed in fungi today evolved earlier than 

Salichos and Rokas’ report, around the time of Basidiomycota divergance, as there is 

evidence of FRQ motifs in Basidiomcyetes, Zoopagomycota, and Mucoromycotina. 

Further, Brody (441) suggests that the conservation of FRQ motifs across a diverse set of 

organisms (fungi, plants, animals etc.) indicates that the foundations of FRQ were present 

much earlier than originally thought.  The Saccharomycetes also show a loss of White 
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Collar proteins, but high conservation of FRH, suggesting a fitness increase associated 

with FRH and FRQ (457). Indeed, as discussed earlier, it is unsurprising that the species 

with a FRQ homologue also show high conservation of FRH, given FRH’s role in FRQ 

stability (195).  

Interestingly, FWD1 is not as well conserved as FRH, despite being one of the earliest 

members of the circadian system, and was lost in the Microsporidia, but this may be 

because FWD1 is not essential for circadian function, only removal of 

hyperphosphorylated FRQ (see 6.1.1). Altogether, it seems that (functional) FLO 

machinery was present prior to the evolution of the FWO, but that the FWO provided 

significant benefits once present and thus is comparatively well conserved 

(101,178,190,212,228,233,434,438,441,457,459,549). 

6.1.4 FRQ functions in plant-fungal pathogenesis 

As mentioned previously, the importance of the circadian clock is becoming increasingly 

recognised in plant-fungal pathogenesis (see chapters 1, 4 and 5), where time of day, the 

rhythmic expression of genes, and the activity of their products can have a profound 

effect on both the pathogen and host organism (for particularly noteworthy articles, see 

(101–103,122,144,177,228,257,259,460,577)). Importantly, as of 2014, N. crassa has 

been shown to be a facultative phytopathogen towards Scots pine, allowing for numerous 

relevant parallels to be drawn between the model clock species and plant pathogenic 

fungi (484). Despite its dogmatic position in the circadian rhythmicity of N. crassa and 

fungal research in general, the specific role of FRQ in pathogenicity is considerably less 

studied (Table 6.1). 
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In Botrytis cinerea, for example, Hevia and colleagues (117) observed circadian 

rhythmicity in the BcFRQ protein (B. cinerea FRQ) using a luciferase reporter construct. 

Upon deletion of the frq gene, B. cinerea displays altered and nutrient-dependent 

conidiation phenotypes – under potato dextrose agar (PDA) culture, the B. cinerea Δfrq 

strain produced only sclerotia and microconidia (which cannot infect their host) under LD 

conditions, and thus (indirectly) displays reduced pathogenicity; whereas under complete 

media (CM) culture, macroconidia (which are capable of infection) production was 

restored (117). This is unsurprising, considering FRQ’s reported role in nutritional 

sensation (213,574). Further, the Δfrq macroconidia generated presented wild type-like 

lesions and, surprisingly, increased infection severity in Arabidopsis, suggesting that FRQ 

is unessential for pathogenesis and may reduce pathogenicity depending on time of day 

(117). Hevia and colleagues (117) subsequently generated an FRQ overexpression strain, 

which did not favour night-time infections in contrast to the wild type, further implying 

that FRQ is responsible for the rhythmic gating of virulence in B. cinerea. Supportingly, 

the Δfrq strain did not show any significant difference between dawn and dusk infection 

severity (117). Concurrently, the FRQ overexpression strain showed a significant 

reduction of virulence, regardless of time of day, implicating FRQ in downregulating 

pathogenesis, at dawn especially (117). Indeed, based on the FRQ::LUC reporter strain, 

FRQ levels are low at dusk and high near dawn (117).  

FRQ’s role in Verticillium dahliae, however, paints a different picture, as Vdfrq shows no 

light regulation or circadian expression under both LD and DD conditions, potentially due 

to altered FRQ-FRH interaction, as VdFRQ amino acid sequences showed low sequence 

conservation at this site, which would consequently reduce FRQ stability and FFC 

formation (see 6.1.2) (434). After mutation and subsequent disruption of FRQ in V. 
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dahliae, growth rates are reduced, perhaps as a result of the altered regulation of 

metabolism, transport, and redox homeostasis, all of which are controlled in a circadian 

manner (and, by proxy, FRQ) in N. crassa (434). Further, the differences in growth rate 

between the Δfrq and wild type V. dahliae strains were nutritionally dependent, in a 

similar fashion to B. cinerea, where growth rates were reduced relative to the wild type 

under prune lactose yeast agar (PLYA) culture, but not minimal media (MM) or basal 

modified medium (BMM), again implicating FRQ in nutritional sensation, independently 

of clock function (213,434,574). Δfrq strains also retained conidial banding, again 

suggesting that this phenotype is a FLO, as observed in N. crassa 

(178,184,191,210,485,509).  

FRQ in V. dahliae does, however, regulate photoreceptor, transcription factor, and 

secondary metabolite gene expression, and thus has a role in environmental sensation 

beyond nutritional status (434). Fascinatingly, the Δfrq mutants showed a significant 

downregulation of both wc1 and wc2 in both light and dark, relative to the wild type 

(434). This suggests that while VdFRQ may not show circadian rhythmicity, it may 

maintain its (cytoplasmic) function in WC1 post-translational upregulation and wc2 

transcript stabilisation, reminiscent of N. crassa FRQ 

(161,178,193,195,221,235,236,527). It would, therefore, be of interest to determine if 

the V. dahliae FRQ perhaps has reduced WCC repression activity, perhaps through its 

interaction with CK1 or FRH, as mentioned above. Altered interaction with CK1 is unlikely 

to be the case, however, as Cascant-Lopez and colleagues (434) show that VdFRQ has 

high homology to its N. crassa counterpart at the FRQ-CK1 interaction domains (FCD), 

with only a single amino acid difference at position 418. An alternative explanation arises 

from the observations presented by Cascant-Lopez (434), whereby the expression of vvd 
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after light exposure in the Δfrq strain is significantly higher than the wild type; as 

mentioned above (6.1.3.2), VVD sequesters photoactivated WCC, preventing its 

continuous PLRE-based upregulation of FRQ, while FRQ also represses the activity of VVD 

in the nucleus, so when FRQ is absent, VVD will be present to a higher degree 

(178,181,205,209,228,231,234). However, VVD does not repress the transcription of 

either member of the WCC, and instead stabilises the protein complex, increasing its half-

life, and so does not sufficiently explain why WC1 and WC2 levels are low in the Δfrq 

strains (207,214). Cascant-Lopez and colleagues (434), then suppose that functional V. 

dahliae FRQ represses vvd transcription. Finally, (434) VdFRQ’s role in pathogenesis 

toward Arabidopsis and strawberry plants was observed, showing altered pathogenicity 

in a strain-dependent manner: Δfrq mutants from a moderately virulent background 

(Δfrq_12253) showed a significant reduction in virulence, but those from a highly virulent 

isolate (Δfrq_12008) did not, suggesting that frq can be important, but not essential, for 

pathogenesis. 

For M. oryzae FRQ specifically, there have been a limited number of studies performed 

(101,258,259), all of which point towards a role of this circadian gene in the outcome of 

disease. Similarly to N. crassa, in a fwd1 knockout strain (which subsequently leads to 

increased levels of hyperphosphorylated FRQ, see above), M. oryzae did not display 

diurnal conidial banding under LD conditions (259), which again implicates either FWD1 

as having a role beyond clearing hyperphosphorylated FRQ from the circadian system, or 

(cytoplasmic) hyperphosphorylated FRQ as having a role in conidiation and conidial 

banding, both of which are inextricably linked in the wild type circadian system 

(235,259,533). Further, both the wild type and FWD1 mutant displayed diurnal (LD) and 

circadian (DD) regulation of FRQ expression, showing (molecular) circadian rhythmicity in 
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M. oryzae and solidifying FWD1 as a non-essential circadian-related gene (259). 

Altogether, FWD1, while not essential for the circadian regulation of FRQ expression in 

M. oryzae, is needed for the degradation of FRQ as well as diurnal and circadian conidial 

banding, and suggests that phosphorylation status (and thus circadian function) of FRQ 

does not affect conidial banding: it is solely the abundance of cytoplasmic FRQ, regardless 

of phosphorylation status (235,259,533). The FWD1 mutant strain also displayed reduced 

frq transcript levels upon light induction, which perhaps suggests that an abundance of 

FRQ (independent of phosphorylation status) may repress PLRE-based induction of frq 

transcription by the WCC, and as such, may present a tertiary feedback loop in the 

circadian system (259). Indeed, the WCC has been implicated in light perception and 

circadian rhythmicity in M. oryzae (see 5.1.2, and (82,101)). Further phenotypic traits in 

the FWD1 mutant included reduced growth rates, conidiation, conidial germination, 

appressorial formation, and, importantly, virulence (259). It is difficult to disentangle 

whether the non-functional FWD1 or build-up of (hyperphosphorylated) FRQ, or indeed 

both, is responsible for the presented phenotypes from these results, however.  

To address the roles of FWD1 and FRQ in these traits, Shi and colleagues (259) 

subsequently generated an FRQ knockout strain by deleting the latter half of the ‘gene’ 

(see 6.2.1.1 for this contentious topic). The FRQ mutant also displayed slowed growth, 

reduced conidiation, delayed conidial germination, decreased appressorial formation, 

and reduced virulence, essentially phenocopying the fwd1 mutant. In this way, an 

abundance of (hyperphosphorylated) FRQ or a loss of FRQ function present the same 

outcome, and thus the phosphorylation status or excessive presence/absence of FRQ, 

may ultimately dictate the aforementioned traits in M. oryzae (259). Whilst this result 

seems somewhat counterintuitive, as mentioned above, FRQ functions both in the 
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positive and negative arm of the circadian system, where an overabundance or scarcity 

of clock components can present similar phenotypes (see table 6.1 and  

(117,183,184,191,192,200,213,221,225,258,259,408,434,437,439,485,502,509,529,578

)). It should be noted that Shi and colleagues (259) grew their M. oryzae strains and rice 

seedlings under a 16/8 h LD photoperiod at 25 C but did not specify timing of inoculation 

or synchronisation of photoperiod, which may have affected infection severity. 

Park and Lee (258) also reported an FRQ C-terminal deletion mutant, generated using 

their novel bidirectional genetics (BiG) platform (see also 6.2.1.1). This work 

predominantly focussed on vegetative growth, pigmentation, and asexual and sexual 

reproductive phenotypes of the prospective mutants, since the mutagenesis and 

screening strategy was the main focus, rather than circadian rhythmicity. However, their 

FRQ mutant strain presented conidiophore elongation defects, with smaller and more 

compact conidia as result (258). In contrast to Shi and colleagues, Park and Lee reported 

no significant effect of FRQ mutation on growth rate, conidial germination, or 

appressorium formation, and thus the C terminal is likely unessential for FRQ function in 

these traits in M. oryzae (258,259). Park and Lee also made no mention of conidial 

banding or circadian (dys)function in their FRQ mutant. Interestingly, Park and Lee also 

did not report on the FRQ mutant’s pathogenicity (unlike the others reported in the same 

article). Finally, Kim and colleagues (101), whilst not directly mutating the M. oryzae FRQ, 

did show that frq transcription is light activated and dependent on the WCC (WC-1, 

specifically), further implicating a functional FRQ in the circadian clock of M. oryzae.  

Based on experimental work (Chapters 4 and 5), bioinformatic analyses, and literature 

review (throughout), M. oryzae has been shown to have a functional circadian clock, 
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whose rhythmic and diurnal conidial banding is absolutely dependent on the White Collar 

Complex (WC-2, specifically). Further, since WC2 (see Chapter 5) and FRQ has been 

reported to play a role in pathogenesis and virulence-related traits (82,101,258,259), 

there is likely an ultimate role of circadian entrainment and FRQ in the growth, 

development, virulence, and fitness in M. oryzae. This chapter, therefore, describes FRQ 

in M. oryzae and determines its function under a range of light cycles in growth, 

conidiation and conidial development, and pathogenicity towards both host- and non-

host plants.  

6.2 Results  

6.2.1 Finding the M. oryzae FRQ gene  

6.2.1.1 MGG_17345 and MGG_17344 map to either end of the N. crassa FRQ gene 

To identify an M. oryzae FRQ orthologue, a BlastP was initially carried out against the 

model fungal clock species, N. crassa. FRQ FASTA files from NCBI were uploaded and 

mapped against the M. oryzae genome. Accordingly, BlastP results showed two M. oryzae 

predicted proteins (MGG_17345 and MGG_17344) with homology to either end of the 

N. crassa FRQ; MGG_17345 was located at the N terminal and MGG_17345 the C 

terminal, suggesting a misannotation of the M. oryzae genome.  In support of this, Park 

and Lee (2013) created a FRQ knockout by insertion of a HPH knockout construct 

conferring hygromycin resistance into the MGG_17344 (C-terminal) section of M. oryzae 

FRQ, however they do not mention the fact that FRQ maps well to the MGG_17345 

‘gene’. Further, Deng and colleagues (84) say that the M. oryzae frq gene ID is 

MGG_009036, which does not correspond to FRQ and instead codes for Alpha-L-

arabinofuranosidase, however their primers used for RT-PCR (5’-
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GCTATCGACCTCTCGGACACGGG-3’ forward and 5’- ACGGAGCGTAGCCTCGAGCTCT-3’ 

reverse) bind very close to the start of the MGG_17345 gene (N-terminal) and 147 bases 

downstream of MGG_17345, respectively (84). According to Deng (84), this transcript 

oscillated in a circadian manner, suggesting that while they successfully amplified part of 

FRQ, they misnamed it as MGG_009036 in their paper. Likewise, Kim and colleagues (101) 

used primers present upstream of, and on MGG_17345. Finally, Shi and colleagues (259) 

created an FRQ deletion construct, and their primer pairs used to generate the gene 

knockout vectors targeted the entirety of MGG_17344 to ~1kb downstream of 

MGG_17344 (MoFRQ DownF and DownR; 1085bp) and ~1kb downstream of 

MGG_17345 to the end of MGG_17344 (MoFRQ UpF and MoFRQ UpR; 1360bp), 

respectively). This deletion would remove approximately half of the full MGG_17345 – 

MGG_17344 genomic sequence and, if MGG_17345 codes for an FRQ-independent 

product, it may still be (semi-) functional, as MGG_17345 was not deleted by this 

construct. Together, it seems that the true M. oryzae FRQ gene contains MGG_17345, 

MGG_17344, and the section between the two. 

6.2.1.2 Predicting the M. oryzae FRQ sequence 

To further confirm MGG_17345 – MGG_17344 as the complete M. oryzae FRQ gene, the 

entire genomic DNA sequence between 17345 and 17344 was submitted to the NCBI 

ORFfinder, which generated potential open reading frames, one which spanned the 

entirety of 17345 (potentially coding for 123 amino acids, highlighted ORF1 on Fig. 6.4), 

and a second which mapped to the majority of the ‘intergenic’ region between 17345 

and 17344, including the entirety of 17344 (potentially coding for 888 AAs, ORF4 on Fig. 

6.4), and between these two open reading frames is a small potential intron of 52bp (Fig. 

6.4 shows all potential ORFs between MGG_17345 and 17344). It is possible that the 
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translating ribosomes may bypass this gap between the two ORFs in a similar manner to 

that reported by Herr, where a fusion occurred between two ORFs (50 nt apart) of the 

bacteriophage T4 gene 60 (579), or stop codon readthrough may occur, where the 

ribosome miscodes at a stop codon (580). Alternatively, this sequence could be further 

misannotation. Regardless, when independently submitted to Pfam MotifFinder (a 

protein family database comparison tool) and InterPro, the putative amino acid 

sequences from both MGG_17345 and MGG_17344 ORFs showed FRQ protein family hits 

and circadian rhythm Gene Ontology (GO) terms (581,582). For MGG_17344 amino acid 

sequences, the long ORF was truncated to only include the sequence from MGG_17344 

and FRQ motifs were still recognised.  Interestingly, these two ORFs may correspond to 

L- and S-FRQ (see 6.1.3.5), as in N. crassa, there are two initiation sites separated by a 

small intron that result in a 989 amino acid (L-FRQ) and 898 amino acid (S-FRQ) 

polypeptides (178,518,531,549), so the two M. oryzae open reading frames (123 AA and 

888AAs) together may correspond to the full length FRQ (1011 AAs).  

Figure 6.4: Predicted MGG_17345 – MGG_17344 open reading frames. An open reading 
frame prediction tool (ORF finder) showing potential ORFs in the proposed M. oryzae 
FRQ. 

 

Assuming that these two ORFs were FRQ protein-coding, the putative amino acid 

sequences from them were submitted to a BlastP. BlastP results showed good homology 

to several known fungal FRQ protein sequences, including N. crassa (Table 6.3). 
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Interestingly, the potential protein sequence showed high homology to 

entemopathogenic, phytopathogenic, and plant-interacting species of the 

Sordariomycete class (of which M. oryzae and N. crassa are members) (table 6.3).  
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Table 6.3: MGG_17345-17344 ORF 1 + 4 predicted protein homology to sordariomycete FRQ  

Species % cover % identity Notes Relevant reference(s) 

Neurospora crassa 84 45.06 Model clock species, facultative plant pathogen (484,531) 

Hirsutella minnesotensis 98 42 Soil-borne, entomopathogenic to nematodes (232,583,584) 

Diaporthe helianth 86 45.47 Phytopathogenic; causes phomopsis stem canker of sunflower. Spread by wind and 
dew-drop 

(585)  

Pochonia chlamydosporia 98 41.42 Soil-borne and entomopathogenic to nematodes and endophytic to plant hosts (586) 

Botrytis cinerea 72 33.77 Phytopathogenic; grey mould of several fruit species (117) 

Verticillium dahliae 78 38.74 Phytopathogenic; causes verticillium wilt in several plant species (434) 

Plectosphaerella 
cucumerina 

71 44.2 Phytopathogenic; causes potato wilt (587)  

Annulohypoxylon 
maeteangense 

70 42.5 Endophytic and saprotrophic to plant material (588) 

Metarhizium robertsii 63 45.84 Soil-borne and entomopathogenic to nematodes; endophytic to plant hosts (589)  

Trichoderma parareesei 73 45.18 Plant symbiont; used as a biocontrol agent against phytopathogenic fungi (590) 

Daldinia bambusicola 74 41.61 Endophytic; produces antimicrobial volatile organic compounds (VOCs)  (591)  

Beauveria bassiana 74 41.2 Entomopathogenic; broad host range (232) 
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6.2.1.3 The predicted M. oryzae FRQ sequence contains numerous phosphorylation 

sites 

Next, under the assumption that this MGG_17345-17344 ORF1 + ORF4 contained the 

putative FRQ amino acid sequence, the sequence was submitted to several different 

prediction tools to determine (predicted) functional similarity to the well-described N. 

crassa FRQ. Firstly, FRQ is a protein that becomes increasingly phosphorylated 

throughout the circadian day, so requires several phosphorylation sites for kinase activity, 

including CK1, Protein kinase C, cAMP-dependent protein kinase   A, and CKII 

(178,195,531). The MGG_17345-173544 putative amino acid sequence was submitted to 

YinOYang (Ver. 1.2; (592)), NetPhos (Ver. 3.1; (593)), and KinasePhos (Ver 3.0; (594)), all 

of which predicted high phosphorylation potential (Fig. 6.5). YinOYang locates potential 

O-(beta)-GlcNAc acceptors (a modification highly associated with phosphrylation) based 

on human genome training data; 115 potential sites were predicted, suggesting that the 

potential FRQ protein can become highly phosphorylated and post-translationally 

modified (Fig. 6.5). NetPhos 3.1 predicted 179 phospho-kinase sites (Fig. 6.5) and 

KinasePhos 3.0 (594) predicted 75 potential AGC_PKA kinase family sites, again 

suggesting high phosphorylation potential. N. crassa FRQ is known to contain at least 80 

confirmed phosphorylation sites, and mutations in these sites can both increase and 

decrease period length depending on their location (181,193,195).  

Lewis and colleagues (531) reported that N. crassa FRQ contains two phosphorylation 

sites for cAMP-dependent protein kinase A (RRXS) near the N-terminus, of which there is 

one (RRNS) present on the predicted M. oryzae sequence. Myhits Motifscan (595) also 

predicted many N-glycolsylation, cAMP and cGMP-dependent protein kinase, Casein 

kinase II, protein kinase C, and Tyrosine kinase phosphorylation sites, agreeing with the 
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expected FRQ phosphorylation capability. Interestingly, Myhits Motifscan also identified 

FRQ protein family motifs, further suggesting that the predicted MGG_17345 – 

MGG_17344 ORF 1 + ORF 4 amino acid sequence contains FRQ (Fig. 6.5). 
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Figure 6.5: The predicted M. oryzae FRQ is likely to have a high capacity for 
phosphorylation. The MGG_17345 – MGG_17344 predicted amino acid sequence was 
submitted to phosphorylation site prediction webtools (a) YinOYang, (b) NetPhos 3, and 
(c) MyHits Motifscan.

(a) 

(b) 

(c) 
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6.2.1.4 M. oryzae FRQ contains PEST domains for ubiquitination  

PEST domains are regions rich in proline (P), glutamic acid (E), serine (S) and threonine 

(T), commonly flanked by positively charged residues, and act as a signal motif for 

ubiquitin-mediated protein turnover (531,596). N. crassa FRQ contains PEST domains, 

which can become increasingly phosphorylated throughout the circadian day (178), and 

are required for phosphorylation- and ubiquitination-mediated turnover of FRQ. Lewis 

and colleagues (531) compared Neurospora and Sordaria FRQ proteins and discovered 

two highly conserved PEST regions. The M. oryzae potential FRQ AA sequence shows at 

least 2 PEST domains (based on EMBOSS ePESTfind (597) with a threshold score of ≥5). 

Two of the predicted M. oryzae PEST domains map to MGG_17344 in very close proximity 

to one another and so may actually be one continuous motif, and one is present in the 

region between MGG_17345 and 17344, close to the beginning of MGG_17344, 

suggesting that the C-terminal of M. oryzae is enriched for PEST sequences. This C-

terminal enrichment of PEST and phosphorylation sites is common to FRQ described in 

the literature and is reported to have a role in FRQ protein stability (178,221). It is 

interesting that there are no high scoring predicted PEST domains present at the N-

terminal of the potential amino acid sequence in M. oryzae, as It has been shown that N. 

crassa FRQ becomes increasingly phosphorylated at the N-terminus and PEST domains 

late in the day (178). There are, however, three predicted PEST motifs that have scores 

just below the threshold and are located towards the N terminus (amino acid positions 

68-88, 131-144, and 242-270), and thus may have some function (Fig. 6.6). 
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Figure 6.6: The M. oryzae predicted amino acid sequence shows a C-terminal enrichment 
of PEST domains. Based on EMBOSS ePESTfind, there are at least 2 potential PEST 
domains above the prediction threshold in the M. oryzae FRQ.
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6.2.1.5 M. oryzae FRQ contains a coiled-coil domain for FRQ dimerization  

Prior to entering the nucleus, N. crassa FRQ dimerises and interacts with FRH (which 

stabilises FRQ and prevents its degradation) and CK1 to form the FFC. FRQ-FRQ 

interaction is facilitated by a 30 AA coiled-coil domain located near the FRQ N-terminus 

(178,510). Incidentally, Cheng and colleagues reported that the coiled-coil domain is the 

most conserved region of FRQ across fungi, and that deletion of this structure can lead 

to arrhythmic conidiation (510). The potential M. oryzae FRQ amino acid sequence was 

submitted to Waggawagga (598) and DeepCoil (599), two coiled-coil prediction tools. 

Both tools predicted a high likelihood of a Coiled-coil domain present at approximately 

150 AAs downstream of the MGG_17345 ORF1 start site (approximately 20 AAs into 

ORF4), close to the N-terminal (Fig. 6.7) and commensurate with the N. crassa FRQ. This 

result was also confirmed using MESSA (600), where a single coiled coil site was present 

at AA 140 – 168. 
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Figure 6.7: The M. oryzae predicted FRQ AA sequence contains an N-terminally located 
coiled-coil domain according to (a) Waggawagga and (b) DeepCoil.  
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6.2.1.6 M. oryzae FRQ contains motifs indicative of nuclear and cytoplasmic localisation  

FRQ also requires nuclear localization signals (NLSs) to facilitate entry into the nucleus as 

part of the FFC (195,224,434,601). The predicted M. oryzae FRQ AA sequence was 

submitted to cNLS mapper, a nuclear localization signal prediction webtool (602). Since 

FRQ is present and active in both the nucleus and the cytoplasm depending on time of 

day, a low cut-off score was applied to the amino acid sequence; scores of 1-2 are 

predicted to be cytoplasm-localised, 3-5 nuclear and cytoplasmic-localised, 7-8 partially 

nuclear-localised, and ≥8 exclusively nuclear-localised. Unsurprisingly, the predicted M. 

oryzae amino acid sequence shows regions indicative of both nuclear and cytoplasmic 

localization, suggesting that the protein can move into and out of the nucleus (Fig. 6.8).  

The nuclear localization signals with high cNLS scores seem to be isolated to the centre 

of the polypeptide sequence (Fig. 6.8). This is of particular interest, as phosphorylation 

(which occurs in ‘clusters’ throughout the circadian day) preferentially acts on the central 

region of N. crassa FRQ (178). Phosphorylation is known to have both an enhancing or 

inhibitory effect on nuclear activity (195,603), so rapid and preferential phosphorylation 

in the central region close to the FRQ NLS may either aid or abate FRQ’s journey to the 

nucleus. Hypothetically, if phosphorylation of the FRQ NLS aided in its access to the 

nucleus, then it would be expected that hyperphosphorylated FRQ would be enriched in 

the nucleus compared to the cytoplasm, and since phosphorylation occurs over time, 

there would be a significant time delay between FRQ protein synthesis and FRQ nuclear 

shipment, as progressive phosphorylation occurs.  

Alternatively, if phosphorylation reduced FRQ access to (or removed it from) the nucleus, 

hypophosphorylated FRQ would rapidly move into the nucleus early in the circadian day 
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to perform its function in the negative arm of the clock and repress its own transcription 

via the WCC. The remaining cytoplasmic FRQ would then be phosphorylated primarily at 

the central region containing the NLS, thus reducing the shipment of FRQ to the nucleus, 

allowing for the circadian cycle to begin anew. This is the more likely scenario of the two, 

as newly synthesised, hypophosphorylated FRQ is rapidly localised to the nucleus early in 

the circadian day, and low levels of hypophosphorylated FRQ are found in the nucleus, 

acting in the negative feedback loop of the clock (221). Further, upon deletion of a N. 

crassa FRQ NLS, Schafmeier and colleagues (221) showed increased levels of 

hyperphosphorylated cytoplasmic FRQ.  

In additional support of FRQ phosphorylation of the central NLS preventing its entry into 

the nucleus, point mutations within the FRQ-CK1 interaction domain resulted in 

hypophosphorylation of FRQ throughout the circadian day, but did not cause a significant 

increase in nuclear-localised FRQ, suggesting that as phosphorylation of cytoplasmic FRQ 

continues throughout the day, it may become increasingly unable to enter the nucleus 

(195). Concurrently, this mutation suggested that entry of FRQ into the nucleus is not 

solely dependent on FRH or FRQ phosphorylation status, as nuclear abundance of FRQ 

did not increase, and so perhaps a different member of the FFC, such as FRH, is rate-

limiting (195). It has also been shown that as FRQ becomes increasingly phosphorylated, 

it is less able to interact with WC2 and thus unable to interfere with WCC function and 

subsequently repress of FRQ transcription (195).  

Phosphorylation state and structure of FRQ are also closely tied; in its 

hypophosphorylated state, FRQ is in a closed conformation and becomes increasingly 

opened upon phosphorylation due to a change in overall charge, where the 
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phosphorylated sites repel one another (178). As FRQ opens, a degradation signal is also 

exposed, leading to protein turnover (178). Together, FRQ structure, function and 

localisation are potentially linked to the phosphorylation status, and the proximity of NLSs 

to phosphorylation sites likely has an effect on FRQ localisation. 
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Figure 6.8: The predicted M. oryzae FRQ protein has motifs indicative of nuclear and 
cytoplasmic localisation. (a) cNLs mapper analysis of mono-/bipartite cellular localisation 
motifs, and (b) AA sequence position of the localisation motifs, showing an enrichment 
of nuclear localisation signals in the centre of M. oryzae FRQ. 

(a) 

(b) 
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6.2.1.7 The predicted M. oryzae FRQ shows intrinsically disordered motifs 

N. crassa FRQ is known to be an intrinsically disordered protein (IDP), where it has no 

inherent, fixed structure (178,181,190). PredictProtein (604), PSIPRED (605), and MESSA 

(Meta Server for Sequence Analysis (600)) all show that the predicted M. oryzae FRQ 

amino acid sequence is highly disordered (Fig. 6.9), further implicating MGG_17345 and 

MGG_17344 as the FRQ gene. 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.9: M. oryzae FRQ is likely a disordered protein. Output disorder prediction graphs 
for the M. oryzae FRQ from (a) PredictProtein, and (b) PsiPred 

(a) 

(b) 
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6.2.1.8 M. oryzae predicted FRQ shows conservation of the FRQ-FRH interaction 

domain 

In N. crassa, the FRQ-FRH interaction domain (FFD) is located at residues 728 – 797 

(195,200). Accordingly, the N. crassa FRQ and potential M. oryzae FRQ AA sequences 

were submitted to Emboss stretcher (a protein alignment webtool): the N. crassa 

sequence aligned to the M. oryzae FRQ sequence at AA sites 728 – 805 (albeit with some 

gaps), further suggesting that the predicted FRQ sequence acts in a similar manner to 

that observed in N. crassa (Fig. 6.10). The alignment further showed 43.3% identity, 

56.3% similarity, and 33.6% gaps.  
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Figure 6.10: Pairwise Emboss Needle alignment of the N. crassa FFD (boxed region) to 
the predicted M. oryzae FRQ sequence. | denotes positions with full conservation, colons 
represent conservative substitutions (AA changes with similar biochemical properties), 
dots represent mismatches, and dashes are gaps. 
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6.2.1.9 M. oryzae FRQ contains several (S/T)PXX sites, suggesting transcriptional 

regulation capability 

SPXX and TPXX motifs are associated with transcription factors and DNA-binding, and the 

N. crassa FRQ contains six absolutely conserved (S/T)PXX sites (531,606,607). The 

predicted M. oryzae FRQ amino acid sequence contains 9 SPXX and 2 TPXX sites (11 

(S/T)PXX total). Both of the TPXX sites are located in the region between MGG_17345 and 

17344; 5 SPXX sites are in this same region, and 3 SPXX sites are located in MGG_17345, 

suggesting either an enrichment of these motifs in the N-terminal region of the 

polypeptide, or a deterioration of (S/T)PXX sites in the C-terminus MGG_17345.  

Altogether, given the consistency of amino acid sequence, motifs, and predicted 

structure/function of the MGG_17345 – 17344 ORF1 + ORF4, it is likely that at least one 

of the isoforms of the M. oryzae FRQ protein consists of a transcript from MGG_17345 

(123 AAs) followed by a peptide sequence that starts at the 3’ end of MGG_17345 and 

runs up to and includes MGG_17344. 

6.2.2 Generating an FRQ mutant in M. oryzae 

In a similar manner to the WC2 mutant generation, sgRNA and donor oligos were 

designed to create a premature termination codon in the MGG_17345 gene (for full 

details see 2.10 – 2.17 and (269)). MGG_17345 was targeted in part due to its confirmed 

light and time of day-dependent transcription (84,101). Whilst the sequence between 

MGG_17345 and MGG_17344 is likely to contain a large open reading frame that could 

be prematurely interrupted (see above), this has not been confirmed experimentally, so 

edits in the region between MGG_17345 and MGG_17344 were avoided. The 

introduction of a premature termination codon (PTC) downstream in MGG_17344 (as 
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opposed to e.g., a large deletion) may allow for functional FRQ, as only the end of the 

protein would be truncated, so MGG_17345 was targeted. Further, in the more likely 

event that the double stranded DNA break was repaired by non-homologous end joining 

rather than homology-directed repair, indels could create a frameshift, which would have 

a more deleterious effect if they occurred closer to the transcriptional start site (TSS). 

MGG_17345 indels may also alter and potentially halt alternative splicing in M. oryzae 

FRQ, therefore increasing the likelihood of M. oryzae producing either L- or S-FRQ (if 

present, see above).  

Potential MGG_17345 target sequences were determined using E-CRISP, and a sequence 

approximately halfway through was selected for DNA cleavage and editing (Fig. 6.11, 

‘MGG_17345_12_0’). A codon ~23 bp upstream of the putative Cas9 cut site was selected 

that required a single base edit to create a premature termination codon (GAG, Glutamic 

acid, to TAG, STOP). Compatible primers were selected using Primer3web centred around 

the edit site and donor sequence. 80 bp double-stranded donor sequences (with the 

edited codon highlighted) and diagnostic primers are shown in Table 6.4.  

 

Figure 6.11: Potential MGG_17345 Cas9 target sequences. E-Crisp predicted Cas9 target 
sites on the M. oryzae FRQ (MGG_17345). 
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Table 6.4: ΔFRQ donor DNA and diagnostic primers 

 

This change from GAG to TAG would also remove the presence of a recognition site for 

the restriction enzyme BsmaI (GTCTC), which could be used for screening (based on 

restriction mapper virtual digests). A 224 bp amplicon was generated by the MGG_17345 

diagnostic primers which, upon BsmAI digestion, should yield a 163 bp and 63 bp 

fragment in the unedited amplicons.  

No transformants were located that were unsuccessfully cut by BsmAI, suggesting a very 

low HDR efficiency for the MGG_17345 target sequence. However, one amplicon showed 

a large (~45 bp) insertion (Fig. 6.12). Insertions of this size are unheard of for NHEJ-

mediated mutation and potentially suggested micro-homology mediated end joining or 

partial homology directed repair (608). This insertion mutant was subsequently Sanger 

sequenced (Eurofins Sanger sequencing), confirming a large 47bp insertion.  

ΔFRQ donor template top strand (5’-
3’) 

GAATTCGACGGACGAGAGCAACTAGACCGGTCACAGCGA 
CCCTAGGCAATGGTTTAACCAGTCCAACCAAAACCCCAGC 

ΔFRQ donor template bottom 
strand (5’-3’) 

GCTGGGGTTTTGGTTGGACTGGTTAAACCATTGCCTAGGG 
TCGCTGTGACCGGTCTAGTTGCTCTCGTCCGTCGAATTCTTC 

FRQ diagnostic forward primer (5’-
3’) 

CCCAAAGCTATCGACCTCTC 

FRQ diagnostic reverse primer (5’-
3’) 

CTGGGGTTTTGGTTGGACTG 
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Figure 6.12: MGG_17345-targeting Cas9 mutation facilitated a large insertion. Post-
digestion MGG_17345 amplicons (expected sizes: 163 bp and 63 bp) on a 3% Agarose gel 
with an ultra-low range ladder. Yellow arrowheads denote 100 and 200 bp, with the band 
between being 150 bp. The red box shows the large insertional MGG_17345 mutant, 
which is also cut by BsmAI. 
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Fascinatingly, upon manual inspection of the sequence, the 47 bp insertion was identical 

to the donor DNA. The sequence directly upstream of the integrated donor DNA was 

identical to the wild type, but the last 3 bp of the target sequence and the PAM site were 

absent (Fig. 6.13). Together, the homologous donor DNA insertion and wild type 

sequence both being present in the mutant suggests that Cas9 successfully caused a 

double strand break at the expected location (3 bp upstream of the target sequence 

PAM), but only partial homology-directed repair occurred downstream of the cut. In 

support of successful targeted Cas9 cutting, the final 3 bp and the PAM site is missing 

from the upstream wild-type repeat (CAA-TGG), which is the exact expected cut location 

(609). The insertion, therefore, likely occurred directly adjacent to the expected host 

genome cut site and was not facilitated by NHEJ.  
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(a) 

(b) 

Figure 6.13: The MGG_17345 insertion is likely generated through (semi-) homology directed 
repair. (a) Annotated MGG_17345 insertional mutant (purple) compared to the wild type (red). 
Green denotes the repeated insertional donor sequence including the GAT – TAG targeted edit, 
which removes the BsmAI recognition site (black). Grey shows the Cas9 target sequence and 
the subsequent excision of the PAM + 3 bp upstream of the wild type target sequence. (b) shows 
a schematic representation of the proposed mutation outcome, where there was partial 
homology directed repair downstream of the target sequence, but incomplete replacement of 
the DNA upstream of the target sequence, giving rise to a direct repeat insertion of the donor 
DNA. Green lines show wild type host DNA, and red the integrated donor DNA. 
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It is likely that the 3’ homology arm successfully bound and integrated into the host 

genome, introducing the donor sequence, which includes the GAG – TAG edit. However, 

based on this sequence information, the 5’ homology arm upstream of the edit site did 

not successfully integrate, causing a repetition instead of a replacement (Fig. 6.13). Since 

the only difference between the donor and wild type sequence is the GAG – TAG edit, 

the integrated downstream sequence is identical to the wild type. If the donor sequence 

was not inserted and instead a spontaneous wild type gene repetition occurred, then 

after BsmAI digestion there would be two fragments identical to the wild type, with an 

additional short fragment created as a result of the additional BsmAI site introduced. This 

is not the case, since two fragments remained after BsmAI digestion, one of which was 

larger than the wild type (Fig. 6.12).  

While the donor DNA was (partially) successful in its integration, rather than creating a 

premature termination codon as designed, the 47 bp insertion instead caused a 

frameshift mutation. Fortunately, this frameshift also introduced two TAG (stop) codons 

shortly downstream of the integration site, in frame to the transcriptional start site of 

MGG_17345, and thus is likely to ultimately display a similar outcome to that which was 

originally designed for HDR, where a prematurely truncated gene product is formed. 

However, if the FRQ protein produced in this mutant is still (semi-) functional, it is possible 

that FRQ is N-terminally truncated (due to the premature termination codon in 

MGG_17345), or that L- or S-FRQ (if present in M. oryzae) is preferentially produced due 

to a change in alternative splicing. Alternatively, this mutation could introduce additional 

phosphorylation sites, which could facilitate a faster cycling of the circadian system 

(161,181,558). Figure 6.13 shows the annotated sequence of the FRQ insertional mutant 

(purple) compared to the wild type (red). Due to a lack of other HDR mutants, this 
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MGG_17345 insertional mutant (henceforth known as FRQNIN
, short for FRQ N-terminal-

insertion) was used for subsequent experiments. 

6.2.3 FRQNIN maintains conidial banding, but has an altered period  

6.2.3.1 FRQNIN shows conidial banding, but its latency period prior to banding is 

lengthened 

In contrast to WC2 (see 5.2.2.1), the insertional FRQ mutant displayed conidial banding 

after a period of entrainment (Fig. 6.14), implicating this rhythmic output as a WC-FLO, 

like in N. crassa (see 6.16). Banding was not observed after 12 d of growth in constant 

light or darkness, a phenotype common to the wild type. Interestingly though, the latency 

period prior to conidial banding of the FRQNIN mutant was lengthened by approximately 

4 d, giving rise to an average latency period of 10 d, reminiscent of the delayed 

conidiation phenotype observed by Tong and colleague’s FRQ1/2 knockout in B. bassiana 

(232). This phenotype was partially restored in the GFP complementation, where the 

average latency period was reduced to 8-9 days (2 days longer than the wild type). It is 

important to note that the addition of a GFP tag at the C-terminal of FRQ may cause a 

conformational shape change in the protein. 

To determine if a lack of conidial banding metabolite(s) was responsible for the increased 

FRQNIN latency period, FRQNIN colonies were cultured in liquid CM to produce FRQNIN SM 

(see 2.1 and 2.4). Wild type guy11 strains were then subsequently cultured on both wild 

type SM (SM) and FRQNIN SM (frq-SM), both of which were effective in reducing the 

latency period by ~2 d (Fig. 6.14). FRQNIN colonies were then grown on wild type SM 

plates, and the banding period was reduced to approximately 6 d, which is typical of the 

wild type grown on CM plates with no supplementary spent media (Fig. 6.14). Taken 
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together, FRQNIN may produce the metabolite(s) at wild type levels but is likely to be less 

sensitive to it. In support of this, as seen in the wild type (see 4.2.4), relatively high 

concentrations are needed to activate the early banding phenotype. However, once this 

concentration threshold is surpassed, the latency period is reduced by ~ 2 d. Further, as 

mentioned above, FRQ (in both M. oryzae and other fungal species) has been implicated 

in roles beyond clock function, including nutritional sensitivity (213,434,574).
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Figure 6.14: FRQ plays a role in the conidial banding latency period. (a) FRQNIN maintains its conidial banding and requires light dark cycles 
for entrainment, reminiscent of the wild type (n = 18 DD, n = 15 LD, n = 24 LL), but (b) the latency period prior to conidial banding is elongated 
in FRQNIN and (partially) rescued upon complementation (n = 10 frq, n = 12 frq::GFP, n = 23 wild type guy11). (c) FRQNIN still produces to the 
conidial banding metabolite(s) (n = 23 CM, n = 3 frq-SM, n = 17 SM), but (d) is less sensitive to it. (n = 10 frq SM, n = 6 frq CM, n = 23 guy11 
CM, n = 17 guy11 SM). Letters describe statistically significant differences between groups (p < 0.05, Tukey’s HSD), bars with stars atop 
denote statistically significant differences (p < 0.05, ANOVA), red points and text show the mean values for each group.  

(a) 

(b) 

(c) 

(d) 
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6.2.3.2 FRQNIN displays circadian conidial banding, but its period is shortened under 

constant light 

The M. oryzae FRQNIN mutant also showed no significant difference in the number of 

conidial bands produced after 14 d of growth in LD conditions, or 10 d of LD entrainment 

followed by 4 d of constant light or darkness (LD-DD and LD-LL, respectively), which 

suggests that the FRQNIN mutant maintains a circadian rhythm in conidial banding (Fig. 

6.15). However, upon transfer to constant light after LD entrainment, the calculated 

FRQNIN period (see 3.2.1) falls to ~16 h, suggesting that the insertion gives rise to a 

shorter, light-dependent period (Fig. 6.15). Additionally, if the FRQNIN period is ~16 h in 

constant light and continues robustly in free running conditions, there should be 

approximately 6 bands produced after 96 h (4 d in constant conditions). Considering that 

after 14 d of growth under LD, LD-DD, and LD-LL, FRQNIN colonies showed 3-4 bands on 

average, then the FRQNIN mutant must lose its rhythmicity after 3-4 circadian cycles (of 

~16 h) in constant light (Fig. 6.15). In comparison to the wild type, the FRQNIN mutant 

displays a faster but non-significant alteration of calculated period under LD or LD-DD 

conditions, but the period is much shorter under LD-LL conditions, perhaps suggesting 

altered photoadaptation, phosphorylation capacity/status, or reduced alternative 

splicing, all of which can give rise to significantly shortened periods 

(116,161,178,181,192,195,198,201,207,209,210,214,225,227,409,513,517,540,548).
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(a) 

(b) 

(c) 

Figure 6.15: FRQ plays a role in the circadian periodicity of M. oryzae. (a) FRQNIN continues to display conidial banding 

for a number of circadian cycles upon transfer to constant dark or light (n = 10 LD, n = 6 LD-DD, n = 6 LD-LL), but (b, c) 

periodicity is significantly reduced under prolonged light exposure (n = 10 frq LD, n = 23 guy11 LD, n = 6 frq LD-DD, n = 

14 guy11 LD-DD, n = 6 frq LD-LL, n = 13 guy11 LD-LL). Letters describe statistically significant differences between 

groups (p < 0.05, Tukey’s HSD), bars with stars atop denote statistically significant differences (p < 0.05, ANOVA). 
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6.2.4 FRQNIN shows environmentally-dependent vegetative growth differences 

In a similar manner to the wild type, light-dark cycles reduce the average growth rate 

compared to constant dark or light-grown conditions; FRQNIN grows quickest under 

constant light (similarly to WC2), followed by constant dark (Fig. 6.16). LD and LD-LL 

conditions show the slowest growth like the WC2 mutant, suggesting that the WCC-FFC 

circadian machinery plays a role in photoadaptation to light and/or dark in M. oryzae. 

Compared to the wild type, FRQNIN shows a decreased growth rate under LD cycling 

conditions, but an increased growth rate under constant light; there are no significant 

differences under DD, LD-DD or LD-LL, which further implicates FRQ in a photoadaptive 

role and as such, the FRQNIN mutant may still sense the dark (Fig. 6.16). Finally, in a similar 

fashion to the WC2::GFP complementation mutant, FRQ::GFP displays a reduced growth 

rate compared to both the wild type and FRQNIN , which could be a result of increased 

resource allocation to produce GFP, or an altered protein conformation (Fig. 6.16).  
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(a) 

(b) 

(c) 

Figure 6.16: FRQNIN shows light-dependent altered vegetative growth rates. (a) Like the wild type, FRQNIN grows 
fastest under constant conditions, (b) FRQNIN grows slower than the wild type under LD and faster under LL 
conditions, (c) FRQ::GFP complementation does not rescue  the reduced growth rate observed under LD conditions 
in FRQNIN, suggesting altered function or additional resource expenditure due to GFP. (n = 18 FRQNIN DD, n = 10 
FRQNIN LD, n = 10 LD-DD FRQNIN, n = 10 FRQNIN LD-LL, n = 24 FRQNIN LL, n = 16 guy11 DD, n = 23 guy11 LD, n = 15 guy11 
LD-DD, n = 13 guy11 LD-LL, n = 19 guy11 LL, n = 12 FRQ::GFP LD). Letters describe statistically significant differences 
between groups (p < 0.05, Tukey’s HSD), Bars with stars atop denote statistically significant differences (p < 0.05, 
ANOVA), and crosses mean values.   
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6.2.5 FRQNIN mutation affects conidiation and conidial development 

6.2.5.1 FRQNIN mutation causes a profound reduction in conidiation  

Compared to the wild type, the FRQNIN mutant produces an order of magnitude fewer 

conidia under all light treatments, and very few colonies produced more than 100,000 

conidia per ml, to the extent that several colonies had to be harvested and pooled for 

most experiments (Fig. 6.17). Interestingly, FRQNIN displays an additional light-dependent 

repression in conidiation, where light under any circumstances (LD, LD-DD, LD-LL and LL) 

reduces conidiation compared to constant dark-grown colonies (Fig. 6.17). However, 

even under constant darkness, FRQNIN mutant colonies vary rarely produce more than 

1x106 conidia per ml (Fig. 6.17), and in the wild type, LD conditions are most conducive 

for conidiation, not constant darkness.  

Again, harvest time (dawn or dusk) had little effect on conidiation, further suggesting that 

it takes longer than 12 h to produce conidia.  Because of this massive reduction in 

conidiation, many experiments could not be performed after growth under LD-DD, LD-LL, 

and LL conditions. The FRQ::GFP complementation partially restores the conidial 

reduction, to levels similar to the wild type.
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(a) 

(b) 

(c) 

Figure 6.17: FRQ plays an important role in conidiation. (a) FRQNIN produces far fewer conidia than the wild type, 

regardless of environmental light conditions (n = 24 DD FRQNIN, n = 15 DD guy11, n = 81 LD FRQNIN, n = 68 LD guy11, n 

= 19 LD-DD FRQNIN, n = 17 LD-DD guy11, n = 15 LD-LL FRQNIN, n = 18 LD-LL guy11, n = 25 LL FRQNIN, n = 16 LL guy11), (b) 

FRQNIN shows light-dependent conidiation repression, where light under any circumstances (LD, LD-DD, LD-LL, and LL) 

represses conidial production (n = 24 DD, n = 81 LD, n = 10 LD-DD, n = 15 LD-LL, n = 25 LL), and (c) FRQ::GFP 

complementation partially rescues the conidial defects (n = 72 FRQNIN, n = 8  FRQ::GFP, n = 56 guy11). Letters describe 

statistically significant differences between groups (p < 0.05, Tukey’s HSD), Bars with stars atop denote statistically 

significant differences (p < 0.05, ANOVA), and crosses mean values. 
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6.2.5.2 The FRQNIN mutant conidia are less likely to germinate 

Due to the reduced conidiation phenotype, it was difficult to harvest sufficient quantities 

of conidia for conidial development assays, and as such only LD and DD conditions are 

presented. FRQNIN conidia display a reduced germination rate under both DD and LD 

conditions (Fig. 6.18). Considering that there is no significant difference between DD and 

LD germination rates in FRQNIN this reduced germination phenotype could mean that the 

FRQNIN mutation causes an overall reduction in germination, or that FRQNIN mutant 

conidia are hypersensitive to the constant light and increased temperature as a result of 

the imaging system (discussed in previous chapters). Ideally, this experiment would be 

repeated under constant darkness, but this would mean that different conidia would be 

observed at each subsequent time point.  

Interestingly, despite the reduced germination, by 8 HPI, there were no significant 

differences in appressorial formation between the wild type and FRQNIN conidia (Fig. 

6.18). Further, FRQNIN retains its dark-entrained reduction in appressorial development, 

similar to the wild type (Fig. 6.18). This suggests that those conidia that do germinate are 

as, if not more, likely to develop appressoria than the wild type by 8 HPI and thus may 

develop slightly quicker, perhaps as result of faster cycling of the clock machinery, since 

FRQNIN displays a shorter period under prolonged light exposure, which it would 

experience under the imaging setup. 
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Figure 6.18: FRQNIN conidia are less likely to germinate, but those that do are more likely 
to produce appressoria. (a) By 8 hours post inoculation, fewer FRQNIN conidia germinated 
compared to the wild type under both DD and LD pre-harvest entrainment conditions, 
however (b) there were no significant differences between the wild type and FRQNIN by 8 
HPI in terms of appressorial development, and so those FRQNIN conidia that do germinate 
are more likely to produce appressoria or produce them faster than the wild type. n = 3 
guy11 DD, n = 21 guy11 LD, n = 3 FRQNIN DD, n = 3 LD FRQNIN. Stars represent increasing 
statistical significance (ANOVA). ‘ns’ denotes no significant difference between groups (p 
> 0.05).  

(a) 

(b) 
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6.2.5.3 FRQNIN produces smaller conidia  

FRQNIN conidial adherence is not altered compared to the wild type, further suggesting 

that circadian machinery has little effect on spore tip mucilage production (data not 

shown). The conidia remaining after agitation are again larger on average than those 

measured before agitation (Fig. 6.19) in a similar fashion to the wild type. However, the 

FRQNIN conidia are smaller than the wild type both prior to and after agitation (Fig. 6.19). 

Since WC2 conidia are also smaller than the wild type but germinate and develop faster, 

a decrease in conidial size (and potentially resources) is unlikely to be the cause of an 

increased developmental rate. The consistent reduction in conidial size in both WC2 and 

FRQ mutation does, however, implicate the circadian machinery in conidial size. 
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Figure 6.19: Circadian machinery plays a role in conidial size. (a) Similarly to the wild type, 
FRQNIN shows a distinct separation of conidial size prior to and after agitation, again 
suggesting that larger conidia adhere to hydrophobic surfaces better, and that M. oryzae 
conidial size may have a functional role. However, (b) the conidia in FRQNIN are smaller 
than the wild type, both prior to and after agitation. (n = 3 per treatment, at least 100 
conidia counted per treatment). Stars represent increasing statistical significance 
(ANOVA, p < 0.05). Red points and text show the mean values for each group.

(a) 

(b) 
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6.2.5.4 FRQNIN appressoria generate higher turgor pressure 

Again, it was difficult to generate sufficient conidial concentrations for cytorrhysis 

experiments in FRQNIN, and as such only DD, LD, and LD-DD conditions were used. Pre-

harvest light conditions had little effect on appressorial collapse as there were no 

significant differences, where ~50% and ~70% of the appressoria had collapsed under 1 

M and 2 M glycerol concentrations, regardless of light treatment (Fig. 6.20). However, 

under LD conditions, FRQNIN mutants consistently showed a reduction in cytorrhysis 

compared to the wild type, where ~75% of wild type appressoria had collapsed by 1 M 

and above, approximately 20% more than the mutant (Fig. 6.20). This suggests that the 

FRQNIN mutant may generate a higher appressorial turgor pressure or that they are 

increasingly melanised and thus better equipped to prevent loss of turgor.  
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(a) 

(b) 

Figure 6.20:  FRQNIN generates higher appressorial turgor pressure or appressoria are more resistant to 
osmotic stress. (a) Pre-harvest entrainment conditions had little effect on appressorial cytorrhysis in FRQNIN (n 
= 3 DD, n = 12 LD, n = 3 LD-DD), but (b) FRQNIN consistently showed reduced appressorial collapse compared to 
the wild type under a range of glycerol concentrations, suggesting FRQNIN appressoria generate higher turgor 
pressure or are more resistant to collapse (n = 11 FRQNIN, n = 12 guy11 [0.5 M], n = 5 FRQNIN, n = 5 guy11 [0.75 
M], n = 11 FRQNIN, n = 12 guy11 [1 M], n = 8 FRQNIN, n = 12 guy11 [1.5 M], n = 12 FRQNIN, n = 12 guy11 [2 M], n 
= 3 FRQNIN, n = 3 guy11 [5 M]. Letters describe statistically significant differences between groups (p < 0.05, 
Tukey’s HSD), Bars with stars atop denote statistically significant differences (p < 0.05, ANOVA).   
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6.2.6 Penetration and early in planta cell-cell movement is not affected by FRQNIN 

mutation 

Wild type rice leaf sheath inoculations showed a slight, but insignificant increase in 

appressorial penetration compared to FRQNIN by 24 HPI, in a stark contrast to the reduced 

penetration phenotype observed in the WC2 mutant (Fig. 6.21). Approximately 5% of 

penetrated and invasive hyphae showed in planta cell to cell movement in the mutant 

FRQNIN, FRQ::GFP complement, and wild type by 24 HPI, suggesting that the FRQNIN 

mutation does not play a role in early-infection virulence under LD conditions (Fig. 6.21). 
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Figure 6.21: FRQNIN does not show altered penetration or cell-cell movement 24 hours 
post-inoculation. There are no significant differences between wild type, FRQNIN, or 
FRQ::GFP complementation strains in terms of (a) penetration or (b) in planta cell-cell 
movement (n = 6 per strain, at least 100 conidia were counted per sample). Bars with 
stars atop denote statistically significant differences (p < 0.05, ANOVA).  

(a) 

(b) 
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No significant differences were observed at 48 HPI either (Fig. 6.22), further implying that 

the FRQNIN mutation plays little role in early virulence; ~90% of appressoria observed had 

facilitated plant cuticle penetration in FRQNIN, FRQ::GFP complement, and wild type, and 

~75% or more invasive hyphae displayed cell-cell movement (Fig. 6.22). Interestingly, by 

48 HPI, FRQNIN shows a slightly elevated (although insignificant) number of invasive 

hyphae constrained to the primary penetrated cell compared to the wild type or 

complementation mutant (Fig. 6.22), a phenotype reminiscent of the WC2 mutant 

(discussed in 5.2.6).  
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Figure 6.22: FRQNIN strains show no significant difference in penetration and cell-cell 
movement 48 hours post-inoculation.  FRQNIN strains did not show significantly altered 
(a) penetration, or (b) in planta cell-cell movement, and (c) were not constrained to the 
primary cell, like in the WC2 mutant (n = 6 per strain, at least 50 conidia were counted 
per sample). Bars with stars atop denote statistically significant differences (p < 0.05, 
ANOVA).

(a) 

(b) 

(c) 



 

357 
 

6.2.7 Asynchronous FRQNIN inoculations reduce rice-specific virulence 

6.2.7.1 Antiphase-entrained FRQNIN is less virulent than the wild type in rice at dawn 

(subjective dusk)  

Again, insufficient conidial quantities were a significant issue for FRQNIN plant 

inoculations, and as such inoculations were only carried out after constant dark, in phase 

LD, or antiphase DL pre-inoculation treatments, since other conditions (LD-DD, LD-LL, and 

LL) rarely produced enough conidia for spray inoculations.  

At dusk, FRQNIN and wild type infections showed no significant difference in lesion region 

area under any pre-inoculation light treatment (DD, DL, and LD), again suggesting that 

the rice clock may be more important than the fungal clock at dusk (Fig. 6.23). At dawn, 

wild type lesions were larger than FRQNIN after DD pre-treatment, and smaller under 

antiphase conditions, implying that FRQNIN may be more virulent at its subjective dusk 

(Fig. 6.23). However, under DL conditions at dawn (fungal subjective dusk), FRQNIN 

mutants show significantly fewer lesions than the wild type, which disagrees with its 

increased dusk virulence (Fig. 6.23). The reduced DL FRQNIN lesion density but increased 

DL FRQNIN lesion size at dawn may instead be a result of reduced competition from nearby 

invasive hyphae, and as such shows a negative correlation between lesion density and 

lesion size, similar to the WC2 mutant (see 5.2.7 – 5.2.8). In support of this, there were 

no significant differences between FRQNIN and the wild type for lesion coverage per leaf 

at dawn or dusk, except under DL conditions at dawn, where FRQNIN lesions covered a 

significantly lower proportion of the inoculated leaves (Fig. 6.23).  
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(a) 

(b) 

(c) 

Figure 6.23:  The FRQNIN strain is less pathogenic than the wild type after antiphase entrainment at dawn towards rice. 
(a) FRQNIN produces smaller lesions after DD entrainment, but larger lesions after DL entrainment at dawn (n = 2358 
lesions guy11/ 1924 FRQNIN DD dawn, n = 601 guy11/ 235 FRQNIN DD dusk, n = 1303 guy11/ 138 FRQNIN DL dawn, n = 93 
guy11/ 20 FRQNIN DL dusk, n = 1565 guy11/ 1094 FRQNIN LD dawn, n = 6098 guy11/ 3479 FRQNIN LD dusk). (b) Under DL 
entrainment, however, the FRQNIN strain gave rise to lower leaf lesion densities, and (c) FRQNIN mutation does not affect 
leaf lesion coverage, except after DL entrainment at dawn, where FRQNIN disease severity is reduced compared to the 
wild type (n = 55 leaves guy11/ 59 FRQNIN DD dawn, n = 28 guy11/ 22 FRQNIN DD dusk, n = 63 guy11/ 31 FRQNIN DL 
dawn, n = 12 guy11/ 9 FRQNIN DL dusk, n =  87 guy11/ 58 FRQNIN LD dawn, n = 224 guy11/ 84 FRQNIN LD dusk). Stars 
represent increasing statistical significance (Dunn’s test, p < 0.05), and crosses mean values. 
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6.2.7.2 Constant darkness-entrained colonies favour dawn inoculations in FRQNIN  

For rice-FRQNIN inoculations, constant dark and antiphase pre-treated FRQNIN mutants did 

not show any significant difference in lesion size between dawn and dusk, whereas under 

synchronous LD conditions, FRQNIN showed larger lesions at dawn, similar to the wild type 

(Fig. 6.24). Contrastingly, FRQNIN LD and DL inoculations did not show a time of day-

dependent outcome in lesion density, whereas constant dark pre-treated FRQNIN colonies 

showed increased numbers of lesions at dawn (6.24). LD and DL inoculations also showed 

no time-of-day effect on leaf coverage, and constant dark-grown colonies showed an 

increased coverage at dawn (Fig. 6.24), a phenotype also observed in the wild type (see 

4.2.6) 
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Figure 6.24: Prolonged darkness-entrained FRQNIN strains prefer dawn in rice 
inoculations. (a) Synchronous entrainment of FRQNIN and rice gave rise to larger lesions 
at dawn (n = 1924 lesions DD dawn/ 235 dusk, n = 138 DL dawn/ 20 dusk, n = 1094 LD 
dawn/ 3479 dusk), (b) DD-entrained FRQNIN showed an increased dawn lesion density, 
and (c) DD-entrained FRQNIN strains also showed an increased leaf coverage at dawn. (n 
= 59 leaves DD dawn/ 22 dusk, n = 31 leaves DL dawn/ 9 dusk, n = 58 LD dawn/ 84 dusk). 
Stars represent increasing statistical significance (Dunn’s test, p < 0.05), and crosses mean 
values.

(a) 

(b) 

(c) 
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6.2.7.3 Pre-inoculation treatment affects FRQNIN virulence in rice 

When comparing pre-inoculation treatment effects on FRQNIN virulence, DD, DL, and LD 

inoculations gave rise to larger lesion regions at dawn, again suggesting the plant clock 

may be more important than the fungal clock: dusk inoculations showed a reduced 

deviation from the mean (possibly because of the reduced number of lesions) (Fig. 6.25).   

Antiphase treatments showed a significant decrease in lesion density at dawn, but 

treatment seems to have less of an effect on lesion density compared to the wild type 

(Fig. 6.25). Antiphase pre-treatment also gave rise to a reduced lesion coverage at both 

dawn and dusk (along with dusk DD inoculations), suggesting that the FRQNIN mutant 

cannot compensate for asynchrony with the plant host as well as the wild type (Fig. 6.25). 
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Figure 6.25:  Pre-inoculation treatment plays a role in dawn virulence in FRQNIN mutants. 
(a) FRQNIN lesions are larger at rice subjective dawn (n = 1924 lesions DD dawn/ 235 dusk, 
n = 138 DL dawn/ 20 dusk, n = 1094 LD dawn/ 3479 dusk), (b) antiphase-entrained FRQNIN 
infections give rise to lower lesion densities in rice, (c) asynchronous entrainment 
conditions reduces infection severity in FRQNIN (n = 59 leaves DD dawn/ 22 dusk, n = 31 
leaves DL dawn/ 9 dusk, n = 58 LD dawn/ 84 dusk). Stars represent increasing statistical 
significance (Dunn’s test, p < 0.05), and red dots/text denotes mean values for each 
group.

(a) 

(b) 

(c) 
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6.2.8 FRQNIN and non-host interactions 

6.2.8.1 Antiphase-entrained FRQNIN inoculations reduce barley-specific virulence 

In non-host barley interactions, FRQNIN displays smaller lesions at dawn after antiphase 

entrainment (subjective dusk) and at dusk after in phase entrainment, suggesting that 

FRQNIN has partially lost its dusk virulence in barley (Fig. 6.26). The median lesion size in 

DL dawn inoculations is higher in FRQNIN, but this is likely due to the reduced lesion 

density, as no other treatments saw a difference in lesion density between the wild type 

and FRQNIN mutant (Fig. 6.26). This result agrees with the wild type-like penetration and 

cell-cell movement in FRQNIN under LD conditions. FRQNIN also showed a decrease in leaf 

coverage compared to the wild type under antiphase conditions at dawn only, further 

suggesting that antiphase conditions negatively impact FRQNIN to a greater degree than 

the wild type (Fig. 6.26).  
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(a) 

(b) 

(c) 

Figure 6.26: FRQNIN mutants display reduced antiphase-entrained pathogenicity. (a) FRQNIN produces smaller lesions 
than the wild type at dawn after DL entrainment and at dusk after LD entrainment, suggesting reduced (subjective) dusk 
pathogenicity (n = 2100 lesions DL guy11/ 2113 FRQNIN DD dawn, n = 508 guy11/ 623 FRQNIN DD dusk, n = 4183 guy11/ 
746 FRQNIN DL dawn, n = 172 guy11/ 167 FRQNIN DL dusk, n = 3276 guy11/ 2546 FRQNIN LD dawn, n = 11215 guy11/ 3898 
FRQNIN LD dusk). Antiphase entrainment also displays (b) lower lesion densities and (c) lower lesion coverage at dawn/ 
subjective dusk (n = 97 leaves guy11/ 93 FRQNIN DD dawn, n = 39 guy11/ 32 FRQNIN DD dusk, n = 151 guy11/ 62 FRQNIN 
DL dawn, n = 10 guy11/ 11 FRQNIN DL dusk, n = 196 guy11/ 113 FRQNIN LD dawn, n = 374 guy11/ 118 FRQNIN LD dusk). 
Stars represent increasing statistical significance (Dunn’s test, p < 0.05), and crosses mean values. 
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6.2.8.2 FRQNIN does not display time of day-dependent non-host virulence 

In barley inoculations, LD-entrained FRQNIN infections showed increased lesion sizes at 

dawn, whereas DD-entrained infections displayed increased sizes at dusk – antiphase 

entrainment showed no significant difference in lesion size between dawn and dusk (Fig. 

6.27). However, inoculation time had no effect on FRQNIN lesion density after constant 

darkness, in-phase, or antiphase pre-inoculation entrainment, suggesting that FRQNIN 

may have lost its gating of penetration or early cell-cell movement timing in non-host 

interactions (Fig. 6.27). In further support of this, FRQNIN leaf coverage shows no 

significant difference between dawn and dusk under any pre-inoculation treatments (Fig. 

6.27). 



 

366 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.27:  Pre-inoculation entrainment has little effect on time of day-dependent 
infection severity in FRQNIN-barley inoculations. (a) DD and LD-entrained FRQNIN 
inoculations gave rise to smaller and larger lesions at dawn and dusk, respectively (n = 
2113 lesions DD dawn/ 623 dusk, n = 746 DL dawn/ 167 dusk, n = 2546 LD dawn/ 3898 
dusk). Pre-inoculation entrainment had no effect between dawn and dusk inoculations in 
terms of (b) lesion density and (c) lesion coverage (n = 93 leaves DD dawn/ 32 dusk, n = 
62 DL dawn/11 dusk, n = 113 LD dawn/ 118 dusk). Stars represent increasing statistical 
significance (Dunn’s test, p < 0.05), and crosses mean values.

(a) 

(b) 

(c) 
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6.2.8.3 Antiphase entrainment reduces dawn pathogenicity in FRQNIN 

Compared to the base mean, DD-entrained FRQNIN lesions are smaller at dawn and larger 

at dusk, whereas antiphase lesions are larger in dawn inoculations (subjective dusk) and 

smaller at dusk (subjective dawn) (Fig. 6.28). LD-entrained FRQNIN lesion area did not 

deviate from the base mean, suggesting FRQNIN may be more virulent at dusk towards 

barley in a similar manner to the wild type (Fig. 6.28). In contrast to pre-inoculation light 

conditions affecting lesion size, light conditions had no significant effect on lesion density 

in barley at both dawn and dusk; no treatments deviated significantly from the base 

mean. In a similar manner to rice inoculations, antiphase pre-entrainment conditions 

showed a reduction in lesion coverage at dawn compared to other treatments, further 

showing that asynchrony with the plant has an increasingly negative effect on FRQNIN 

pathogenicity.  
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(a) 

(b) 

(c) 

Figure 6.28: Antiphase entrainment to the host in FRQNIN reduces disease severity. (a) DD entrainment gives 
rise to smaller lesions at dawn and larger lesions at dusk, whereas antiphase DL entrainment causes larger 
lesions at dawn and smaller lesions at dusk (n = 2113 lesions DD dawn/ 623 dusk, n = 746 DL dawn/ 167 dusk, 
n = 2546 LD dawn/ 3898 dusk), (b) pre-inoculation entrainment has no effect on lesion density, regardless of 
inoculation timing, and (c) DL entrainment causes reduced lesion coverage at dawn (subjective dusk) in 
FRQNIN (n = 93 leaves DD dawn/ 32 dusk, n = 62 DL dawn/11 dusk, n = 113 LD dawn/ 118 dusk). Stars 
represent increasing statistical significance (Dunn’s test, p < 0.05), and red dots/text denotes mean values for 
each group. 
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6.2.9 FRQNIN maintains optimal leaf size in rice infections 

When ignoring time of day effects, FRQNIN shows similar, although dampened lesion 

density profiles in rice and barley, with slightly lower maximal lesion densities (Fig. 6.29). 

In rice, FRQNIN lesion density decreases as leaf area increases, unlike in the wild type, 

where the highest lesion densities are in the smallest leaves and those between 10-15 

cm2. The density profile observed in barley is similar to the wild type, and displays near-

identical preferences for leaf areas ~10 cm2.   

When accounting for time of day, however, FRQNIN lesion density show wild-type like 

lesion density profiles at dawn in barley and dusk in rice which, incidentally, are the times 

of day when those respective plants are least susceptible to infection (disease severity is 

highest at dawn in rice and at dusk for barley in wild type infections), perhaps suggesting 

that FRQ gates virulence in M. oryzae or aids in the interpretation of plant-derived signals 

(Fig. 6.29). At dawn in rice, FRQNIN lesion density decreases near-linearly as leaf area 

increases, unlike the wild type which shows highest densities in the smallest leaves and 

those above 10 cm2. Interestingly, FRQ expression and subsequent protein levels are 

highest in the circadian morning, so perhaps FRQ represses virulence early in the day, and 

therefore has little effect in the circadian evening, when FRQ levels are lower, which 

would explain the wild type-like profile seen in dusk inoculations. 
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(b) 

(a) 

Figure 6.29: FRQNIN plays a role in host-dependent dawn virulence. (a) FRQNIN-barley infections do not 
display any leaf area-dependent lesion densities when inoculation timing is ignored, and FRQNIN lesion 
densities in rice decrease as leaf area increases. However, (b) when accounting for inoculation timing, 
FRQNIN lesion densities follow a similar profile as the wild type at dawn in barley and dusk in rice (sub-
optimal infection timings). In contrast to the wild type, FRQNIN-rice infections show a near-linear decrease 
in densities at dawn and show a higher lesion density than the wild type in 10-15 cm2 (‘adolescent’) leaves 
in barley at dusk (n = 444 leaves guy11 / 268 FRQNIN barley dawn, n = 423 guy11 / 161 FRQNIN barley dusk, n 
= 205 guy11 / 148 FRQNIN rice dawn, n = 264 guy11 / 115 FRQNIN rice dusk). Data displayed using Loess 
smoothed conditional means, grey shading denotes standard error.  
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6.2.10 ΔWC2 mutation has a more severe impact on pathogenicity than FRQNIN  

6.2.10.1 ΔWC2 is less pathogenic than FRQNIN in rice inoculations after LD entrainment 

Compared to FRQNIN, WC2 produces larger lesions after synchronous LD entrainment 

with the rice plant host at both dawn and dusk, but there were no differences between 

the mutants after antiphase and constant darkness entrainment (Fig. 6.30). Further, 

FRQNIN and WC2 mutants display no difference in lesion density in rice, except at dusk 

after LD entrainment, where WC2 produces fewer lesions per leaf cm2 (Fig. 6.30). 

Together, these results again suggest that lesion density and average lesion size are 

negatively correlated and that WC2 may have lost its dusk virulence (Fig. 6.30). In support 

of this, FRQNIN lesions cover a greater proportion of infected leaves at dusk after LD 

entrainment only, despite the (on average) larger WC2 lesions observed at this time (Fig. 

6.30). There were no significant differences observed in terms of lesion size, density, or 

cover under DD and DL entrainment conditions at dawn or dusk, suggesting that 

mutations in both WC2 and FRQ negatively affect virulence. 
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(a) 

(b) 

(c) 

Figure 6.30: The ΔWC2 mutants are less pathogenic than FRQNIN towards rice. (a) FRQNIN produces smaller lesions 
than ΔWC2 at in rice infections after LD entrainment (n = 1094 lesions ΔWC2 / 1924 FRQNIN DD dawn, n = 697 ΔWC2 
/ 235 FRQNIN DD dusk, n = 358 ΔWC2 / 138 FRQNIN DL dawn, n = 29 ΔWC2 / 20 FRQNIN DL dusk, n = 624 ΔWC2 / 1094 
FRQNIN LD dawn, n = 2749 ΔWC2 / 3479 FRQNIN LD dusk). However (b) FRQNIN produces more lesions at dusk after LD 
entrainment and (c) covers a greater proportion of leaves (n = 41 leaves ΔWC2 / 59 FRQNIN DD dawn, n = 45 ΔWC2 / 
22 FRQNIN DD dusk, n = 63 ΔWC2 / 31 FRQNIN DL dawn, n = 9 ΔWC2 / 9 FRQNIN DL dusk, n = 83 ΔWC2 / 58 FRQNIN LD 
dawn, n = 177 ΔWC2 / 84 FRQNIN LD dusk). Stars represent increasing statistical significance (Dunn’s test, p < 0.05), 
and crosses mean values.  
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6.2.10.2 ΔWC2 is less pathogenic than FRQNIN towards barley under all pre-inoculation 

treatments and times, except after antiphase entrainment at dawn 

In non-host barley inoculations, WC2 again shows a reduction in pathogenicity compared 

to FRQNIN (Fig. 6.31). WC2 mutants gave rise to smaller lesions than FRQNIN after LD 

entrainment at both dawn and dusk and at dawn after DL treatments (subjective dusk). 

Interestingly, WC2 gave rise to larger lesions than FRQNIN after constant dark pre-

inoculation entrainment, but the median area is lower than FRQNIN at both dawn and 

dusk, likely as a result of their decreased lesion density (Fig. 6.31). In agreement with the 

penetration defects seen in WC2 rice leaf sheathe inoculations, WC2 mutants gave rise 

to reduced lesion densities compared to FRQNIN after DD and LD pre-inoculations at dawn 

and dusk, and fewer lesions at dusk after antiphase entrainment (subjective dawn) (Fig. 

6.31). There were no observed differences in lesion density between FRQNIN and WC2 at 

dawn after antiphase entrainment (subjective dusk), suggesting that the circadian clock 

may gate dusk virulence (Fig. 6.31).  

This reduced WC2 pathogenicity under all inoculations and times except antiphase-

entrained dawn infections in barley is also seen in terms of percent leaf coverage, again 

suggesting that lesion density (or pathogenic load), not lesion size, is the main 

determinant in disease severity in both host rice and non-host barley infections (Fig. 

6.31). In this way, under ecologically relevant conditions, where conidial densities and 

pathogenic load is not controlled for (here, all plants were inoculated with the same 

volume and concentration of conidial inoculum), the wild type would be most pathogenic, 

followed by WC2 and finally FRQNIN. Even though WC2 conidia are less virulent than 

FRQNIN under most conditions, the number of conidia produced per colony in FRQNIN are 
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~5% of the wild type and ~10% of WC2 and so would show fewer infections if spread 

naturally by wind and dewdrop.
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(a) 

(b) 

(c) 

Figure 6.31: FRQNIN mutant strains are more virulent than their WC2 counterpart towards barley. (a) WC2 lesions are 

larger after DD entrainment at dawn and dusk, but smaller after LD entrainment, and after DL entrainment at dawn (n 

= 567 lesions ΔWC2 / 2113 FRQNIN DD dawn, n = 206 ΔWC2 / 623 FRQNIN DD dusk, n = 1991 ΔWC2 / 746 FRQNIN DL 

dawn, n = 24 ΔWC2 / 167 FRQNIN DL dusk, n = 2371 ΔWC2 / 2546 FRQNIN LD dawn, n = 5236 ΔWC2 / 3898 FRQNIN LD 

dusk). FRQNIN causes higher lesion densities (b) and lesion coverage (c) than WC2 after all pre-inoculation entrainment 

conditions at both dawn and dusk, except after DL entrainment, where there is no significant difference between the 

strains (n = 70 leaves ΔWC2 / 93 FRQNIN DD dawn, n = 35 ΔWC2 / 32 FRQNIN DD dusk, n = 119 ΔWC2 / 62 FRQNIN DL 

dawn, n = 13 ΔWC2 / 11 FRQNIN DL dusk, n = 158 ΔWC2 / 113 FRQNIN LD dawn, n = 279 ΔWC2 / 118 FRQNIN LD dusk). 

Stars represent increasing statistical significance (Dunn’s test, p < 0.05), and crosses mean values. 
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6.3 Discussion 

This chapter has shown that, based on literature review, bioinformatic analyses, and 

experimental work, the M. oryzae FRQ gene occupies both MGG_17345 and 

MGG_17344, and that mutation to MGG_17345 can produce phenotypes indicative of 

FRQ dysfunction. Based on this presented work, it is difficult to determine if a true FRQ 

knockout/null strain has been generated in FRQNIN due to the unexpected large, semi-

homology directed repair-mediated insertion and frameshift. Instead, the results 

obtained here may be the result of (a) a true FRQ knockout, (b) reduced/non-existent 

alternative splicing of FRQ, producing a higher L:S-FRQ ratio or only L-FRQ, (c) the 

insertion gives rise to increased phosphorylation site(s) on the FRQ mutant protein, 

facilitating a faster cycling and/or increased (cytoplasmic) hyperphosphorylated FRQ, or 

(d) an N-terminally truncated FRQ. Any of these outcomes could sufficiently explain the 

reported phenotypes presented in FRQNIN. Table 6.5 recontextualises Table 6.1 regarding 

the FRQ mutant phenotypes presented in FRQNIN, reiterating that FRQNIN is a likely a null, 

alternative splicing (L-FRQ), or increased phosphorylation mutant. To further determine 

the type of mutation presented in FRQNIN, qRT-PCR primers have been designed (using 

NCBI primer blast) targeting MGG_17345, which can be used in conjunction with 

published primers from other M. oryzae FRQ work targeting the region downstream of 

MGG_17345 (84,258,259). These experiments have not yet been performed, and thus 

are not covered here. 
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Table 6.5: Common and divergent phenotypes between a range of reported FRQ mutants and FRQNIN (green represents common phenotypes, red divergent, yellow potential, and 

white/NA are untested) 

Species Mutation growth conidiation germination appressoria virulence 
temperature 
entrainment 

light 
sensitivity 

diurnal 
conidial 
banding 

circadian 
conidial 
banding 

osmotic 
stress 
response 

nutritional 
sensation period 

M. 
oryzae 

C-
terminal 
deletion slowed reduced delayed decreased reduced NA NA NA NA NA NA NA 

M. 
oryzae 

C-terminal 
insertional 
KO 

no 
change NA no change no change NA NA NA NA NA NA NA NA 

N. 
crassa Null slowed reduced NA NA NA No altered 

conditio
nal 

condition
al 

increased 
but 
arrhythmic altered shortened 

N. 
crassa 

coiled-coil 
domain 
deletion NA NA NA NA NA NA NA no no NA NA arrhythmic 
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N. 
crassa 

phosphor
ylation 
site 
mutagene
sis NA NA NA NA NA NA NA NA NA NA NA 

site-
dependent 

N. 
crassa 

C-
terminal 
deletion NA NA NA NA NA NA insensitive 

conditio
nal no NA NA NA 

N. 
crassa 

PEST 
phosphor
ylation 
site 
change NA NA NA NA NA NA NA no no NA NA NA 

N. 
crassa 

PEST 
domain 
deletion NA NA NA NA NA NA NA no no NA NA NA 

N. 
crassa 

qrf 
eliminatio
n NA NA NA NA NA 

high 
temperatures 
only yes yes 

high 
temperat
ures only NA NA longer 

N. 
crassa 

C-
terminal 
point 
mutation NA NA NA NA NA NA NA NA NA NA NA shortened 

N. 
crassa 

constituti
ve 
expressio
n NA NA NA NA NA NA yes yes no NA NA arrhythmic 
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N. 
crassa 

S85 
and/or 
S87 
substituti
on NA NA NA NA NA NA yes yes no NA NA arrhythmic 

N. 
crassa 

C-
terminal 
phosphor
ylation 
site 
substituti
on NA NA NA NA NA NA yes yes yes NA NA shortened 

N. 
crassa 

codon 
optimisati
on NA NA NA NA NA NA yes no no NA NA arrhythmic 

N. 
crassa 

L-FRQ 
only NA NA NA NA NA NA yes yes yes NA NA shortened 

N. 
crassa 

S-FRQ 
only NA NA NA NA NA 

low 
temperatures 
only yes yes yes NA NA longer 

B. 
cinerea 

Overexpr
ession NA NA NA NA reduced NA no no no NA NA arrhythmic 

B. 
cinerea Null NA reduced 

increased 
aggressiveness no change 

increased 
aggressive
ness NA altered no no NA altered 

arrhythmi
c 

V. 
dahliae null slowed NA NA NA 

reduced 
(isolate- yes yes yes 

No (wild 
type-like) NA altered 

arrhythmic 
(no 
change) 
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dependen
t) 

B. 
bassiana 

FRQ1 
deletion 

no 
change 

delayed, 
reduced NA NA NA NA yes no no NA NA 

arrhythmic 
(no 
change) 

B. 
bassiana 

FRQ2 
deletion 

no 
change 

delayed, 
reduced NA NA NA NA yes no no NA NA 

arrhythmic 
(no 
change) 
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Here, FRQNIN has been shown to maintain photosensitivity and conidial banding, albeit 

with a significantly shortened and light-dependent period. If a true FRQ-null mutant has 

been generated, which is a possibility, this implicates M. oryzae conidial banding as a WC-

FLO (White Collar Complex-dependent FRQ-less oscillator), since conidial banding is 

observed and maintained under constant conditions in FRQNIN but is entirely arrested 

under both diurnal and constant conditions in the ΔWC2 strain (see 5.2.2.1). This is 

unsurprising, considering FRQ null strains have been consistently reported to be 

‘conditionally rhythmic’, whereas WCC mutants commonly present a more severe effect 

on the circadian system, and as such, the N. crassa conidial banding phenotype has been 

suggested to be a WC-FLO 

(117,161,177,178,181,183,184,184,191,192,195,199,200,202,203,210,213,227,234,379

,408,434,437,439,476,485,502,507–509,518,528,530,578). Concurrently, if the WCC is 

non-functional, then frq transcription and subsequent translation would be significantly 

reduced, which should mirror (some of) the phenotypes (such as conidial banding or 

conidiation) of an FRQ null strain (181,184,192,227). Since this is not the case for conidial 

banding, it is possible that FRQ is (a) not essential for conidial banding in M. oryzae, (b) 

conidial banding is a slave oscillator to the FWO, reverting back to its inherent WC-FLO 

period when FRQ is inactive, or (c) the phosphorylation status of FRQ is not a determinant 

in conidial banding, rather its abundance and (cytoplasmic) concentration, which, in the 

wild type, is partially dependent on phosphorylation status, since FWD1 acts to clear 

hyperphosphorylated FRQ from the cytoplasm 

(161,178,181,183,184,189,191,193,195,210,229,235,259,485,509). In this way, FRQ may 

act to inhibit conidiation during the daylight hours, when it is highly abundant and active 

in both the nucleus and the cytoplasm, prior to complete inactivation of WCC-mediated 
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frq transcription and phosphorylation-dependent degradation of FRQ protein. When FRQ 

levels eventually fall towards the end of the circadian day due to a lack of WCC-based 

transcription and FWD1-mediated turnover, conidiation can begin again, forming the 

next dark conidial band at the end of the circadian day, prior to dawn. A differentiation 

must be made here between the timing of conidiation/conidial banding, and the degree 

of conidiation, since FRQNIN still displays this phenotype, but its conidiation capacity is 

severely reduced.   

It is particularly interesting that the periodicity of FRQNIN is significantly reduced after 

transfer to constant light, but not constant darkness. This perhaps suggests that the 

photoadaptive capability and/or PLRE-based WCC activation is altered in FRQNIN, both of 

which could serve to reduce the period in a light-dependent manner. The FRQNIN mutant 

may also present a reduced ability to inhibit VVD activity, and thus would indirectly 

increase VVD-WCC formation, effectively preventing PLRE activation of frq 

(192,201,227,434). Alternatively, if FRQNIN has reduced positive arm activity, this would 

cause reduced levels of WCC because of altered FRQ-mediated WC1 post-translational 

stabilisation and wc2 transcriptional upregulation, and the resulting reduction in 

functional WCC levels could cause the clock to cycle faster under prolonged light 

exposure(178,181,201). 

As reported previously, FRQ likely plays a role in nutritional sensation and signalling 

(117,213,434,574). Indeed, in the M. oryzae FRQNIN strain presented here, the latency 

period prior to conidial banding is significantly increased, but this mutant has been shown 

to produce wild type-like levels of the conidial banding metabolite(s), which suggests 

altered, but not complete, insensitivity. This phenotype is somewhat reminiscent of Tong 
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and colleagues’ (232) report, where non-functional FRQ1/2 mutants in B. bassiana 

showed delayed conidiation, so perhaps there is a common nutrient or nutritional signal-

dependent phenotype between the two fungal pathogens. Deng and colleagues (84) also 

showed that deletion of the M. oryzae rhythmic gene TWILIGHT (TWL, as mentioned in 

previous chapters) causes altered nutritional utilisation and redox homeostasis, and 

significantly reduced conidiation and pathogenicity. Wild type twl transcription also 

shows a similar but phase-advanced expression pattern compared to frq, instead peaking 

just prior to dawn and dusk (hence its appropriate name) (84). Further, Deng and 

colleagues showed that wild-type M. oryzae utilises rice- (host) derived nutrients 

significantly better than barley- (non-host) derived nutrients, where colonies produced 

over twice as many conidia on rice extract media compared to barley extract media. This 

observation was maintained in the TWL mutant, but to a reduced extent, suggesting that 

TWL is not absolutely essential for nutritional preference (84). Many of the 

aforementioned phenotypes are similar to those presented in FRQNIN, suggesting that 

FRQ may regulate TWL or vice versa, perhaps alongside the WCC. Deng and colleagues 

subsequently showed that TWL is unlikely to be a core component of the clock and 

instead is a clock-controlled gene, and therefore likely to be regulated by FWO in a 

circadian manner.  

The most striking phenotype presented by FRQNIN is the profound reduction in 

conidiation, to the point at which many conidia-dependent experiments could not be 

performed. Under all entraining conditions, FRQNIN produces almost an order of 

magnitude fewer conidia per colony than the wild type, despite showing only a mildly 

decreased growth rate under some entrainment conditions, which suggests that 

conidiation is not dependent on vegetative growth rates in M. orzyae. Further, constant 
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dark entrained FRQNIN strains produce more conidia than any other treatment, implying 

that FRQNIN conidiation is hypersensitive to light under any circumstances (LD, LD-DD, LD-

LL, LL), perhaps through altered VVD or WCC regulation. A reduction in conidiation, whilst 

not necessarily impacting virulence and pathogenicity directly, should significantly reduce 

rice blast propagation in the wild due to a decreased pathogenic load, as fewer conidia 

should cause fewer penetrations and subsequent infections. Indeed, as reported 

throughout (chapters 4, 5, and 6), lesion density, not lesion size, is the main determinant 

of disease severity, and thus more conidia should give rise to a more severe disease 

outcome.  

Interestingly, whilst FRQNIN conidia are less likely to germinate (a phenotype reminiscent 

of Shi and colleagues (259) and Park and Lee’s (258) studies on M. oryzae FRQ and FWD1), 

possibly due to reduced conidial size (and, by proxy, resources), they are as, if not more, 

likely to produce appressoria compared to the wild type within a given time frame (8 h 

here). Indeed, Hevia and colleagues (117) reported an increased ‘aggressiveness’ in B. 

cinerea FRQ null conidia, which suggested that FRQ inhibits conidial germination (and 

perhaps subsequent virulence) at certain times of day, until disease-conducive 

environmental conditions are met (117,258,259). A similar phenomenon might be 

presented here, as FRQNIN may no longer be able to repress virulence traits, thereby 

causing increased conidial developmental rates and an ‘always virulent’ phenotype. 

ΔWC2 (which is seemingly light insensitive) also displays faster conidial developmental 

rates, as does the constant light-entrained wild type, which could phenocopy the FRQ 

sensitivity, since conidial development assays are performed under constant light (see 

2.6). Likewise, Kim and Lee and colleagues’ WC1 null mutant, which (like WC2 

dysfunction) also reduces FRQ transcription, shows a loss of light-dependent disease 
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repression, further implicating the circadian clock and light in the negative gating of 

virulence during the (circadian) day (82,101).  

FRQNIN appressoria were shown to be more resistant to cytorrhysis and thus likely 

produced higher appressorial turgor pressure, which can be used to penetrate the host 

plant cuticle. Supportingly, the clock is known to control osmotic stress responses in a 

wide range of species (101,113,139,151,152), including in N. crassa, where altered clock 

function, specifically frq knockouts, can increase the osmotic stress response, suggesting 

that the core clock component(s) inhibits osmotic stress response gene(s) in a rhythmic 

manner (184,192,439). However, Kim and colleagues (101)  reported that WC1 mutation 

had little effect on osmotic stress responses in M. oryzae, which instead implicates FRQ 

as having an extra-circadian and repressive role in conidial germination, development, 

and appressorial stability. Despite FRQ having extra-circadian function, FRQ itself is a 

rhythmic and circadian gene, so any processes influenced by FRQ subsequently become 

circadian themselves, and thus can be described as slave oscillators.   

Altogether, the M. oryzae FRQ may serve to inhibit virulence in a daytime-dependent 

manner which, incidentally, is when FRQ protein levels are at their highest in N. crassa 

and M. oryzae (178,181,192,201,212,221,225,437). In support of this, FRQNIN shows no 

significant defects in host plant penetration or cell-cell movement after LD entrainment, 

further suggesting that FRQ is not essential for virulence. However, asynchronisity with 

the plant consistently reduces virulence in FRQNIN, suggesting reduced interpretation of 

host-derived temporal signals. If FRQ does temporally gate and inhibit pathogenesis, from 

an evolutionary standpoint it would be beneficial to be constantly virulent at all times of 

day at a basal level or by ‘default’, which upon gain of function of temporal inhibitors of 



 

386 
 

virulence would restrict virulence to disease-conducive times of day only, acting to 

reduce resource expenditure, as virulence-related products would undoubtedly be 

energetically expensive. As mentioned above (6.1.3.8), FRQ is potentially the most recent 

addition to the clock over an evolutionary timescale (441,457). It would, therefore, be 

interesting to determine if the conservation of FRQ is particularly enriched or conserved 

in the opportunistic (plant) fungal pathogens that (unlike M. oryzae or B. cinerea) are less 

able to infect their host outside of disease-conducive times of day, such as when the 

stomata are open. 

M. oryzae also seems to display host- (rice) and non-host (barley) differences in time-of-

day effects and disease severity, similar to the wild type (4.2.6) and reminiscent of Deng 

and colleagues’ study (84) with rice vs barley extract (see above). Circadian mutation can 

subsequently alter pathogenicity in a (seemingly) host species-dependent manner, 

similar to that observed by Cascant-Lopez and Ruiz-Roldan (84,434,456). Likewise, M. 

oryzae displays behaviour indicative of necrotrophic (as opposed to hemibiotrophic) 

pathogenesis in Arabidopsis infections, where the pathogen does not utilise 3 genes 

essential for rice pathogenesis, showing a diversity of infection mechanisms depending 

on the host species (480). As mentioned in previous chapters, however, the differences 

in time of day-dependent disease outcomes between species may be a result of altered 

susceptibility or defence regulation in the plant host as opposed to M. oryzae virulence. 

Summarily, whilst FRQNIN predominantly displays wild type-like virulence and 

pathogenicity towards rice (and to a lesser extent towards barley), the M. oryzae FRQ 

may indirectly determine pathogenicity by inducing conidiation, and likely represses 
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virulence-related traits (including conidial and appressorial development, osmotic 

regulation, and nutritional sensation/acquisition) in a daylight-dependent manner. 
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7 General discussion  

7.1 Context  

Circadian clocks are found almost ubiquitously in biological organisms, including plants 

and their pathogens; recent evidence shows plant defence to be gated in a circadian 

manner, allowing plants to coordinate gene expression and metabolism to anticipate 

attack (77,103,111,117,121,136,152,158,159,253,388,419,456,460,489,490,493). 

Likewise, the circadian clock in phytopathogenic fungi is important in disease outcome, 

where dysfunction of clock components can alter fitness- and pathogenesis-related traits, 

including growth rates, asexual and sexual reproduction, conidiation, germination and 

development, and even virulence directly 

(82,84,101,103,108,116,117,119,212,215,232,258,259,392,412,413,430,434,448,456,4

60,467,473). 

M. oryzae has repeatedly been shown to display diurnal and circadian phenotypes, most 

strikingly rhythmic conidiation, where translucent, hyaline and vegetative growth occurs 

during the daytime, and dark, melanised growth associated with conidiation occurs at 

night 

(82,101,104,108,110,177,180,181,192,194,198,215,259,371,448,452,479,503,508,515,

610). The circadian clock and blue light are closely tied, as a core clock protein, WC1, 

functions as a blue light photoreceptor; and the accessory circadian protein, VVD (which 

is responsible for the photoadaptation of the clock) senses and responds to blue light 

(82,101,101,108,116,118,119,178,181,184,198,201,205,207–

210,214,215,225,232,234,259,370,392,409,413,434,448,458,479,513,540,610,611). 
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In the model clock fungus, N. crassa (a fellow member of the Sordariomycetes), this 

diurnal banding pattern can continue to occur in free running, constant conditions, where 

one banding cycle (hyaline growth followed by carotenised, orange growth) occurs 

approximately every 24 h and, as such, is a circadian phenotype 

(161,178,181,183,192,198). Conidial banding can be arrested in N. crassa when core 

components of the circadian clock are rendered dysfunctional through genetic 

techniques (177,184,199,202,227,234,379,437,485,502,507,508,511,512,518).  

It has been shown in the literature, with bioinformatic analyses, and experimentally 

(herein) that M. oryzae likely possesses all the necessary and accessory genes responsible 

for a circadian clock (Chapters 4, 5, and 6, and (82,84,101,258,259)). There has been 

previous convincing evidence towards M. oryzae displaying circadian gene regulation, 

such as that shown in TWL (84), and FRQ (259), but to date no study has been performed 

on the role of time of day, entrainment, and how core clock mutation affects M. oryzae 

growth, development, and virulence. Other work has addressed facets of these in 

isolation, but not in its entirety (82,84,101,258,259). 

7.2 Study aims 

This study, therefore, sought to determine how timing, entrainment, and circadian 

function ultimately affects the pathogenicity of M. oryzae and, to a lesser extent, the time 

of day-dependence of susceptibility in host- and non-host plants toward rice blast 

disease. To address these topics, several novel image analysis-based toolkits were 

developed (Chapter 3) to assess pre- and post-inoculation behaviour of M. oryzae and its 

ability to cause disease in plants, and mainly focussed on (a) the ex-planta growth on petri 

dishes and its diurnal/circadian behaviour, (b) conidiation and conidial development, and 
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(c) disease severity as a result of rice blast infection. These tools, alongside CRISPR-based 

mutation of the M. oryzae core clock components, WC2 and FRQ, facilitated some 

progress toward addressing the aforementioned agriculturally relevant issues.  

7.3 Key findings 

7.3.1 M. oryzae has a functional, nutritionally compensated circadian conidial banding 

phenotype 

Firstly, circadian function was studied in M. oryzae, where it displays a conidial banding 

phenotype indicative of a nutritionally compensated circadian rhythm. Here, M. oryzae 

was grown under constant darkness or light (DD, and LL, respectively) for several days, 

where no obvious banding occurred under any circumstances, unlike entrainment to 12 

h light/dark cycles (LD). After a sufficient period of entrainment under LD conditions 

(usually 10 d throughout this work), however, M. oryzae could be moved to constant 

conditions (LD-DD or LD-LL) and still display conidial banding with a period of 

approximately 24 h and thus, was likely a circadian rhythm.  

One of the key facets of circadian rhythmicity is the nutritional and/or temperature 

compensation in these oscillations, where the periodicity should be maintained under a 

range of different, but physiologically relevant conditions 

(174,181,183,196,228,257,404,459,476,485). M. oryzae was therefore submitted to 

constant conditions after entrainment to LD whilst grown on minimal media (MM), 

complete media (CM), and CM supplemented with spent media from shaking culture of 

M. oryzae (SM). Conidial banding again continued to occur with a period of ~ 24 h, 

indicative of a functional circadian clock.  
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7.3.2 WC2 is necessary for conidial banding 

Upon disruption of the core clock gene, WC2, in M. oryzae, conidial banding was 

completely arrested under all experimental conditions, even LD. WC2 is therefore 

absolutely essential for conidial banding and the rhythmic differentiation of growth types. 

It is important to consider here that whilst the WC2 mutant lost all conidial banding, it 

does not necessarily mean that ΔWC2 has lost all clock function: conidial banding is 

merely a readout of the circadian clock. Likewise, there are several examples where core 

clock knockout mutants still exhibit circadian regulation of gene expression, but WC2 has 

been suggested to be the key determinant in the canonical circadian system in fungi 

(216,227,437). Indeed, circadian rhythmicity has repeatedly been shown to have a level 

of redundancy, with WC-FLOs and FLOs (175,181,183–

185,188,189,191,192,196,210,213,457,485,509,513).  

7.3.3 FRQ is not required for conidial banding, but affects the period of the clock 

In agreement with this circadian redundancy, upon mutation of the M. oryzae FRQ 

(MGG_17345 – 17344) gene, diurnal and circadian conidial banding was maintained, in 

spite of other severe phenotypes. These results therefore imply that the core clock gene 

FRQ may not be necessary for conidial banding in M. oryzae and it may instead be a WC-

FLO (as is the case in N. crassa). However, as discussed in 6.2.2, the semi-HDR mediated 

insertional mutation of FRQNIN may not have generated a true null strain, and thus the 

FRQ mutant may still produce (semi-) functional protein. This insertional mutation did 

give rise to phenotype(s) indicative of FRQ dysfunction, though: FRQNIN displays a 

significant reduction in the circadian period (the amount of time taken to complete one 

cycle of the clock), in a light-dependent manner, where upon transfer to constant light, 

its period was significantly reduced, but maintained at approximately 24 h in constant 
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darkness. Concurrently, the period of the wild type was also shortened under constant 

light, but the extent of this shortening in FRQNIN was more severe, where FRQNIN’s cycle 

is approximately 5 h shorter than the wild type under the same conditions. This reduced 

periodicity has been observed previously upon FRQ mutation 

(161,178,181,193,195,203,221,527,530), which implicates conidial banding as a slave 

WC-FLO, where conidial banding is absolutely dependent on WCC function, and reverts 

to its inherent and light-dependent period when FRQ is absent or dysfunctional 

(178,181,183,184,191,210,485,509).  

7.3.4 Conidiation, conidial banding, and conidial development is controlled by 

nutritional status and secreted metabolite(s) 

Interestingly, even though the circadian rhythm was maintained on differing media, the 

latency period, i.e., the number of days prior to the overt conidial banding pattern, was 

significantly altered, where minimal media increased the latency period, and SM (where 

the nutrients are at least in excess) reduced the latency period consistently. Further, 

double concentrated media (2x CM, where all the nutrient concentrations were doubled) 

did not significantly alter the latency period. Together, these results suggested that, as 

opposed to an abundance or lack of nutrients, some sort of metabolite or secreted 

product is responsible for the latency period, and that there may be a minimum threshold 

of biomass/growth/population density of M. oryzae required to produce this metabolite 

to sufficient levels. The spent media could be autoclaved, stored for long periods of time, 

diffuse through cellophane, and filtered through 10 kD pores but still maintain its efficacy, 

so is unlikely to be protein-based and may be a small molecule(s). Further, since the spent 

media was effective in a dose-dependent manner, it may serve as a quorum sensing 

molecule(s) (612–617).  
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The colonies cultured on this spent media also showed increased growth rates, perhaps 

as a result of the reduced latency period (M. oryzae colonies were shown to have an 

increased growth rate post-conidial banding), and so it may cause colonies that are 

present in regions with high population densities (indicated by relatively high 

concentrations of the spent media metabolite(s)) to spread out further in order to locate 

regions with lower population densities and, therefore, potential available nutrients. In 

support of its role in competitive inhibition, culture on SM also decreased conidiation in 

the wild type despite its increased growth rate. Further, conidial germination and 

appressorial development was almost completely arrested when conidia were 

resuspended in SM instead of water. This might provide an additional element of 

competitive inhibition, where if conidia land in an area with high population densities, 

the relatively high concentration of the metabolite(s) would prevent new colonies from 

forming in the area. Altogether, the ‘mystery metabolite(s)’ serves to reduce the latency 

period, increase vegetative growth, suppress conidiation, and arrest conidial germination 

and development, and thus is an excellent target for a novel fungicide(s).  

7.3.5 FRQ and WC2 have roles in nutritional sensation 

Whilst the focus on spent media and the latency period is seemingly tangential, circadian 

machinery has been shown to be (at least partly) responsible for nutritional sensation, 

including in M. oryzae (82,84,116,117,161,177,181,183,189,191,210,212,257,413,509). 

In this study alone, the ΔWC2 mutant generated did not show conidial banding under any 

conditions, even when cultured on SM. ΔWC2 was shown to produce the conidial banding 

metabolite, but was completely insensitive to it, since the wild type guy11 showed the 

decreased latency period when cultured on WC2-SM. Likewise, the FRQNIN insertional 

mutant generated in this work still displays conidial banding, but its latency period is 
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significantly increased, usually by at least 2 d, reminiscent of the wild type when grown 

on MM. Upon culture on wild type SM, FRQNIN’s latency period was reduced by 2 d, similar 

to the wild type. However, since the concentration of the conidial banding metabolite is 

unlikely to decrease in the media and, if anything, should increase, it is instead suggested 

that FRQNIN displays reduced sensitivity to the metabolite(s). These results complement 

those generated by Deng, Lee, and Kim and colleagues, where M. oryzae TWL mutants 

showed reduced (light and species-dependent) nutritional sensitivity to plant-derived 

nutrients, and WC1 was expressed differentially depending on nutritional composition 

(CM, CM without nitrogen or carbon, minimal media, CM supplemented with H2O2 as an 

oxidative stress, or CM supplemented with NaCl as an osmotic stress) (82,84,101).   

7.3.6 Circadian entrainment and function plays a role in vegetative growth  

As well as affecting conidial banding, differing entrainment conditions and circadian 

mutation also impacted colony growth rates. Overall, constant conditions (LL and DD) 

increased growth rates relative to colonies grown under LD conditions. However, after 

the latency period had elapsed and conidial banding began to occur, the average daily 

growth rates of colonies entrained under LD conditions (including LD-DD and LD-LL) grew 

significantly faster, implicating the clock in the rhythmic gating of vegetative growth and 

asexual development. Accordingly, the transcription of anabolic and catabolic functions 

in N. crassa is controlled in a rhythmic fashion, where (subjective) dawn predominantly 

upregulates catabolic genes, and (subjective) dusk upregulates anabolic genes (417): 

CSP1 (which controls ergosterol synthesis and membranous lipid composition) is 

activated by the WCC in a morning-specific manner (219,220), haem biosynthesis is 

regulated by the WCC in C. neoformans (467), WC1 mutation in F. oxysporum causes 

impaired carotenogenesis (456), and WC1 mediates secondary metabolism in C. militaris 
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(430), amongst several other examples 

(84,101,116,177,181,188,198,204,215,231,240,377,392,434,474,513,618). Upon 

circadian mutation, WC2 and FRQ both maintained increased average growth rates under 

constant conditions, which was particularly surprising for WC2, considering its lack of 

conidial banding and suggests maintained light/dark perception (or that light-dark cycles 

initially slow the growth of wild type M. oryzae). Additionally, in comparison to the wild 

type, WC2 showed a reduced growth rate under constant darkness, LD, and LD-LL 

entrainment, and FRQ showed a reduced growth rate under LD only, but an increased 

growth rate compared to the wild type under LL (perhaps because of the almost complete 

lack of conidiation facilitating greater resources to be redirected toward vegetative 

growth). Together, the two clock components likely play a role in light/dark adaptation in 

M. oryzae.  

7.3.7 The circadian clock functions in conidiation 

Circadian entrainment and its subsequent dysfunction has also been consistently shown, 

both in the literature and herein, to play a role in conidiation and sporulation of several 

fungal species (82,84,101,108,116,117,119,232,259,392,430,452,456,505,506,619). in 

M. oryzae, specifically, light quality, intensity, and circadian dysfunction has been shown 

to affect conidiation, conidial release, morphology, and development (82,101,258,259). 

In the experiments performed in this work, harvest time (dawn or dusk) had no significant 

effect on conidial production under any pre-harvest entraining conditions or in circadian 

mutants, which suggests that it takes more than 12 h to produce mature conidia, 

regardless of the entraining environment. However, pre-harvest entraining conditions did 

have a significant effect on conidiation, where 12 h L/D was most conducive for 

conidiation in both the wild type and WC2 mutant, which is unsurprising given that this 
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treatment most closely resembles the natural environment that M. oryzae has evolved 

under. Interestingly, pre-harvest entrainment conditions had a smaller effect on 

conidiation in ΔWC2 and FRQNIN compared to the wild type, where ΔWC2 produced the 

fewest conidia after prolonged exposure to darkness (DD or LD-DD entrainment) perhaps 

suggesting reduced dark adaptation, (82,101), and FRQNIN showed hypersensitivity to 

light, where conidiation was significantly reduced after light exposure under any 

conditions (LD, LD-DD, LD-LL, and LL), implying a loss of light adaptation (116,413).The 

dampened effect of pre-harvest treatment in the circadian mutants could be the result 

of reduced plasticity and response to different environments.  

Whilst pre-harvest entrainment conditions altered conidiation within each strain, 

circadian mutation also caused a reduction in conidiation (under most conditions) 

compared to the wild type. ΔWC2 produced fewer conidia after DD, LD, and LD-DD 

entrainment, but produced wild type-like levels of conidia after entrainment under LD-LL 

and LL, again implicating a loss of dark adaptation (or erroneous and constant 

‘perception’ of light). FRQNIN, on the other hand, produced almost an order of magnitude 

fewer conidia than the wild type, under all pre-harvest entraining conditions, and thus 

the clock components WC2 (which activates FRQ in a time of day-dependent manner) 

and FRQ, especially, have a profound role in conidiation in M. oryzae. The reduced 

conidiation phenotype shown in FRQNIN complements Shi and colleagues’ results, where 

they reported that their ‘Δfrq’ mutants produced ~10x fewer conidia than the wild type 

and FRQ-complement strain (259). 
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7.3.8 Pre-harvest entrainment and the circadian clock influences conidial development 

Time of day had little effect on conidial germination and subsequent development, which 

was surprising, considering its role in virulence in several pathosystems. However, conidia 

have limited available resources and are unlikely to move after their initial dispersal, in 

part due to the production of spore tip mucilage, which is not significantly altered by time 

of day. In this way, conidia are ‘terminal’, and their consistent germination and 

development, regardless of time of day, may be a reflection of this – they have no other 

option but to germinate and develop in the hopes of successful infection. However, 

circadian mutants display altered conidial developmental rates, where ΔWC2 conidia 

germinated and developed quicker than the wild under most entraining conditions, 

except after LD-LL and LL entrainment, again suggesting that ΔWC2 are presenting a 

phenotype similar to constant light perception. FRQNIN also showed decreased conidial 

germination (as did Shi and colleagues), but those that did germinate developed faster 

than the wild type (this phenomenon was not discussed by Shi and colleagues) (259). This 

quickened development, common to the circadian mutants, could be the result of the 

reduced conidial sizes observed in both FRQNIN and ΔWC2. Alternatively, these data might 

suggest differential and tissue type-dependent clock function in M. oryzae, where the 

clock might not function in determining the time of day in conidia (or it may be irrelevant) 

but may instead be utilised for determining the amount of time that has passed, where 

slowing the conidial developmental rate, as in the wild type, might allow for optimal 

timing of infection. Supportingly, M. oryzae conidial wc1 transcript levels have been 

shown to be approximately 4-fold higher than their hyphal counterpart (101). Kim and 

colleagues subsequently suggested that WC1 may play a role in conidia-specific functions, 
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so it may be possible that the M. oryzae circadian machinery has a tissue-specific 

function.  

7.3.9 The circadian clock affects early-stage pathogenicity 

Appressoria typically generate an enormous amount of turgor pressure in order to 

penetrate the host plant cuticle (523,620). As is the case in other conidial phenotypes, 

time of day had no significant impact on appressorial turgor pressure, again suggesting 

that once conidia are produced, they tend to germinate and develop in a similar fashion. 

However, circadian mutants show altered appressorial turgor pressure, both compared 

to the wild type, and between pre-harvest treatments. ΔWC2 appressoria, for example 

collapse at a higher rate compared to the wild type and thus likely produce a lower turgor 

pressure, which may lead to reduced penetration of the plant cuticle. ΔWC2 colonies 

grown under constant conditions (DD and LL) also showed a decrease in appressorial 

collapse compared to those grown under LD, LD-DD, and LD-LL, which may further 

implicate WC2 in photoadaptation. FRQNIN, on the other hand, showed no difference in 

appressorial collapse between colonies grown under DD, LD, or LD-DD (LD-LL and LL were 

not tested because of the exceptionally low conidia produced under these conditions). 

Additionally, FRQNIN consistently showed reduced appressorial collapse compared to the 

wild type under a range of different glycerol concentrations (0.5 – 5 M), perhaps 

suggesting that FRQ serves to reduce or inhibit the accumulation of solutes in the 

appressoria. Alternatively, the increased developmental rate of FRQ conidia may have 

allowed FRQ to accumulate more solutes and/or increase the melanisation of the 

appressoria (which can act as a protective barrier against cytorrhysis) in the same period 

of time. This hypothesis would not explain the reduced turgor pressure in the faster-

developing ΔWC2 conidia, though.  
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Accordingly, FRQNIN did not show any significant differences from the wild type in terms 

of penetration and in planta cell-to-cell movement in the early stages of pathogenesis. 

ΔWC2, on the other hand, was less able to penetrate the plant cuticle, had reduced cell-

cell movement, and its invasive hyphae were often constrained to the primary infected 

cell. These results may be due to the reduced turgor pressure generated as a result of 

WC2 dysfunction. This reduced pathogenesis phenotype was similar to that reported by 

Deng and colleagues in their TWL mutant, which is a clock-controlled gene (and displays 

similar expression timing to WCC activity), and therefore may be directly influenced by 

WC2 (84).  

7.3.10 Timing, entrainment, and circadian function influences disease severity in host- 

and non-host M. oryzae-plant interactions 

Finally, inoculation timing, pre-inoculation entrainment, and circadian dysfunction were 

shown to affect disease outcome, seemingly in a species-dependent manner. Generally, 

more severe disease outcomes were observed at dawn in the host, short-day rice, and at 

dusk in the non-host, long-day barley, and, as such, implicates the plant clock as the key 

determinant in the outcome of infection. However, if inoculation occurred after a period 

of darkness (i.e., dawn in LD-entrained colonies, or after DD entrainment), infection 

severity was typically more severe at dawn, whereas prolonged exposure to light (LL and 

LD-LL) generally favoured dusk inoculation, implicating the M. oryzae clock in 

pathogenicity and conidial priming. In the ΔWC2 strain, however, time of day had little 

effect on disease severity, except after prolonged light exposure, where dusk-favoured 

infections were maintained, further implicating WC2’s role in environmental sensation 

and photoadaptation. FRQNIN also displayed a reduced time of day effect on pathogenicity 

but maintained its dawn-favoured infection severity after DD entrainment (it is important 
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to consider that FRQNIN could not consistently produce sufficient conidia after LD-LL and 

LL entrainment, so the effect of prolonged light exposure was not tested). Additionally, 

pre-inoculation entrainment of wild type M. oryzae generally had a greater effect on 

disease severity when inoculation occurred at times when the plants were most 

susceptible (dawn for rice and dusk for barley).  

Asynchronicity with the plant generally inhibits virulence; antiphase-entrained M. oryzae 

shows reduced lesion coverage in rice, regardless of time of day in the wild type, and 

prolonged light exposure inhibits dawn pathogenicity in both rice and barley. The effect 

of asynchronicity with the plant on disease outcome was further amplified in the 

circadian mutants, where antiphase-entrained FRQNIN had particularly reduced virulence. 

Prolonged light exposure also inhibits ΔWC2 pathogenicity at dawn. LD-LL and LL 

entrainment could not be tested FRQNIN, but based on the other light hypersensitivity 

phenotypes, it would likely have a profound effect on virulence. Indeed, a significant 

reduction in conidiation indirectly reduces pathogenicity because of decreased inoculum. 

Together, perhaps a functional circadian system increases the plasticity of virulence 

based on current environmental conditions, a phenotype that is seemingly lost or 

dampened upon circadian disruption 

When comparing the wild type to the circadian mutants in terms of virulence at different 

times of day, and under a range of pre-inoculation conditions, ΔWC2 showed fewer 

lesions than the wild type at dawn under DL, LD, and LL conditions in rice. And in barley 

infections, ΔWC2 produced both fewer lesions and a lower leaf coverage under all 

entraining conditions at both dawn and dusk. This suggests that the M. oryzae circadian 

clock may be either (a) more important in non-host, long-day plants such as barley, or (b) 



 

401 
 

M. oryzae is able to utilise host-derived rice signals to re-entrain its circadian clock, in a 

manner reminiscent to Deng and colleagues’ study, where growth of M. oryzae ΔTWL 

mutants on rice extract media rescued the reduced conidiation phenotype to a far 

greater extent than that grown on barley extract media (84). Further, Deng and 

colleagues showed that rice extract media from plants grown under light were better able 

to restore this phenotype than those grown under darkness, suggesting that light- and 

potentially circadian-dependent nutrition of the host plant can affect pathogenesis and 

circadian-related traits in M. oryzae (84). This observation may also be the result of 

increased nutrients as a result of photosynthesis, which would not occur in the dark (the 

paper made no comment on how/if nutrition was controlled for).  FRQNIN, on the other 

hand, showed little deviation from the wild type in terms of pathogenicity towards both 

rice and barley, except after antiphasic entrainment at dawn, where virulence was 

significantly decreased, which perhaps suggests a reduced re-entrainment capability.  

Altogether, there seems to be a complex interaction between M. oryzae and the plant it 

is invading, perhaps on a species-by-species basis, which is influenced by (subjective) time 

of day, pre-inoculation environmental conditions, and circadian function. All of these 

experiments were, out of necessity, performed under light, however: images cannot be 

captured without light, and conidia cannot be harvested, nor plants inoculated without 

sight. Performing these experiments under true darkness would certainly be worthwhile, 

if not experimentally difficult (as noted in chapter 4).  

7.4 The role of the circadian clock in rice blast disease 

A hypothesis for the general role of the circadian clock in M. oryzae pathogenesis is 

therefore presented: prior to infection and when growing ex planta, the clock serves to 

repress conidiation during the light hours of the day (specifically when blue light is in high 
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relative abundance), and gates vegetative growth in a temporal manner. This gating of 

conidial banding is chiefly controlled by the WCC, but FRQ is largely responsible for 

conidiation, perhaps amplifying the effects of the WCC. The circadian clock then functions 

in the conidia as a stopwatch, whereby the amount of time elapsed (perhaps after 

dispersal, sensation of hydrophobic surfaces, or altered relative abundances of certain 

wavelengths of light) is measured to fine tune conidial germination, development, and 

subsequent appressorial production to facilitate optimal timing of penetration into the 

host cuticle. Once inside the plant, the M. oryzae clock may utilise host-derived rice 

signals to ensure synchronisation with the plant, perhaps through the clock-controlled 

TWL (84). In non-host barley interactions, since M. oryzae is less able to utilise or make 

sense of the plant-derived temporal signals, it instead relies more heavily on its 

endogenous clock, and as such, pre-inoculation entrainment and circadian dysfunction 

gives rise to a greater reduction in pathogenicity and ultimate disease severity. 

Synchronisation with the plant could facilitate increased disease severity, as M. oryzae 

may produce plant immune system inhibitors at specific times and regulate stress 

responses to times when these stresses, such as the plant ROS burst, are most likely to 

occur. Altogether, this work has begun to address the complex interaction between time 

of day, environmental entrainment, and the circadian clock (all of which are inextricably 

linked) in the rice blast pathosystem, from a pathogen-centric view.  

7.5 Future research  

This work has made some headway into determining the role of entrainment and 

circadian function in the outcome of the economically important rice blast pathosystem, 

but several questions remain, and avenues not sufficiently explored. Experiments 

involving (time course) transcriptomics, (relative) protein abundance and localisation 
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(either through fluorescently-tagged strains or western blot), metabolomics, and genetic 

manipulation should be utilised for further work. Some questions and topics that should 

be addressed as a follow-up on the work presented here include: 

- How expression of core clock and clock-controlled genes are influenced by time of day, 

pre-inoculation entrainment, and tissue type, both in- and ex-planta  

- Whether the abundance, localisation, and phosphorylation status of FRQ (and other core 

clock proteins) are altered throughout the day in M. oryzae to further confirm circadian 

function 

- Using the GFP-tagged complementation mutants, study the rhythmic expression and 

localisation of core clock components, and how entraining conditions can alter them; this 

could be performed microscopically or with anti-GFP antibodies for use in western blots 

- Determine the effects of relative intensities of different wavelengths of light and the role 

of specific photoreceptors; is green light as important in phytopathogenic fungi as the 

conservation of the photoreceptor suggests?  

- How does temperature influence the M. oryzae circadian machinery? 

- Further elucidate the composition and function of the mystery metabolite. 

- Perform pathogenicity experiments in plant clock mutants; a LUX ARRHYTHMO (LUX) 

luciferase reporter line has been generated in collaboration with the National Institute of 

Agricultural Botany (NIAB), and the design for a CRISPR-mediated LUX knockout has been 

completed. 

- Determine the role of the plant/pathogen circadian clock in susceptibility and virulence, 

respectively, in a wider range of host- and non-host, and short- and long-day plants. 
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9 Supplementary material 

9.1 FIJI macro code 

9.1.1 Colony area and conidial banding  

setBackgroundColor(255, 255, 255);// set the background colour to white 
run("Set Scale...", "distance=0 global");//remove scale from any previous image 
run("Set Measurements...", "area centroid center perimeter fit shape feret's display add 
redirect=None decimal=3"); 
run("Select None"); 
run("Clear Results");//clears the results table from any previous analysis  
roiManager("reset");//reset the roiManager from any previous analysis 
print("\\Clear");//clears the log from any previous analysis 
Table.showRowIndexes(true); 
//getdateandtime macro: 
MonthNames = 
newArray("Jan","Feb","Mar","Apr","May","Jun","Jul","Aug","Sep","Oct","Nov","Dec"); 
DayNames = newArray("Sun", "Mon","Tue","Wed","Thu","Fri","Sat"); 
getDateAndTime(year, month, dayOfWeek, dayOfMonth, hour, minute, second, msec); 
TimeString ="Date: "+DayNames[dayOfWeek]+" "; 
if (dayOfMonth<10) {TimeString = TimeString+"0";} 
TimeString = TimeString+dayOfMonth+"-"+MonthNames[month]+"-"+year+"\nTime: "; 
if (hour<10) {TimeString = TimeString+"0";} 
TimeString = TimeString+hour+":"; 
if (minute<10) {TimeString = TimeString+"0";} 
TimeString = TimeString+minute+":"; 
if (second<10) {TimeString = TimeString+"0";} 
TimeString = TimeString+second; 
print("analysis start date/time:"); 
print(TimeString); 
originalName = getTitle(); //retains the file name 
input_folder = File.directory;//retains input folder 
print("input folder: "+input_folder); 
output_folder = input_folder+"banding_analysis_output/"; //sets output folder 
original_width = getWidth(); 
original_height = getHeight(); 
original_image_area = (original_width * original_height); 
print("original width: "+original_width); 
print("original height: "+original_height); 
print("original image area: "+original_image_area); 
min_plate_area = (original_image_area * 0.1); //plate must occupy at least 10% of the image  
print("minimum plate area: "+min_plate_area); 
File.makeDirectory(output_folder);//locates or creates an output folder if not already present 
//output_folder = input_folder+"banding_analysis_output/" 
print("output folder: "+output_folder); 
print("image title: "+originalName); 
selectWindow(originalName); 
//manually select plate 
run("Duplicate...", "title=[find plate]"); 
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setTool(0); 
waitForUser("draw a box around the petri dish and press okay"); 
run("Crop"); 
//get plate parameters and set scale 
plate_width = getWidth(); 
print(originalName+" plate width: "+plate_width); 
plate_height = getHeight(); 
print(originalName+" plate height: "+plate_height); 
plate_width_centre = plate_width/2; 
print(originalName+" plate width centre: "+plate_width_centre); 
plate_height_centre = plate_height/2; 
print(originalName+" plate height centre: "+plate_height_centre); 
plate_diam = (plate_width + plate_height)/2; 
print(originalName+" plate diameter: "+plate_diam); 
plate_radius = plate_diam/2; 
print(originalName+" plate radius: "+plate_radius); 
pixels_per_cm = (plate_diam/9); 
print(originalName+" pixels per cm: "+pixels_per_cm); 
pixels_per_mm = pixels_per_cm/10; 
print(originalName+" pixels per mm: "+pixels_per_mm); 
run("Set Scale...", "distance="+plate_diam+" known=9 pixel=1 unit=cm global"); 
selectWindow("find plate"); 
run("Select All"); 
run("Invert");//inverts image for thresholding and plotting 
//threshold for colony  
selectWindow("find plate"); 
//clear edges of plate from image (prevents counting the plate as a particle);  
plate_clear_x = getWidth()*0.1; 
plate_clear_y = getHeight()*0.1; 
plate_clear_width = getWidth()*0.8; 
plate_clear_height = getHeight()*0.8; 
makeRectangle(plate_clear_x, plate_clear_y, plate_clear_width, plate_clear_height); 
setBackgroundColor(0, 0, 0);// set the background colour to black 
setBackgroundColor(255, 255, 255);// set the background colour to white 
run("Select All"); 
run("Duplicate...", "title=[colony centre]"); 
//manual threshold version below: 
run("Color Threshold..."); 
beep(); 
waitForUser("Manual thresholding step", "move the sliders for HSB to cover the colony 
perimeter, press 'select' in the threshold window, then okay in this box"); 
//automated version below: comment out from "min=newArray(3)" to "run("Create selection")" 
/* 
//colour thresholding can depend on lighting and colony conditions - MAY NEED TO BE ADJUSTED! 
min=newArray(3); 
max=newArray(3); 
filter=newArray(3); 
a=getTitle(); 
run("HSB Stack"); 
run("Convert Stack to Images"); 
selectWindow("Hue"); 
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rename("0"); 
selectWindow("Saturation"); 
rename("1"); 
selectWindow("Brightness"); 
rename("2"); 
min[0]=0; 
max[0]=255; 
filter[0]="pass"; 
min[1]=0; 
max[1]=200; 
//max[1]=245; 
filter[1]="pass"; 
min[2]=10; 
max[2]=245; 
filter[2]="pass"; 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  setThreshold(min[i], max[i]); 
  run("Convert to Mask"); 
  if (filter[i]=="stop")  run("Invert"); 
} 
imageCalculator("AND create", "0","1"); 
imageCalculator("AND create", "Result of 0","2"); 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  close(); 
} 
selectWindow("Result of 0"); 
close(); 
selectWindow("Result of Result of 0"); 
rename(a); 
// Colour Thresholding------------- 
run("Create Selection"); 
*/ 
run("Make Binary"); 
run("Select None"); 
run("Dilate"); 
run("Dilate"); 
run("Close-"); 
//run("Fill Holes"); 
run("Erode"); 
run("Erode"); 
run("Fill Holes"); 
run("Analyze Particles...", "size=5-62 circularity=0.10-1.00 display include summarize 
add");//selects particle between 5 and 62cm2 (petri dish area ~63.6cm2)  
//find colony centre 
roiManager("select", 0); 
roiManager("measure"); 
for (a = 0; a < nResults(); a++) { 
    radius = sqrt((getResult('Area', a))/PI); 
    diameter = (2*radius); 
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    setResult("Circular Radius", a, radius); 
    setResult("Circular Diameter", a, diameter); 
} 
updateResults(); 
//print parameters 
//colony_centreX = getResult("XM")*pixels_per_cm; 
colony_centreX = getResult("X")*pixels_per_cm; 
print(originalName+" colony centre x coordinate: "+colony_centreX); 
//colony_centreY = getResult("YM")*pixels_per_cm; 
colony_centreY = getResult("Y")*pixels_per_cm; 
print(originalName+" colony centre y coordinate: "+colony_centreY); 
print(originalName+" colony centre coordinates: ("+colony_centreX+","+colony_centreY+") 
(x,y)"); 
colony_diameter = getResult("Feret"); 
print(originalName+" colony diameter: "+colony_diameter+" (cm)"); 
colony_diameter_px = colony_diameter*pixels_per_cm; 
print(originalName+" colony diameter: "+colony_diameter_px+" (px)"); 
colony_radius = colony_diameter/2; 
print(originalName+" colony radius: "+colony_radius+" (cm)"); 
colony_radius_px = colony_radius*pixels_per_cm; 
print(originalName+" colony radius: "+colony_radius_px+" (px)"); 
selectWindow("find plate"); 
//calculate colony x and y offset  
offx = (plate_width_centre - colony_centreX); 
print(originalName+" colony centre x offset: "+offx); 
offy = (plate_height_centre - colony_centreY); 
print(originalName+" colony centre y offset: "+offy); 
print(originalName+" colony centre x,y offset: ("+offx+","+offy+") (x,y)"); 
run("Enhance Local Contrast (CLAHE)", "blocksize="+pixels_per_mm+" histogram=255 
maximum=100 mask=*None* fast_(less_accurate)"); 
run("Gaussian Blur...", "sigma=0.05 scaled"); 
//move colony centre to image centre 
run("Translate...", "x="+offx+ " y="+offy+" interpolation=Bilinear"); 
//log new centre values 
selectWindow("find plate"); 
new_centre_x = getWidth()/2; 
print(originalName+" new centre x: "+new_centre_x); 
new_centre_y = getHeight()/2; 
print(originalName+" new centre y: "+new_centre_y); 
print(originalName+" new centre x,y: ("+new_centre_x+","+new_centre_y+") (x,y)"); 
roiManager("reset"); 
run("Select None"); 
//set rotation angle and number of rotations (rotations must be a whole number) 
//angle = 5; 
angle = 30; 
print("rotational angle: "+angle); 
//rotations = 30/angle; 
rotations = 360/angle; 
print("number of rotations: "+rotations); 
saveAs("Results", output_folder+originalName+" colony statistics table.csv"); 
run("Clear Results"); 
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//create tables and plots 
//Plot.create(originalName+" - Rotational Segment Intensities", "colony radius (cm)", "Inverted 
Pixel Intensity"); 
Plot.create(originalName+" - Rotational Segment Intensities", "percent colony radius", "Inverted 
Pixel Intensity"); 
Plot.setFormatFlags("11001100111111"); 
Plot.setLimits(0, 100, 0, 255); 
//loop: create rectangle segment at colony (image) centre, with length = radius (4.5cm) and 
height 10px 
//get x points and y pixel intensity of segment 1 
//add x points and y pixel intensity of segment 1 to results table  
//adds y pixel intensity of segment 1 to rotational segment intensities plot 
//repeat for segment 2 for n rotations 
//line_length = new_centre_x+colony_radius_px; 
for(segment = 0; segment < rotations; segment++){ 
 makeRectangle(new_centre_x, new_centre_y, colony_radius_px, 10); 
 run("Plot Profile"); 
 Plot.getValues(x_position, y_intensity); 
 close(); 
 selectWindow("find plate"); 
 run("Select None"); 
 run("Rotate... ", "angle="+angle+" grid=1 interpolation=Bilinear"); 
 Table.setColumn("x_position", x_position); 
 results_length = nResults; 
 for(percent = 0; percent < results_length; percent++) { 
  value = getResult("x_position", percent); 
  P_colony_radius = (value/colony_radius)*100; 
  setResult("percent_colony_radius", percent, P_colony_radius); 
  } 
 updateResults(); 
 Table.setColumn("segment_intensity_"+segment+1, y_intensity); 
 percent_colony_radius_array = Table.getColumn("percent_colony_radius"); 
 Plot.add("line", percent_colony_radius_array, y_intensity); 
} 
updateResults(); 
result_length = nResults; 
print("number of results: "+result_length); 
for(x_row = 0; x_row < result_length; x_row++){ 
 sum_row = 0; 
 for(column = 1; column < rotations+1; column++){ 
  sum_row_int = getResult("segment_intensity_"+column, x_row); 
  sum_row = sum_row + sum_row_int; 
  setResult("Sum_segment_intensity", x_row, sum_row); 
 } 
mean_row = sum_row/rotations; 
setResult("mean_segment_intensity", x_row, mean_row); 
} 
updateResults(); 
mean_values_array = Table.getColumn("mean_segment_intensity"); 
Plot.add("Circle", percent_colony_radius_array, mean_values_array); 
Plot.show(); 
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all_lines_plot = getTitle(); 
print("all lines plot title: "+all_lines_plot); 
Plot.makeHighResolution(all_lines_plot+"high res plot",4.0,"disable"); 
///SAVE HIGH RES PLOT TO INPUT_FOLDER+ORIGINALNAME+"ALL_LINES_PLOT"+.PNG 
saveAs("PNG", output_folder+all_lines_plot); 
close(); 
//new plot showing just mean values 
Plot.create(originalName+" - Mean Rotational Segment Intensities", "percent colony radius", 
"Inverted Pixel Intensity"); 
Plot.setFormatFlags("11001100111111"); 
Plot.setLimits(0, 100, 0, 255); 
Plot.add("line", percent_colony_radius_array, mean_values_array); 
Plot.show(); 
mean_line_plot = getTitle(); 
print("mean line plot title: "+mean_line_plot); 
Plot.makeHighResolution(all_lines_plot+"high res plot",4.0,"disable"); 
saveAs("PNG", output_folder+mean_line_plot); 
close(); 
/////////////////////////standard deviation 
for(x_row = 0; x_row < result_length; x_row++){ 
 sum_sq_diff = 0; 
 for(column = 1; column < rotations+1; column++){ 
  sq_diff = Math.sqr((getResult("segment_intensity_"+column, x_row))-
(getResult("mean_segment_intensity", x_row))); 
  setResult("square_difference_to_mean_"+column, x_row, sq_diff); 
  sum_sq_diff_int = getResult("square_difference_to_mean_"+column, 
x_row); 
  sum_sq_diff = sum_sq_diff + sum_sq_diff_int; 
 } 
 setResult("sum of square differences to mean", x_row, sum_sq_diff); 
 sum_sq_diff_n_1 = (getResult("sum of square differences to mean", x_row)/(rotations-
1)); 
 setResult("(sum sq diff to mean)/variance", x_row, sum_sq_diff_n_1); 
 standard_deviation = Math.sqrt(getResult("(sum sq diff to mean)/variance", x_row)); 
 setResult("standard deviation", x_row, standard_deviation); 
 standard_error_of_mean = ((getResult("standard deviation", 
x_row))/(Math.sqrt(rotations))); 
 setResult("standard error of mean (SEM)", x_row, standard_error_of_mean); 
} 
updateResults(); 
Plot.create(originalName+" - Rotational Segment Intensities - STANDARD DEVIATION", "percent 
colony radius", "Inverted Pixel Intensity"); 
Plot.setFormatFlags("11001100111111"); 
Plot.setLimits(0, 100, 0, 255); 
Plot.add("line", percent_colony_radius_array, mean_values_array); 
Plot.add("error", Table.getColumn("standard deviation", "Results")); 
Plot.show(); 
standard_deviation_plot = getTitle(); 
print("Standard deviation line plot title: "+standard_deviation_plot); 
Plot.makeHighResolution(standard_deviation_plot+"high res plot",4.0,"disable"); 
saveAs("PNG", output_folder+standard_deviation_plot); 
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close(); 
Plot.create(originalName+" - Rotational Segment Intensities - SEM", "percent colony radius", 
"Inverted Pixel Intensity"); 
Plot.setFormatFlags("11001100111111"); 
Plot.setLimits(0, 100, 0, 255); 
Plot.add("line", percent_colony_radius_array, mean_values_array); 
Plot.add("error", Table.getColumn("standard error of mean (SEM)", "Results")); 
Plot.show(); 
SEM_plot = getTitle(); 
print("SEM line plot title: "+SEM_plot); 
Plot.makeHighResolution(SEM_plot+"high res plot",4.0,"disable"); 
saveAs("PNG", output_folder+SEM_plot); 
close(); 
//save results table as a csv 
saveAs("Results", output_folder+originalName+" results table.csv"); 
selectWindow("Log"); 
saveAs("text", output_folder+originalName+" log info.txt"); 
print("colony statistics results table file name: "+originalName+"colony statistics table.csv"); 
print("rotational segments results table file name: "+originalName+"rotational segments results 
table.csv"); 
print("log file name: "+originalName+" log info.txt"); 

9.1.2 Conidial counts 

setBatchMode(true); 
roiManager("Reset");//resets the roiManager if previous images have been run 
setTool("rectangle"); 
originalName = getTitle();//calls the input image title 
//crops to the central portion of the image, reducing the 'halo' effect 
var A = getWidth()/4; 
var B = getHeight()/4; 
var C = getWidth()/2; 
var D = getHeight()/2; 
makeRectangle(A, B, C, D); 
run("Duplicate...", "title=spore_count_-_" +originalName);//duplicates the image to work on 
setForegroundColor(0, 0, 255);// sets foreground colour to blue 
run("Set Scale...", "distance=0 known=0 pixel=1 unit=pixel global");//removes scale 
rename("spore_count_-_" +originalName);//renames image to working image 
run("Duplicate...", "title=original_spore_image_-_" +originalName);//duplicates the image to 
work on 
var y = getTitle(); 
selectWindow("spore_count_-_" +originalName); 
run("8-bit");//converts the working image to 8-bit 
run("Subtract Background...", "rolling=50 light stack");//removes the background 
run("Minimum...", "radius=2");//applies minimum pixel intensity threshold to better segment 
conidia from bright background 
setThreshold(0, 225);//thresholds the image to ignore the bright background 
run("Convert to Mask", "method=Default background=Light calculate");//creates a binary image 
of the thresholded image 
run("Fill Holes", "stack");//makes a solid particle for the spores 
run("Erode");//erodes the binary image twice to remove any noise 
run("Dilate");//dilates the binary image by the same amount to (roughly) recreate their size 
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run("Watershed", "stack");//makes a solid particle for the spores 
run("Set Measurements...", "area mean standard min centroid perimeter shape display add 
redirect=[&y] decimal=3");//redirects the analysis and count to the original image 
run("Analyze Particles...", "size=200-2000 circularity=0.60-0.85 show=Overlay display exclude 
include summarize add");// analyses number of spores based on pixel size. You may need to edit 
this based on your image size/pixel density 
selectWindow("original_spore_image_-_" +originalName); 
roiManager("draw");//draws the outline of the spores from the roiManager onto the spore count 
image 
saveAs("jpg", "OUTPUT/FILE/PATH/" + originalName + "- annotated conidia");//saves the 
annotated conidia to the user-defined file path 
close(); 
selectWindow("spore_count_-_" +originalName); 
close(); 
selectWindow(originalName); 
run("Open Next");//opens the next image in the input folder 
run("Select None"); 
 

9.1.3 Appressorial cytorrhysis location 

roiManager("Reset");//resets the roiManager if previous images have been run 
originalName = getTitle(); 
input_folder = File.directory; 
output_folder = input_folder+"cytorrhysis appressoria output"; 
File.makeDirectory(output_folder); 
run("Select None"); 
var A = getWidth()/4; 
var B = getHeight()/4; 
var C = getWidth()/2; 
var D = getHeight()/2; 
makeRectangle(A, B, C, D); 
run("Duplicate...", "title=spore_count_-_" +originalName);//duplicates the image to work on 
setForegroundColor(0, 0, 255);// sets foreground colour to blue 
run("Set Scale...", "distance=0 known=0 pixel=1 unit=pixel global");//removes scale 
rename("spore_count_-_" +originalName);//renames image to working image 
run("Duplicate...", "title=original_spore_image_-_" +originalName);//duplicates the image to 
work on 
var y = getTitle(); 
selectWindow("spore_count_-_" +originalName); 
run("8-bit");//converts the working image to 8-bit 
run("Subtract Background...", "rolling=50 light stack");//removes the background 
run("Minimum...", "radius=2");//uses a minimum pixel value filter to increase the contrast of the 
spores against the background (https://imagej.nih.gov/ij/docs/menus/process.html - minimum) 
//setThreshold(0, 235);//thresholds the image to ignore the bright background 
setThreshold(0, 225);//thresholds the image to ignore the bright background 
run("Convert to Mask", "method=Default background=Light calculate");//creates a binary image 
of the thresholded image 
run("Dilate");//dilates the binary image by the same amount to (roughly) recreate their size 
run("Erode");//erodes the binary image twice to remove any noise 
run("Close-"); 
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run("Fill Holes", "stack");//makes a solid particle for the spores 
run("Watershed", "stack");//makes a solid particle for the spores 
//run("Outline", "stack");//outlines the spores 
run("Set Measurements...", "area mean standard min centroid perimeter shape display add 
redirect=[&y] decimal=3");//redirects the analysis and count to the original image 
run("Analyze Particles...", "size=1000-3000 circularity=0.7-1.00 show=Overlay display exclude 
include summarize add");// analyses number of spores based on pixel size. You may need to edit 
this based on your image size. 
selectWindow("original_spore_image_-_" +originalName); 
roiManager("draw");//draws the outline of the spores from the roiManager onto the spore count 
image 
saveAs("PNG", output_folder+"/"+originalName+"annotated appressoria"); 
saveAs("Results", output_folder+"/"+originalName+" appressoria finder results.csv"); 
 

9.1.4 Leaf segmentation and pre-processing  

//use BATCH PROCESS// 
setBatchMode(true);//sets batch mode on - saves time and does not actively open images 
roiManager("reset");//resets roi manager 
run("Select None");//resets selection 
originalName = getTitle(); //retains the file name 
rename("original image") //renames image 
run("Select None"); 
var W = getWidth();//gets image width 
var H = getHeight();//gets image height 
run("Canvas Size...", "width=6800 height=9360 position=Top-Left"); //sets image size 
run("Size...", "width=6800 height=9360 depth=1 interpolation=None");//sets image size 
run("Set Scale...", "distance=315 known=1 pixel=1 unit=cm global"); //sets the image scale 
(change for your needs) 
run("Set Measurements...", "area mean min display add redirect=None decimal=3");//resets 
redirecting image 
setBackgroundColor(0, 0, 0);//sets background colour to black 
run("Select All");//selects everythin in the image 
run("Duplicate...", "title=[working image]");//duplicates to create a working image 
run("Select None");//resets selection 
run("Canvas Size...", "width=6800 height=9360 position=Top-Left"); //sets image size 
run("Size...", "width=6800 height=9360 depth=1 interpolation=None");//sets image size 
makeRectangle(3400, 0, 3600, 4900);//creates a rectangle around the calibration card 
run("Clear", "slice");//clears the calibration card from the image to prevent colour interference 
run("Select None");//resets selection 
run("Canvas Size...", "width=6800 height=9360 position=Top-Left"); //sets image size 
run("Size...", "width=6800 height=9360 depth=1 interpolation=None");//sets image size 
run("Select All");//selects everything in the image 
run("Duplicate...", "title=[cropped leaves]");//duplicates the image for thresholding 
run("Color Threshold...");//colour thresholding 
// Color Thresholder 2.0.0-rc-68/1.52e 
// Autogenerated macro, single images only!           ***to select leaf area**** may need to change 
based on imaging setup 
min=newArray(3); 
max=newArray(3); 
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filter=newArray(3); 
a=getTitle(); 
run("HSB Stack"); 
run("Convert Stack to Images"); 
selectWindow("Hue"); 
rename("0"); //renames hue to 0 
selectWindow("Saturation"); 
rename("1"); //renames saturation to 1 
selectWindow("Brightness"); 
rename("2"); //renames brightness to 2 
min[0]=0; 
max[0]=255; //sets hue (edit as necessary) 
filter[0]="pass"; 
min[1]=50; //sets saturation (edit as necessary) 
max[1]=255; 
filter[1]="pass"; 
min[2]=40; //sets brightness (edit as necessary) 
max[2]=255; 
filter[2]="pass"; 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  setThreshold(min[i], max[i]); 
  run("Convert to Mask"); 
  if (filter[i]=="stop")  run("Invert"); 
} 
imageCalculator("AND create", "0","1"); 
imageCalculator("AND create", "Result of 0","2"); 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  close(); 
} 
selectWindow("Result of 0"); 
close(); 
selectWindow("Result of Result of 0"); 
rename(a); 
// Colour Thresholding------------- 
run("Make Binary");//creates a binary image of the thresholded area 
run("Fill Holes");//fils any gaps in the binary image 
run("Analyze Particles...", "size=0.1-10000.00 display include add");//analyses the individual 
'particles' (leaves) 
selectWindow("working image");//moves back to the non-binary image 
rename(originalName+"- individual leaf");//renames the image "&file_name& - individual leaf" 
run("Select None");//resets selection 
selectWindow("cropped leaves");//moves back to the binary image 
run("Close");//closes the binary image 
//BELOW USES THE ROI MANAGER TO SELECT EACH INDIVIDUAL LEAF, DUPLICATE IT, AND SAVE 
IT AS AN INDIVIDUAL FILE - CHOOSE FILE DESTINATION BELOW 
selectWindow(originalName+"- individual leaf");//moves back to the non-binary image 
 for (u=000; u<roiManager("count"); ++u) { 
  run("Duplicate...", "title=crop"); 
  roiManager("Select", u); 
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  run("Crop"); 
  saveAs("tiff", "FILE/PATH/HERE/" + "individual leaf - " + originalName + " - " +(u+001)); 
    close(); 
  selectWindow(originalName+"- individual leaf"); 
 } 
close();//closes the active image except for the original file, ready to move onto the next image 
in the folder. 
selectWindow("original image"); 
 

9.1.5 Chlorophyll fluorescence  

//reset parameters 
setBackgroundColor(255, 255, 255); 
roiManager("Reset");//resets any previous information 
run("Set Scale...", "distance=0 known=0 unit=pixel");//resets scale measurements 
run("Set Measurements...", "area mean min display add redirect=None decimal=3");//resets the 
redirect 
//select NDVI image 
waitForUser("Click on the NDVI image, then press ok"); 
run("Select None"); 
//retain NDVI image title 
var NDVI = getTitle(); 
//select FvFm image 
waitForUser("Click on the FvFm image, then press ok"); 
run("Select None"); 
//retain FvFm image title 
var FvFm = getTitle(); 
//draw a leaf around the NDVI leaf 
selectWindow(NDVI); 
setTool("rectangle"); 
waitForUser("draw a box around the leaf of interest on the NDVI image, then press ok"); 
//duplicate that selection on NDVI leaf - NDVI working image 
run("Duplicate...", "title=[NDVI working image]"); 
//apply selection to FvFm image 
selectWindow(FvFm); 
run("Restore Selection"); 
//duplicate that selection on FvFm leaf - FvFm working image 
run("Duplicate...", "title=[FvFm working image]"); 
//duplicate NDVI working image twice;  
selectWindow("NDVI working image") 
//  background removal threshold 
run("Duplicate...", "title=[NDVI background removal threshold]"); 
//  background removed 
run("Duplicate...", "title=[NDVI background removed]"); 
//threshold background removal threshold image 
selectWindow("NDVI background removal threshold"); 
run("Color Threshold...");//thresholds for the leaves to remove the background 
// Color Thresholder 2.0.0-rc-69/1.52p 
// Autogenerated macro, single images only! 
min=newArray(3); 
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max=newArray(3); 
filter=newArray(3); 
a=getTitle(); 
run("HSB Stack"); 
run("Convert Stack to Images"); 
selectWindow("Hue"); 
rename("0"); 
selectWindow("Saturation"); 
rename("1"); 
selectWindow("Brightness"); 
rename("2"); 
min[0]=0; 
max[0]=255; 
filter[0]="pass"; 
min[1]=0; 
max[1]=125; 
filter[1]="pass"; 
min[2]=10; 
max[2]=255; 
filter[2]="pass"; 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  setThreshold(min[i], max[i]); 
  run("Convert to Mask"); 
  if (filter[i]=="stop")  run("Invert"); 
} 
imageCalculator("AND create", "0","1"); 
imageCalculator("AND create", "Result of 0","2"); 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  close(); 
} 
selectWindow("Result of 0"); 
close(); 
selectWindow("Result of Result of 0"); 
rename(a); 
// Colour Thresholding------------- 
run("Make Binary"); 
//create selection of background 
run("Create Selection"); 
//apply selection to background removal image 
selectWindow("NDVI background removed"); 
run("Restore Selection"); 
//clear selection of background 
run("Clear", "slice"); 
//apply selection to FvFm working image 
selectWindow("FvFm working image"); 
run("Restore Selection"); 
//clear selection of background 
run("Clear", "slice"); 
//select none of NDVI background removal image 
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selectWindow("NDVI background removed"); 
run("Select None"); 
//get image dimensions 
var x = getWidth(); 
var y = getHeight(); 
//duplicate 4x 
//  NDVI leaf area threshold 
run("Duplicate...", "title=[NDVI leaf area threshold]"); 
//  NDVI leaf area 
run("Duplicate...", "title=[NDVI leaf area]"); 
//  NDVI healthy area threshold 
run("Duplicate...", "title=[NDVI healthy area threshold]"); 
//  NDVI unhealthy area threshold 
run("Duplicate...", "title=[NDVI unhealthy area threshold]"); 
//create drawing for NDVI 
newImage("NDVI drawing", "RGB white", x, y, 1); 
//select FvFm image without background 
selectWindow("FvFm working image"); 
run("Select None"); 
//duplicate 4x 
//  FvFm leaf area threshold 
run("Duplicate...", "title=[FvFm leaf area threshold]"); 
//  FvFm leaf area 
run("Duplicate...", "title=[FvFm leaf area]"); 
//  FvFm healthy area threshold 
run("Duplicate...", "title=[FvFm healthy area threshold]"); 
//  FvFm unhealthy area threshold 
run("Duplicate...", "title=[FvFm unhealthy area threshold]"); 
//create drawing for FvFm 
newImage("FvFm drawing", "RGB white", x, y, 1); 
selectWindow("NDVI leaf area threshold"); 
//threshold NDVI leaf area threshold 
run("Color Threshold...");//thresholds for the leaves to remove the background 
// Color Thresholder 2.0.0-rc-69/1.52p 
// Autogenerated macro, single images only! 
min=newArray(3); 
max=newArray(3); 
filter=newArray(3); 
a=getTitle(); 
run("HSB Stack"); 
run("Convert Stack to Images"); 
selectWindow("Hue"); 
rename("0"); 
selectWindow("Saturation"); 
rename("1"); 
selectWindow("Brightness"); 
rename("2"); 
min[0]=0; 
max[0]=255; 
filter[0]="pass"; 
min[1]=10; 
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max[1]=255; 
filter[1]="pass"; 
min[2]=10; 
max[2]=255; 
filter[2]="pass"; 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  setThreshold(min[i], max[i]); 
  run("Convert to Mask"); 
  if (filter[i]=="stop")  run("Invert"); 
} 
imageCalculator("AND create", "0","1"); 
imageCalculator("AND create", "Result of 0","2"); 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  close(); 
} 
selectWindow("Result of 0"); 
close(); 
selectWindow("Result of Result of 0"); 
rename(a); 
// Colour Thresholding------------- 
//create binary image 
run("Make Binary"); 
//create selection 
run("Create Selection"); 
//restore selection in FvFm drawing (to visualise dead tissue) 
selectWindow("FvFm drawing"); 
run("Restore Selection"); 
//threshold NDVI healthy leaf area threshold 
selectWindow("NDVI healthy area threshold"); 
run("Color Threshold...");//thresholds for the leaves to remove the background 
// Color Thresholder 2.0.0-rc-69/1.52p 
// Autogenerated macro, single images only! 
min=newArray(3); 
max=newArray(3); 
filter=newArray(3); 
a=getTitle(); 
run("HSB Stack"); 
run("Convert Stack to Images"); 
selectWindow("Hue"); 
rename("0"); 
selectWindow("Saturation"); 
rename("1"); 
selectWindow("Brightness"); 
rename("2"); 
min[0]=0; 
max[0]=72; 
filter[0]="pass"; 
min[1]=10; 
max[1]=255; 
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filter[1]="pass"; 
min[2]=10; 
max[2]=255; 
filter[2]="pass"; 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  setThreshold(min[i], max[i]); 
  run("Convert to Mask"); 
  if (filter[i]=="stop")  run("Invert"); 
} 
imageCalculator("AND create", "0","1"); 
imageCalculator("AND create", "Result of 0","2"); 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  close(); 
} 
selectWindow("Result of 0"); 
close(); 
selectWindow("Result of Result of 0"); 
rename(a); 
// Colour Thresholding------------- 
//create binary image 
run("Make Binary"); 
//create selection 
run("Create Selection"); 
//threshold NDVI unhealthy leaf area threshold 
selectWindow("NDVI unhealthy area threshold"); 
run("Color Threshold...");//thresholds for the leaves to remove the background 
// Color Thresholder 2.0.0-rc-69/1.52p 
// Autogenerated macro, single images only! 
min=newArray(3); 
max=newArray(3); 
filter=newArray(3); 
a=getTitle(); 
run("HSB Stack"); 
run("Convert Stack to Images"); 
selectWindow("Hue"); 
rename("0"); 
selectWindow("Saturation"); 
rename("1"); 
selectWindow("Brightness"); 
rename("2"); 
min[0]=73; 
max[0]=255; 
filter[0]="pass"; 
min[1]=10; 
max[1]=255; 
filter[1]="pass"; 
min[2]=10; 
max[2]=255; 
filter[2]="pass"; 
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for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  setThreshold(min[i], max[i]); 
  run("Convert to Mask"); 
  if (filter[i]=="stop")  run("Invert"); 
} 
imageCalculator("AND create", "0","1"); 
imageCalculator("AND create", "Result of 0","2"); 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  close(); 
} 
selectWindow("Result of 0"); 
close(); 
selectWindow("Result of Result of 0"); 
rename(a); 
// Colour Thresholding------------- 
//create binary image 
run("Make Binary"); 
//create selection 
run("Create Selection"); 
//threshold FvFm leaf area threshold 
selectWindow("FvFm leaf area threshold"); 
run("Color Threshold...");//thresholds for the leaves to remove the background 
// Color Thresholder 2.0.0-rc-69/1.52p 
// Autogenerated macro, single images only! 
min=newArray(3); 
max=newArray(3); 
filter=newArray(3); 
a=getTitle(); 
run("HSB Stack"); 
run("Convert Stack to Images"); 
selectWindow("Hue"); 
rename("0"); 
selectWindow("Saturation"); 
rename("1"); 
selectWindow("Brightness"); 
rename("2"); 
min[0]=0; 
max[0]=255; 
filter[0]="pass"; 
min[1]=10; 
max[1]=255; 
filter[1]="pass"; 
min[2]=10; 
max[2]=255; 
filter[2]="pass"; 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  setThreshold(min[i], max[i]); 
  run("Convert to Mask"); 



 

463 
 

  if (filter[i]=="stop")  run("Invert"); 
} 
imageCalculator("AND create", "0","1"); 
imageCalculator("AND create", "Result of 0","2"); 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  close(); 
} 
selectWindow("Result of 0"); 
close(); 
selectWindow("Result of Result of 0"); 
rename(a); 
// Colour Thresholding------------- 
//create binary image 
run("Make Binary"); 
//create selection 
run("Create Selection"); 
//threshold FvFm healthy area threshold 
selectWindow("FvFm healthy area threshold"); 
run("Color Threshold...");//thresholds for the leaves to remove the background 
// Color Thresholder 2.0.0-rc-69/1.52p 
// Autogenerated macro, single images only! 
min=newArray(3); 
max=newArray(3); 
filter=newArray(3); 
a=getTitle(); 
run("HSB Stack"); 
run("Convert Stack to Images"); 
selectWindow("Hue"); 
rename("0"); 
selectWindow("Saturation"); 
rename("1"); 
selectWindow("Brightness"); 
rename("2"); 
min[0]=0; 
max[0]=13; 
filter[0]="pass"; 
min[1]=10; 
max[1]=255; 
filter[1]="pass"; 
min[2]=10; 
max[2]=255; 
filter[2]="pass"; 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  setThreshold(min[i], max[i]); 
  run("Convert to Mask"); 
  if (filter[i]=="stop")  run("Invert"); 
} 
imageCalculator("AND create", "0","1"); 
imageCalculator("AND create", "Result of 0","2"); 
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for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  close(); 
} 
selectWindow("Result of 0"); 
close(); 
selectWindow("Result of Result of 0"); 
rename(a); 
// Colour Thresholding------------- 
//create binary image 
run("Make Binary"); 
//create selection 
run("Create Selection"); 
//threshold FvFm unhealthy leaf area threshold 
selectWindow("FvFm unhealthy area threshold"); 
run("Color Threshold...");//thresholds for the leaves to remove the background 
// Color Thresholder 2.0.0-rc-69/1.52p 
// Autogenerated macro, single images only! 
min=newArray(3); 
max=newArray(3); 
filter=newArray(3); 
a=getTitle(); 
run("HSB Stack"); 
run("Convert Stack to Images"); 
selectWindow("Hue"); 
rename("0"); 
selectWindow("Saturation"); 
rename("1"); 
selectWindow("Brightness"); 
rename("2"); 
min[0]=14; 
max[0]=255; 
filter[0]="pass"; 
min[1]=10; 
max[1]=255; 
filter[1]="pass"; 
min[2]=10; 
max[2]=255; 
filter[2]="pass"; 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  setThreshold(min[i], max[i]); 
  run("Convert to Mask"); 
  if (filter[i]=="stop")  run("Invert"); 
} 
imageCalculator("AND create", "0","1"); 
imageCalculator("AND create", "Result of 0","2"); 
for (i=0;i<3;i++){ 
  selectWindow(""+i); 
  close(); 
} 
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selectWindow("Result of 0"); 
close(); 
selectWindow("Result of Result of 0"); 
rename(a); 
// Colour Thresholding------------- 
//create binary image 
run("Make Binary"); 
//create selection 
run("Create Selection"); 
//drawings 
selectWindow("NDVI leaf area threshold");//NDVI leaf area in green filled 
run("Create Selection"); 
run("Measure"); 
selectWindow("NDVI drawing"); 
setForegroundColor(0, 255, 0); 
run("Restore Selection"); 
run("Fill", "Slice"); 
selectWindow("FvFm drawing");//FvFm leaf area on NDVI image in black filled 
setForegroundColor(0, 0, 0); 
run("Restore Selection"); 
run("Fill", "Slice"); 
selectWindow("NDVI healthy area threshold");//NDVI healthy area in red filled 
run("Create Selection"); 
run("Measure"); 
selectWindow("NDVI drawing"); 
setForegroundColor(255, 0, 0); 
run("Restore Selection"); 
run("Fill", "Slice"); 
selectWindow("NDVI unhealthy area threshold");//NDVI unhealthy area in blue drawn 
run("Create Selection"); 
run("Measure"); 
selectWindow("NDVI drawing"); 
setForegroundColor(0, 0, 255); 
run("Restore Selection"); 
run("Draw", "Slice"); 
selectWindow("FvFm leaf area threshold");//FvFm leaf area in green filled 
run("Create Selection"); 
run("Measure"); 
selectWindow("FvFm drawing"); 
setForegroundColor(0, 255, 0); 
run("Restore Selection"); 
run("Fill", "Slice"); 
selectWindow("FvFm healthy area threshold");//FvFm healthy area in red filled 
run("Create Selection"); 
run("Measure"); 
selectWindow("FvFm drawing"); 
setForegroundColor(255, 0, 0); 
run("Restore Selection"); 
run("Fill", "Slice"); 
selectWindow("FvFm unhealthy area threshold");//FvFm unhealthy area in blue drawn 
run("Create Selection"); 
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run("Measure"); 
selectWindow("FvFm drawing"); 
setForegroundColor(0, 0, 255); 
run("Restore Selection"); 
run("Draw", "Slice"); 
selectWindow("NDVI working image"); 
close(); 
selectWindow("FvFm working image"); 
close(); 
selectWindow("NDVI background removed"); 
close(); 
selectWindow("NDVI background removal threshold"); 
//close(); 
selectWindow("NDVI leaf area"); 
close(); 
selectWindow("FvFm leaf area"); 
close(); 
selectWindow("NDVI leaf area threshold"); 
close(); 
selectWindow("NDVI healthy area threshold"); 
close(); 
selectWindow("NDVI unhealthy area threshold"); 
close(); 
selectWindow("FvFm leaf area threshold"); 
close(); 
selectWindow("FvFm healthy area threshold"); 
close(); 
selectWindow("FvFm unhealthy area threshold"); 
close(); 
NDVI_leaf = getResult("Area", 0); 
NDVI_healthy = getResult("Area", 1); 
NDVI_unhealthy = getResult("Area", 2); 
FvFm_leaf = getResult("Area", 3); 
FvFm_healthy = getResult("Area", 4); 
FvFm_unhealthy = getResult("Area", 5); 
dead_tissue = NDVI_leaf - FvFm_leaf; 
P_dead = (dead_tissue / NDVI_leaf) * 100; 
P_NDVI_healthy = (NDVI_healthy / NDVI_leaf) * 100; 
P_NDVI_unhealthy = (NDVI_unhealthy / NDVI_leaf) * 100; 
P_FvFm_healthy = (FvFm_healthy / NDVI_leaf) * 100; 
P_FvFm_unhealthy = (FvFm_unhealthy / NDVI_leaf) * 100; 
setResult("Label", 6, "Dead tissue (NDVI - FvFm)"); 
setResult("Area", 6, dead_tissue); 
setResult("Label", 7, "Percent dead tissue"); 
setResult("Area", 7, P_dead); 
setResult("Label", 8, "Percent healthy tissue (NDVI)"); 
setResult("Area", 8, P_NDVI_healthy); 
setResult("Label", 9, "Percent unhealthy tissue (NDVI)"); 
setResult("Area", 9, P_NDVI_unhealthy); 
setResult("Label", 10, "Percent healthy tissue (FvFm)"); 
setResult("Area", 10, P_FvFm_healthy); 
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setResult("Label", 11, "Percent unhealthy tissue (FvFm)"); 
setResult("Area", 11, P_FvFm_unhealthy); 
 

9.1.6 Confocal ratiometric and intensity analysis 

/*import settings: view stack: hyperstack 
 * data organisation: open individually  
 * colour: default 
 * autoscale: yes 
 */ 
run("Set Measurements...", "area mean display add redirect=None decimal=3"); 
run("Clear Results"); 
originalName = getTitle(); 
getVoxelSize(width, height, depth, unit); 
print("width: "+width); 
print("height: "+height); 
print("depth: "+depth); 
run("Set Scale...", "distance=0 known=0 unit=pixel"); 
waitForUser("select the brightfield channel"); 
run("Duplicate...", "title=brightfield_channel duplicate channels=2"); 
run("16-bit"); 
waitForUser("select the GFP channel"); 
run("Duplicate...", "title=GFP_channel duplicate channels=1"); 
run("16-bit"); 
waitForUser("scroll to the first slice of the section you want to analyse"); 
slice_1 = getSliceNumber(); 
print("slice 1: "+slice_1); 
waitForUser("scroll to the final slice of the section you want to analyse"); 
final_slice = getSliceNumber(); 
print("Final slice: "+final_slice); 
n_slices = final_slice - slice_1; 
slice_mid = (slice_1 + final_slice)/2; 
print("slices analysed: "+n_slices); 
selectWindow("brightfield_channel"); 
setSlice(slice_1); 
setTool(0); 
waitForUser("Draw a box in the vacuole of the cell"); 
getSelectionBounds(x_vac, y_vac, width_vac, height_vac); 
vac_area = width_vac * height_vac; 
print("Vacuole selection area: "+vac_area); 
selectWindow("GFP_channel"); 
setSlice(slice_mid); 
waitForUser("draw a box in the nucleus of the cell"); 
getSelectionBounds(x_nuc, y_nuc, width_nuc, height_nuc); 
selectWindow("brightfield_channel"); 
setSlice(slice_mid); 
waitForUser("draw a box in the cytoplasm of the cell"); 
getSelectionBounds(x_cyt, y_cyt, width_cyt, height_cyt); 
selectWindow("GFP_channel"); 
setSlice(slice_1); 
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///////////////////////////////////////////////////////vacuolar 
for (a = 1; a <= n_slices; a++) { 
    setSlice(a); 
    makeRectangle(x_vac, y_vac, width_vac, height_vac); 
    run("Measure"); 
} 
sum_grey_vac = 0 
for(vac = 0; vac < n_slices; vac++) { 
 vac_int = getResult("Mean", vac); 
 sum_grey_vac = sum_grey_vac + vac_int; 
} 
setResult("Label", nResults, "sum slice vacuolar grey value"); 
setResult("Mean", nResults-1, sum_grey_vac); 
mean_grey_vac = sum_grey_vac/n_slices; 
setResult("Label", nResults, "mean vacuolar grey value"); 
setResult("Mean", nResults-1, mean_grey_vac); 
run("Clear Results"); 
///////////////////////////////////////nuclear 
setSlice(slice_1); 
for (b = 1; b <= n_slices; b++) { 
    setSlice(b); 
    makeRectangle(x_nuc, y_nuc, width_nuc, height_nuc); 
    run("Measure"); 
} 
 
sum_grey_nuc = 0 
for(nuc = 0; nuc < n_slices; nuc++) { 
 nuc_int = getResult("Mean", nuc); 
 sum_grey_nuc = sum_grey_nuc + nuc_int; 
} 
setResult("Label", nResults, "sum slice nuclear grey value"); 
setResult("Mean", nResults-1, sum_grey_nuc); 
mean_grey_nuc = sum_grey_nuc/n_slices; 
setResult("Label", nResults, "mean nuclear grey value"); 
setResult("Mean", nResults-1, mean_grey_nuc); 
run("Clear Results"); 
/////////////////////////////////cytoplasmic 
setSlice(slice_1); 
for (c = 1; c <= n_slices; c++) { 
    setSlice(c); 
    makeRectangle(x_cyt, y_cyt, width_cyt, height_cyt); 
    run("Measure"); 
} 
sum_grey_cyt = 0 
for(cyt = 0; cyt < n_slices; cyt++) { 
 cyt_int = getResult("Mean", cyt); 
 sum_grey_cyt = sum_grey_cyt + cyt_int; 
} 
setResult("Label", nResults, "sum slice cytoplasmic grey value"); 
setResult("Mean", nResults-1, sum_grey_cyt); 
mean_grey_cyt = sum_grey_cyt/n_slices; 
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setResult("Label", nResults, "mean cytoplasmic grey value"); 
setResult("Mean", nResults-1, mean_grey_cyt); 
run("Clear Results"); 
///set results 
setResult("Label", nResults, "vacuolar"); 
setResult("Mean grey value", nResults-1, mean_grey_vac); 
setResult("Label", nResults, "nuclear"); 
setResult("Mean grey value", nResults-1, mean_grey_nuc); 
setResult("Label", nResults, "cytoplasmic"); 
setResult("Mean grey value", nResults-1, mean_grey_cyt); 
///ratio calculations 
nuc_vac = getResult("Mean grey value", 1) - getResult("Mean grey value", 0); 
setResult("Label", nResults, "nuclear - vacuolar"); 
setResult("Mean grey value", nResults-1, nuc_vac); 
cyt_vac = getResult("Mean grey value", 2) - getResult("Mean grey value", 0); 
setResult("Label", nResults, "cytoplasmic - vacuolar"); 
setResult("Mean grey value", nResults-1, cyt_vac); 
nuc_cyt_ratio = nuc_vac / cyt_vac; 
setResult("Label", nResults, "nuclear:cytoplasmic"); 
setResult("Mean grey value", nResults-1, nuc_cyt_ratio); 
var_sum = ((nuc_vac - cyt_vac)/((nuc_vac + cyt_vac)/2)); 
setResult("Label", nResults, "(nuclear-cytoplasmic variance)/((nuclear+cytoplasmic)/2)"); 
setResult("Mean grey value", nResults-1, var_sum); 
selectWindow("brightfield_channel"); 
close(); 
selectWindow("GFP_channel"); 
close(); 
selectWindow(originalName); 
 

9.2 Automated conidial development time course acquisition  

from picamera import PiCamera 
from time import sleep 
camera = PiCamera() 
camera.resolution = (1920, 1080) 
camera.framerate = 50 
camera.start_preview(fullscreen=False, window = (0, 100, 1080, 1080)) ##x,y,quality 
sleep(2) 
for filename in camera.capture_continuous('/FILE/PATH/HERE/Timepoint{counter:001d}.jpg'): 
       print('Captured %s' % filename) 
       sleep(1800) #wait 30 min 


