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Tuning of passivity-based controllers for
mechanical systems

Carmen Chan-Zheng, Pablo Borja, and Jacquelien M.A. Scherpen

Abstract— This manuscript describes several
approaches for tuning the parameters of a class of
passivity-based controllers for standard nonlinear
mechanical systems. Particularly, we are interested in
tuning controllers that preserve the mechanical system
structure in the closed loop. To this end, first, we provide
tuning rules for stabilization, i.e., the rate of convergence
(exponential stability) and stability margin (input-to-state
stability). Then, we provide guidelines to remove the
overshoot. Additionally, we propose a methodology to
tune the gyroscopic-related parameters. We also provide
remarks on the damping phenomenon to facilitate the
practical implementation of our approaches. We conclude
this paper with experimental results obtained from applying
our tuning rules to a fully-actuated and an underactuated
mechanical system.

I. INTRODUCTION

The modeling and control of mechanical systems have been
widely studied and reported in the literature due to their
fundamental role in industries such as aerospace, automotive,
biomedics, semiconductors, or manufacturing.

For modeling, we find the port-Hamiltonian (pH) framework
among the existing approaches. This framework is an energy-
based modeling technique that represents a large class of
nonlinear physical systems from different domains [1], [2].
Moreover, it highlights the physical properties of the system
under study. In particular, for the mechanical domain, this
modeling approach underscores the role of the interconnection
structure, dissipation, potential, and kinetic energy play in the
system behavior. Furthermore, the passivity property of the
system can be verified by selecting the total energy of the
system – i.e., the Hamiltonian – as the storage function.

On the other hand, amidst the existing control strategies
to stabilize pH mechanical systems, we study the passivity-
based control (PBC) methodologies, a set of well-established
techniques that offer a constructive approach for stabilizing
a large class of complex systems [3], [4]. In general, these
techniques consist of two main steps: i) the so-called energy
shaping (resp. power shaping) process, and ii) the damping
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injection. The former step modifies the total energy (resp.
power) of the system to guarantee that the closed-loop system
has a stable equilibrium at the desired point; additionally,
the interconnection structure of the closed-loop system may
be modified as a result of this step. Then, the second step
ensures asymptotic stability properties for the desired equi-
librium point. Some results of PBC approaches for stabilizing
mechanical systems can be found in [5], [6], [7], [8], [9], [10].

Customarily, the control parameters of PBC approaches are
selected such that its closed-loop system exhibits a prescribed
performance in terms of stability. For instance, in [4], [11],
[12], [13] we find results on L2 stability, asymptotic stability,
input-to-state (ISS) stability, and exponential stability (ES).
However, sometimes, it is not sufficient to only prescribe a
performance in terms of stability for several real applications
[14], [15]. For instance, it is essential to ensure a prescribed
performance in terms of other indices (e.g., oscillations, rate of
convergence, among others) to solve a task from applications
involving mechanical systems that require high precision.

In contrast to the linear counterpart – where we can find
a substantial amount of results on tuning the linear (PID)
controller [16] – the literature on tuning the gains for any
nonlinear controller (including PBC schemes) is relatively
scarce as the characterization of the nonlinear phenomena is
in several cases an open problem. Moreover, despite the well-
known theoretical advantages (for example, stability guar-
antees and improved performance despite the nonlinearities
phenomena) of the nonlinear schemes compared with their
linear counterpart, there is an evident gap between the prac-
titioners and the theorists. This breach stems from the fact
that implementing the nonlinear schemes is challenging and
rarely seen in real-life applications as there are no guidelines
to achieve a desirable performance. Moreover, an additional
challenge in creating tuning methodologies in the nonlinear
field is that there is no unified framework for characterizing
the frequency domain for the nonlinear systems. Although,
there are few tuning methods for nonlinear approaches – e.g.,
Neural Networks [17], [18] – stability guarantees remain a
challenge.

Amid the PBC schemes, we find the interconnection and
damping assignment (IDA)-PBC methodology, which is a
universally stabilizing controller in the sense that it generates
all asymptotically stabilizing controllers for systems that can
be represented in the pH structure [19]. To tune this scheme,
the author in [20] proposes a methodology that consists of
prescribing local dynamics to the closed-loop system via the
eigenvalue assignment approach. However, the gain selection



process from this methodology lacks physical intuition. Ad-
ditional results for other PBC approaches can be found in
[21], [22], [9], [23], [24], [25], where they demonstrate that
the parameters can be associated directly with the physical
quantities of the closed-loop system – e.g., damping or energy.
In [21], [22], the authors explore the relationship of the
parameters with the decay ratio of the system trajectories via
a particular choice of Lyapunov candidates; while in [9], [23],
[24], [25] we find results for tuning the gains to remove the
oscillations exhibited during the transient response. Moreover,
in [10], we find results on tuning the gyroscopic-related forces,
where the authors demonstrate an improved performance in
terms of the oscillations; however, no theoretical background is
provided. The inclusion of the gyroscopic forces is critical for
stabilizing some underactuated mechanical applications (see
[26], [27], [28], [29]).

Nonetheless, to the best of the authors’ knowledge, there is
no comprehensive set of tuning methodologies in the literature
for PBC approaches on standard mechanical systems that
prescribe the performance of the closed-loop system in terms
of other indices rather than the stability. In this manuscript,
we provide tuning methodologies for PBC approaches that
in closed-loop with a standard mechanical system result in
some particular target dynamics that preserve the mechanical
structure. Our main contributions are listed as follows.

(i) We extend the results in [22], [25], where we underscore
that these are obtained for a particular PBC scheme,
namely, the PID-PBC (see [11]). The current manuscript
generalizes the results by considering a larger class
of PBC schemes whose closed loops recover the port-
Hamiltonian and the standard mechanical structures (we
find the IDA-PBC among these schemes). Moreover, here
we consider the effect of the gyroscopic forces – that may
be introduced in other PBC approaches – on the closed-
loop performance, whose insight is absent in the previous
work.

(ii) We provide a novel guideline to select the upper bound
of the maximum overshoot permissible for the output of
the closed-loop system.

(iii) We present novel results based on the ISS property, where
we provide an expression in terms of the PBC parameters
for the stability margin of the closed-loop system.

(iv) We discuss the role of damping and energy on the per-
formance (in terms of different metrics) of the system by
relating these physical quantities to the PBC parameters.

(v) We present a novel insight into the effect of the PBC
gyroscopic-related parameters on the performance of the
closed-loop system.

The remainder of this paper is structured as follows: in Sec-
tion II we provide the theoretical backgrounds and formulate
the problem under study. Section III describes the tuning rules
derived from the ES and ISS analysis. Section IV provides
the tuning rules to prescribe the behavior of the closed-loop
system in the vicinity of the desired equilibrium. In Section
V, we provide some remarks on the practical implementation
of the tuning rules. Then, we describe the experimental results
obtained from two separate configurations: i) a 5 DoF robotic

arm (a fully-actuated mechanical system), and ii) a two
degrees-of-freedom (DoF) planar manipulator with flexible
joints (an underactuated mechanical system), in Section VI.
We conclude this manuscript with some remarks and future
work in Section VII.

Notation: We denote the n×n identity matrix as In and the
n×m matrix of zeros as 0n×m. For a given smooth function
f : Rn → R, we define the differential operator ∇xf := ∂f

∂x

which is a column vector, and ∇2
xf := ∂2f

∂x2 . For a smooth
mapping F : Rn → Rm, we define the ij−element of its
n×m Jacobian matrix as (∇xF )ij :=

∂Fi

∂xj
. When clear from

the context the subindex in ∇ is omitted. For a given vector
x ∈ Rn, we say that A is positive definite (semi-definite),
denoted as A ≻ 0 (A ⪰ 0), if A = A⊤ and x⊤Ax > 0
(x⊤Ax ≥ 0) for all x ∈ Rn − {0n} (Rn). For a given vector
x ∈ Rn , we denote the Euclidean norm as ∥x∥ and the L2-
norm as ∥x∥2. For a given matrix B ∈ Rn×m , we denote its
largest singular value as σmax(B). For B = B⊤, we denote
by λmax(B) (resp. λmin(B)) as the maximum (resp. minimum)
eigenvalue of B. Given a distinguished element x⋆ ∈ Rn, we
define the constant matrix B⋆ := B(x⋆) ∈ Rn×m. We denote
R+ as the set of strictly positive real numbers and R≥0 as the
set R+∪{0}. Let x, y ∈ Rn, we define col(x, y) := [x⊤y⊤]⊤.
We denote ei as the ith element of the canonical basis of Rn.
All the functions considered in this manuscript are assumed
to be (at least) twice continuously differentiable.

Caveat: when possible, we omit the arguments to simplify
the notation.

II. PRELIMINARIES AND PROBLEM FORMULATION

In this section, we provide the pH representation of standard
mechanical systems considered throughout this manuscript.
Moreover, we present the target dynamics and provide a brief
discussion on some PBC approaches that can achieve such
dynamics. Then, we describe a particular pH structure, namely,
the canonical Hamiltonian system. Additionally, we discuss
some stability properties and conclude this section with the
problem formulation.

A. Description of standard mechanical systems

Consider a standard mechanical system in the pH frameworkq̇
ṗ

 =

0n×n In

−In −D(q, p)

∇qH(q, p)

∇pH(q, p)

+

0n×m

G(q)

u (1)

H(q, p) =
1

2
p⊤M−1(q)p+ U(q), y = G(q)⊤M−1(q)p

where q, p ∈ Rn are the generalized positions and momenta
vectors, respectively; H : Rn×Rn → R is the Hamiltonian of
the system; the potential energy of the system is denoted with
U : Rn → R; M : Rn → Rn×n corresponds to the mass iner-
tia matrix, which is positive definite; D : Rn ×Rn → Rn×n

is positive semi-definite and represents the natural damping
of the system; u, y ∈ Rm are the control and passive output
vectors, respectively; m ≤ n; and G(q) : Rn → Rn×m is the



input vector with rank(G) = m, which we define – to ease
the presentation of the results – as

G :=

[
0ℓ×m

Im

]
,

with ℓ := n−m.
The set of assignable equilibria for (1) is defined by

E := {q, p ∈ Rn | p = 0n, G⊥∇U(q) = 0ℓ},

where G⊥ := [Iℓ 0ℓ×m].
Moreover, for all q, M(q) is bounded, that is,

λmin(M(q))In ≤ M(q) ≤ λmax(M(q))In. (2)

We refer the reader to [30] for a complete characterization of
robot manipulators with bounded inertia matrix.

B. The target dynamics
The stabilization of mechanical systems via PBC has been

extensively studied, see for instance [3], [5], [6], [7], [8], [9],
[10]. Additionally, the energy shaping process is translated to
find a Hamiltonian with an isolated minimum at (q⋆, 0n) ∈ E ,
where q⋆ ∈ Rn is the desired configuration. Moreover, for
some PBC approaches, shaping the kinetic energy results
directly in modifying the interconnection structure (see for
instance [8], [10], [31]). On the other hand, the damping
injection process is performed by feeding back the passive
output – customarily, it corresponds to the velocity – and
ensures that the equilibrium is asymptotically stable.

Although the aforementioned references provide guidelines
to guarantee stability, they lack tuning methodologies to ensure
performance in terms of other indices. Therefore, in this
manuscript, we focus on providing tuning rules for PBC
methodologies that obtain the following target dynamics[

q̇
ṗ

]
= (Jd(q, p)−Rd(q, p))∇Hd(q, p) (3)

with

Jd(q, p) :=

 0n×n M−1(q)Md(q)

−Md(q)M
−1(q) J2(q, p)


Rd(q, p) :=

0n×n 0n×n

0n×n Dd(q, p)


Hd(q, p) :=

1

2
p⊤M−1

d (q)p+ Ud(q),

(4)

where Hd : Rn × Rn → R+ is the desired Hamiltonian;
the desired inertia matrix Md : Rn → Rn×n is positive
definite; the desired potential energy Ud : Rn → R+

has a locally isolated minimum at q⋆; the desired damping
matrix Dd : Rn ×Rn → Rn×n is positive semi-definite; and
J2 : Rn ×Rn → Rn×n is skew-symmetric.

Then, we consider the following assumption throughout this
manuscript to obtain the tuning guidelines.

Assumption 1: Given (1) and the desired equilibrium
(q⋆, 0n) ∈ E , there exists a control approach u ∈ Rm

such that the target dynamics takes the pH form (3)-(4).
Moreover, the desired Hamiltonian Hd(q, p) has a local
isolated minimum at (q⋆, 0n), that is, the closed-loop system
(3)-(4) is stable. □

In other words, we are interested in tuning PBC approaches
such that the closed-loop system preserves the mechanical
structure – in addition to the pH one – as in (3)-(4). We
emphasize that preserving the structure is crucial for de-
veloping our tuning rules, whose main benefit is endowing
with physical intuition the process of gain selection. Some
PBC methodologies encountered in the literature that verify
Assumption 1 are reported in [5], [10], [11]. The stabilization
of mechanical systems via IDA-PBC is described in [5]. While
in [10], [11] report PID-PBC approaches that do not require
the solution of partial differential equations.

C. The canonical Hamiltonian system
A change of coordinates is a well-known tool for converting

a particular system into another structure that may provide
better insight into a particular feature of the system under
study (see [22], [32], [33]). In the current section, we de-
scribe a particular transformation for (3)-(4) whose resulting
structure – namely, the canonical Hamiltonian system – may
highlight the effects of the gyroscopic forces on the behavior
of the closed-loop system. The transformed system is given
by  q̇

ṗc

= (Jc −Rc)

 ∇qHc(q, p)

∇pc
Hc(q, pc)

 , (5)

with

Jc :=

0n×n In

−In 0n×n

 , Rc :=

0n×n 0n×n

0n×n Dc(q, pc)


(6)

where Dc : R
n ×Rn → Rn×n is positive semi-definite, Hc :

Rn×Rn → R+ is the canonical Hamiltonian, and (q, pc) are
the canonical coordinates of (3)-(4).

The process to transform (3)-(4) into the canonical Hamil-
tonian system is reported in [26] where the authors describe a
particular choice for J2(q, p). We summarize such process in
the following proposition.

Proposition 1: Let

pc := M(q)M−1
d (q)p+Qd(q)

with Qd : Rn → Rn being any smooth vector-valued function.
Then, the closed-loop system (3)-(4) results in the canonical
Hamiltonian system (5)-(6) if and only if

J2(q, p) := Ĵ(q, p) + Jg(q) (7)

where

Ĵ(q, p) :=Md(q)M
−1(q)[(∇qM(q)M−1

d (q)p)⊤

−∇q(M(q)M−1
d (q)p)]M−1(q)Md(q),

Jg(q) :=Md(q)M
−1(q)[(∇qQd(q))

⊤

−∇qQd(q)]M
−1(q)Md(q).



Moreover, the Hamiltonian of (5)-(6) takes the form

Hc(q, pc) :=
1
2 (pc −Qd(q))

⊤M−1
c (q)(pc −Qd(q)) + Ud(q)

(8)
where

Mc(q) := M(q)M−1
d (q)M(q)

Dc(q, p) := M(q)M−1
d (q)Dd(q, p)M

−1
d (q)M(q).

□
Note that Jg(q) ̸= 0n×n – equivalently, ∇qQd(q) ̸= 0n×n

or ∇qQd(q) ̸= ∇qQd(q)
⊤ – introduces gyroscopic-related

forces into the closed-loop system (5)-(6) via the term
p⊤c M

−1
c (q)Qd(q) from the canonical Hamiltonian (8). The

introduction of gyroscopic-related forces has interesting pos-
itive effects on the performance in terms of stabilization
and oscillations. For instance, in [10], [34], the authors
demonstrate – via experiments – that the inclusion of Jg(q)
reduces the oscillations in some coordinates for underactuated
mechanical systems; moreover, the addition of this term is
crucial for stabilizing underactuated mechanical applications
such as spacecraft control and underwater vehicle control [26],
[27], [29].

Furthermore, we can characterize the gyroscopic terms by
dividing it into intrinsic or non-intrinsic of which we provide
the definition as follows

Definition 1 (Intrinsic gyroscopic terms [26]): The gyro-
scopic terms are called intrinsic if there does not exist a
canonical transformation (q, pc) 7→ (q̃c, p̃c) such that the
Hamiltonian in the new coordinates takes the form of the
kinetic plus the potential energy, i.e.,

H̃c(q̃c, p̃c) =
1

2
p̃⊤c M̃

−1(q̃c)p̃c + Ũ(q̃c),

for some M̃ : Rn → Rn×n and Ũ : Rn → R+.

Then, the following proposition verifies the intrinsic prop-
erty.

Proposition 2: The gyroscopic terms are intrinsic to the
closed-loop system (5)-(6) if and only if Jg ̸= 0n×n. □
For further details on Proposition 2, see [26].

D. Some stability properties

Throughout this paper, we consider two stability properties
for the system (3)-(4): the ES and ISS. The former ensures
that an exponential decay function bounds the closed-loop
system trajectories, while the latter ensures that the system
trajectories are bounded for any initial conditions as long as
the input is also bounded. Although both properties reveal
interesting behaviors of the closed-loop system, these are
only qualitative attributes. Therefore, they may not provide
explicit information for tuning purposes. In order to use these
properties in a quantitative manner, we provide some concepts
that allow us to exploit the stability properties for tuning
purposes.

To this end, let us first introduce a definition related to the
ES property.

Definition 2 (Rate of convergence [35]): The rate of con-
vergence of the closed-loop system (3)-(4) is the exponential
decay value of the trajectories of the system approaching
the equilibrium (q⋆, 0n). We can characterize this value by
defining some constants k1, k2, k3 ∈ R+ such that

∥col(q, p)∥ ≤
√

k2
k1

∥col(q0, p0)∥ exp
{
− k3
2k2

(t− t0)

}
,

where k3

2k2
corresponds to the upper bound of the rate of

convergence, t0 ≥ 0 is the initial time, and q0, p0 ∈ Rn are
the initial conditions.

On the other hand, consider the closed-loop system (3)-(4)
with a disturbance signal, that is[

q̇
ṗ

]
= (Jd(q, p)−Rd(q, p))∇Hd(q, p) + d(t, q, p) (9)

where d : R≥0×Rn×Rn → R2n is a vector of disturbances,
satisfying ∥d(t, q, p)∥ ≤ ∞. Then, we provide the following
ISS related definitions:

Definition 3 (Comparison functions [35]):
• A continuous function α : [0, a) 7→ [0,∞) is said to

belong to class K if it is strictly increasing and α(0) = 0.
Moreover, if α ∈ K, a = ∞ and α(r) → ∞ as r → ∞,
then it belongs to class K∞.

• A continuous function α : [0, a) × [0,∞) 7→ [0,∞) is
said to belong to class KL if i) for each fixed s, the
mapping α(r, s) belongs to class K with respect to r, and
ii) for each fixed r, the mapping α(r, s) is decreasing
with respect to s and β(r, s) → 0 as s → ∞.

Definition 4 (Stability margin [36]): Consider system (9).
Then, the nonlinear stability margin is any function ρ ∈ K∞
that verifies

∥d(t, q, p)∥ ≤ ρ(∥col(q, p)∥) (10)

and
∥col(q, p)∥ ≤ β(∥col(q0, p0)∥ , t) ∀t ≥ 0, (11)

where β ∈ KL.
Moreover, the system (9) is said to be ISS if and only if

(10) and (11) are satisfied.

E. Problem formulation
Given (q⋆, 0n) ∈ E , propose tuning methodologies to

select the system matrices Md(q, p), J2(q, p), Dd(q, p), and
Hamiltonian Hd(q, p) such that the closed-loop system (3)-(4)
exhibits a prescribed behavior.

These values are referred as control parameters for the rest
of this manuscript.

III. QUANTIFYING THE ES AND ISS PROPERTIES

In this section, we exploit the ES and ISS properties in
a quantitative manner by selecting an appropriate Lyapunov
function candidate, of which we deduce the tuning rules for the
upper bound of the rate of convergence, maximum permissible



overshoot, and the stability margins of the system. Towards
this end, we split the section into two parts: i) first, we describe
rules for the non-perturbed system (3)-(4), and then, ii) we
provide guidelines for the perturbed system (9).

A. Tuning guidelines for the non-perturbed system

Interesting properties for (3)-(4) are revealed through a
convenient choice of a Lyapunov candidate. In [22], the
authors provide a tuning rule for the upper bound of the
rate of convergence obtained from Lyapunov stability analysis.
In our manuscript, we extend such an approach, where we
exploit the Lyapunov candidate to deduce the upper bound
of the rate of convergence for a broader class of mechanical
systems stabilizable via a larger class of PBC techniques. We
also provide a novel expression for tuning the upper bound of
the maximum permissible overshoot. To this end, consider the
following assumption

Assumption 2: The control parameters from the closed-loop
system (3)-(4) are chosen such that

C1. Ud(q) is strongly convex.
C2. ∥Md(q)∥ < c for some positive constant satisfying

c < ∞.
C3. Dd(q, p) ≻ 0.

Then, we prove ES stability of the equilibrium point for the
closed-loop system (3)-(4) in the following theorem

Theorem 1: Consider the closed-loop system (3)-(4), the
desired equilibrium x⋆ := (q⋆, 0n) ∈ E , and Assumption 2.
Then,

(i) x⋆ is an exponentially stable equilibrium.
(ii) x⋆ is globally exponentially stable if Ud(q) is radially

unbounded.
Proof: To prove (i), consider the matrix decomposition

M−1
d (q) = Td(q)T

⊤
d (q),

where Td : Rn → Rn × Rn is a full rank upper triangular
matrix with strictly positive diagonal entries (see Cholesky
decomposition [37]). Furthermore, we introduce the change
of coordinates (described first in [32])

q̂ := q − q⋆, p̂ := Td(q)
⊤p. (12)

Then, define

x̂ := col(q̂, p̂),

and by transforming (3)-(4) with (12), we get the new pH
system

 ˙̂q

˙̂p

 =

 0n×n Â(q̂)

−Â⊤(q̂) Ĵ(x̂)− D̂(x̂)

∇q̂Ĥ(x̂)

∇p̂Ĥ(x̂)


Ĥ(x̂) = 1

2 p̂
⊤p̂+ Û(q̂),

(13)

where

Û(q̂) := Ud(q̂ + q⋆)

T̂d(q̂) := Td(q̂ + q⋆)

Â(q̂) := M−1(q̂ + q⋆)T̂
−⊤
d (q̂)

D̂(x̂) := T̂⊤
d (q̂)Dd(q̂ + q⋆, T

−⊤
d p̂)T̂d(q̂)

Ĵ(x̂) := T̂⊤
d (q̂)J2(q̂ + q⋆, T

−⊤
d p̂)T̂d(q̂)+

n∑
i=1

{[
p̂⊤T̂−1

d (q̂)
∂T̂d(q̂)

∂qi

]⊤ [
Â⊤(q̂)ei

]⊤
−[

Â⊤(q̂)ei

] [
p̂⊤T̂−1

d (q̂)∂T̂d(q̂)
∂qi

]}

.

Note that by implementing the change of coordinates (12),
it follows that the new equilibrium x̂⋆ is the origin. Now,
we prove the ES of the origin for (13) by considering the
Lyapunov candidate

S(x̂) := Ĥ(x̂) + ϵp̂⊤Â⊤(q̂)∇q̂Û(q̂), (14)

with ϵ ∈ R+.
Then, due to Assumption 2, note that Ĥ(x̂) satisfies the

bounds
βmin

2
∥x̂∥2 ≤ Ĥ(x̂) ≤ βmax

2
∥x̂∥2 , (15)

with
βmax := max{1, λmax(∇2

q̂Û(q̂))}
βmin := min{1, λmin(∇2

q̂Û(q̂))}.
(16)

Furthermore, by applying Young’s inequality1, we have that∥∥∥ϵp̂⊤Â⊤∇q̂Û
∥∥∥ ≤ ϵσmax(Â)β2

max

2
∥x̂∥2 . (17)

Also, note that from Assumption 2, we get the following chain
of implications

∥Md∥ < ∞ =⇒
∥∥∥T̂d

∥∥∥ < ∞ =⇒
∥∥∥Â∥∥∥ < ∞.

Thus, from (15) and (17), we get

k1 ∥x̂∥2 ≤ S(x̂) ≤ k2 ∥x̂∥2 (18)

with

k1 :=
βmin−ϵσmax(Â)β2

max

2 , k2 :=
βmax+ϵσmax(Â)β2

max

2 .
(19)

Note that there exists a sufficiently small ϵ such that k1 ∈ R+.
Hence, S(x̂) ∈ R+ for all x̂ ̸= 0n.

Then, via some computations, it follows that the derivative
of S(x̂) is given by

Ṡ(x̂) = −∇⊤Ĥ(x̂)Υsym(x̂)∇Ĥ(x̂)

1For a, b ∈ R and ϵy ∈ R+, Young’s inequality is given by ab ≤ a2

2ϵy
+

ϵyb
2

2



where the matrix Υsym(x̂) is defined as

Υsym(x̂) :=

Υ11 Υ12

Υ⊤
12 Υ22

 ,

Υ11(q̂) := ϵ(Â(q̂)Â⊤(q̂) + Â⊤(q̂)Â(q̂)),

Υ12(x̂) := ϵ
2 [Â(q̂)[D̂(x̂)− Ĵ(x̂)]− ˙̂

A(q)],

Υ22(x̂) := D̂(x̂)− ϵ(Â⊤(q̂)∇2
q̂Û(q̂)Â(q̂)).

(20)

Then, note that Υsym must be positive definite for S(x̂)
qualifying as a suitable Lyapunov candidate. It follows that
we can demonstrate that Υsym ≻ 0 by applying the Schur
complement analysis, i.e., observe that Υ11 ≻ 0 and there
always exists a sufficiently small ϵ such that Υ22 ≻ 0 and the
Schur complement of Υ11 is also positive definite, that is,

Υ11 −Υ12Υ
−1
22 Υ

⊤
12 ≻ 0, (21)

since D̂(x̂) ≻ 0.
Subsequently, let µ ∈ R+ be the minimum eigenvalue of

Υsym(x̂), then, it follows that

Ṡ(x̂) ≤ −µ
∥∥∥∇Ĥ(x̂)

∥∥∥2 ≤ −µβ2
max ∥x̂∥

2
. (22)

Therefore, from (18) and (22), x̂⋆ is an exponentially stable
equilibrium point for (13) (see Theorem 4.10 from [35]).

To prove (ii), we have the following chain of implications:

q̂ → ∞, p̂ → ∞ =⇒ Û(q̂) → ∞ =⇒ S(x̂) → ∞.

Remark 1: The term ϵ is used in i) ensuring that the Schur
complement of Υ11 is positive definite, and ii) verifying
that S(x̂) ∈ R+ for all x̂ ̸= 0n, i.e., there always exists a
sufficiently small ϵ such that k1 from (19) is positive.

Remark 2: We remark that the proof from Theorem 1 con-
siders the closed-loop system (3)-(4), which can be obtained
through different PBC approaches. Thus, it is more general
than [22], where a standard mechanical system is in closed-
loop with a particular PBC approach (namely, PID-PBC).

Note that from (18)-(22) we get that

Ṡ(x̂) ≤ − 2µβmax

1 + ϵσmax(Â(q̂))βmax

S(x̂).

Then, via the comparison lemma (see [35]), we have that the
solution of (13) is bounded, i.e.,

∥x̂∥ ≤
√

k2
k1

∥x̂0∥ exp

{
− µβmax

1 + ϵσmax(Â(q̂))βmax

t

}
, (23)

where x̂0 ∈ R2n are the initial conditions in the new
coordinates.

It follows that we can exploit the inequality (23) and obtain
two expressions: i) an upper bound for the rate of convergence,
and ii) an upper bound for the maximum overshoot of output
of the system.

For the latter, note that the transformed output – i.e.,
ŷ := G⊤T̂ (q̂)p̂ – verifies the following

∥ŷ∥ =
∥∥∥G⊤T̂d(q̂)p̂

∥∥∥
≤ σmax(G

⊤T̂d(q̂)) ∥p̂∥
≤ σmax(G

⊤T̂d(q̂)) ∥x̂∥ .

Then, from (23), it follows that

∥ŷ∥ ≤ ξ exp

{
− µβmax

1 + ϵσmax(Â(q̂))βmax

t

}
,

with

ξ := σmax(G
⊤T̂d(q̂))

√
k2
k1

∥x̂0∥ (24)

where k1, k2 are defined in (19). Therefore, we have proven
the following result.

Corollary 1: The convergence rates of the trajectories of
(13) are upper bounded by

µβmax

1 + ϵσmax(Â(q̂))βmax

. (25)

Moreover, the maximum overshoot of the system output ŷ is
upper bounded by (24). ■

Note that (24) and (25) are expressed in terms of βmax,βmin,
σmax(Â(q̂)), ϵ and µ. The parameters βmax or βmin can be
computed easily from the potential energy, and σmax(Â(q̂))
can be obtained directly from the kinetic energy. Conversely,
the computation of ϵ and µ is a challenge; nonetheless, we can
still employ other well-known tools to study the behavior of
these parameters. For µ, we can employ the Gershgorin circle
theorem (see [37] for further details), which defines circles
containing the location of the spectrum of Υsym. Each circle
is defined by the ith row elements (with i = 1 . . . n), with
the center being the diagonal element and the radius being the
sum of the absolute values of the non-diagonal entries. For
example, in Fig. 1 we show the Gershgorin circles for some
Υsym (with n = 4); note that by augmenting the diagonal
elements of (20), the centers of the circles are shifted to the
right; consequently, µ may increment. As for ϵ, we can employ
the Schur complement analysis tool. For instance, note that
Υ12 from (20) increases as D̂(x̂) increases. Thus, it follows
that ϵ must be adjusted to guarantee that condition (21) still
holds.

Since βmax, βmin, σmax(Â(q̂)), ϵ and µ are related with the
control parameters of the closed-loop systems, we can employ
(24) and (25) as guidelines to prescribe the maximum per-
missible overshoot of the closed-loop system and the desired
upper bound for the decay ratio of the trajectories, respectively.

Remark 3: Note that (24) and (25) provide an upper bound
of the overshoot and the rate of convergence, respectively.
Thus, we can adjust the worst-case scenarios for these two per-
formance indices by reducing the mentioned bounds. However,
reducing the bounds does not necessarily affect the behavior
of the system, especially if the bounds are conservative.
Nevertheless, in the proof of Theorem (1) and from the
discussion above, note that the parameters from these indices
are intimately related to the physical quantities of the system.



Fig. 1. Gershgorin circles for Υsym

B. Tuning guidelines for perturbed systems
The Lyapunov candidate (14) is conveniently chosen so that

it reveals the effect of the control parameters on the rate of
convergence and the maximum permissible overshoot of the
closed-loop system. In this section, we further exploit this can-
didate selection by studying the effect of such parameters on
the stability margin of the closed-loop system (see Definition
4). Hence, we consider the closed-loop system (9) with the
change of coordinates (12), that is ˙̂q

˙̂p

=

 0n×n Â(q̂)

−Â⊤(q̂) Ĵ(x̂)− D̂(x̂)

∇q̂Ĥ(x̂)

∇p̂Ĥ(x̂)

+ d̂(t, q̂, p̂)

(26)
Ĥ(x̂) =

1

2
p̂⊤p̂+ Û(q̂),

where d̂ : R≥0 × Rn × Rn → R2n is the time-dependent
disturbance vector, satisfying

∥∥∥d̂(t, q̂, p̂)∥∥∥ ≤ ∞. Then, we state
the following result.

Theorem 2: The system (26) is ISS with nonlinear stability
margin

ρ(∥x̂∥) := gr ∥x̂∥ , (27)

where
gr :=

µβmaxθ

φ
(28)

is the gain margin of the closed-loop system (9) with 0 < θ <
1, and some φ, µ, βmax ∈ R+.

Proof: Consider the Lyapunov candidate (14), the bounds
(18), and

d̂(t, q̂, p̂) :=

[
d̂1(t, q̂, p̂)

d̂2(t, q̂, p̂)

]
where d̂1, d̂2 : R≥0 × Rn × Rn → Rn. Then, via some
computations, it follows that

Ṡ =−∇⊤ĤΥsym∇Ĥ+

ϵ(d̂⊤2 Â
⊤∇q̂Û + d̂⊤1 ∇2

q̂Û Âp̂) + d̂⊤1 ∇q̂Û + d̂⊤2 p̂,

=−∇⊤ĤΥsym∇Ĥ + d̂⊤Υd∇Ĥ

with

Υd(q̂) :=

[
In ϵ∇2

q̂Û(q̂)Â(q̂)

ϵÂ⊤(q̂) In

]
and the matrix Υsym(x̂) is defined as in (20).

Then, by applying the Schur complement analysis, it follows
that always exists a sufficiently small ϵ ∈ R+ such that (20)
is positive definite. Let µ ∈ R+ be the minimum eigenvalue
of Υsym(q, p) and consider the bounds (15). Then, it follows
that

Ṡ ≤ −µ
∥∥∥∇Ĥ

∥∥∥2 + σmax(Υd)
∥∥∥∇Ĥ

∥∥∥∥∥∥d̂∥∥∥
≤ −µβ2

max ∥x̂∥
2
+ βmaxσmax(Υd) ∥x̂∥

∥∥∥d̂∥∥∥ .
Consider 0 < θ < 1; then, by rewriting the previous

expression, we get

Ṡ ≤ −µβ2
max ∥x̂∥

2
(1− θ) + βmaxσmax(Υd) ∥x̂∥

∥∥∥d̂∥∥∥
−µβ2

maxθ ∥x̂∥
2
.

Therefore,

Ṡ ≤ −µβ2
max ∥x̂∥

2
(1− θ), ∀ ∥x̂∥ ∈ Ω, (29)

where
Ω :=

{
x̂ ∈ R2n

∣∣∣ ∥∥∥d̂∥∥∥ ≤ ρ(∥x̂∥)
}
; (30)

and ρ(∥x̂∥) is defined as in (27) with φ := σmax(Υd).
From (18) and (29), the closed-loop system (26) is ISS with

nonlinear stability margin ρ(∥x̂∥) (see Theorem 4.19 from [35]
and [36]).

Remark 4: Note that via the nonlinear stability margin con-
cept, we can define the gain margin (28) that corresponds to the
maximum permissible growth of the norm of the disturbance
with respect to the norm of the trajectories in which the closed-
loop system remains ISS. In other words, we get a better
disturbance attenuation by increasing the gain margin.

Similar to Section III-A we can provide a decay ratio bound
and a maximum overshoot for the system output. Note that
from (18) and (29), we get

Ṡ(x̂) ≤ − 2µβmax(1− θ)

1 + ϵσmax(Â)βmax

S(x̂).

Then, via the comparison lemma (see [35]), we have that the
solution of (26) is bounded, i.e.,

∥x̂∥ ≤
√

k2
k1

∥x̂0∥ exp

{
− µβmax(1− θ)

1 + ϵσmax(Â)βmax

t

}
,

on t ∈ (t0, T ] for some T > 0.
Thus, we have proven the following result
Corollary 2: Let

Ωe := {x̂ ∈ R2n | ∥x̂∥ =
1

gr

∥∥∥d̂∥∥∥}.
Then, for some initial conditions ∥x̂0∥ ∈ Ω (see (30)),
the trajectories approach exponentially to Ωe at a rate of
convergence that is upper bounded by

µβmax(1− θ)

1 + ϵσmax(Â)βmax

(31)



as t → T for some T > 0.
Furthermore, the maximum overshoot of the output of the

system on (t0, T ] is given by (24). ■

By using simultaneously the expressions (28), (31), and (24);
we provide an insight into the relationship of the control
parameters with three performance metrics – i.e., the gain
margin, the upper bound of the rate of convergence, and the
maximum overshoot, respectively – of the perturbed system.
(26). For instance, a trade-off between these metrics is evident
by increasing βmax, the disturbance d̂ is attenuated, and
the stability margin increases. Simultaneously, the maximum
overshoot is augmented.

Remark 5: Another approach for tuning the stability margin
of general nonlinear systems can be found in [38], where
the authors introduce an equivalent concept to ISS, namely,
input-to-state dynamical stability (ISDS). However, this tuning
methodology lacks physical intuition as there is no clear
relation between the parameters associated with the stability
margin with energy or damping.

Remark 6: By using the expression (29), we can calculate
the L2-norm for the signal x̂, i.e.,

∥x̂∥22 =
∫∞
0

∥x̂∥2 dτ

≤− 1
µβ2

max(1−θ)

∫∞
0

Ṡ(τ)dτ

≤ 1
µβ2

max(1−θ) (S(0)− S(∞))

≤ 1
µβ2

max(1−θ)S(0).

(32)

Additionally, consider (32) and since
∥∥∥d̂∥∥∥

2
≤ gr ∥x̂∥2, we

have that ∥∥∥d̂∥∥∥2
2
≤ g2r

∫∞
0

∥x̂∥2 dτ = g2r ∥x̂∥
2
2

≤ µθ2

σmax(Υd)2(1−θ)S(0).
(33)

Recall that the square of the L2-norm of a signal corresponds
to the energy contained in such signal. Therefore, (33) provides
the upper bound of the energy of the disturbance in which the
system remains stable. We remark the effect of the control
parameters on such bound. Moreover, (33) can be rewritten as∥∥∥d̂∥∥∥2

2

∥x̂∥22
≤ g2r ;

thus, we can see clearly from the previous expression that
the maximum permissible growth of the energy of disturbance
with respect to the energy of the trajectories – in which the
system remains stable – is given by the square of the gain
margin gr.

IV. ON THE BEHAVIOR OF THE CLOSED-LOOP SYSTEM
NEAR THE EQUILIBRIUM

In this section, we propose tuning rules to prescribe a
desired performance in the transient response. To this end,

we recur to the linearization of the closed-loop system (3)-
(4); and later, we find a transformation such that the linearized
system has a saddle point matrix structure (we refer the reader
to [39], [40] for further details of this class of matrices).
This particular structure reveals interesting spectral properties
for the linearized matrix, of which we deduce our tuning
guidelines.

Let us first introduce the vectors q̃ := q−q⋆ and p̃ := p−p⋆
with p⋆ := 0n. Then, it follows that the linearized system
around the equilibrium point (q⋆, 0n) corresponds to

[
˙̃q
˙̃p

]
= (Jd⋆ −Rd⋆)∇2Hd⋆

[
q̃
p̃

]
.

Subsequently, consider the following Cholesky decomposi-
tion (see [37])

M−1
d⋆ = ϕ⊤

MϕM ,∇2
qUd⋆ = ϕ⊤

PϕP

where ϕM , ϕP ∈ Rn×n are upper triangular matrices; then,
consider the similarity transformation matrix T ∈ R2n×2n and
new coordinates z ∈ R2n

T :=

[
0n×n ϕM

ϕP 0n×n

]
, z = T

[
q̃
p̃

]
.

Thus, the linearized system in the newly introduced coordi-
nates z becomes

ż = −Az,

A :=

[
ϕM (Dd⋆ − J2⋆)ϕ

⊤
M ϕ−⊤

M M−1
⋆ ϕ⊤

P

−ϕPM
−1
⋆ ϕ−1

M 0n×n

]
.

(34)

Then, inspired by the results of Brayton and Moser [41],
we provide a proposition on the location of the spectrum of
A from (34). 2

Theorem 3: Let λ ∈ C be an eigenvalue of A and col(v, w)
its corresponding eigenvector with v, w ∈ Cn. Then, λ lies on
a circle centered in the point (pr, pi) of the complex plane
where

pr :=
v∗(ϕMDd⋆ϕ

⊤
M )v

∥v∥2
, pi := i

v∗(ϕMJ2⋆ϕ
⊤
M )v

∥v∥2
. (35)

Moreover, the radius of such circle is defined as

rc :=

√√√√∥∥(ϕ−⊤
M M−1

⋆ ϕ⊤
P )w

∥∥2 − ∥Ψv∥2

∥v∥2
+ p2r + p2i (36)

where Ψ := ϕM (Dd⋆ − J2⋆)ϕ
⊤
M .

2The authors in [41] consider J2⋆ = 0n×n.



Proof: Consider the eigenvalue problem A
[
v
w

]
=

λ

[
v
w

]
. Then, it follows that

Ψv + (ϕ−⊤
M M−1

⋆ ϕ⊤
P )w = λv

=⇒ ∥(Ψ− λIn)v∥2 =
∥∥(ϕ−⊤

M M−1
⋆ ϕ⊤

P )w
∥∥2

=⇒ |λ|2 − v∗(Ψ⊤ +Ψ)v

∥v∥2
ℜ(λ)− iv∗(Ψ−Ψ⊤)v

∥v∥2
ℑ(λ)

=

∥∥(ϕ−⊤
M M−1

⋆ ϕ⊤
P )w

∥∥2 − ∥Ψv∥2

∥v∥2

=⇒ ℜ(λ)2 + ℑ(λ)2 − 2
v∗(ϕMDd⋆ϕ

⊤
M )v

∥v∥2
ℜ(λ)

− 2i
v∗(ϕMJ2⋆ϕ

⊤
M )v

∥v∥2
ℑ(λ)

=

∥∥(ϕ−⊤
M M−1

⋆ ϕ⊤
P )w

∥∥2 − ∥Ψv∥2

∥v∥2
.

(37)

Subsequently, by completing the squares in (37) with the
expressions defined in (35), we get the circle centered in
(pr, pi) with radius rc as defined in (36) in the complex plane.3

Remark 7: A similar analysis for the location of the
eigenvalues can be performed by using the Gershgorin
circle theorem or Gershgorin-like theorems (see [37],
[42]), where the radius of the circle (resp. the center of
the circle) from these theorems is characterized by the
sum of the non-diagonal elements (resp. by the diagonal
element). Whereas Theorem 3 characterizes the radius and the
center of the circle by using the norms of the sub-blocks of A.

Theorem 3 claims that each eigenvector of A defines a circle
where its corresponding eigenvalue lies on. This theorem
provides a quick and intuitive visual way of studying the
effect of the parameters on the spectrum of A. Moreover, it
aids in designing the controller gains without computing the
eigenvectors, which may be cumbersome (especially when the
matrix A is large). In Fig. 2, we provide a visual example4

for particular choices of J2(q, p). Note that the inclusion
J2(q, p) leads to a more unpredictable oscillatory behavior of
the closed-loop system as the circle (37) loses its symmetry
on the real axis. Therefore, the oscillations may be increased
in some coordinates and they can be reduced in others. For
example, if the particular eigenvalue is located in the red arc,
the oscillations may be reduced. Conversely, if that eigenvalue
is located in the blue arc, the oscillations may be augmented.

In general, the presence of J2(q, p) introduces a non-
symmetric component to the block (1, 1) from A. Therefore,
in the sequel, we consider two scenarios for (34): i) A with
symmetric block (1, 1), and ii) A with non-symmetric block
(1, 1).

3Note that iv∗(Ψ⊤−Ψ)v

∥v∥2 ∈ R.

4Since the term v⋆(ϕMDd⋆ϕ
⊤
M )v

∥v∥2 is positive definite, every circle of −A
lies in the left-half plane.

Fig. 2. Circle containing an eigenvalue from of −A. (a): J2⋆ = 0n×n.
(b): J2⋆ ̸= 0n×n.

A. A particular case: A with symmetric block (1, 1)

We recover a class of saddle point matrices whose block
(1,1) is symmetric for some particular choices of J2(q, p);
for simplicity of exposition and without loss of generality,
in the current section we consider J2(q, p) = 0n×n.5 The
spectrum can be characterized by the norm of each of its
sub-block matrices; thus, it simplifies the analysis (especially
when A is large). Moreover, the linearization of closed-loop
system with PID-PBC (see [11]) recovers this particular class
of saddle point matrices, which is later exploited in [25] to
provide tuning guidelines. Interestingly, the pioneering results
of Brayton and Moser [41] also use this form to study stability
properties of electrical networks near their equilibrium point.

Here, we extend the methodologies described in [25] for
characterizing the spectrum to mechanical systems stabilizable
by a broader class of PBC approaches that obtain the target
dynamics as described in (3)-(4).

The following proposition provides a tuning rule that re-
duces the transient response oscillations to the minimum.

Theorem 4: Consider the system (34). If

λmin(Dd⋆)
2 ≥

4λmax(Md⋆M
−1
⋆ ∇2

qUd⋆M
−1
⋆ Md⋆)λmax(Md⋆)

(38)

holds, then the spectrum of A is real and positive.

Proof: Consider the eigenvalue problem A
[
v
w

]
= λ

[
v
w

]
with λ ∈ C and v, w ∈ Cn×n. Some computations yield the
quadratic equation

λ2 − v∗(ϕMDd⋆ϕ
⊤
M )v

∥v∥2 λ+
v∗(ϕ−⊤

M M−1
⋆ ∇2

qUd⋆M
−1ϕ−1

M )v

∥v∥2 = 0;

whose solution is given by

λ= 1
2
v∗(ϕMDd⋆ϕ

⊤
M )v

∥v∥2 ±

1
2

√(
v∗(ϕMDd⋆ϕ⊤

M )v

∥v∥2

)2
− 4

v∗(ϕ−⊤
M M−1

⋆ ∇2
qUd⋆M−1ϕ−1

M )v

∥v∥2

.

5See [40] for a complete description of the spectrum of A when
J2(q, p) = 0n×n.



Note that λ is real if and only if the discriminant of the
previous solution is non-negative, that is(

v∗(ϕMDd⋆ϕ
⊤
M )v

∥v∥2

)2

≥ 4
v∗(ϕ−⊤

M M−1
⋆ ∇2

qUd⋆M
−1ϕ−1

M )v

∥v∥2
(39)

holds. In order to verify (39) for the entire spectrum of A,
consider the change of coordinates v1 = ϕ⊤

Mv, then it follows
that

(v∗1Dd⋆v1)
2

(v∗1Md⋆v1)2
≥ 4

(v∗1Md⋆M
−1
⋆ ∇2

qUd⋆M
−1
⋆ Md⋆v1)

(v∗1Md⋆v1)
,

and by multiplying both sides with 1
∥v1∥4 , it follows that

(v∗1Dd⋆v1)
2

∥v1∥4
≥ 4

(v∗1Md⋆M
−1
⋆ ∇2

qUd⋆M
−1
⋆ Md⋆v1)(v

∗
1Md⋆v1)

∥v1∥4
.

(40)
Then, note that we have the following inequalities

(v∗1Dd⋆v1)
2

∥v1∥4
≥ λmin(Dd⋆)

2

and
(v∗1Md⋆M

−1
⋆ ∇2

qUd⋆M
−1
⋆ Md⋆v1)(v

∗
1Md⋆v1)

∥v1∥4

≤ λmax(Md⋆M
−1
⋆ ∇2

qUd⋆M
−1
⋆ Md⋆)λmax(Md⋆)

Therefore, it follows that if (38) holds; then, (40) holds for
every λ. Additionally, note that λ ∈ R+ since Dd ≻ 0; hence,
the spectrum of A is positive.

Remark 8: Another convenient inequality for implementa-
tion purposes stemming from (40) is given by

λmin(Dd⋆)
2 ≥ 4

λmax(Md⋆)
3λmax(∇2

qUd⋆)

λmin(M⋆)2
.

However, the obtained values may be conservative.

By employing Theorem 4 as a tuning rule, we can ensure
that the spectrum of A is real and positive; hence, the lin-
earized system (34) does not exhibit oscillations in its transient
response.

Note that there is another set of assignable variables, that
is, λmax(Dd⋆), λmin(Md⋆), and λmin(∇2

qUd⋆). In the following
proposition, we exploit these variables for assigning a “worst”
(or upper bound) value for the rise time of systems that verify
(38). To this end, we define the rise time as the time taken by
the system to reach 98% of its desired value.

Theorem 5: Assume that (38) holds. Denote with λtr ∈ R+

the lower bound of the spectrum of A given by

λtr :=

{
min

{
λmin(ϕMDd⋆ϕ

⊤
M ), 2δ

1+
√
∆

}
, if ∆ ≥ 0

λmin(ϕMDd⋆ϕ
⊤
M ), otherwise

(41)
where

δ := λmin(ϕPM
−1
⋆ Md⋆D

−1
d⋆ Md⋆M

−1
⋆ ϕ⊤

P ),

and
∆ := 1− 4

δ

λmax(ϕMDd⋆ϕ⊤
M )

.

Then, the rise time of (34) with J2⋆ = 0n×n is bounded by

t̃rt :=
4

λtr
. (42)

Proof: Expression (41) follows from direct implementation of
Theorem 2.1 from [43]. Subsequently, note that the trajectories
of the closed-loop reaching 98% of its steady-state value
is equivalent to the decay function – that bounds the
trajectories – at 2% of its initial value, i.e.,

2% ≈ exp{−4}.

Thus, (42) follows from

exp
{
−λtr t̃tr

}
= exp{−4}.

B. The general case: A with non-symmetric block (1, 1)

In general, the addition of J2(q, p) introduces a non-
symmetric component to the block (1, 1) of A, which hinders
the oscillatory behavior analysis of the transient response.
Nevertheless, its addition may potentially have an interesting
positive effect on the performance in terms of stabilization and
oscillations.

Furthermore, we get interesting results if the gyroscopic
terms are not intrinsic – i.e., Jg(q, p) = 0n×n, see Proposition
2 – as there is a transformation such that the new Hamiltonian
is of the form of the kinetic plus the potential energy. There-
fore, we can find a transformation of its linearized system such
that it has a saddle point form whose block (1, 1) is symmetric.
We summarize this result in the following proposition.

Theorem 6: There exists a transformation such that the
linearization of (3)-(4) around the equilibrium (q⋆, 0n) has a
saddle point form whose block (1, 1) is symmetric if and only
if the gyroscopic terms are non-intrinsic.

Proof: Consider the closed-loop system in the canonical
Hamiltonian system form (5)-(6) and define J2(q, p) as in (7).
Then, it follows that the linearization of the canonical Hamil-
tonian system around the equilibrium (q⋆, 0n) corresponds to
(recall that q̃ := q − q⋆ and p̃ := p− p⋆ with p⋆ = 0n) ˙̃q

˙̃p

 =

0n×n In

−In −Dc⋆

∇2Hc⋆

q̃
p̃

 ,

∇2Hc⋆ =

∇qUd⋆ +B12Mc⋆B
⊤
12 B12

B⊤
12 M−1

c⋆


with B12 := −(∇qQd)

⊤
⋆ M

−1
c⋆ Subsequently, let

M−1
c⋆ = ϕ⊤

McϕMc,∇2
qUd⋆ = ϕ⊤

PcϕPc

where ϕMc, ϕPc ∈ Rn×n are upper triangular matrices ob-
tained from the Cholesky decomposition; and consider the
similarity transformation matrix Tc ∈ R2n×2n and new co-
ordinates zc ∈ R2n

Tc :=

[
ϕPc 0n×n

−ϕMc(∇qQd)⋆ ϕMc

]
, zc = Tc

[
q̃
p̃

]
.



The linearized system in the coordinates zc becomes

żc = −Aczc,
Ac :=[

ϕMc

[
Dc⋆ + (∇qQd)⋆ − (∇qQd)

⊤
⋆

]
ϕ⊤
Mc ϕMcϕ

⊤
Pc

−ϕPcϕ
⊤
Mc 0n×n

]
Thus, Ac is a saddle point matrix with symmetric block (1, 1)
if and only if the gyroscopic terms are non-intrinsic, i.e.,

∇qQd(q) = (∇qQd(q))
⊤. (43)

Therefore, Theorem 6 suggests that when J2(q, p) is chosen
as in (7) with non-intrinsic gyroscopic terms (i.e., Qd(q)
satisfying (43)); then, we can implement the tuning rules as
described in Section IV-A.

Remark 9: We can also prescribe the oscillation behavior
to the transient response of the linearized system (34) by
employing the well-known eigenvalue assignment (or pole
placement) methodology, which is also known as the inverse
problem for damped (gyroscopic) systems, i.e., given the
complete set of eigenvalues and eigenvectors, find Md⋆, Jd⋆,
Dd⋆, and ∇2

qUd⋆. However, we underscore that this tuning
methodology lacks physical intuition.

Remark 10: The tuning rules described in this section re-
quire a proper characterization of M(q), U(q) and D(q, p).
Although the mass-inertia matrix and potential energy can be
obtained relatively easily compared to D(q, p), obtaining the
natural damping can be challenging. Nonetheless, the tuning
rules work even with a rough estimate as the closed-loop
remains stable. However, we underscore that it may change
the oscillatory behavior (the system may become overdamped
or underdamped). The next section discusses some practical
remarks on the damping treatment.

V. ON DAMPING TREATMENT

The implementation of the tuning rules described in Section
IV requires certain knowledge of the parameters of the open-
loop system, i.e., the stiffness, mass inertia, and damping
matrices. Albeit characterizing the former two parameters
remain relatively easy, identifying the damping phenomenon
is still an open question due to its complex nonlinear behavior.
Hence, to ensure the accuracy of our tuning methodology, we
describe some methodologies found in the literature to identify
the damping matrix in the current section.

Some detailed assessments for general damping identifi-
cation methods can be found in [44], [45]. Most of these
damping identification techniques are based on the well-
established modal analysis tool. The tool characterizes the
dynamics of a physical structure – with the help of the acquired
data – in terms of the modal parameters such as natural
frequency, damping factor, eigenvalues, and eigenvectors (or
mode shape). The main disadvantage of the modal analysis
tool is that it requires different equipment types, e.g., tens of
sensors, impact hammer, and data acquisition hardware. On
the other hand, in [46] we find a simple damping identification
method based on the energy of the system that simplifies the
data recollection process. Such a methodology requires only

one set of measurements – position, velocity, and acceleration
data – but a larger set improves the identification accuracy.
However, this damping identification methodology is restricted
to constant and diagonal mass inertia and stiffness matrices.
An extension of such results to a larger class of mechanical
systems is the energy-based damping identification (EBDI)
approach which can be found in [34].

Nevertheless, the mentioned references only characterize
linear damping (or viscous damping) matrices. Therefore,
these identifications are only valid in a region near the
equilibrium point. Thus, the accuracy of the tuning rules may
decrease when the trajectories start far from the equilibrium
point. Also, note that the damping inaccuracy characterization
can be included as part of d̂(t, x) in (26). Then it follows
that due to this disturbance, the closed-loop system may not
converge to the equilibrium point. To overcome this issue,
the author in [47] proposes a nonlinear disturbance observer-
based control (NDOBC). This dynamic extension approach is
twofold: i) estimating the disturbance and ii) compensating the
estimated disturbance using proper feedback. In [48], [49], the
authors extend such an approach to port-Hamiltonian systems.

Thus, we can ensure the accuracy of the tuning rules
described in Section IV by selecting a proper damping iden-
tification methodology (the selection process may depend on
the availability of the equipment). Moreover, if the damping
matrix is highly nonlinear, we can implement the chosen iden-
tification methodology combined with the NDOBC approach.

VI. CASE STUDIES

In this section, we illustrate the applicability of some of our
tuning rules for fully-actuated and underactuated mechanical
systems. For the former, we employ the results from Sections
III-A and IV-A. For the latter, we employ the tuning rules
discussed in Sections III-B and IV. For both configurations,
we employ a PBC approach with the form, 6

u = −KesG
⊤(q − q⋆)−KdiG

⊤q̇ −KintG
⊥q̇ + κ̃(q) (44)

where Kes,Kdi are positive definite matrices with appropriate
dimensions; Kint is a matrix with appropriate dimensions that
modifies the interconnection of the system; and κ : Rn → Rm

is a vector to be defined later. Moreover, we employ robot
manipulators that verify (2).

A. Fully-actuated Mechanical System: A 5-DoF Robotic
Arm

To demonstrate the effectiveness of the rules proposed in
Sections III-A and IV-A, we use the Philips Experimental
Robotic Arm (PERA) as shown in Fig. 3 (see [50]). For
our experiments, we select the 5-DoF configuration with the
following joints

• Shoulder yaw with angle q1.
• Shoulder pitch with angle q2.
• Shoulder roll with angle q3.
• Elbow pitch with angle q4.

6This controller structure can be found in PBC approaches such as in [10]
or [5] we refer the reader to these results for further details.



Fig. 3. Experimental setup: Philips Experimental Robotic Arm (PERA)

• Elbow roll with angle q5.
The model is given by (1) with n = m = 5, D(q, p) = 05×5,
and G = I5. Furthermore, the expressions for M(q) and
U(q) are omitted due to space constraint; we refer the reader
to [51], [52] for further details. Additionally, a MATLAB®

script to generate the latter expressions can be found in
[53]. We stabilize the PERA at the desired configuration
q⋆ = col(0.5, 0.6,−1.6, 1.3, 0.5) rad with the controller (44)
with Kint = 05×5 and κ̃(q) = ∇qU(q). Thus, the targets
dynamics are described as in (3)-(4) with

J2(q, p) = 05×5

Dd(q, p) =D(q, p) +GKdiG
⊤

Md(q) =M(q),

Ud(q) =
1
2 (q − q⋆)

⊤GKesG
⊤(q − q⋆).

(45)

We consider a rough estimate of the damping for this ex-
perimental setup. As mentioned in Remark 10, the tuning
rules require a proper characterization of the parameters of
the mechanical system and obtaining them in practice may
be challenging. However, we demonstrate that the guidelines
work even with an approximation. The gains selection for this
case study are shown in Table I. 7

First, the response for Case A corresponds to an arbitrary
tuning for comparison purposes, where we can see the oscilla-
tions (and overshoot) for every joint in Fig. 4. Then, to remove
the oscillations from the transient response, we employ (38)
from Theorem 4 to select the parameters of the control law
(44). Note that from (45), we get that Md⋆ = M⋆, Dd⋆ = Kdi,
and ∇2

qUd⋆ = Kes. Subsequently, to calculate λmin(Kdi), we

7For simplicity, we have selected Kes and Kdi as diagonal matrices.

TABLE I
PERA CONTROLLER GAINS

Kdi Kes

Case A diag{1,1,1,1,1} diag{200,175,200,175,200}

Case B diag{20,30,30,30,30} diag{200,175,200,175,200}

Case C diag{20,30,30,30,30} diag{100,100,100,100,100}
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Fig. 4. Trajectories for angular position of the shoulder joints for Case
A and B.

fix Kes = diag{200, 175, 200, 175, 200}.8 Therefore, we get
that

λmin(Kdi) = 19.8731.

Next, for Case B, we have selected Kdi according to the
calculated above. Note that, in Fig. 4, the oscillations (and
overshoot) from Case B are attenuated in comparison with
Case A. Moreover, in Case B, the responses are slightly
overdamped, suggesting that the calculated Kdi is conservative
and the natural damping is different than zero, i.e., D(q) ≻ 0
(see Remark 10). Nonetheless, even with a rough estimate,
this tuning approach ensures that the oscillations in the closed
loop are removed.

Then, to illustrate the applicability of (25) as a tuning rule,
we use the Case B as the new reference baseline and we
decrease the term βmax for Case C (recall from (16) that
βmax := ∇2

qUd⋆). Since βmax is proportional to the upper
bound of the rate of convergence, it is expected that the rate
of convergence reduces in Case C with respect to Case B,
which is verified in Fig. 5.

8We have chosen this Kes value since we obtain an acceptable response
for any λmin(Kdi).
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Fig. 5. Trajectories for angular position of the shoulder joints for Case
B and C.

There is a small steady-state error in the joint positions,
which may be due to non-modeled physical phenomena such
as measurement noise, dry friction, or asymmetry of the
motors. We underscore that the implemented PBC scheme is
applied to the passive output signal, which corresponds to the
actuated velocities for mechanical systems. Therefore, the inte-
gral action is applied on the actuated velocities and this scheme
does not compensate for the error seen in the trajectories of
the positions. For further details on compensating the position
error, we refer the reader to [54], [55], [56].

Remark 11: We omit the use of Theorem 5, i.e., the rise
time tuning rule, as the results for this particular study case are
highly conservative. However, it may be relevant for another
set of mechanical system parameters, see the example in [25].

B. Underactuated Mechanical System: A 2-DoF Planar
Manipulator with flexible joints

This subsection illustrates the guidelines described in Sec-
tion III-B and IV. To this end, we employ a 2 DoF planar
manipulator with flexible joints as shown in Fig. 6 (see [57]
for the reference manual). The manipulator in closed-loop
with (44) is described in (9) with a disturbance given by
d = col(0, 0, 0.5, 0.5) Nm, 9 and we have that

• q1: Position of the link 1.
• q2: Position of the link 2.
• q3: Position of the motor of link 1.
• q4: Position of the motor of link 2.

9The open-loop model is described as in (1) with n = 4,m = 2, which
corresponds to an underactuated configuration since m < n.

Fig. 6. 2-DoF Planar Manipulator

Note that col(q1, q2) corresponds to the unactuated coordi-
nates. The rest of the parameters – obtained from [34] – are
given as

G =

02×2

G1

 , G1 = diag{1, 1.67},

U(q) = 1
2 ∥col(q1, q2)− col(q3, q4)∥2Ks

,

Ks = diag{8.43, 16.86},

D = diag{Du, Da},

Du = diag{0.0331, 0.0077},

Da = diag{2.9758, 2.8064},

M(q) =

Ml(q2) 02×2

02×2 Mm

 ,

Mm = diag{0.0628, 0.0026},

Ml(q2) :=

a1 + a2 + 2b cos(q2) a2 + b cos(q2)

a2 + b cos(q2) a2

 ,

where a1 = 0.1547, a2 = 0.0111, b = 0.0168.
The manipulator is stabilized at the desired configuration

q⋆ = col(0.6, 0.8, 0.6, 0.8) rad by employing the controller
(44) with κ̃(q) = 02. The corresponding closed loop are
described as in (3)-(4) with

J2 =

 02×2
1
2 (G1Kint)

⊤

− 1
2G1Kint 02×2


Dd =

 Du
1
2 (G1Kint)

⊤

1
2G1Kint Da +G1KdiG

⊤
1


Md(q) = M(q),

Ud(q) = 1
2 (q − q⋆)

⊤GKesG
⊤(q − q⋆) + U(q).

Now, we proceed to improve the performance of the closed
loop. First, we tune the nonlinear stability margin (27) and the
maximum overshoot (24) by modifying βmax.



TABLE II
PLANAR MANIPULATOR CONTROLLER GAINS

Kdi Kes Kint

Case D diag{1.5,1.5} diag{3.5} diag{0,0}
Case E diag{1.5,1.5} diag{12,15} diag{0,0}
Case F diag{7,5} diag{12,15} diag{0,0}
Case G diag{7,5} diag{12,15} diag{1.1,0.43}
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Fig. 7. Trajectories for angular position for Case D and E.

Recall that βmax is given by Kes, which shapes the potential
energy of the manipulator, see (16). Note that βmax (or Kes) is
proportional to the gain margin and the maximum overshoot;
therefore, the gain margin is expected to increase at the
expense of a higher overshoot when βmax is augmented. To
highlight the mentioned, we have selected two sets of gains
as shown in Case D and Case E from Table II. We choose
the Case D as the baseline case, then, we increment βmax in
Case E by augmenting Kes. The responses in Fig. 7 verify
that we obtain a better attenuation of the disturbance – i.e.,
the steady state error improves – at the expense of an increased
overshoot.

Next, we proceed to reduce the overshoot. Towards this end,
we select the Case E as the new baseline and modify Kdi and
Kint in Case F and Case G. The gains and responses for these
cases are shown in Table II and Fig. 8, respectively.

The gains selection for Case F is based on the circle-like
theorem described in Theorem 3, where we use Fig. 2.a as a
quick visual aid. Note that, by augmenting Kdi, some of the
circles shift to the left, leading to a faster convergence rate
and, consequently, fewer oscillations. The latter is verified in
Fig. 8, where the oscillations are reduced substantially in Case
F with respect to Case E.

Then, to improve further the performance, we inject gy-
roscopic forces via J2(q, p) in Case G, which employ again
Theorem 3 to tune Kint. Consider Fig. 2.b and note that the
inclusion of J2(q, p) (or equivalently, Kint) shifts some of the

0 5 10 15

0

0.5

1

0 5 10 15
0

0.5

1

0 5 10 15
0

0.2

0.4

0.6

0 5 10 15
0

0.5

1

Fig. 8. Trajectories for angular position for Case E, F, and G.

TABLE III
ENERGY CONTAINED IN EACH SIGNAL

Case F Case G
q1 2776 2666
q2 4663 4614
q3 2915 2878
q4 4544 4509

circles in the imaginary axis; therefore, the eigenvalue may be
located anywhere in the red arc resulting in less damping ratio,
and consequently, the response may exhibit fewer oscillations.
The oscillations are reduced slightly in Case G with respect to
Case F, as verified in Fig. 8 and Table III, where it contains the
values of the square of the L2-norm. 10 The improvement in
oscillations when Kint is introduced is slight for this particular
case study since this gain is small. This behavior stems from
a limitation with the controller, that is, Kint is selected such
that Dd ≻ 0. To verify this condition, we employ the Schur
complement analysis, i.e., Kint is chosen such that

Da +G1KdiG
⊤
1 − 1

2
G1KintD

−1
u

1

2
G1K

⊤
int ≻ 0.

Therefore, the selection of Kint cannot be incremented further
as it is restricted to the previous condition. Nonetheless, the
improvement is still evident.

A video of the experimental results can be found in https:
//youtu.be/yUGs44K77wE.

VII. CONCLUDING REMARKS AND FUTURE WORK

We have provided a broad guide for tuning the control
parameters of a class of PBC methodologies that preserve
the mechanical structure and prescribe the desired behavior
in terms of several attributes: upper bound of the rate of

10The square of the L2-norm corresponds to the energy contained in the
such signal.

https://youtu.be/yUGs44K77wE
https://youtu.be/yUGs44K77wE


convergence, maximum permissible overshoot, gain margin
and oscillations in the transient response. Moreover, we have
associated the PBC parameters with the physical quantities
of the closed-loop system (energy or damping). Therefore,
we have endowed the parameter selection process of PBC
approaches with more intuition.

Furthermore, we have shown how a class of gyroscopic
forces affects the behavior of the closed loop near the equi-
librium.

Additionally, we have successfully implemented our tuning
rules on two mechanical systems setups: i) the PERA system
(fully-actuated configuration using 5 DoF), and ii) a planar
manipulator with flexible joints (underactuated configuration).
In both cases, we have reduced the oscillations of the transient
response.

Regarding future work, we aim to find tuning rules to
prescribe the behavior in the vicinity of the equilibrium
of the closed-loop system when intrinsic gyroscopic forces
are introduced. Moreover, we aim to find methodologies to
calculate the parameters µ and ϵ.
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