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Abstract 

Sarah Kappel - Towards the Validation of Novel Cognitive and Physiological Indicators of 

Affective State in Horses (Equus caballus) 

Assessing animal emotions reliably is crucial for making accurate decisions about animal 

welfare, but subjective affective (emotional) states are inaccessible for direct measurement. 

We know that negative affect modulates attention in humans and some animals. The 

overarching aim of this thesis is to investigate if the preferential attention allocation towards 

certain information (i.e. attention bias, AB) could be a potential proxy measure of affective 

valence in horses.  

First, I provide an overview of the theoretical background to attention and AB by reviewing 

the literature on AB in humans and animals (Chapter 2). I examine which methodological 

aspects need consideration when translating AB tests to animals, before describing my 

general methods in Chapter 3 and presenting the development of a visual attention bias test 

in horses using on-screen images of conspecific faces in Chapter 4. For a more informed 

interpretation of horses’ response in the AB test, I further investigated horses’ image 

recognition ability in Chapter 5. As well as cognitive measures, I explored changes in heart 

rate variability (HRV) and surface temperature via infrared thermography (IRT) as additional 

measures of affective valence in Chapter 6. 

Reviewing the literature, I conclude that AB is a promising novel proxy of affect, but its 

assessment requires further refinement for reliable application in animals. Testing horses’ 

attention to conspecific faces showing differently valenced facial expressions indicated no 

significant evidence of AB. This is possibly because artificial stimuli might not be appropriate 

test stimuli, as image recognition ability might not be generalizable across individual horses. 

Changes in physiological parameters indicated shifts in arousal but not valence, contributing 

to my conclusion that measuring emotional valence from indirect parameters like AB, HRV 

and IRT needs more refinement, which I discuss in my final chapter (Chapter 7).
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Chapter 1 | General introduction 1 

Summary 2 

In this introduction, I describe the theoretical approaches to animal welfare and animal 3 

emotions, and the relationship between the two representing the central topic of my thesis. 4 

First, I outline how animal welfare, a moral-based concept created by humans to alleviate 5 

animal suffering, can be understood according to the three main approaches of determining 6 

welfare animals’ freedom to express natural behaviour, functioning, and feelings. Given that 7 

the focus of this thesis is the development of novel measures of animal emotions, I explain 8 

what emotional (affective) states are and how these may be assessed scientifically in animals 9 

using behavioural, physiological and cognitive measures. I then justify why I consider the 10 

horse (Equus ferus caballus) as a valuable model species for the aims of my thesis. I provide 11 

information on horses’ ethological background, and discuss how common housing and 12 

management conditions relate to horse welfare. Finally, I outline my research aims and how 13 

I have addressed these in my thesis. For facilitated reading and clarity, I provide a glossary 14 

with key terms used in this thesis at the end of this chapter in Table 1.1. 15 

1.1 Animal welfare and animal emotions 16 

The scientific assessment of animal welfare originated from societal concerns about the 17 

treatment of animals under human care causing animals to suffer (i.e. the experience of 18 

unpleasant emotional states, like pain and fear (Harrison, 1964)). Thus far, preventing and 19 

alleviating suffering is a core principle of animal welfare science (Broom, 1991; Dawkins, 20 

1980). To provide animals with suitable living conditions, accurate scientific measures that 21 

can indicate the current welfare state and whether/how changes in housing and husbandry 22 

improve this state are required. However, there is no ‘single measure’ of animal welfare 23 

(Mason & Mendl, 1993). Identifying reliable welfare indicators first requires clearly defining 24 

and conceptualising what welfare is. The answer to this question is, however, rather intricate 25 

as moral positions and attitudes towards animals can differ greatly, hence people might apply 26 

different criteria in judging what constitutes animal welfare and what animals need to have a 27 

good life (Fraser, 1995, 2003, 2007). Fraser et al. (1997) identified three different ways of 28 

conceptualising welfare: i) that animals’ should have the freedom to live naturally through the 29 

development and use of their natural adaptations and capabilities, ii) that their physiological 30 
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and behavioural systems should function normally, including good health and growth, and iii) 31 

that they should be free from prolonged and intense fear, pain, and other negative feelings, 32 

and ideally able to experience pleasure. Views on the importance and contribution of these 33 

three domains (i.e. natural living (freedom), physical health (functioning), and mental state 34 

(feelings)) to welfare may be divided (Fraser, 1995, 2007; Fraser et al., 1997). A freedom 35 

proponent (i) might perceive welfare optimal when animals’ have the opportunity to express 36 

a full range of natural behaviours (e.g. pasture access for dairy cows), whereas to a 37 

veterinarian or farmer, good health and biological functioning (ii) might be the hallmark of 38 

animal well-being (e.g. high milk yield in dairy cows). However, a proponent of the feelings 39 

approach (iii) might argue the former two are less relevant as long as animals perceive their 40 

environment and state as positive or rewarding. In fact, some scientists believe that to be 41 

concerned about welfare means to be concerned with suffering and pain (Dawkins, 1980, 42 

2008) making it crucial for welfare science to investigate what situations animals perceive as 43 

unpleasant, and therefore compromise welfare. More recently, it has been acknowledged 44 

that not only the absence of negative experiences but also the experiences of positive 45 

emotions is important to good welfare (Boissy et al., 2007; Yeates & Main, 2008).   46 

Unfortunately, subjective experiences are not directly measurable. In humans, verbal report, 47 

albeit an indirect measure, is the gold standard to infer conscious mental states (i.e. feelings). 48 

Our (societal) concerns about animal welfare hinge on the possibility that non-human animals 49 

might experience negative feelings that could affect their quality of life, but gaining evidence 50 

of conscious emotional experiences remains problematic (Browning, 2022a; Mendl et al., 51 

2022). I discuss this issue in more detail in section 1.3.  52 

Therefore, the objective assessment of animals’ internal states has largely relied on behaviour 53 

and physiological measures that address functioning and natural behaviour. Broom’s 54 

definition of welfare as “the state of the individual as regards its attempts to cope with its 55 

environment" aligns with the functioning domain by focussing on measurable aspects that 56 

allow us to infer an individual’s health and physiological functioning (e.g. immune and brain 57 

functioning (Broom, 1986, 1995, 1996)). However, failure to cope will result in reduced 58 

mental and bodily functioning; hence subjective states are important to welfare (Broom, 59 

1995). With the growing acceptance of the existence of animal emotions, whether these are 60 

consciously experienced or not (Bekoff, 2000; Boissy et al., 2007; Browning, 2019, 2022a), the 61 
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scientific evaluation of welfare has shifted towards an approach that prioritises the 62 

assessment of emotional (affective) states (Mendl et al., 2009, 2010; Paul et al., 2005). 63 

Although there is criticism that emotions cannot be measured directly, and are therefore not 64 

available for objective assessment (Dawkins, 2008), scientists have proposed indirect 65 

methods by which animals are “asked” how they feel about their living conditions (Dawkins, 66 

1990, 2008; Duncan, 2005). For instance, animals will push doors (Mason et al., 2001), or 67 

perform operant responses (e.g. panel pressing (Søndergaard et al., 2011)), to gain access to 68 

resources enriching their environments indicating that they are motivated to obtain highly 69 

valued (i.e. rewarding) stimuli, while the lack thereof can result in suffering (Mason et al., 70 

2001).   71 

In this thesis, I consider animal welfare as a multifaceted subjective state which is determined 72 

by an animal’s perception of its own circumstances (i.e. comprising nutrition, physical 73 

environment, health and behaviour), and which can be positioned on a continuous spectrum 74 

between good and poor. Measures of welfare provide information about an animal’s position 75 

on the welfare continuum at that time (Broom, 1995, 1996). I regard the assessment of animal 76 

emotions in conjunction with behaviour and physical functioning as indispensable for 77 

measuring animal welfare scientifically since behavioural and physical aspects are 78 

interrelated with subjective experiences in terms of causes of emotions, their function and 79 

components (explained in more detail below; Browning, 2019, 2022a). Mellor's (2017) ‘Five 80 

Domains model’, describing the external and internal circumstances (i.e. domains) relevant 81 

to animal welfare, represents the best theoretical framework for my comprehension of 82 

animal welfare (see Figure 1.1). States associated with the first four domains (nutrition, 83 

environment, health, behaviour) of the model accumulate into the fifth domain, the mental 84 

(emotional) state and all domains combined contribute to animal welfare.  85 
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 86 

Figure 1.1. Schema of the Five Domains framework for assessing animal welfare. Schema after Mellor 87 

(2017).  88 

1.2 Affective states 89 

1.2.1  Terms and definitions 90 

The terms affective state and emotions are often used interchangeably (Paul et al., 2005). 91 

However, there is some diversity in the use of the term ‘emotions’ as researchers from 92 

different scientific fields have proposed a variety of definitions (e.g. reviewed in Anderson & 93 

Adolphs, 2014; Kremer et al., 2020; Rolls, 2005). One way of explaining emotions, which I 94 

consider most suitable for the purpose of this thesis, uses a functional approach defining 95 

emotions as “adaptive processes that enable animals to avoid harm/punishment and seek 96 

valuable resources/reward” (Panksepp, 1994; Rolls, 1999, 2005). Accordingly, Mendl & Paul 97 

(2020) propose an operational definition of rewards as stimuli/events which animals work to 98 

access and punishers as stimuli/events which they work to avoid (see also Mendl et al., 2022 99 

and Paul & Mendl, 2018). Presence of rewards or the absence of punishers, and associated 100 

predictors thereof, elicit positive affective states. In contrast, the absence of rewards or the 101 

presence of punishers, and associated predictors thereof, induce negative affective states 102 

(Mendl & Paul, 2020).  103 

The term ‘affective state’ can further be conceived as an umbrella label for both short-lasting 104 

transient emotions and longer-lasting mood states (Mendl et al., 2010; Paul et al., 2005). 105 

While emotions occur in immediate response to a stimulus (e.g. the sight of a predator elicits 106 

instantaneously the emotion fear), mood arises from the accumulation of emotions without 107 

the presence of a specific stimulus (i.e. mood states are not attached to external triggers; 108 
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Mendl et al., 2010). Moods can be understood as an integrative function of an individual’s 109 

acute emotional experiences over time (Nettle & Bateson, 2012), or the ‘running mean’ of 110 

affect (Mendl et al., 2010). For example, in a high predator-risk environment, a negative mood 111 

state (i.e. anxiety) may arise from frequent experiences of the short-lasting negative emotion 112 

such as fear (see sections 1.2.2. and 1.2.3. for further details).  113 

I use affective states and emotions interchangeably in my thesis following the use of cited 114 

authors, and specify in the text when differentiating between stimulus-driven short-term 115 

emotions and longer-lasting mood states. 116 

1.2.2  Functions of affective states 117 

Following the definition of emotions as intrinsic processes enabling animals to avoid 118 

punishment and seek reward (Panksepp, 1994; Rolls, 1999, 2005), the main function of 119 

emotional states can be seen as potentiating behaviours that are appropriate for 120 

environmental challenges (de Waal, 2011; Mendl et al., 2010; Panksepp, 2011). Hence, 121 

emotions coordinate the approach/avoidance of potentially rewarding/punishing stimuli and 122 

increase chances of survival by prioritising the allocation of (energetic) resources towards the 123 

currently most important fitness-relevant behaviours (Bateson, 2016). Mendl & Paul 2020 124 

proposed a framework for integrating animal affect and decision-making. Broadly speaking, 125 

there are two potential control mechanisms for decision-making called model-free (habitual) 126 

or model-based (goal directed) control. The former refers to decision-making that is based on 127 

past experiences (i.e. less flexible and responsive to changes in the environment). In contrast, 128 

decision-making control in the latter is more flexible than habitual responses as the stimulus 129 

value is flexible and rapidly adaptable to new circumstances. For instance, for a predator, food 130 

X might become less valuable after having eaten a lot of food X, which influences the selected 131 

action (i.e. approach/avoid more food X) in ambiguous situations (e.g. rustle in the grass could 132 

be more food X). In addition to the feedback of the internal status (i.e. I am full of food X), 133 

memory of the same situational circumstances (rustle previously predicted food X) and 134 

incoming sensory information (e.g. rustling sounds like food X) are integrated to make a 135 

decision about an appropriate response action.   136 

Furthermore, the accumulation of specific emotions can lead to shifts in cognitive processing 137 

resulting in specific response profiles (i.e. optimistic or pessimistic responses) based on the 138 

probability of expected outcomes, thereby changing individuals’ threshold of sensitivity to 139 
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rewards or punishment  (Nettle & Bateson, 2012). With regards to the previous example, 140 

living in a high-threat level environment, a negative bias would result in a greater likelihood 141 

of anticipating that the rustle in the grass is signalling a negative outcome (e.g. predator 142 

attack). Hence, a negative judgement would in this case increase the animal’s chance of 143 

detecting actual, or potential, danger more quickly (Mendl et al., 2010). Consequently, these 144 

emotion-induced shifts in cognitive processing (i.e. cognitive biases) are important 145 

adaptations for survival.  146 

Emotions can thus be regarded as ‘sources of information’ in the guidance of behaviour. 147 

Moreover, this implies that the capacity to experience (negative) emotions has positive 148 

survival value (Nettle & Bateson, 2012). It can be questioned why longer-lasting mood states 149 

developed when short-term emotions are sufficient for coordinating adaptive behavioural 150 

responses. Nettle & Bateson (2012) suggested that it is beneficial to carry over emotions from 151 

one time to another, or over from one situation to the next, because environmental cues are 152 

probabilistically associated with fitness-relevant information, i.e. involve a degree of 153 

uncertainty. For an individual to respond appropriately to uncertain cues (e.g. whether the 154 

rustling in the grass signals the presence of prey, predators, or just wind), it has to estimate 155 

the likelihood for the signal to indicate the fitness-relevance of the stimulus before mobilising 156 

the appropriate behavioural response (e.g. approach or flight). 157 

Two factors are important for an appropriate response; the probability of the event (i.e. how 158 

likely is the rustling in the grass a sign of prey, not a predator), and the relative cost of the 159 

possible outcomes (Bateson et al., 2011; Nettle & Bateson, 2012). If misjudging a truly 160 

negative outcome is associated with death rather than losing a few calories, it would be of 161 

importance for the individuals’ survival to judge the noise as a potential punishment, and 162 

even more so when an individual experienced frequent short-term emotional experiences 163 

associated with punishment in the past. It would therefore be of evolutionary advantage if 164 

the experience of an anxious mood state, resulting from frequent fear-inducing events, led to 165 

adjustments (i.e. lowering) of an individual’s threshold of expecting future outcomes to be 166 

punishing (and increase the threshold of expecting rewarding events) based on prior 167 

experience. Hence, emotions not only have the function of evoking appropriate acute 168 

responses but also influence the adjustment of expectations about future experiences 169 

(Bateson, 2016; Nettle & Bateson, 2012). Adjustments in anxiety-like responses can be 170 
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characterized by physiological, behavioural and cognitive changes preparing the organism for 171 

detecting and dealing with imminent threats to survival (Bateson et al., 2011).  172 

Chapter 2 addresses the difference between the normal adaptive fear response and its 173 

dysfunction, resulting in (human) anxiety disorders with regard to the consequences of 174 

cognitive processing associated with attention, which is the central topic of this thesis. Not 175 

only negative but also positive emotions are useful in the adjustment of expectations of 176 

ambiguous outcomes. Individuals experiencing rewarding events frequently may perceive 177 

their environment more favourably (Mendl et al., 2010), which could, for instance, have 178 

buffering effects against negative events (Reefmann et al., 2012). In social species such as the 179 

modern domesticated horse, positive emotions associated with the presence of conspecifics 180 

(e.g. social security) can attenuate stress response to an emotionally challenging situation 181 

(e.g. confrontation with a fear-inducing object (Ricci-Bonot et al., 2021)).   182 

1.2.3  The two-dimensional framework 183 

Studies of animal emotions can be based on different theoretical frameworks. The basic 184 

(discrete) emotion theory suggests that in mammals, discrete emotional states (e.g. fear, 185 

rage, panic, pleasure) are conserved in specific hard-wired neural circuits (i.e. unconditioned 186 

responses (Ekman, 2016; Panksepp, 1982, 2011)), which generate particular adaptive 187 

emotional responses facilitating animal survival in life-challenging circumstances (Panksepp, 188 

1982). For example, the ‘fear system’ coordinates emotion-specific reactions (i.e. fight or 189 

flight response) under hypothalamic control to prevent actual, or potential, bodily harm. 190 

However, Mendl et al. (2010) argued that the basic emotion theory lacks an overarching 191 

structure of states that can incorporate a wide range of possible emotions. Proponents of the 192 

‘core affect’ model (e.g. Posner et al., 2005; Russell, 2003), which build upon the two-193 

dimensional framework, therefore suggest categorising emotions according to their valence 194 

(i.e. pleasantness/unpleasantness continuum) and arousal (intensity) in a two-dimensional 195 

space instead of using the discrete emotion categorisation (Posner et al., 2005; Russell, 2003). 196 

Subjective experiences that can be described according to their valence and arousal are 197 

referred to as core affect (Mendl et al., 2010; Russell, 2003).  198 

However, since an understanding of the subjective emotional experiences presents the basis 199 

of core affect and the discrete emotion approach, these conceptual frameworks are only 200 

useful when private experience can be directly measured or reported (Mendl et al., 2010). 201 
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Neither option is available when considering animal emotions. Therefore, Mendl et al. (2010) 202 

proposed an integrative two-dimensional framework combining both existing concepts to 203 

distinguish animal emotions. A schema of this integrative framework is shown in Figure 1.2. 204 

The vertical axis indicates arousal and the horizontal axis represents valence, the latter being 205 

particularly relevant to animal welfare (Paul et al., 2005). Positively valenced affective states 206 

are located in the right half of the framework (quadrants Q1 and Q2). Negatively valenced-207 

affective states are positioned on the opposite side (quadrants Q3 and Q4). The framework 208 

further provides a functional perspective on the adaptive value of different emotional states. 209 

States of positive high arousal (located in Q1 in Figure 1.2) are associated with reward-210 

seeking/appetitive motivational states. Exposing an animal to a reward will induce Q1 states 211 

of positive-arousal. The behavioural, physiological and/or cognitive responses the animal 212 

shows in presence of the reward can be inferred to be markers of Q1 states. In contrast, states 213 

of negative low arousal promote low activity and conservation of energy (located in Q3), and 214 

the emotional components in response to reward absence can be accessed via physiological, 215 

behaviour and/or cognitive measures as markers of Q3 states. While affective states within 216 

the Q1-Q3 axis are associated with acquiring fitness-enhancing rewards, i.e. are part of the 217 

reward acquisition system (RAS, see Figure 1.2), states located in Q4-Q2 are associated with 218 

the punishment-avoidance system (PAS). Any emotion can be distinguished based on its 219 

combination of valence and arousal (Posner et al., 2005). For instance, fear is associated with 220 

negative valence and high arousal, while relaxation is associated with positive valence and 221 

low arousal (see Figure 1.2). Hence, positioning emotional experiences in the core affect 222 

space provides a ‘common currency’ to describe subjective states (Cabanac, 1992; Mendl et 223 

al., 2010; Spruijt et al., 2001), and the integrative framework by Mendl et al. (2010) offers a 224 

predictive structure that aims to help to outline these.   225 

When considering animal welfare, identifying the direction of affective valence is of particular 226 

importance, because the experience of negative emotional states has moral implications 227 

(Paul et al., 2005; Webb et al., 2019).  228 
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 229 

Figure 1.2. The integrative framework to conceptualise animal emotions in terms of their arousal and 230 

valence after Mendl et al. (2010). Emotional states can be distinguished based on their function as 231 

part of the reward acquisition system (RAS; states along the Q1-Q3 axis) or punishment avoidance 232 

system (PAS; states along the Q2-Q4 axis). The model provides an empirical way of specifying an 233 

animal’s location in core affect space by presenting animals with known punishers/rewards generating 234 

particular states. Measuring physiological, behavioural and/or cognitive responses in animals in these 235 

states can be used as markers of affect. 236 

The causal relationship between emotions and the environment is still unclear (Mendl et al., 237 

2010). Following the functional definition, affective states emerge from the environment as 238 

a product of imminent rewarding/punishing stimuli (short-term emotions) and the 239 

accumulation thereof (longer-term mood states). On the other hand, core affect may 240 

influence how the environment is perceived. Mendl et al. (2010) suggested that both might 241 

be true, meaning that short-term (discrete) emotions and longer mood states have a 242 

bidirectional relationship. Position in the core affect space, therefore, may represent a 243 

common currency, enabling decision-making under trade-off between discrete emotions (e.g. 244 

fear) and sensations/motivations (e.g. hunger) arising from physiological needs related to 245 

homeostasis. For instance, in a fearful state, an animal may weigh out its chances for 246 

searching for food safely differently than in a non-fearful state.    247 

As previously explained, the accumulation of positively valenced emotions can result in 248 

positive mood states (i.e. ‘happiness’) and greater expectation of rewarding events (i.e. 249 

optimistic bias), while frequent negative emotions may lead to shifts of comparatively more 250 
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negative mood states and pessimistic bias (Mendl et al., 2009). By assessing the 251 

environmental conditions animals are provided with and how these are perceived by the 252 

animals (i.e. rewarding/punishing), the valence of the underlying mood state can be inferred. 253 

However, to determine the position of an animal’s affective state within the framework, an 254 

objective assessment of the emotional components accessible to quantitative measurement 255 

is required. 256 

1.3 Overview of components of animal emotions, their assessment and 257 

limitations 258 

Affective states comprise behavioural, physiological, and cognitive components, and at least 259 

in humans, conscious subjective experiences (Frijda, 1988; Paul et al., 2005; Scherer, 1984). 260 

As suffering is a major concern for animal welfare, assessing affective valence is important 261 

(Mendl et al., 2009; Mendl & Paul, 2004). However, it is impossible to directly measure the 262 

subjective component of emotions, in either humans or animals. Verbal self-report is the ‘gold 263 

standard’ indicator of felt affective states in humans, who can verbally describe their 264 

subjective experiences, but this approach is unsuitable for non-verbal beings (e.g. infants, 265 

non-speaking autistic people) and animals (Paul et al., 2005). Therefore, there is presently no 266 

definite answer to whether animals feel (i.e. consciously experience) anything at all, and there 267 

may never be (Dawkins, 2015, 2017; Weary et al., 2017). Moreover, if we knew animals do 268 

have feelings, it further remains unknown what kind of experience they have, i.e. how they 269 

feel (Paul et al., 2020). Nevertheless, given the considerable anatomical, behavioural and 270 

physiological similarities between humans and animals, it is very likely that non-human 271 

animals, at least some, may also experience emotions consciously (Low, 2012). Therefore, it 272 

has been argued that the exploration of affective states in animals, independently of whether 273 

they may consciously experience emotions or not, is a crucial pursuit in animal welfare 274 

research (Browning, 2019; Paul et al., 2005, 2020).  275 

1.3.1  Behavioural components 276 

An essential step for using animal behaviour as an indicator of emotional state is to verify 277 

which behavioural measures reliably indicate positive and negative affective states. At the 278 

simplest experimental level, this can be achieved by observing animals' spontaneous 279 

behaviours, e.g. in relation to their social and living conditions, and making an assumption 280 

about animals’ affective state (Mendl et al., 2022). For instance, behaviours such as freezing, 281 
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aggression, or attack, are generally accepted indicators of negative affect, as these are 282 

responses provoked by stimuli associated with fitness-threatening events (e.g. fear in 283 

presence of a predator, aggression during food competition, pain induced by thermal damage 284 

(Mendl et al., 2010; Paul et al., 2005)). Conversely, behaviours that only occur in absence of 285 

fitness-challenging stimuli (i.e. activities which reduce when energy resources are low 286 

(Mandel et al., 2013)), such as affiliative social interactions and animal play, are conceived to 287 

reflect positively valenced affective states (e.g. pleasure associated with play (Boissy et al., 288 

2007; Held & Špinka, 2011)). However, interpreting behaviours as exclusively positive or 289 

negative is not always straightforward. Play, for example, reduces under poor welfare 290 

conditions (i.e. during periods of hunger or predation), but there are counter-examples where 291 

the opposite relationship can be observed (Ahloy-Dallaire et al., 2018). In cats, restricting 292 

maternal care (i.e. maternal separation, rationed feeding) enhances object play in kittens 293 

(Bateson et al., 1990; Bateson & Young, 1981). In horses, higher levels of adult social play are 294 

positively correlated with the level of chronic stress (Hausberger et al., 2012). This lack of 295 

specificity limits the use of behaviours as indicators of emotional state (Mason & Mendl, 296 

1993), and more so when the affective significance of behaviour is dependent on the 297 

expectation of observers and their interpretation of the situational context (Tuyttens et al., 298 

2014). Another challenge in interpreting animal behaviour may be difficulties in judging at 299 

which level of behaviour change welfare might be at risk (Barnett & Hemsworth, 1990).  300 

Testing animals’ responses to distinct stimuli likely to elicit particular emotions might 301 

eliminate some specificity issues. Behavioural measures explicit to negative emotional states 302 

might be gained from exposing animals to ‘punishers’ (i.e. unpleasant stimuli/events inducing 303 

negative affective states such as hunger or pain) and measuring the resulting response 304 

(Mason & Mendl, 1993). For instance, studies on fear (i.e. the emotional response to the 305 

perception of actual or potential danger (Boissy, 1995)) have used a variety of experimental 306 

designs in which (farm) animals’ are deliberately exposed to fear-inducing stimuli (reviewed 307 

in Forkman et al., 2007). The novel object test investigates animals’ reactions to an unfamiliar 308 

object, whereby avoidance of the item is indicative of fear, while approach and exploration 309 

suggest a positive emotional response. However, how novel stimuli are evaluated is also 310 

dependent on the animals’ needs and expectations (i.e. based on previous experience, and 311 

predictability of the stimulus) as well as their coping possibilities within their environment 312 
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(Desire et al., 2002). Desire et al. (2002) pointed out that predictability and controllability of 313 

negative stimuli influence animals' responses to these events. Predicted occurrences of 314 

shocks are less likely to cause ulcers in rats than unpredicted shocks (Weiss, 1972). 315 

Furthermore, the directionality of behavioural changes associated with emotions can be 316 

inconsistent (Mason & Mendl, 1993). For instance, an increased locomotor activity could be 317 

related to escape or exploratory motivation, hence be associated with different affective 318 

states (Archer, 1973). On the other hand, contrasting changes in behaviours have been 319 

reported in putatively same-valenced situations. Exploration behaviour can increase or 320 

decrease with increasing fear (Archer, 1973). Behaviours that can be linked to both negatively 321 

and positively reinforcing situations are likely to be associated with arousal rather than 322 

valence (Barnett & Hemsworth, 1990; Rushen, 1991).  323 

Facial expressions are behavioural signals that can be linked to specific emotions (Darwin, 324 

1965; Ekman, 2003). For example, pain has been associated with particular facial patterns (i.e. 325 

‘pain-face’) and species-specific grimace scales helping to assess pain levels based on facial 326 

expressions have been developed in a range of animals (e.g. mice (Mus musculus) - Langford 327 

et al., 2010; sheep (Ovis aries) - McLennan et al., 2016; pigs (Sus scrofa domesticus) - Di 328 

Giminiani et al., 2016; horses - Dalla Costa et al., 2014a). However, facial expressions are also 329 

of importance for social communication and therefore may be influenced by the presence or 330 

absence of an ‘audience’ (i.e. other conspecifics). Hence, some facial expressions may have a 331 

communicative function rather than a one-to-one correspondence with the actual emotional 332 

state, which might reduce the reliability of these expressions as a measure of affect (Paul et 333 

al., 2005). For instance, in presence of adult horses, foals ‘snap’ (perform rapid up-and-down 334 

movements of the mandibles) which is thought to signal a submissive social status (Crowell-335 

Davis et al., 1985), hence might not directly reflect emotional state. Moreover, expressions 336 

with strong communicative functions (such as snapping) are unlikely to occur in absence of 337 

an audience (i.e. dominant horse).   338 

For the purpose of this thesis, I applied behavioural measures in support of the interpretation 339 

of cognitive measures (i.e. attention and attention disengagement) described in Chapter 2. In 340 

the general methodological section, I further detail how I intended to use the rating of facial 341 

expressions (i.e. horse grimace scale) as a potential marker of emotional states in horses, and 342 

aimed to evaluate horse welfare based on activity budgets derived on behaviour 343 
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observations. The data of these approaches were, however, not considered for further 344 

analysis for reasons explained in Chapter 3.   345 

1.3.2  Physiological components 346 

Physiological indicators linked to animal emotions traditionally derive from changes observed 347 

in states of physiological stress likely to be associated with negative affect as stress is 348 

generally observed in aversive situations (Paul et al., 2005). The main approach to determine 349 

stress relies on measures of the activity of the hypothalamic-pituitary-adrenal (HPA) axis, in 350 

particular by assessing levels of ‘stress hormones’, such as vasopressin, adrenocorticotrophic 351 

hormone (ACTH), or glucocorticoids (e.g. cortisol (Selye, 1976)). For example, stress during 352 

transport increases plasma cortisol levels in horses (e.g. Fazio & Ferlazzo, 2003; Schmidt et 353 

al., 2010), with longer transport durations leading to higher cortisol levels (Fazio & Ferlazzo, 354 

2003). However, using endocrine parameters can have methodological limitations when 355 

invasive sampling methods are required (e.g. blood cortisol), which can confound results by 356 

altering animals’ emotional state during the sampling procedure (Broom & Johnson, 1993). 357 

Regarding cortisol, collecting samples from urine, faeces or hair can be a non-invasive 358 

alternative. Mason et al. (2001) found that urine cortisol levels were elevated in mink 359 

(Neovison vison) denied access to a swimming pool indicating that preventing these animals 360 

from swimming causes stress. Cortisol levels in these animals were similar to those deprived 361 

of food revealing that inhibiting mink from strongly motivating activities (swimming), may 362 

result in an emotional state similar to frustration (Mason et al., 2001). However, not only 363 

aversive situations but also positive situations (e.g. courtship, mating, prey catching) 364 

temporarily increase HPA activity (Broom, 2001). Hence, changes in HPA activity are more 365 

likely to reflect the activity of coping systems (i.e. physiological processes that respond to 366 

environmental challenges (Broom, 2001)), for example, to prepare animals for action (be it 367 

catching prey or avoiding predation) by mobilising energy, and therefore reflect emotional 368 

arousal rather than valence.  369 

Assessing autonomic nervous system (ANS) activity is another way to measure emotions 370 

physiologically. The ANS involuntarily regulates physiological processes for bodily 371 

homeostasis and is a key component in emotion regulation (Kreibig, 2010). ANS activity can 372 

be measured non-invasively by assessing its control of cardiac activity. The heart receives 373 

innervation from two branches of the ANS, the sympathetic (SNS) and the parasympathetic 374 
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nervous system (PNS). Fluctuations in time intervals between successive heartbeats (inter-375 

beat intervals, IBIs) evident as heart rate variability (HRV (Billman et al., 2015)) is the result of 376 

the antagonistic influences of the PNS and SNS on cardiac activity. Higher HRV is associated 377 

with good health and greater ANS flexibility which enhances the body’s ability to respond to 378 

stress (Friedman & Thayer, 1998; Thayer et al., 1997). In contrast, reduced HRV caused by a 379 

shift towards SNS dominance has been associated with a range of clinical diseases (e.g. 380 

cardiovascular diseases, diabetes) as well as psychological stress, in both humans and farm 381 

animals (e.g. cattle (Bos taurus), pigs, horses (von Borell et al., 2007)).  382 

Far fewer studies have investigated the effect of positive situations on cardiac activity in 383 

animals. In cows, talking in a gentle voice and neck stroking appears to have lowering effects 384 

on heart rate and increases HRV suggesting positive (relaxing) effects of these types of 385 

human-animal interactions (Lange et al., 2021). Similarly, brushing increases HRV in sheep 386 

(Tamioso et al., 2018) and feeding results in higher HRV in pigs (Zebunke et al., 2011).  387 

Emotion-induced autonomic responses can further be assessed via infrared thermography 388 

(IRT; reviewed in Stewart et al., 2005; Travain & Valsecchi, 2021). This approach is based on 389 

the measurement of radiated electromagnetic energy (i.e. photons of 3-12 μm wavelength) 390 

to detect surface temperature changes, which are controlled by autonomic (SNS) activity 391 

(Stewart et al., 2005). IRT recordings are non-invasive and have furthermore the advantage 392 

that emotion-induced changes can be recorded without, or little, animal handling and in real-393 

time (Stewart et al., 2005). For instance, Stewart et al. (2010a) found that castrating calves 394 

led to a drop in eye temperature immediately after the procedure (<2 min). This was likely 395 

due to peripheral vasoconstriction as part of the sympathetic response to pain (Stewart et al., 396 

2010) causing stress-induced hyperthermia (SIH), a phenomenon in which blood flow to 397 

internal organs and the skeletal musculature is prioritised over peripheral areas (e.g. skin, 398 

eyes) causing core temperature to rise and surface temperature in peripheral areas to 399 

decrease (Vianna & Carrive, 2005). Pharmacologically induced sympathetic activation with 400 

epinephrine resulted in a similar drop in eye temperature in calves proving that eye 401 

temperature is mediated by the SNS (Stewart et al., 2010b). However, in horses, eye IRT 402 

results and cortisol (blood and saliva samples) were found to be significantly positively 403 

correlated (i.e. higher cortisol was associated with higher eye temperatures) following show 404 
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jumping competitions further suggesting that changes in eye temperature might also be 405 

linked to the activation of the HPA axis (Valera et al., 2012).  406 

In addition to physiological stress, psychological stress (i.e. stress not caused by actual (or 407 

potential) tissue damage or physical exertion as was the case in the previous two examples) 408 

has been reported to cause changes in surface temperature changes in a variety of animals. 409 

In pheasants (Phasianus colchicus), head temperature dropped immediately prior to an 410 

aggressive encounter with another conspecific and increased rapidly after the attack 411 

indicating that mental stress associated with social conflict can cause temperature variations 412 

measurable via IRT (Knoch et al., 2022).   413 

Positive emotions might also induce physiological changes reflected in surface temperature 414 

changes. For instance, a significant rise in eye temperature was found in dogs (Canis lupus 415 

familiaris) whilst receiving food (Travain et al., 2016). In chickens (Gallus gallus domesticus), 416 

positive (e.g. food (Moe et al., 2012)), as well as negative situations (e.g. airpuff directed at 417 

hen or its chicks - Edgar et al., 2011; negative handling - Edgar et al., 2013; Herborn et al., 418 

2015), can result in a drop in comb temperature. Hence, IRT results are generally thought to 419 

detect changes in states of emotional arousal rather than valence, unless thermal proxies are 420 

combined with other physiological or behavioural indicators (Travain & Valsecchi, 2021).  421 

Preliminary IRT findings observed in chickens and cows recently suggested that asymmetries 422 

in bilateral facial features (e.g. eyes, ears, nostrils) might be linked to emotional valence 423 

(Telkanranta et al., 2019). According to the emotional lateralisation theory, positive emotions 424 

are mainly processed in the left hemisphere, while the right hemisphere is dominant in the 425 

processing of negative emotions (Davidson, 1992; Davidson et al., 1990). This asymmetric 426 

hemispheric activation can be observed in a range of animal species (reviewed in Leliveld et 427 

al., 2013) as lateralised motoric responses (e.g. asymmetric tail wagging in dogs (Quaranta et 428 

al., 2007)), lateralised ear movement in sheep (Reefmann et al., 2009), or lateralised sensory 429 

processing (e.g. preferential eye or nostril use in response to emotive stimuli found in cows 430 

(Phillips et al., 2015), horses (De Boyer Des Roches et al., 2008; Larose et al., 2006), and 431 

chickens (Vallortigara et al., 2001)). Consistent with right hemisphere processing due to the 432 

cross-over of neurons from the left eye to the right hemisphere, a left eye preference was 433 

found in cattle (Phillips et al., 2015) and horses (De Boyer Des Roches et al., 2008; Larose et 434 

al., 2006) exposed to fear-inducing situations (e.g. novel objects, people or situations). 435 
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Lateralised sensory processing is thus believed to be a useful indicator of emotional valence 436 

(Leliveld et al., 2013), although the modulation of asymmetric cerebral activity by emotional 437 

state is still largely unexplored. One study investigated the links between eye preference 438 

when viewing novel objects and underlying affect used dairy cows (putatively in negative 439 

affective state associated with lameness), but the findings were inconclusive (Kappel et al., 440 

2017). Whether emotion-induced hemispheric lateralisation is assessable as asymmetric 441 

temperature profiles in facial areas such as eyes or nostrils is largely unexplored. The initial 442 

evidence in chickens (Telkanranta et al., 2019) and calves (Ramirez Montes De Oca, 2021) 443 

supports the theory that emotional valence may be inferred from asymmetric facial 444 

temperature profiles. For instance, temperature changes in the inner corner of the eye 445 

(medial canthus) might be associated with lateralised hemispheric activity due to increased 446 

vascular activity mediated by the SNS and contralateral brain hemisphere. In horses, 80-90% 447 

of the optical nerve axons decussate in the optic chiasm from the left eye to the right 448 

hemisphere and vice versa (Herron et al., 1978; Schmidt et al., 2019). Hence, higher 449 

temperatures of the left than the right medial canthus might be the result of right hemispheric 450 

dominance (Ramirez Montes De Oca, 2021). If no laterality effects occur, eye temperatures 451 

might still increase during emotionally arousing situations as a reflection of an increase in ANS 452 

activity, hence changes in HRV and eye temperature might be related. 453 

In this thesis, I therefore investigated whether HRV and IRT can be used as measures of 454 

emotional valence in horses, which is described in Chapter 6.  455 

1.3.3 Cognitive components  456 

Finally, emotions comprise cognitive components and their assessment can provide valuable 457 

insights into emotional states in animals (Paul et al., 2005). As described previously, emotions 458 

influence, and can be influenced by, cognitive processes, in particular cerebral functions 459 

associated with interpretation, decision-making, memory, or attention (reviewed in Paul et 460 

al., 2005). In humans, negative affect disorders (e.g. depression, anxiety) lead to pessimistic 461 

judgement of ambiguous information, negative expectations of future events (MacLeod & 462 

Byrne, 1996; Mathews & MacLeod, 1994), heightened attention to threat-relevant 463 

information (Bar-Haim et al., 2007), and preferential recall of negative memories (Denny & 464 

Hunt, 1992; Watkins et al., 1992). Harding et al. (2004) were the first to show that rats kept 465 

in housing-induced chronic mild stress were more likely to respond to ambiguous cues (i.e. 466 
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auditory cues intermediate to two conditioned stimulus tones associated with reward (S+) or 467 

punishment (S-)) as if these represented S-, compared to rats kept in predictable housing. 468 

These findings provided some initial support for the hypothesis that long-term negative affect 469 

(mood) associated with unpredictable housing conditions can induce a pessimistic judgement 470 

bias in animals, similar to mood-congruent biases found in humans. Since this seminal study, 471 

the judgement bias test (JBT) has been adapted for a wide range of animal species (reviewed 472 

in Baciadonna & McElligott, 2015; Gygax, 2014). Study findings have largely shown that JBT 473 

can be applied to measure animal emotions and that positive affect (induced e.g. through 474 

comparatively better welfare conditions or pharmacological manipulations) results in a more 475 

positive interpretation of uncertainty while negative affective leads to pessimistic judgement 476 

of ambiguous information (reviewed in Lagisz et al., 2020; Neville et al., 2020), with no 477 

significant evidence of publication biases in the literature as explored in Lagisz and colleagues’ 478 

meta-analysis and systematic review. Nonetheless, reported JBT findings do not always 479 

support this prediction as some studies have generated the opposite or null results (reviewed 480 

in Mendl et al., 2009; Gygax 2014; Lagisz et al., 2020). For instance, brief owner absence likely 481 

to induce separation-related anxiety in pet dogs did not lead to pessimistic judgment bias 482 

(Müller et al., 2012). In sheep, the release from restraint and isolation stress resulted in these 483 

animals responding more optimistically instead of more pessimistically in a JBT (Doyle et al., 484 

2010). The authors proposed contrast effects (i.e. treated sheep did not perceive the dog 485 

presented as negative stimulus during testing as aversive as the control sheep) or ‘relief’ 486 

effects following the restraint and isolation inducing positive emotions in the treated as 487 

possible explanations for observing findings opposite to their initial predictions. On the other 488 

hand, animals’ JBT responses might not be exclusively caused by underlying affective state. 489 

Chronic food restriction likely to cause the negative emotional state associated with hunger 490 

tended to induce optimistic bias in sheep (Verbeek et al., 2014), possibly as a reflection of 491 

increased motivation to find food rather than shifts in emotional state. Differences between 492 

responses of male and female rats (Barker et al. 2016) and goats (Briefer & McElligott, 2013) 493 

further suggest that sex also influences JBT outcomes. Moreover, personality trait has been 494 

reported to be a predictor of judgment bias (e.g. in dogs - Barnard et al., 2018; pigs - Asher et 495 

al., 2016). Therefore, the role of other biological modulators (e.g. personality, social status, 496 
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sex) need to be considered as potentially confounding factors when testing animals’ 497 

responses in JBT (Whittaker & Barker, 2020).  498 

The application of JBTs has certain practical limitations. For instance, time-consuming training 499 

periods to condition the positive and negative stimuli, selection biases of test subjects (i.e. 500 

animals in negative affect are less likely to meet learning criterion, Mendl et al., 2010), 501 

practical restrictions for on-farm testing, and learning associated with repeated exposure to 502 

ambiguous test cues (i.e. animals learn that novel cues are not reinforced), further reduce the 503 

feasibility of the judgment bias paradigm (Crump et al., 2018). Developing new cognitive tests 504 

that rely on no, or little, training that are suitable for a large number of animals and practically 505 

applicable within a farm setting are therefore needed. Measuring cognitive processes 506 

involving attention to threat have been suggested as an alternative test of emotional state, 507 

since this would allow the testing of emotion-modulated innate mechanisms and therefore 508 

eliminate training requirements (Bethell, 2009; Crump et al., 2018). In Chapter 2, I provide an 509 

in-depth overview of attentional mechanisms, their assessment, and practical approaches to 510 

measure emotion-driven biases in attention in humans and animals, before describing the 511 

development of an attention bias test in horses in Chapter 4.  512 

As mentioned in section 1.3.2, lateralised brain activity during emotional processing has been 513 

described in humans (Davidson, 1995) and other vertebrates (reviewed in Leliveld et al., 2013; 514 

Siniscalchi et al., 2021) suggesting that the direction of emotional valence (i.e. negative-515 

positive) might be inferred from hemispheric dominance. Although both hemispheres are 516 

involved in emotional processing, right-hemispheric dominance has been linked to the 517 

processing of negatively valence emotions (e.g. fear, aggression), while positively valenced 518 

emotions (e.g. emotions associated with food) induce left-hemispheric dominance (Silberman 519 

& Weingartner, 1986; Leliveld et al., 2013). One approach to evaluate affective valence in 520 

animals through cerebral lateralisation is by presenting animals with emotional stimuli (e.g. 521 

unfamiliar objects are likely to induce fear, Forkman et al., 2007) to observe asymmetric 522 

behavioural responses reflecting prevalent activation of the left or right hemisphere 523 

(Siniscalchi et al., 2010). For instance, a eye side bias when viewing unfamiliar (threatening) 524 

stimuli has been described in cows (Robins & Phillips, 2010) and horses (Larose et al., 2008) 525 

as a reflection of right hemisphere dominance, given the high degree of decussation in optic 526 

neurons (nerves from the eyes projecting to the contra-lateral side of the brain resulting in 527 
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visual information from the left eye dominantly processed in the right hemisphere and vice 528 

versa, Herron et al., 1978). In chapter 6, I explore whether lateralised brain activity is also 529 

reflected in asymmetric facial temperature profiles in horses supposedly experiencing 530 

differently valenced emotional states, hence whether differences in temperatures across 531 

bilateral facial areas could be used as a novel proxy of emotional valence in this species as 532 

previous work on cows and chickens has suggested (see 1.3.2).  533 

 534 

1.3.4 The domestic horse as model species for affective studies 535 

The domestic horse is a special case with regard to their roles in human-animal relationships 536 

(e.g. companion, working animal, sport competitors), which ultimately affects how these 537 

animals are cared for by humans (Hockenhull et al., 2010). Before the industrial revolution, 538 

horses were mainly kept as work animals for agricultural purposes (Harris, 1999). In today’s 539 

Western countries, horses are mostly considered companion animals. There are about 847 540 

000 horses in the UK (as of 2019, British Equestrian Trade Association), used in equine 541 

activities such as sport competitions (e.g. show jumping, eventing, and dressage), racing, or 542 

leisure. The housing requirements for horses have changed little with domestication, yet they 543 

are predominantly kept, similar to other farm animals, in intensive conditions imposing 544 

restrictions to their ethological needs (e.g. social, physical, access to roughage) presenting 545 

risks to animal welfare (Hockenhull & Creighton, 2014a, 2015; Minero & Canali, 2009; Waran, 546 

2007). In the following, I describe species-specific needs and conflicting management-related 547 

constraints of modern horses to illustrate that this species presents an important and valid 548 

model for the study of animal welfare and cognition. 549 

1.3.4.1  The behavioural ecology of free-roaming horses 550 

The domestic horse is a member of the family Equidae and a subspecies of the wild horse 551 

(Equus ferus) which evolved as grazing, group-living animals adapted to unpredictable 552 

environmental conditions, prompting migration, and enabling constant, but regularly 553 

changing, forage supply (Goodwin, 2002). That is, horses have developed a degree of 554 

behavioural flexibility to adapt to changing living conditions, a capacity that has played an 555 

important role in their adjustment to confinement during domestication (Waran, 2007, p. 3). 556 

However, the modern horse still shares behavioural and physiological traits with its pre-557 

domestication ancestors (Waring, 2003), as evidenced by the fact that this species can still 558 
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adapt to free-roaming living conditions. For instance, Dartmoor, Exmoor, or New Forest 559 

ponies (Tyler, 1972), are feral horse breeds that reverted to live in wild conditions proving 560 

that certain survival traits have never been modified by domestication.   561 

Unmanaged, horses form stable social groups (bands), often of less than 10 animals per band 562 

(Waring, 2003). Bands maintain a home range with territorial boundaries of 0.8 – 78km2 563 

(Waring, 2003, p. 236) and individuals may move up to 25-80 k per day (McGreevy, 2012). 564 

Social groups can be of different organisations, with family bands comprising one stallion, 565 

multiple adult females and their offspring, bachelor bands of multiple young males, or female 566 

unisex groups (Waring, 2003). Adult band members form stable social hierarchies, which are 567 

matriarchal in the absence of a stallion (Waran, 2007). Juveniles (males and females) tend to 568 

disperse from their natal bands by the age of 2-3 years. Social dominance is displayed in a 569 

variety of activities (e.g. feeding, drinking, selecting resting sites), although group activities 570 

can be initiated by any member of the group (Waring, 2003). As a prey species, group 571 

coherence is important for anti-predator behaviour under wild conditions, hence group 572 

stability is fostered to ensure survival (Goodwin, 2002). To maintain stable relationships, 573 

horses express a range of social interactions fostering attachment, including affiliative 574 

behaviours such as allogrooming, social play (mostly in foals), or spending time in close 575 

proximity (Costa et al., 2019). Aggressive encounters are rarely seen among established band 576 

members, but group integrity is defended against intruders which can elicit aggression (Fureix 577 

et al., 2012).  578 

Horses’ sensory abilities facilitate early predator detection, e.g. near-panoramic and scotopic 579 

vision allows quick reactions to potential threats, triggering rapid flight responses. Visual 580 

communication is the primary form of social interaction in horses, which is highly adapted to 581 

perceive subtle changes in facial expression and body language of conspecifics and serves, 582 

along with social cohesion, as social signals in response to a potential predator attack 583 

(Goodwin, 2002).    584 

Horses feed up to 16 hours per day and as preferential grazers, they eat a wide range of 585 

grasses, shrubs and trees (Goodwin, 2002). Their diet is affected by seasonal changes. For 586 

instance, during summer, the diet of New Forest ponies comprises mainly grasses (60%), while 587 

this drops to 30% in the winter, and gorse, heather, shrubs and holly form most of their diet 588 
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while the animals forage in more sheltered habitats such as woodland (Hansen, 1976; Putman 589 

et al., 1987; Tyler, 1972).  590 

These naturally evolved behaviours enable horses to live in unpredictable and changing 591 

environmental conditions that are very different from the settings of intensive management 592 

systems in which most horses are kept today. 593 

1.3.4.2  The “gilded cage”:  management-related risks to horse welfare 594 

Many horse owners believe that their animals live ‘like kings’ as they are provided with 595 

purpose-built spaces of ‘comfort’, shielding them from any harm or distress, receive a 596 

balanced diet, and are exercised regularly (Hockenhull & Furtado, 2021). Hence, horses 597 

apparently require human intervention to live a good life (Hockenhull & Furtado, 2021). Horse 598 

owners often do not recognise that the repercussions of this apparent luxurious life can have 599 

consequences for animal welfare when housing conditions do not align with horses’ 600 

ethological needs (Fletcher et al., 2021; Horseman et al., 2016). For instance, animals may 601 

experience frustration when prevented from performing highly motivated behaviour patterns 602 

(Goodwin, 2002; Hockenhull & Creighton, 2014a, 2014b). As a result, abnormal (repetitive) 603 

behaviours (e.g. redirected behaviour activities such as wood-chewing and bed eating; (P. 604 

McGreevy et al., 1995), aggression (Hockenhull & Creighton, 2015), and stereotypies (i.e.  605 

frustration-induced repetitive behaviours, associated with repeated attempts to cope and/or 606 

CNS dysfunction (Mason, 2006)) are highly prevalent in stabled horses. A previous survey 607 

reported prevalences of abnormal behaviour for dressage, eventing, and endurance horses 608 

of 32.5, 30.8 and 19.5%, respectively (McGreevy et al., 1995a). In a more recent survey on 609 

leisure horses, 82% of horses were reported to express at least one form of handling problem 610 

(Hockenhull & Creighton, 2015).  611 

Most UK leisure horses (approx. 75%) are stabled for at least 9h per day, and some (5%) for 612 

up to 21-24h per day (Hockenhull & Creighton, 2015; Wylie et al., 2013). Given the trend away 613 

from winter-only towards all-year around indoor housing (Anon-BETA, 2006), the time horses 614 

spend indoors is likely to be even higher today. Globally, constant single stall housing (i.e. 615 

>20h/day confinement) remains the most common form of housing for sport and riding 616 

school horses (Lesimple et al., 2016, 2019), often varying in design and opportunity for social 617 

contact. As a gregarious species, horses are highly motivated to interact with conspecifics 618 

(Søndergaard et al., 2011). Animals will work harder to access a paddock with a conspecific 619 
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than accessing an empty paddock (Lee et al., 2011) and perform more conditioned panel 620 

presses enabling them varying degrees of access to a social partner (i.e. full, head or muzzle 621 

contact) than access to an empty area (Søndergaard et al., 2011). Social isolation has 622 

consequences for physiological and psychological well-being. For example, horses may not lie 623 

down due to a lack of social security resulting in a lack of REM sleep (only possible in a 624 

recumbent position), which increases the risk of drowsiness (Fraser, 2009) and can lead to 625 

episodes of sudden collapse (Williams et al., 2008).  626 

Some studies have suggested that visual and tactile contact will alleviate the negative effects 627 

of social isolation (e.g. expression of abnormal behaviours (Cooper et al., 2000)) and horses 628 

do, in fact, work equally hard for social access, regardless of whether the interaction allows 629 

head, muzzle, or full social contact (Søndergaard et al., 2011). However, there is also evidence 630 

that it may be frustrating for horses to perceive conspecifics without being able to engage in 631 

full physical contact (Hockenhull & Creighton, 2014a), indicating that full access to 632 

conspecifics is overall more beneficial to psychological well-being. Moreover, a change from 633 

full to restricted social access can be detrimental to horse welfare. Visser et al. (2008) found 634 

that moving group-housed horses to individual stables induced stress-related behaviours (e.g. 635 

neighing, pawing, snorting) and 67% of individually housed animals performed one or more 636 

stereotypic behaviours (STs) 12 weeks later.  637 

Opportunity for social interactions with conspecifics is furthermore important to horses 638 

establishing stable social bonds and performance of affiliative behaviours (Christensen et al., 639 

2002). Free-ranging horses frequently perform mutual grooming between pairs, e.g. 640 

reciprocal nuzzling of the withers (Wolter et al., 2018). Imitating this behaviour through 641 

manual massage has been found to have a positive (i.e. lowering) effect on heart rate 642 

indicating that this type of interaction is beneficial to the functioning of the peripheral 643 

nervous system (McBride et al., 2004). However, stable designs prevent full-body contact 644 

between horses. Furthermore, the interruption of established bonds when horses move 645 

between yards, stall neighbours change, or new animals are introduced to stable groups, can 646 

have negative consequences for horses and trigger aggression (Fureix et al., 2012; Hockenhull 647 

& Creighton, 2015). Under naturalistic conditions, aggression is low in pastured horses 648 

(Sigurjónsdóttir & Haraldsson, 2019). Aggression between horses forced to stay close 649 

together in adjacent stalls may occur if animals do not choose or have a bond with their 650 
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neighbours. In this case, a lack of solid walls can mean that there is no escape from unwanted 651 

or agonistic interactions (Hockenhull & Furtado, 2021). 652 

Stabling also imposes access restrictions to other resources, including food. Under natural 653 

conditions, horses spend the majority (over 60 %) of their time grazing (Goodwin, 2002). In 654 

modern practices, however, food is often provided in small hard feed rations (i.e. high energy 655 

concentrate), one or multiple times per day alongside limited amounts of roughage (hay). 656 

‘Meal’-feeding, provision of concentrate, and low hay diets have been associated with a high 657 

prevalence of gastric ulcers indicating that the feed is not suitable for the equine digestive 658 

system (McGreevy et al., 1995b; Murray et al., 1996). In a survey of 201 horses used for sport 659 

and leisure 83.5% of animals were affected by gastric ulcerations of varying degrees of clinical 660 

severity (i.e. having 1-2 localised lesions (Luthersson et al., 2009)). Pain associated with ulcers 661 

can trigger the development of oral STs (reviewed in Waran, 2002), although this form of 662 

behavioural response might be to alleviate pain by increasing saliva production which buffers 663 

stomach acidity (Nicol et al., 2002). In addition, prolonged phases of food unavailability may 664 

further cause frustration when the motivation to feed is not fulfilled, which can also lead to 665 

abnormal behaviour and STs. McGreevy et al. (1995b) found that thoroughbred horses fed a 666 

limited amount of forage (<6.8 kg of hay) per day had a higher risk of performing abnormal 667 

repetitive behaviours (i.e. weaving, a repetitive left-right swaying movement involving the 668 

front feet and head) and wood-chewing (i.e. parts of wooden stable features are chewed and 669 

possibly ingested). In contrast, constant availability of high-fibre roughage may reduce these 670 

behaviours as animals have less time to perform these behaviours, by decreasing the 671 

motivation to eat through increased gut-fill, or other feedback mechanisms associated with 672 

(Cooper & Mason, 1998; McGreevy et al., 1995b, 1995c). Offering varied forage types further 673 

reduces abnormal behaviours (McGreevy et al., 1995b; Ninomiya et al., 2004). Horses prefer 674 

straw compared to other bedding types (e.g. shavings, rubber mats (Baumgartner et al., 2020; 675 

Mills et al., 2000)) and the use of bedding types other than straw has been linked to increased 676 

weaving (locomotor ST (McGreevy et al., 1995b)). It is suggested that digesting straw might 677 

ameliorate behaviour problems associated with low-fibre diets (McGreevy et al., 1995b), 678 

although straw eating can result in intestinal impaction and colic (Hayes (1978) in McGreevy 679 

1995b). Horse owners perceive routine as important to their horses and see predictability as 680 

central to keeping their horses calm and relaxed (Furtado et al., 2021a). However, heightened 681 
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anticipation of food during established feeding times can be stressful, indicated by the fact 682 

that most abnormal behaviours are observed right before food delivery (Hockenhull & 683 

Creighton, 2014b; Peters et al., 2012). However, delaying hay feeding can increase 684 

investigative behaviours, likely associated with motivation (Nicol & Guilford, 1991), and may 685 

induce frustration (Ninomiya et al., 2004). Instead, multiplying hay feeding times and 686 

locations (i.e. feed less more often, in different areas) can enhance normal active behaviours, 687 

thereby seemingly contributing to feeding satisfaction (Ninomiya et al., 2004).     688 

Limited exercise, confinement and a non-suitable diet can result in equine obesity (Furtado 689 

et al., 2021b; Robin et al., 2015), which is one of the most severe welfare concerns in UK 690 

leisure horses and is thought to affect between 60% of the UK equine population (Robin et 691 

al., 2015). Equine obesity can have severe health consequences, including the development 692 

of insulin resistance and laminitis, a potentially painful and sometimes fatal condition (Geor, 693 

2008). When horses are provided with outdoor access, enclosures are often not of adequate 694 

space, may lack enrichment (e.g. trees, shrubs), and it is increasingly common to turn out 695 

horses alone (Hockenhull & Furtado, 2021). Social isolation during turnout can reduce grazing 696 

time and increase activity and vigilant behaviours (Houpt & Houpt, 1988; Singer et al., 1999) 697 

suggesting the lack of companions heightens attention to potential threats. If horses are 698 

turned out together, adequate space for the number of animals needs to be available as 699 

overcrowding can otherwise elicit aggression, especially when resources (e.g. water troughs, 700 

shelter, hay feeder) are limited (Benhajali et al., 2008). In fact, resource guarding has been 701 

described in managed horses (Hockenhull & Furtado, 2021; Jonckheer-Sheehy & Houpt, 702 

2015), a behaviour not observed under conditions where resources are plentiful (Fureix et al., 703 

2012). Although keeping horses together best fulfils their ethological needs, managed groups 704 

are often larger than naturally occurring social groups and rarely mirror the naturalistic 705 

compositions of bands (Van Dierendonck, 2006).  706 

Beyond management-related factors that can compromise horse welfare, the type of work 707 

(i.e. disciplines such as dressage, jumping, hacking) and riding techniques can further 708 

influence equine well-being by inducing undesirable postures during riding, leading to back 709 

pain (Lesimple et al., 2010, 2012, 2013). Chronic back problems linked to vertebral problems 710 

are highly prevalent in riding school horses (reported in French horses by Fureix et al., 2010a; 711 

Lesimple et al., 2010, 2012, 2013), which were used as the study population for this thesis, 712 



Chapter 1 | General introduction 

36 

 

and likely cause physical pain with negative consequences to psychological well-being. 713 

However, the assessment of pain is difficult (Sneddon et al., 2014), especially in prey species 714 

like cattle or sheep, which tend to be ‘stoic’, i.e. a developed behavioural adaption to mask 715 

vulnerability for predator protection (Carbone, 2020; Dwyer, 2004; Salzer et al., 2021). There 716 

are different approaches to detecting pain in horses, using either facial expression (e.g. the 717 

horses grimace scale (Dalla Costa et al., 2014) or protocols combining body posture and 718 

behaviour (e.g. composite scale (Dyson et al., 2018; van Loon & Van Dierendonck, 2015)). 719 

Moreover, certain behaviours such as bucking or rearing have been associated with 720 

musculoskeletal pain (Barstow & Dyson, 2015; Jonckheer-Sheehy et al., 2012). Chronic pain 721 

or discomfort can also increase aggressiveness towards humans, but often this might be 722 

mistaken as ‘bad temper’ (Fureix et al., 2010). Examining the spine of French riding school 723 

horses, Fureix et al. (2010) found that most horses (73%) were severely affected by vertebrae 724 

problems and animals affected by vertebral problems were more prone to be aggressive in 725 

response to a human. 726 

1.3.4.3  The horse as a model for cognitive studies associated with negative affect     727 

In humans, psychological disorders (e.g. depression, anxiety) are associated with alterations 728 

in cognitive processing, including cerebral functions involved in decision-making, attention 729 

and memory (reviewed in Paul et al., 2005). Hence, affective experiences can alter how 730 

certain stimuli or situations are perceived, and ultimately an individual’s perception of its own 731 

state (i.e. welfare). As described in section 1.3.3., the assessment of cognitive biases can 732 

facilitate measuring emotional states in humans and other animals (Mendl et al., 2009; Paul 733 

et al., 2005), including horses (Briefer Freymond et al., 2014; Henry et al., 2017; Hintze & 734 

Schanz, 2021). In fact, the cognitive consequences of inadequate housing conditions and 735 

resulting welfare issues have been described in different ways. For instance, Henry et al. 736 

(2017) reported that restricted riding school horses kept in single stalls, with limited roughage 737 

access, and ridden by inexperienced riders, displayed pessimistic responses in a spatial 738 

judgement bias task (JBT), whereas horses living under more naturalistic conditions 739 

performed optimistically. Their findings indicated that negative housing conditions can induce 740 

negative mood, which was further supported by their findings that restricted horses 741 

presented more signs of poor welfare (e.g. abnormal behaviours, aggressiveness towards 742 

humans) compared to naturalistically housed horses (Henry et al., 2017). In contrast, 743 
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providing access to pasture and conspecifics appears to induce optimistic bias in horses 744 

(Löckener et al., 2016).  745 

However, using horses’ responses in JBT to infer mood is not always straightforward. Horses 746 

trained with negative reinforcement (i.e. handler used gentle pressure on the halter and 747 

pulling on the lead rope to get them to perform different exercises) approached the 748 

intermediate cue faster than horses trained using positive reinforcement (i.e. received food 749 

whilst performing the exercises; Briefer Freymond et al., 2014). This suggests a more 750 

optimistic responses bias in the former, contrary to the predictions, possibly because 751 

negatively reinforced horses were more motivated to receive food than positively reinforced 752 

horses that already received food rewards during training (Freymond Briefer et al., 2014). In 753 

addition, other research suggests that poor welfare can alter cognitive processes in horses, 754 

as well as their ability to cope with their environment (Fureix et al., 2010, 2012, 2015; 755 

reviewed in Hausberger et al. (2019)). For instance, negative emotional states, particularly 756 

short-term states such as fear, have been associated with impairments in learning, although 757 

individual characteristics (e.g. temperament (i.e. fearfulness - Valenchon et al. (2013)) and  758 

emotionality (i.e. propensity of reacting to challenging situations with high behavioural 759 

reactions - Lansade et al. (2017)) can also influence involved cognitive processes (reviewed in 760 

Hausberger et al., 2019). Most relevant to this thesis, there is some evidence that horses’ 761 

attention to environmental stimuli can be modulated by negative affect (Rochais et al., 2016). 762 

Horses monitored their surroundings more the less they were affected by spine problems, 763 

indicating that putative pain associated with vertebral disorders reduces overall attention 764 

(Rochais et al., 2016). These findings are in line with other observations suggesting that 765 

negative mood (i.e. putative depressive-like states) reduces alertness in horses (Fureix et al., 766 

2012), which has also been linked with physical damage such as body lesions (Popescu & 767 

Diugan, 2013).  768 

1.4 Research aims and thesis outline 769 

Finding reliable indicators of animal emotion is a central research goal to accurately assess 770 

animal welfare. There is scientific evidence that negative affect modulates attention to threat 771 

in humans and other animals. Hence, AB might be a valuable indicator of emotional state. The 772 

overarching aim of this thesis is therefore to develop and validate a visual AB test in horses 773 

allowing measuring AB in this species. 774 
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In chapter 2, I first review the existing literature on attention bias thereby drawing heavily 775 

from human studies to provide an overview of the theoretical background to attentional 776 

processes and anxiety-induced changes. I then examine experimental approaches to 777 

measuring attention bias in animals to discuss methodological aspects that need 778 

consideration when translating AB tests to animals. 779 

Chapter 3 summarises the general methods applied in this thesis and describes my 780 

approaches to developing the experimental designs used in the subsequent chapters.  781 

In chapter 4, I present the development of a visual AB test in horses. In a follow-up study 782 

(Chapter 5), I investigate horses’ response to on-screen images, insights that help to further 783 

understand horses’ behaviour in the AB test. 784 

In chapter 6, I explore additional measures of emotional state comprising behavioural and 785 

physiological indices, with a particular focus on the potential relationship of cardiac activity 786 

(HRV) and asymmetric facial temperature patterns as indicators of affective valence.  787 

In the final chapter, Chapter 7, I discuss the findings of this thesis and evaluate how AB 788 

assessed in Chapter 4  might relate to the behavioural and physiological indices assessed in 789 

the subsequent chapters. To conclude, I identify methodological limitations and give future 790 

directions on how the here developed methods may be improved to use similar applications 791 

in future studies of animal emotions.             792 

Table 1.1 Glossary of keywords used throughout this thesis. 793 

Term Meaning  

Affective state  Overarching term for short-term emotions and longer lasting mood 
states. These can be described in terms of their valence (see below) 
and arousal. In humans, affective states comprise feelings alongside 
physiological, neurological, behavioural and cognitive components. In 
animals, the term is used without implication of a conscious 
experience.    

Animal welfare  A multi-faceted subjective state determined by an animal’s perception 
of its own circumstances influenced by factors associated with 
nutrition, the physical environment, health and behaviour. Welfare 
state can be positioned on a continuous spectrum between good and 
poor. 
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Term Meaning  

Attention Accognitive function involving a set of evolved cerebral processes 
enabling the selective processing of certain information. This results in 
the prioritised processing of internal or external information allowing 
normal functioning of subsequent cognitive and behavioural 
processes. 

Attention bias  Describes the preferential allocation of attention towards certain 
information over other.  

Arousal  Refers to how activated or energised the individual is during the 
emotional experience. 

Core affect Term derived from two-dimensional framework; subjective states that 
can be described within the ‘Core affect space’ of valence and arousal. 

Feelings Subjective component of affective states that is consciously 
experienced.  

Mood, mood states  Longer-lasting ‘free-floating’ subjective experiences that are not 
attached to specific rewarding or punishing events/stimuli and derives 
from the accumulation of short-term emotions. 

Positive affective 
state(s) 

Emotional states that are associated with reward-seeking/appetitive 
motivational states and (i.e. Q1 and Q2 states in the integrative 
framework by Mendl et al. (2010), Figure 1.2). States elicited by 
rewards (see below) or predictors thereof.   

Negative affective 
state(s) 

Emotional states that are associated with punsihment  motivational 
states (i.e. Q3 and Q4 states). States that are elicited by punishers (see 
below) or predictors thereof.  

Punishers  Stimulus/event an animal will work to escape from or avoid; induce 
negative affective states.  

Rewards Stimulus/event an animal will work for; elicit positive affective states 

Short-term emotions Subjective experiences elicited by rewarding or punishing 
stimuli/events.  

Stimulus/Stimuli Valenced events, objects or situations that animals associate with 
rewards or punishers.   

Valence Pleasant or unpleasantness of the emotional experience.  

794 
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Chapter 2 | Attention to emotional stimuli as an indicator of affect in humans 795 

and non-human animals – a literature review   796 

Summary  797 

The overarching goal of this chapter is to give an in-depth overview of the concept of attention 798 

and attention bias (AB), and explain why AB could be considered a novel cognitive proxy of 799 

animal affective state. Furthermore, the conclusions I draw from this literature review 800 

rationalise my experimental approach to developing a visual AB test in horses (Chapter 4). I 801 

first describe some key concepts, definitions, functions, types and stages of attention termed 802 

in the human literature, to provide a better understanding of attentional processes, and of 803 

the relationship between AB to threat and human anxiety. In the second part of this review, I 804 

present an up-to-date overview of existing AB studies conducted on animals. I discuss 805 

experimental discrepancies in existing animal AB studies. From this, I conclude that AB to 806 

threat could potentially be a useful indicator of affective valence in animals, but experimental 807 

refinements, including the identification of appropriate species-specific test stimuli, are 808 

needed to validate this paradigm.  809 

2.1 Background and chapter aims   810 

There is a general acceptance that animals can experience emotional states (de Vere & Kuczaj, 811 

2016), even though the level of conscious processing of affect is still unclear (Paul et al., 2020). 812 

Finding ways to reliably measure these internal states is central to animal welfare science to 813 

prevent suffering and promote positive experiences (Boissy et al., 2007; Dawkins, 1990; Paul 814 

et al., 2005). Behavioural and physiological components of emotions can be measured 815 

quantitatively, but the acquisition, interpretation and understanding of these types of indices 816 

concerning animal emotions are not always straightforward (Mason & Mendl, 1993; Mendl 817 

et al., 2009; Paul et al., 2005).  818 

In humans, cognition and emotions are interdependent (reviewed by Brosch et al., 2013; Liu 819 

et al., 2009). Affective states (i.e. stimulus-driven short-lasting emotions and stimulus-820 

independent longer-lasting mood states) modulate cognition, possibly to enable appropriate 821 

adaptive responses to environmental conditions. That is, emotions determine how we 822 

perceive the world around us and are important for successful (i.e. normal) cognitive 823 

functioning involved in the execution of daily activities, such as social interactions and 824 
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decision-making (Brosch et al., 2013). On the other hand, cognitive appraisal (i.e. the 825 

evaluation of the relevance of objects, events or situations concerning an individual’s needs 826 

or goals), elicits adaptive affective responses that activate resources enabling the organism 827 

to cope with the situation (Brosch et al., 2013). Thus, emotions also arise from cognitive 828 

activity thereby assigning emotional values to stimuli and guiding behaviour responses (e.g. 829 

approaching positive/rewarding stimuli or avoiding negative/punishing stimuli; Paul et al. 830 

2005).  831 

The modulating effects of emotions on cognitive functions are hypothesized to have adaptive 832 

survival value (i.e. preparing the organism to detect and deal with threats likely to occur in 833 

the environment, Bateson et al., 2011; Nettle & Bateson, 2012). It is therefore possible that 834 

affect-driven cognitive biases, at least to some extent, also occur in non-human animal 835 

species (Paul et al., 2020). Harding et al., (2004) were the first to show that negative affect 836 

can induce a bias in decision-making in animals. They found that rats kept under stressful 837 

unpredictable housing conditions (therefore putatively experiencing a negatively-valenced 838 

emotional state) were more likely to respond to ambiguous test cues, intermediate to two 839 

conditioned cues associated with positive or negative outcomes, as if the stimulus signalled a 840 

negative outcome compared to rats in less stressful conditions. Since this first evidence of 841 

‘pessimistic’ bias in an animal model, experimental variations of the seminal judgement bias 842 

task (JBT) have been applied to various other species (reviewed in e.g. Gygax, 2014). Overall, 843 

JBT findings confirm that animals in comparatively better conditions (induced by housing or 844 

pharmacological interventions), therefore putatively more positive affect, show more 845 

‘optimistic’ judgements of ambiguity than those in relatively worse conditions (Lagisz et al., 846 

2020; Neville et al., 2020). 847 

An important advantage of assessing cognitive components of emotions is that is it possible 848 

to make a priori predictions about their direction in relation to affective valence (i.e. 849 

negative/positive states). Behavioural and physiological indices, in contrast to cognitive 850 

indices, may be better measures of emotional arousal (i.e. the intensity) as they are not free 851 

from interpretation problems with regard to emotional valence (Paul et al., 2005). However, 852 

the application of JBTs has several limitations, including time and labour constraints 853 

associated with animal training, selection bias of test animals (only individuals that learn the 854 

discrimination step can subsequently be tested in the JBT), or unsuitability of test setups in 855 
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applied settings. Moreover, animals’ responses in the JBT may be influenced by non-valence-856 

related confounds, such as arousal, motivation, distraction, and general activity (Crump et al., 857 

2018). As a result, animals’ responses in JBTs may not always correspond with the expected 858 

mood-congruent shifts in decision-making. For instance, chronic food-restriction induced 859 

optimistic judgement bias in sheep, possible because hungry animals were motivated to 860 

search for food and were, therefore, more likely to approach the test probes (Verbeek et al., 861 

2014). Therefore, new experimental paradigms free from these constraints are needed. 862 

Recently, quantifying attentional biases in response to emotional stimuli has been proposed 863 

as an alternative measure of affect-related changes in cognition (Bethell, 2009; Bethell et al., 864 

2012; reviewed in Crump et al., 2018).  Attention bias (AB) refers to the preferential allocation 865 

of attention to certain information over another (MacLeod et al., 1986). In humans, there is 866 

ample evidence that anxiety modulates attention to threatening information (Bar-Haim et al., 867 

2007; Cisler & Koster, 2010; Mathews & MacLeod, 2002). An advantage of using attention-868 

based tests in animal studies is that experimental designs target innate tendencies of sensory 869 

information processing (e.g. visual or auditory attention) thereby avoiding experimental 870 

limitations associated with animal training required in JBTs. This means that measuring AB 871 

may be more practical in applied settings and be may suitable for testing larger numbers of 872 

animals. Moreover, understanding how attention is modulated by affect in animals might 873 

further provide insights into other affect-induced forms of cognitive biases (Mendl et al., 874 

2010). For instance, affect-driven shifts in attention towards stimulus-related (e.g. negative, 875 

threatening) information, and subsequent changes in memory processes, may contribute to 876 

the development of pessimistic judgement bias (Mendl et al., 2010).  877 

However, to date, relative few studies have investigated affect-driven ABs in animals (Crump 878 

et al., 2018). A review by Crump et al. (2018) comprised 12 studies conducted on eight species 879 

(e.g. starlings (Sturnus vulgarisnus vulgaris), sheep (Ovis aries), rhesus macaques (Macaca 880 

mulatta), cattle (Bos taurus), chimpanzees (Pan troglodytes), orange-winged amazon 881 

(Amazona amazonica), Guinea baboon (Papio paio), brown rat (Rattus norvegicus) using five 882 

different test designs. Even in the relatively small set of studies, there is a noticeable diversity 883 

in experimental designs and approaches to how AB was quantified and interpreted in animals. 884 

In human studies, contradictory findings are suggesting that anxiety shifts attention to or 885 

away from threat (Bar-Haim et al., 2007). The inconsistencies in human findings likely result 886 
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from differences in experimental tasks targeting different aspects of attentional processing 887 

(Bar-Haim et al., 2007; Cisler & Koster, 2010). It is therefore fundamental to understand what 888 

AB looks like (i.e. what are the measurable characteristics) and how different paradigms 889 

measure affect-induced changes in attention (i.e. different paradigms might address different 890 

stages of attention, hence how we understand AB might be influenced by the chosen 891 

approach to measure it ), before applying similar attention bias tests (ABTs here after) in 892 

animals.  893 

The aims of this chapter are threefold. First, I describe some of the key concepts (i.e. 894 

definitions, functions, types and stages of attention) from the human literature to facilitate a 895 

deeper understanding of the different approaches to quantifying attention. Second, I review 896 

paradigms of anxiety-related attention biases in humans to support later comparisons of ABTs 897 

applied in animal studies. Third, I provide an up-to-date overview of existing AB studies 898 

conducted on animals. I review differences in experimental designs, with a particular focus 899 

on what stages of attention were targeted and how AB was measured. I further evaluate the 900 

influence of test stimuli characteristics, including the type, emotionality (i.e. valence, 901 

intensity) and presentation types. With this, I want to highlight knowledge gaps needing 902 

further investigation to validate AB as an indicator of emotional valence. Most importantly, 903 

the conclusion I have drawn from this review will explain my approach to developing a visual 904 

AB test in horses presented in Chapter 4.  905 

For an extensive review of ABTs in humans, I refer elsewhere (e.g. Bar-Haim et al., 2007; Cisler 906 

& Koster, 2010; Yiend, 2010). However, I draw heavily from human studies to explain 907 

terminology for a deeper understanding of the scientific concepts of attention and biases in 908 

attentional processing.  909 

For reviewing the animal literature, I searched “Web of Science” for animal AB studies 910 

published to-date following Crump et al. (2018) using the search terms “attention bias animal 911 

welfare”. This resulted in 88 findings in June 2022. I screened all abstracts for relevance (i.e. 912 

mentioning assessment of attention bias or attention to emotional stimuli in animals) and 913 

only experimental studies were considered for my review (29 publications). I found additional 914 

references in previous reviews (Crump et al., 2018; van Rooijen et al., 2017; Winters et al., 915 

2015) or through references provided in other AB studies. In total, I evaluated 50 animal AB 916 

publications, although eight of these addressed AB indirectly (i.e. testing visual attention 917 
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using emotional stimuli, but not specifically referring to their results as AB). The full list of 918 

these studies is given in Table A1 in Appendix A.     919 

2.2 What is attention?  920 

Cerebral mechanisms by which an individual acquires, processes, stores and acts on 921 

information from the environment encompass cognition (Shettleworth, 1998). Attention is, 922 

alongside learning, memory and decision-making, a core component of cognition and 923 

attentional processes are involved in or precede other cognitive processes, e.g. long-term and 924 

working memory (Chun et al., 2011).  925 

The concept of attention is a long-term subject of scientific study and was first described by 926 

William James (1890) as “taking the possession by the mind, in clear and vivid form, of one out 927 

of what seem several objects or trains of thought”. However, the term ‘attention’ is used so 928 

widely that there is no consensus about a common definition. Some scientists have argued 929 

that attention is a ‘catch-all’ term for how the brain controls information processing, possibly 930 

because attention is part of many different cognitive processes (Chen et al., 2020; Hommel et 931 

al., 2019). Generally, definitions of attention are consistent in that they refer to attention as 932 

a cerebral process which enhances information processing by allocating processing resources 933 

based on a current goal (Broadbent, 1958; Carrasco, 2011; Desimone & Duncan, 1995). This 934 

means that attention involves selective processes by which certain information (e.g. objects, 935 

locations) is selected to receive more sensory (e.g. visual) and cognitive processing than 936 

others (Carrasco, 2011; Findlay & Gilchrist, 2003). Accordingly, attention is related to the 937 

limited processing capacities of the brain due to the high-energy cost of neuronal activity 938 

(Carrasco, 2011). To emphasise that attention is not an agent acting on the brain but a subset 939 

of brain processes that accomplice selective cerebral processing, others suggest defining 940 

attention as “a set of evolved brain processes that lead to adaptive and effective behavioural 941 

selection” (Krauzlis et al., 2021). 942 

To combine existing definitions, I refer to attention in my thesis as “a cognitive function 943 

involving a set of evolved processes that enables selective processing of certain information 944 

resulting in the prioritised processing of subsequent cognitive, physiological and behavioural 945 

processes”.  946 
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2.3 Functions of attention  947 

The central function of attention is to prioritise certain information. There are two possible 948 

reasons why not all environmental information impacting the sensory system can be 949 

processed at an equal level. The central nervous system (CNS) has a limited capacity to sustain 950 

a high level of information processing, meaning that high numbers of, and complex stimuli 951 

can only be attended to for a limited period of time (Dukas & Clark, 1995; Eysenck & Keane, 952 

2002). Moreover, cortical computation requires a high level of energy resources, but these 953 

are limited (Carrasco, 2011). Therefore, stimulus selection is required to reduce information 954 

processing, and attention facilitates the decision of which stimuli are important. Selection 955 

mechanisms are involved in early processing stages such as sensory processing (i.e. at a 956 

perceptual level) as well as later processing stages involving memory and decision-making 957 

(Chun et al., 2011). Stimuli salience is determined by two different mechanisms, either 958 

involving characteristics associated with the stimulus itself (e.g. colour, location, suddenness) 959 

or characteristics dependent on the motivational state of the organisms (i.e. processes 960 

respectively referred to as bottom-up and top-down attention, see section 2.6). The ability to 961 

selectively attend to specific stimuli has fitness-enhancing behavioural functions during 962 

interactions with the environment (Carrasco, 2011; Findlay & Gilchrist, 2003). Stimulus 963 

selection is followed by behavioural action (e.g. attending to the water bottle in front of you 964 

enables you to pick it up), which is particularly important for organisms that can actively move 965 

through their environment (i.e. are not sessile or drift; Krauzlis et al., 2021). Possessing 966 

selective orienting behaviours for the early detection of prey or predators is crucial for the 967 

survival of an organism (Krauzlis et al., 2021). Support for this theory is the fact that 968 

subcortical circuits (i.e. optic tectum, superior colliculus in mammals) responsible for stimulus 969 

detection, as well as approach-avoidance and decision-making, are preserved across diverse 970 

vertebrate species (e.g. fish, amphibians, reptiles, birds, mammals;  Knudsen, 2020). 971 

Attention further facilitates sensory processing throughout the cortex by modulating selected 972 

information, e.g. by changing the characteristic of perceived objects (Carrasco et al., 2004). 973 

That is, attention provides the organism with an optimised representation of sensory input 974 

that emphasises relevant details (Carrasco, 2011), thereby enhancing the processing of 975 

information most relevant to ongoing goals and behaviours (Pashler et al., 2001).  976 
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Attention is also responsible for suppressing irrelevant stimuli (which enhances the 977 

processing of important information; Steinman & Steinman, 1998). This could be understood 978 

as a noise reduction in external signals that co-exist with the signal of interest, i.e. letting 979 

specific information pass through ‘the filter’ while distracting information remains outside 980 

‘the filter’ (Carrasco, 2011). For instance, when focussing on a specific local area (e.g. the 981 

words in the sentence you are reading right now), the strength of stimuli outside the locus 982 

(e.g. the words in the next paragraph) is actively suppressed.  983 

Moreover, context-dependent adjustments (e.g. affect-modulated motivations) to the 984 

internal state of the animal are important during attentional processes (Mendl & Paul, 2020). 985 

For instance, an animal might take a greater risk to obtain food when hungry, but prioritise 986 

the avoidance of harm in absence of hunger. Hence, accurately accessing risks and benefits is 987 

vital and the ability to accurately do so would be enhanced by incorporating more relevant 988 

information. In this case, attention can be considered as a set of brain functions that may 989 

have emerged to ensure that an animal can access information readily to select and guide 990 

behavioural responses (Krauzlis et al., 2021). This might also include context-dependent 991 

learning based on previous outcomes. Previous experiences influence attentional 992 

mechanisms resulting in a dynamic function of attention to regulate and select sensory 993 

processing in interaction with its environment (Krauzlis et al., 2021).  994 

Attentional processes are further important components for other cognitive functions, such 995 

as memory formation and decision-making (Mendl, 1999; Mendl & Paul, 2020). For example, 996 

attentional shifts and subsequent narrowing of what information is processed or later 997 

recalled may influence response speed and errors in decision-making tasks (Mendl, 1999). 998 

Hence, how attention is deployed may have significant consequences on decision-making in 999 

animals (Mendl & Paul, 2020).  1000 

2.4 Forms of attention 1001 

Attention can be categorised in various ways, for instance, according to the targets of 1002 

attentional processes. Targets of internal (endogenous) origin comprise thoughts or 1003 

memories, while exogenous (external) targets are perceived through the sensory system (e.g. 1004 

visual, auditory or tactile information; Chun et al., 2011). Exogenous attention can entail all 1005 

sensory modalities (i.e. visual, auditory, olfactory, gustatory, tactile stimuli), but in my review, 1006 
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I will only focus on visual attention as the bulk of human and animal AB studies use 1007 

behavioural correlates associated with visual attention. 1008 

2.5 Types of visual attention and its assessment  1009 

As the primary visual system (retina) is constantly stimulated by an overwhelming amount of 1010 

information, visual attention enables filtering relevant information out of irrelevant noise. In 1011 

other words, attention turns looking into seeing (Carrasco, 2011; Findlay & Gilchrist, 2003). In 1012 

fact, less than 1% of the information projected via the optic nerves to the brain reaches 1013 

attentive scrutiny (Anderson et al., 2005). As a result, humans fail to notice or recollect most 1014 

of the visual information of a typical scene due to inattentional blindness (Mack & Rock, 1015 

1998). The most famous demonstration of this phenomenon may be the “gorilla in the room” 1016 

experiment by Simons & Chabris (1999). Subjects were asked to mentally count the number 1017 

of passes made between teammates of two basketball teams. While keeping exact count 1018 

thereby focusing their attention on a specific event (ball tossing), most subjects missed seeing 1019 

a person dressed in a gorilla costume walk across the scene. One possible explanation for 1020 

inattentional blindness is that unexpected events may be consciously perceived, but 1021 

immediately forgotten (Wolfe, 1999). 1022 

Only by prioritising relevant information and simultaneously ignoring irrelevant noise, we are 1023 

able to interpret the world around us (Carrasco, 2011). For this, selective visual attention is a 1024 

fundamental process whereby stimuli that are irrelevant to ongoing behaviours or goals are 1025 

ignored so that neural resources are prioritised for attending to stimuli more relevant to an 1026 

individual’s goals. There are different forms of selective attention (reviewed in Carrasco, 2011 1027 

and Chun et al., 2011). Spatial attention, in which overt attention is directed to a specific 1028 

location, can be assessed as eye movements reflecting spatial fixation of foveal acuity (i.e. the 1029 

ability to discriminate fine details; Chan & Courtney, 1996). In humans, foveal acuity is 1030 

restricted, which is why eye movement is deployed to view prioritised locations, and overt 1031 

attention can be inferred from eye fixation on a very specific focal point (Findlay & Gilchrist, 1032 

2003). 1033 

However, the location of the visual field attended is not necessarily the same as the attention 1034 

focus, since it is possible to fixate your eyes on one object whilst paying attention to another. 1035 

Moreover, attention can be deployed to a relevant location in the periphery without direct 1036 
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eye movement, which is called covert orientation (Carrasco, 2011; Findlay & Gilchrist, 2003). 1037 

This type of attention is, for example, deployed in humans, whilst searching for objects, such 1038 

as your favourite peanut butter in the supermarket aisle, whereby attention is guided by 1039 

feature-based cues (e.g. the familiar blue label of the peanut butter jar) or the saliency of 1040 

features (e.g. in a row of red-labelled jars, a blue-labelled peanut butter jar draws more 1041 

attention). Covert attention enables processing advantages for localised parts of the visual 1042 

field without overt eye movement (Findlay & Gilchrist, 2003). The relationship between 1043 

covert and overt attention is debated, i.e. whether both are deployed independently and co-1044 

occur because both are driven by similar visual input or closely linked (reviewed in (Findlay & 1045 

Gilchrist, 2003).  1046 

2.6 Top-down and bottom-up processes of attention  1047 

Two types of attention mechanisms can be distinguished (Corbetta & Shulman, 2002; Egeth 1048 

& Yantis, 1997; Yantis & Egeth, 1999). Top-down (i.e. goal-driven) mechanisms are guided by 1049 

internal motivational states. For instance, in search of the favourite peanut butter, top-down 1050 

attention mechanisms will prime the visual search for the familiar blue-labelled jar. This form 1051 

of ‘selective’ or ‘sustained’ attention is voluntarily modulated through cortical structures 1052 

(Steinman & Steinman, 1998; Caresco, 2011). Cognitive processing of top-down attention is 1053 

tied to late processing stages of visual information. Duration of attention allows perceiving 1054 

details about a stimulus, and top-down mechanisms prime attention based on expectancy 1055 

and moves attention to a specific location (e.g. to attend the specific shelf location where 1056 

peanut butter is usually stocked).  1057 

In contrast, bottom-up (stimulus-driven) mechanisms are responsible for noticing specific 1058 

object features, such as a blue-labelled peanut butter jar “popping out” in a row of red-1059 

labelled jars. In this case, attention is involuntarily captured and controlled by the salient 1060 

attribute of the stimulus not necessarily relevant to the observers’ perceptual goals (Yantis & 1061 

Egeth, 1999). Here, attention is guided by events in the sensory periphery and tied to the early 1062 

processing stages of visual attention (Lockhofen et al., 2021). This attention mechanism is 1063 

characterised by a transient, rapid engagement with new stimuli such as the sudden 1064 

appearance of signals outside the attentional focus resulting in a shift of attention to the 1065 

stimuli (Steinman & Steinman, 1998).  1066 
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In any act of (visual) attention, a combination of both modes of attentional control might 1067 

occur as both complement each other and are closely connected via common neural 1068 

pathways (Yantis & Egeth, 1999).  1069 

2.7 Processing stages of attention 1070 

Considering the function of visual attention to prioritize and filter information, the following 1071 

task-dependent stages of attention can be defined: a) attention engagement in preparation 1072 

to detect a target, b) orienting attention to a specific location (which Posner (1980) defines 1073 

as the alignment of attentional resources with a source of external or internal information), 1074 

c) locking attention on its locus (i.e. attention maintenance), d) suppression of irrelevant 1075 

information, and e) attention disengagement in preparation for attending new information 1076 

(Steinman & Steinman, 1998). Figure 2.1 provides a simplified schema of early and later 1077 

processing stages of attention.  1078 

 1079 

Figure 2.1 Schema of attentional processing stages during early and late cognitive processing. 1080 

 1081 

The neurophysiological basis of visual attention is still not fully understood, and therefore 1082 

sometimes speculative or controversial (Carrasco, 2011; Posner & Petersen, 1990). However, 1083 

three fundamental neuronal networks comprising both cortical and subcortical brain areas 1084 

have been identified (Posner & Petersen, 1990; reviewed in Carrasco, 2011). Broadly, alerting 1085 

(attention engagement) is a state of high sensitivity to incoming stimuli and is, in humans, 1086 

associated with the frontal and parietal regions of the right hemisphere. Orienting describes 1087 

the selection of information from sensory input and is associated with posterior brain areas 1088 

(e.g. superior parietal lobe, temporal parietal junction and front eye fields). Executive control 1089 

refers to the mechanisms involved in conflict-solving among appropriate responses (i.e. 1090 

maintenance, disengagement), which are processed by the anterior cingulate and the lateral 1091 

prefrontal cortex (reviewed in Carrasco, 2011).  1092 
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2.8 Anxiety-related attentional biases in response to threat in humans  1093 

The following paragraphs provide an overview of the assessment and major findings of 1094 

anxiety-related AB to threat in humans. I first describe one of the key theories of how anxiety 1095 

might modulate attentional processes proposed by Bar Haim et al. (2007), before outlining 1096 

the most common experimental designs to measure ABs.   1097 

2.8.1  AB to threat as a normal adaptive response  1098 

Before considering the pathological aspects of anxiety-related ABs, it should be noted that, 1099 

from an evolutionary perspective, the preferential processing of threatening information is a 1100 

normal adaptive mechanism enabling early detection of potential threats (Ohman & Mineka, 1101 

2001; Paul et al., 2005). Prioritising attentional resources for threat detection is important 1102 

because the cost of missing potential threat signals is much greater than the cost of a false 1103 

alarm (Steimer, 2002). Biologically relevant threat cues (e.g. the sight of deadly predators, 1104 

height drop) are automatically detected and can trigger fear responses before conscious 1105 

perception (LeDoux, 1996; Ohman & Mineka, 2001). Hence, the primary function of fear and 1106 

anxiety is to avoid danger and protect the body from harm (Lang et al., 2000; Mathews & 1107 

MacLeod, 1994; Ohman & Mineka, 2001). 1108 

Although fear and anxiety share similarities, both states have clear differences in terms of 1109 

their time course and response pattern (Steimer, 2002). Both are associated with high 1110 

arousal, the expectancy of threat to well-being and specific behavioural patterns which have 1111 

the function to cope with an aversive or unexpected situation. They overlap in the underlying 1112 

brain and behavioural mechanisms, which is why fear and anxiety result in similar adaptive or 1113 

defensive behaviours (Craig et al. (1995) cited in Steimer, 2002). However, fear is a basic 1114 

emotion evoked by a specific (imminent) threat or danger resulting in defensive behaviour or 1115 

escape (MacFarland (1987) cited in Steimer,  2002). In contrast, anxiety persists in absence of 1116 

a fear-inducing stimulus, hence is mood state detached from any immediately triggering 1117 

event, which also appears to prepare the organism for unknown threats (Craig et al., 1995). 1118 

The origins of anxiety might therefore be linked to uncertainty or lack of control resulting in 1119 

maladaptive responses, such an overprotective fear reactions, or the complete avoidance of 1120 

stimuli or situations (Mogg & Bradley, 2016). However, distinguishing when an anxiety 1121 

response is normal (i.e. makes adaptive sense from an evolutionary perspective) and when it 1122 

becomes a dysfunction, or in case of humans a clinical disorder, is difficult to identify 1123 
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(Wakefield, 1992; Bateson et al., 2011; Nettle & Bateson, 2012). Wakefield (1992) proposed 1124 

to define (mental) dysfunction as a term describing the failure of an internal mechanism to 1125 

perform the function it was evolutionary selected for resulting in harmful consequences 1126 

(Wakefield, 1992). In humans, clinical anxiety is mainly diagnosed based on the level of 1127 

suffering and impact on quality of life, but distress does not necessarily mean a malfunction 1128 

from an evolutionary perspective (since symptoms of anxiety such as restlessness, increased 1129 

heart rate and processing priority of potential threat prepares the organism to detect and 1130 

respond to threat, Bateson et al., 2011). Bateson et al. (2011) proposed a ‘signal detection 1131 

model’ which explains that the threshold for an anxiety response should vary with the 1132 

probability of threats occurring in an individual’s environment and its vulnerability if these 1133 

threats occur. According to this framework, the symptoms of generalised anxiety disorder 1134 

(GAD) might be classified as a mental disorder if the threshold for mobilising an anxiety 1135 

response is low and leads to the proportion of false alarms being high (Bateson et al., 2011). 1136 

Consequently, anxiety responses are exhibited in non-threat situations, in fact any situation 1137 

could trigger an anxiety response resulting in an impairment of daily functioning.   1138 

2.8.2 Theories of anxiety-related attention biases to threat 1139 

There are many theories (reviewed in Bethell, 2009; Bar-Haim et al., 2007) describing how 1140 

anxiety (i.e. trait and state anxiety) might modulate threat-selective attentional processing. It 1141 

goes beyond the scope of this thesis to explain each theoretical framework in depth. Instead, 1142 

we briefly describe the most recent framework by Bar-Haim et al. (2007) for a better 1143 

understanding of which attentional stages common AB tasks address, and how these are 1144 

modulated by anxiety.  1145 

The integrative model proposed by Bar-Haim et al. (2007) is illustrated in Figure 2.2. An 1146 

environmental stimulus is first categorised by the pre-attentive evaluation system (PTES) as 1147 

having either a high or low threat value. In case of a high threat value (e.g. the sight of a grizzly 1148 

bear), information is forwarded to the resource allocation system (RAS), which triggers the 1149 

physiological fear response (e.g. increase in HR, release of stress hormones), interrupts on-1150 

going task, and allocates processing resources to the stimulus. If the stimulus threat value is 1151 

still perceived as high, the signal is sent to the guided threat evaluation system (GTES), which 1152 

analyses the context of the threat signal, in combination with prior learning and memory. If 1153 

the stimulus is perceived as a low threat at this stage (e.g. taxidermy grizzly bear), the 1154 
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precursory systems relax and return to a non-threat state. If the stimulus threat value is still 1155 

considered as high (e.g. the grizzly bear is truly real), the goal evaluation system (GES) 1156 

interrupts all on-going goals and orientation to threat is induced.  1157 

Different forms of anxiety disorders may lead to malfunctions at different stages of the 1158 

proposed model (Bar-Haim et al., 2007). For example, types of phobias are characterized by 1159 

a persistent fear reaction in response to a specific object, situation, or signals thereof. The 1160 

phobic stimulus (e.g. a butterfly for lepidopterophobic subjects) almost invariably provokes 1161 

an immediate anxiety response, which in Bar-Haim et al.’s model may be explained by a 1162 

specific bias in the PTES, resulting in an alert response of the RAS. Furthermore, phobic 1163 

subjects may recognize that their fear is irrational (a butterfly is harmless), indicating that the 1164 

GTES is functioning properly, but the overriding mechanism responsible for relaxing the alert 1165 

state imposed by the RAS may be dysfunctional. In contrast, individuals with post-traumatic 1166 

stress disorder (PTSD) selectively attend to trauma-related information stored in memory 1167 

following a traumatic experience. A vigorous alarm response to trauma-related stimuli may 1168 

be enforced by altered functions of the PTES and RAS, or when the GTES fails to integrate the 1169 

context and coping resources causing the experience of reliving the trauma (Bar-Haim et al., 1170 

2007).  1171 

 1172 

Figure 2.2 A schematic model of the cognitive mechanisms underlying threat processing adapted from 1173 

Bar-Haim et al (2007). A stimulus is perceived and evaluated by early attention stages (i.e. PTES, RAS). 1174 

These systems estimate the stimulus threat value and activate fear responses as well as later attention 1175 

processing stages (i.e. GTE, GES). High threat value leads to a disruption of on-going activities and 1176 

redirection of all processing resources to an appropriate stimulus response. 1177 

 1178 
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It is important to know that different mood disorders lead to specific patterns in cognitive 1179 

biases as they modulate different aspects of cognitive processing. For instance, there is less 1180 

consistent support that depression induces AB to threat, but strong evidence that depression 1181 

causes pessimistic judgement and negative memory bias (Mathews & MacLeod, 1994; but see 1182 

(Peckham et al., 2010) for evidence that depression might cause AB measured in the dot-1183 

probe paradigm). In turn, these two latter types of biases are less likely to occur in anxiety 1184 

(Fox et al., 2001).   1185 

2.8.3 Methods to quantify anxiety-related ABs to threat in humans  1186 

There is an overall agreement that anxiety is associated with biases in attention to threat (Bar-1187 

Haim et al., 2007). Threat-related AB is observed across several different experimental tasks 1188 

and different types of anxious populations (i.e. individuals with clinical disorders and non-1189 

clinical individuals reporting high levels of anxiety; Bar-Haim et al., 2007; Cisler & Koster, 1190 

2010). However, there are significant procedural differences in testing and measuring AB, 1191 

resulting in contrasting findings, i.e. whether anxiety induces AB towards or away from threat, 1192 

likely because different tests target different attention processes (Bar-Haim et al., 2007; 1193 

Driver, 2001).  1194 

Test designs can diverge in many variables, e.g. how AB is generally quantified. A within-1195 

subject AB is inferred from the difference in the attention allocation of highly anxious people 1196 

(clinically anxious or high trait anxiety) concerning threat-related versus relatively neutral 1197 

stimuli. In contrast, a between-subject AB is noted when there are significant differences in 1198 

the patterns of attention prioritisation in anxious versus non-anxious subjects. In some 1199 

instances, between-subject AB but not within-subject AB, or vice versa, have been reported 1200 

(reviewed in Bar-Haim et al., 2007). Both types of comparisons have found supporting 1201 

evidence that anxiety is associated with threat-related ABs. However, divergence in anxiety-1202 

induced attention allocation patterns might occur when findings of within-subject and 1203 

between-subject AB are compared (Bar-Haim et al., 2007). For example, anxious subjects may 1204 

attend preferentially to threat-related cues relative to neutral cues (i.e. within-subject AB), 1205 

but not significantly more than non-anxious controls (i.e. between-subject AB; Kyrios & Iob, 1206 

1998). Importantly, non-anxious controls, particularly when compared to clinically anxious 1207 

subjects, may considerably vary in terms of non-clinical anxiety-levels. In this case, between-1208 

subject comparisons may be less reliable.   1209 
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Moreover, study populations may differ in that psychopathology populations (i.e. clinically 1210 

anxious subjects) or high-anxious subjects (e.g. individuals who self-report high anxiety levels) 1211 

are compared with non-clinical controls (selected from the general population), or low-1212 

anxious subjects. Since clinically anxious subjects have generally more severe symptoms, it 1213 

would be expected (under the assumption that the cognitive phenomenon is sensitive to the 1214 

emotional intensity) that they show greater ABs than high-anxious subjects. However, the 1215 

meta-analysis by Bar-Haim et al. (2007) found no significant difference in the combined effect 1216 

sizes of the two populations. It remains under debate as to how state (e.g. induced through 1217 

emotional manipulation) and trait anxiety (i.e. individual characteristics of being anxious) 1218 

affect threat-related AB; Bar-Haim et al., 2007).  1219 

Tasks can differ in the type of test stimuli used, e.g. word- or image-based tasks. Word-based 1220 

tasks are more common in humans, but the use of word stimuli has been criticised because 1221 

anxious people might be more familiar with threat words due to higher exposure (e.g. 1222 

thinking or talking about threat) than non-anxious people. Image-based stimuli mostly depict 1223 

facial expressions as the recognition of facial expressions is highly adaptive (Morris et al., 1224 

1998), with negative faces (e.g. angry or fearful faces) conveying a threat. However, Bar-Haim 1225 

et al.’s (2007) meta-analysis suggested that both words and pictures were equally effective in 1226 

reflecting biases in anxious subjects.  1227 

Stimulus specificity, i.e. the specific type of information the stimuli convey, can affect 1228 

attention. Emotional information is processed preferentially due to its critical role in survival 1229 

(Ohman & Mineka, 2001). Presented under the threshold for awareness (i.e. via subliminal 1230 

presentation), threat-related information such as fearful (Amting et al., 2010) or threatening 1231 

faces (Bradley et al., 1999) are detected faster than neutral or happy faces, which is why the 1232 

latter two are typically used as controls (Bar-Haim et al., 2007). Likewise, animal stimuli (e.g. 1233 

snakes, spiders) that are survival relevant are processed more readily (Ohman & Mineka, 1234 

2001). Also, the intensity of the emotional material, as well as the stimulus relevance to the 1235 

subject, influences that subject’s attention. Specific anxiety disorders cause AB to stimuli 1236 

congruent with the type of concerns (e.g. social phobia and social cues; spider phobia and 1237 

spider cues; Pergamin-Height et al., 2015; Watts et al., 1986). 1238 

Another difference in study design is stimulus exposure time. Most studies use presentation 1239 

times of 500ms or longer, which allows conscious (supraliminal) processing of stimuli. 1240 
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However, studies using shorter (subliminal) exposure times, resulting in test conditions that 1241 

preclude conscious processing, have also reported significant biases towards threat in 1242 

association with anxiety, indicating that automatic processing of threat is mediated by anxiety 1243 

(Bar-Haim et al., 2007).   1244 

Lastly, three main AB paradigms are applied to measure threat-related ABs in anxious 1245 

subjects. These tasks quantify attention through reaction times (RT) whilst subjects are 1246 

requested to perform a secondary task (e.g. locate a probe, name the print colour of a target 1247 

word), and biases in attention are inferred from RT to emotional, relative to neutral, cues.  1248 

In the emotional Stroop task (reviewed MacLeod, 1991;  Williams et al., 1996), the subject is 1249 

required to name the colour of target words. The Stroop effect generally refers to the 1250 

difference in colour-naming latency between congruent (e.g., the word ‘red’ written in red 1251 

ink) and incongruent (e.g., the word ‘red’ in green ink) stimuli (Stroop, 1935). The delay in 1252 

latency to name incongruent words reflects an inability to ignore irrelevant information (the 1253 

content of words) in presence of the target dimension (the colour of words). Threat-related 1254 

AB is inferred by longer latencies to name the colour of words with threatening content (e.g. 1255 

cancer, wound, disease) compared to words with neutral content (e.g. plate, table; Macleod, 1256 

1991). Mathews & MacLeod (1985) observed that GAD is associated with longer RTs to name 1257 

words associated with a physical threat (e.g. fatal, mutilated) as well as a social threat (e.g. 1258 

inferior, lonely) than control words. The delay in response time might reflect different 1259 

anxiety-modulating effects on attention. Threat words may be more distracting (i.e. capture 1260 

attention more, thereby distracting from the actual task to name the colour) because more 1261 

attentional resources are demanded to process threat instead of neutral words. However, the 1262 

use of this paradigm has been criticised as it might tap into later processing stages unrelated 1263 

to attention. That is, threat and non-threat words may be processed at the same speed, but 1264 

the response to threat may be impaired due to the emotional content intensifying negative 1265 

affect or avoidance of processing threat-related cues (de Ruiter & Brosschot, 1994). Hence, 1266 

delayed reaction time may reflect more effortful avoidance of processing threat cues rather 1267 

than attention capture (de Ruiter & Brosschot, 1994; MacLeod et al., 1986). Moreover, AB 1268 

observed in the emotional Stroop task seems to be highly specific to the stimuli used, and 1269 

whether these match the subject's concerns. For example, Watts et al. (1986) observed that 1270 

spider-phobic subjects were slower in responding to words related to their fears (e.g. hairy, 1271 
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crawl), but showed little disruption in colour naming in negative emotional words (e.g. fear, 1272 

death, grief). This shows that the Stroop effect is not caused by emotionality per se (i.e. 1273 

positive/negative word content), but can depend on the degree of relatedness of words to 1274 

subjects' concerns (Williams et al., 1996). 1275 

In the dot-probe task, subjects are required to respond to a neutral cue (probe) which is 1276 

shown in the location of one of two stimuli (words or images) displayed simultaneously side-1277 

by-side on a screen before the probe cue. This paradigm measures spatial attention 1278 

allocation. The distribution of attention whilst viewing the test stimuli is inferred by the 1279 

response latency to locate the probe, with faster responses to probes presented in the 1280 

attended relative to the unattended location. AB is evident in faster detection of probes on 1281 

congruent trials (where threat information primes probe location, i.e. probe occurs on the 1282 

same side as the threat cue) than incongruent trials where the probe is on the opposite side 1283 

to the threat. Often, the average latencies of congruent trials are subtracted by the average 1284 

latencies of incongruent trails to calculate an AB score (van Rooijen et al., 2017).    1285 

MacLeod et al. (1986), who designed this paradigm, found that anxious subjects appeared to 1286 

have an attention shift toward negative information, having a shorter latency to respond to 1287 

probes occurring in the congruent location. Conversely, non-anxious subjects showed a faster 1288 

response to probes in incongruent trials, i.e. indicating attention in the latter was directed 1289 

away from negative material (MacLeod et al., 1986). Their observations confirmed that 1290 

anxious people orientate towards threat but this could be due to facilitated (faster) attention 1291 

engagement or difficulty in disengaging from threat (i.e. have longer dwelling time due to 1292 

difficulties to reallocate attention).  1293 

To address this question, the exogenous spatial cues paradigm was developed by Posner 1294 

(1980). In this paradigm, subjects attend to a neutral cue (e.g. “+” in Posner, 1980) appearing 1295 

in one of two locations followed by a target presented at the cued location on a majority of 1296 

the trials (valid trials), but at the alternative location on remaining trials. The ability to detect 1297 

the target is typically faster on valid trials than on invalid trials because attentional 1298 

engagement is already primed for the target location (generally known as cue validity effect 1299 

(Fox et al., 2001)). In contrast, slower responses on invalid trials reflect difficulties in 1300 

disengagement from the cued location (Bar-Haim et al., 2007). In a modified version of this 1301 

test, the emotional spatial cueing paradigm (Fox et al., 2001), the attended cue is either a 1302 
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threat or a neutral stimulus. A biased attention engagement and delayed disengagement are 1303 

respectively inferred by faster responses to targets in valid trials (with a faster response when 1304 

primed by a threat cue relative to a neutral cue) and by delayed reactions to invalid trials. 1305 

Thus, unlike the dot-probe task, this paradigm allows distinguishing between different 1306 

processing stages of attention (Crump et al., 2018). Fox et al. (2001) found that, compared to 1307 

non-anxious subjects, anxious subjects (high and low trait anxious subjects) were slower in 1308 

responding to the target primed by threat cues (words or faces) on invalid trials (i.e. took 1309 

longer to reallocate their attention) relative to neutral or positive-cued trials. This suggests 1310 

anxiety-induced difficulties of attentional disengagement resulting in longer attention 1311 

dwelling times toward threat cue location and henceforth delayed response to locate the 1312 

target (Fox et al., 2001).  1313 

The visual search task allows the assessment of spatial attention allocation, but this paradigm 1314 

is less commonly applied in anxiety-related AB studies. Subjects are asked to find a target in 1315 

a matrix of distracting stimuli, e.g. the word spider in embedded in a matrix of neutral words 1316 

or vice versa when testing the effect of negative stimuli as distractors (Cisler & Koster, 2010). 1317 

AB is inferred from faster response times to find a threat stimulus in a neutral matrix relative 1318 

to latency to find a neutral stimulus in neutral matrices. A quicker response time to a threat 1319 

indicates that the individual's attention is drawn to the threat stimulus. In contrast, AB can 1320 

also be inferred from longer response latencies to detect a neutral stimulus in a threat matrix 1321 

relative to latencies to detect neutral stimuli in a neutral matrix, indicating that attention is 1322 

captured by the threat stimulus. Spider phobics are faster to find spider stimuli relative to 1323 

beetle and butterfly stimuli, and these biases were greater relative to non-spider phobic 1324 

controls (Rinck et al., 2005). However, this type of task has been criticised because visual 1325 

search is strongly influenced by the intensity of the emotional stimuli as well as their valence 1326 

(i.e. high-arousal happy faces are detected faster than low-arousal negative faces, Lundqvist 1327 

et al., 2014).  1328 

The so far presented paradigms quantify attention based on subjects’ response to a secondary 1329 

task (i.e. reactions times RT). However, RT measures have limitations. For instance, response 1330 

speed might be biased by approach- and avoidance-related motoric response patterns when 1331 

acting upon emotional stimuli (Rooijen et al., 2017). Subjects asked to push a lever away from 1332 

their body in response to negative images and pull the level towards them in response to 1333 
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positive images (i.e. actions congruent with the general action tendencies to avoid negativity 1334 

and approach positivity) responded faster than subjects asked to perform the reverse actions 1335 

(i.e. negative/pull and positive/push; Marsh et al., 2005).   1336 

Alternatively, eye-tracking technology allows relatively direct and continuous measurement 1337 

of eye-movements associated with overt visual attention (Armstrong & Olatunji, 2012). The 1338 

advantages of measuring overt attention via eye-tracking are that this approach provides 1339 

both temporal and spatial parameters of attention allocation. That means that the continuous 1340 

tracking of eye movements offers important advances in characterizing the time course and 1341 

components of attentional bias. In contrast, RT-based tasks such as the emotional spatial 1342 

cueing task only provide one measure of the speed of orienting (Armstrong & Olatunji, 2012). 1343 

Eye tracking can be employed in free viewing or visual search tasks. In the free viewing tasks, 1344 

subjects are instructed to view images on a screen usually showing neutral and emotional (i.e. 1345 

negative) image pairs. The sum and duration of looking intervals at a specific stimulus as well 1346 

as latency and location of fixation are potential measures of overt attention.  1347 

Some studies used time intervals as the only basis for quantifying attention bias (e.g. Buckner 1348 

et al., 2010), assuming that early fixation duration reflects facilitated detection of threat, 1349 

whereas fixation duration in a subsequent window reflects maintenance of attention to 1350 

threat. Parameters can be divided into event-related measures (e.g. latency, direction, and 1351 

duration of initial fixation) reflecting specific eye movements. These indicators are typically 1352 

used to study hypervigilance (Armstrong & Olatunji, 2012). In contrast, epoch-related 1353 

measures (i.e. data here referring to specific time windows or ‘epochs’) are extracted fixation 1354 

duration from specific gaze events, and are used for measuring attentional avoidance 1355 

(Armstrong & Olatunji, 2012) or difficulties in disengaging (i.e. attentional maintenance) 1356 

derived from longer/more frequent fixations to stimuli after first orientation, Gregory et al., 1357 

2019).  1358 

In the visual search task, tracked eye movements can be used to measure location latency to 1359 

detect threat stimuli as a proxy of exogenous orienting towards a threat target. A meta-1360 

analysis by Armstrong & Olatunji (2012) found that relative to non-anxious controls, anxious 1361 

subjects showed increased vigilance for threat during free viewing and visual search (assessed 1362 

via eye movement tracking to infer attention), and showed difficulty disengaging from threat 1363 

in visual search tasks, but not during free viewing tasks. 1364 
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Eye tracking can further be used alongside RT measures, for instance, in a dot-probe task. 1365 

Powers et al. (2019) used the dot-probe task and found that women with PTSD have 1366 

significantly longer dwelling time toward angry faces than women without PTSD.  1367 

Using eye tracking, research has suggested that in depression, similar to anxiety, AB is 1368 

characterised by difficulty in disengaging attention from negative stimuli once attention is 1369 

captured (Sanchez et al., 2013). In contrast, positive stimuli are less attended to in depressed 1370 

subjects compared to healthy controls (e.g. Kellough et al., 2008; Sears et al., 2010).   1371 

 1372 

 1373 
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Table 2.1 Overview of the most commonly applied paradigms to study anxiety-related AB in humans. 1374 

 1375 
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2.9 AB in animals  1376 

Since the perception of emotional stimuli (i.e. reward/threat-related signals) is crucial to 1377 

individuals’ survival, animals should have evolved adaptions to focus attention to these cues 1378 

(van Rooijen et al., 2017), similarly to humans. Perceiving emotionally valenced social cues is 1379 

vital for social-living animals, directly affecting individual survival (van Rooijen et al., 2017). 1380 

For instance, the display of fearful facial expressions warns conspecifics of potential danger 1381 

thereby increasing survival chances. Attentional prioritization of threat stimuli should occur 1382 

since the rapid detection of negative stimuli (e.g. predator cues) within the environment is 1383 

essential for these cues to be beneficial in responding to threatening situations (van Rooijen 1384 

et al., 2017). Indeed, emerging scientific evidence supports this, and attention allocation 1385 

appears to be mediated by the observers’ emotional state similar to AB described in anxious 1386 

humans (Crump et al., 2018). For instance, modulating effects of emotions on attention have 1387 

also been described when animals experience unsuitable housing conditions. Denying captive 1388 

starlings access to water baths reduces birds’ ability to fly due to poor feather conditions, 1389 

hence their ability to escape predator attacks, and ultimately induces anxiety (Brilot et al., 1390 

2009a). This can alter starlings' attention to threat as birds without water bath access 1391 

perceived a conspecifics alarm call (an ambiguous cue of threat according to the authors) 1392 

more negatively, as shown by increased vigilant behaviours compared to birds with water 1393 

bath access (Brilot & Bateson, 2012). Moreover, pharmacologically induced emotional states 1394 

have been associated with AB. In sheep, drug administration to induce anxiety-like (with m-1395 

chlorophenylpiperazine) or depression-like states (with para-chlorophenylalanine) altered 1396 

animals’ attention to a threat stimulus (Lee et al., 2016; Monk et al., 2018b). When presented 1397 

with a live dog and the image of a conspecific (i.e. positive stimulus), ‘depressed’ sheep 1398 

attended more to the threat than control sheep (receiving saline treatment), whereas 1399 

‘anxious’ sheep paid more attention to the conspecific image rather than the treat compared 1400 

to controls, possibly indicating AB away from threat in anxious sheep (Monk et al., 2018b). 1401 

That ‘anxious’ and ‘depressed’ sheep displayed AB in opposing directions in this test suggests 1402 

that it might be possible to discriminate between different states of negative valence using 1403 

ABTs (Monk et al., 2018b). 1404 

Although the number of AB studies conducted in animals is still relatively small, the 1405 

experimental approaches to assessing and quantifying attentional biases are very diverse. 1406 
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Since methodological differences contribute significantly to contradictory findings in human 1407 

AB studies (Bar-Haim et al., 2007; Yuan et al., 2019), I believe it is essential to draw from this 1408 

knowledge when translating AB tests in animals. The potential of affect-driven AB as an 1409 

indicator of animal welfare has been reviewed by Crump et al. (2018) concluding that AB 1410 

might not be suitable to infer general well-being. With this review, I aim to evaluate 1411 

experimental differences in study designs, as different ABTs may not always measure the 1412 

same attentional processes, and I argue that research findings may diverge as a result of these 1413 

differences, making the validation of AB as a cognitive marker of animal emotion difficult.    1414 

2.9.1 Defining attention and AB in animals  1415 

Attention and vigilance are at times used interchangeably. In human psychology, vigilance can 1416 

describe a state of alertness towards certain stimuli (e.g. task-dependent stimuli like a colour, 1417 

or word content) that allows the brain to better process and respond to these stimuli (Dukas 1418 

& Clark, 1995). Accordingly, vigilance and attention are used interchangeably to refer to 1419 

cognitive functions that enhance the ability to process certain types of information (Dukas & 1420 

Clark, 1995). Concerning animals, attention and vigilance might address two distinct 1421 

phenomena. In behavioural ecology, vigilance manifests in a state of alertness, e.g. in 1422 

dangerous situations (e.g. predator attack, Lima & Dill, 1990) or during fear events (Paul et al 1423 

2005)). However, vigilance behaviour (i.e. scanning of the environment to detect predators, 1424 

Beauchamp et al., 2021) might also occur in the absence of actual threatening stimuli (Crump 1425 

et al., 2018). That is, vigilance is measured differently compared to attention with the former 1426 

being reflected in increased monitoring behaviours (e.g. head up posture, increased 1427 

locomotion) without direct eye contact (i.e. overt attention) with the threat stimulus (e.g. 1428 

assessed in Brilot & Bateson, 2012; Lee et al., 2016, 2018; Monk et al., 2018a,b). Attention to 1429 

a (threat) stimulus, on the other hand, usually implies that an animal is making direct eye 1430 

contact with the stimulus or related cues (e.g. Lee et al. (2018) defined attention to threat as 1431 

the time cows looked in the direction of the threat location; vigilance was defined as the head 1432 

is at shoulder height or higher). However, Bethell et al. (2012) followed a different approach 1433 

by defining macaques’ first eye gaze towards one of two possible stimuli as ‘initial vigilance’ 1434 

and referring to the total time animals looked at either stimulus as ‘overall vigilance’. Thus, it 1435 

seems necessary to clearly define how attention and vigilance are understood, and hence 1436 

measured, as the terms might not mean the same to different researchers. Hereafter, I use 1437 
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the term ‘vigilance’ to describe non-directed monitoring/scanning behaviour and use 1438 

‘attention’ when visual focus is directed to the (threat) stimulus.           1439 

The human definition of AB as the differential allocation of attention towards one stimulus 1440 

compared to others has also been used in animals (Crump et al., 2018). Moreover, the term 1441 

affect-driven attention bias (ADAB) was coined by Crump et al. (2018) when animals’ affective 1442 

state is considered as a causative source of attention to emotive stimuli. However, I also 1443 

evaluated AB studies that did not manipulate (or validate) the emotional state of test animals, 1444 

hence I will use AB and specify in the text where ADAB was investigated. 1445 

2.9.2 AB test designs  1446 

AB has been investigated in a relatively small number of animal studies. Yet, there is great 1447 

methodological variability between approaches in testing and quantifying AB. Table 2.2 1448 

provides a summary of commonly applied animal ABTs. As I will outline below, some 1449 

experimental designs in animals are analogues to human paradigms, while others measure 1450 

preferential attention allocation by observing animals’ spontaneous responses to emotional 1451 

stimuli. Evaluating different ABT designs I aim to identify associated experimental limitations 1452 

and moderating effects on AB results to be taken into consideration when studying AB in 1453 

animals.   1454 

2.9.2.1 Tasks requiring learning (modified paradigms of human ABTs)  1455 

Non-human primates (e.g. chimpanzees (Pan troglodytes) and gorillas (Gorilla gorilla gorilla) 1456 

- Leinwand et al., 2022; bonobos (Pan paniscus) - Kret et al., 2016; rhesus macaques (Macaca 1457 

mulatta) - Lacreuse et al., 2013; Parr et al., 2013) have been trained in a modified dot-probe 1458 

task requiring the animals to contact a probe (e.g. yellow dot in Lacreuse et al., 2013) on a 1459 

touchscreen following the brief display of two emotional stimuli (e.g. neutral and negative 1460 

faces images of conspecifics) shown side-by-side on the screen. Similar to what can be 1461 

observed in humans (see Table 2.1 for human dot-probe task summary), rhesus monkeys 1462 

show AB towards negative (threatening) facial expressions of conspecifics demonstrated in 1463 

faster RTs when the probe appears in the negative face location than when it appeared behind 1464 

a neutral face (Lacreuse et al., 2013). Likewise, bonobos were significantly faster in 1465 

responding to probes replacing emotional pictures than neutral pictures indicating that 1466 

animals’ attention was biased towards the location of emotional images (Kret et al., 2016). 1467 

Interestingly, in contrast to humans and rhesus monkeys (Lacreuse et al., 2013), bonobos 1468 
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showed AB towards positive social stimuli (e.g. images showing affiliative and protective 1469 

behaviours) but not negative emotional scenes (e.g. aggression), possibly because positive 1470 

social interactions are pivotal for bonobos, hence might have higher adaptive value for this 1471 

species, and are therefore attentionally prioritised in contrast to negative social cues (Kret et 1472 

al., 2016).  1473 

An advantage of the modified task is that it allows, as in humans, investigation of the 1474 

directionality of AB (i.e. toward or away from threat). Moreover, it might be possible to tap 1475 

into different attentional processing states by modulating the length of stimulus presentation. 1476 

Cassidy et al. (2021) tested female long-tailed macaques (Macaca fascicularis) with threat-1477 

neutral face pairs and observed AB to threat at baseline and AB away from threat following 1478 

anaesthesia (likely to induce stress), but only when the stimuli were presented for 100 ms and 1479 

not 1000 ms. Hence, AB to threat appeared to be only detectable during automatic attention 1480 

capture (i.e. early attention processing). The longer stimulus presentation time might have 1481 

encouraged animals’ to anticipate the probe location as one animal reached toward the 1482 

screen before the stimuli disappeared and the probe was shown (Cassidy et al., 2021).  1483 

Using a task applicable to humans and animals also allows valuable results to be obtained for 1484 

comparative studies (reviewed in van Rooijen et al., 2017). For instance, when Lacreuse et al. 1485 

(2013) compared the performances of humans and rhesus monkeys, they found that both 1486 

species showed AB towards negative conspecific faces, but only humans showed AB away 1487 

from non-social images (e.g. images of guns, syringes, car crashes). These findings indicate 1488 

attentional differences between biologically relevant (i.e. innate) and conditioned cues, which 1489 

I further discuss in section 2.9.3.1.  1490 

The emotional Stroop-like task has also been adapted to primates. In Allritz et al. (2016) 1491 

chimpanzees were first trained to discriminate between two stimulus frame colours (i.e. 1492 

yellow and blue) by touching the rewarded frame on a touch-screen. Once the discrimination 1493 

was learnt, emotional images showing humans with putative differently valenced 1494 

relationships to the animals (i.e. familiar caretaker, veterinarian or stranger) were embedded 1495 

into the frames. AB was inferred from animals’ accuracy and latency to touch the reward 1496 

frame colour when these contained the emotional images. Chimpanzees performed less 1497 

accurately and responded slower in trials showing images of the veterinarian than in all other 1498 
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conditions, indicating that negative stimulus content resulted in response slowing suggesting 1499 

interference of the emotional stimuli on task performance (i.e. Stroop-like effects). Similar 1500 

observations were made by Hopper et al. (2021) who used the same test design in 1501 

chimpanzees, gorillas, and Japanese macaques (Macaca fuscata) using images of positive 1502 

(preferred food), negative (a snake), or neutral (human-made objects) contents. Animals 1503 

made more errors in selecting the correct frame when it embedded positive or negative 1504 

images as compared to neutral images further supporting the idea that emotional stimuli can 1505 

alter primates’ cognitive processes by capturing attention. Interestingly, positive Stroop-like 1506 

effects (induced by food cues) were observed in apes and monkeys, but only apes showed 1507 

Stroop-like effects with snake images suggesting a species-specific difference in attentional 1508 

responses to these stimuli.  1509 

Bethell et al. (2016) simplified the emotional-Stroop-like paradigm to a response-slowing task 1510 

using only one coloured target stimulus (frame) that animals were trained to touch, hence 1511 

requiring no discrimination learning. Rhesus macaques were conditioned to touch a grey-1512 

coloured square, in which conspecifics’ face images (i.e. direct gaze as the negative stimulus 1513 

or averted gaze as the neutral stimulus) were embedded during the test condition. Monkeys 1514 

were less likely and slower to touch the target surrounding direct gaze images, but only 1515 

following a stressful handling procedure indicating that stress (i.e. negative mood) mediated 1516 

animals’ attention to social threat. 1517 

Visual search tasks expect subjects to detect a target among distracters (e.g. locating a snake 1518 

image among flower images, Shibasaki & Kawai, 2009) as quickly and correctly as possible. 1519 

Shibasaki & Kawai (2009) reported that Japanese macaques responded faster to snake images 1520 

(threat as target) among flower images (neutral distractors) than vice versa (i.e. neutral target 1521 

and threat distractors) suggesting rapid detection, hence attentional prioritization, of threat 1522 

cues. In another version of this paradigm (Marzouki et al., 2014), baboons (Papio papio) were 1523 

trained to locate T-shaped targets among L-shaped distractors. Baboons responded more 1524 

slowly in trials that followed the spontaneous expression of negatively (i.e. stereotypy, fear 1525 

screaming, resting; behaviours categorised as negative by the authors), rather than neutrally 1526 

or positively valenced behaviours (i.e. play, allogrooming, copulation), indicating that 1527 

negative mood associated with negative social interactions can influence baboons’ cognitive 1528 
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performance (inferred from response speed) in this attention-requiring task (Marzouki et al., 1529 

2014).  1530 

Although these adapted paradigms can provide valuable insights into how animals might 1531 

prioritise attention to different emotional stimuli, similarly to humans, there are significant 1532 

limitations to assessing AB in (non-primate) animals this way. Most crucially, these types of 1533 

tests demand learning to perform a cognitive task before AB can be measured. However, 1534 

training-associated challenges (e.g. time constraints, trainability of animals) might restrict the 1535 

number of animals available for AB testing. For instance, in Hopper et al. (2021) roughly half 1536 

(10/19) of the animals learnt the required discrimination step. Furthermore, using on-screen 1537 

stimuli, animals’ ability to perceive and recognise image contents as representations of real-1538 

life objects/individuals also needs to be considered (see Chapter 5 for a more in-depth 1539 

discussion on this topic and testing horses’ ability to recognise artificial images). This could be 1540 

why only primates have been tested in these AB tasks so far.  1541 

2.9.2.2  ABTs measuring spontaneous attention behaviours  1542 

Looking time paradigms, originally developed to study perception and cognition in pre-verbal 1543 

infants (Frantz, 1958; Spelke, 1985), are grounded in the assumption that animals’ 1544 

spontaneous looking direction reveals what (e.g. objects, situations) is most interesting to 1545 

them (Winters et al., 2015). Hence, free viewing tasks may present a more practical approach 1546 

to testing AB as they often require little (i.e. habituation to the experimental setup, training 1547 

animals to sit by a target for testing, Howarth et al., 2021) or no training. Crump et al. (2018) 1548 

distinguished between two types of looking time paradigms, namely dual (i.e. visual 1549 

comparison tasks or preferential looking time tasks) and single presentation tasks. In the 1550 

former, the simultaneous presentation of two stimuli introduces processing competition 1551 

(Desimone & Duncan, 1995). AB is determined based on looking duration elicited by each 1552 

stimulus. Bethell et al. (2012) developed a preferential-looking time task in rhesus macaques 1553 

in which animals were presented with aggressive-neutral image pairs of unfamiliar 1554 

conspecifics’ faces. Whilst macaques exhibited an AB toward aggressive faces during a period 1555 

of enrichment (i.e. positive condition), negative faces were less attended following health 1556 

checks (i.e. negative condition) demonstrating that changes in emotional state can modulate 1557 

macaques’ attention to negative stimuli. Despite the seemly easy testing procedure, the use 1558 

of free-looking tasks has been criticised because of challenges in interpreting animals’ 1559 
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attentional responses to stimuli (Winters et al., 2015). More specifically, attention towards a 1560 

stimulus is generally interpreted as greater interest, but this could be driven by a curiosity for 1561 

novelty (i.e. putatively positive) but also reflect vigilance (i.e. increases attention to threat). 1562 

Moreover, a lack of attention might be the result of active avoidance or no interest (Raoult & 1563 

Gygax, 2019). Bethell et al. (2012) interpreted the change in macaques’ attentional responses 1564 

as a sustained avoidance of the aggressive face following the health check, but it is not 1565 

completely clear why macaques attended to the neutral faces significantly longer during 1566 

negative compared to the positive condition as they, in principle, could have also directed 1567 

their gaze away from both screens (which was not assessed).     1568 

In single stimulus paradigms, animals are confronted with one emotional cue at a time, hence 1569 

deciding what animals are attending to might be more straightforward. Food-deprived sheep 1570 

interacted (i.e. sniffed, licked) with a familiar food bucket for longer than over-fed sheep (i.e. 1571 

receiving 110% to 150% of the theoretical maintenance requirements) suggesting heightened 1572 

attention to food-related cues in the supposedly more hungry sheep (Verbeek et al., 2014). 1573 

In cattle (Lee et al., 2018) and sheep (Lee et al., 2016; Monk et al., 2018a,b, 2019, 2020), AB 1574 

to threat was tested by exposing animals to a live dog (presented for 3 or 10s) while hay was 1575 

available in the test area. Orientation behaviours (e.g. head turn towards the threat location, 1576 

forward ear position) and signs of vigilance (e.g. head up, increased latency to feed, and 1577 

increased locomotion) were measured to infer vigilance and attention to threat (dog). Sheep 1578 

receiving pharmacological treatments inducing anxiety-like states exhibited heightened 1579 

vigilance to the threat location (despite the removal of the dog), whereas drug-induced 1580 

depression-like sheep showed reduced vigilance to the threat location, with significant 1581 

differences between these groups but no significant alternations to control sheep (saline 1582 

treatment; Lee et al. 2016). Using a similar test protocol where hay was replaced by 1583 

conspecifics’ images as a positive cue to control for drug-induced differences in feeding 1584 

motivation, Monk et al. (2018b) observed that ‘depressed’ and ‘anxious’ sheep differed 1585 

significantly from controls with both being significantly more vigilant (i.e. head-up posture, 1586 

recorded regardless of head orientation) than control sheep. While ‘depressed’ sheep were 1587 

more vigilant to the dog location more than controls, ‘anxious’ sheep showed the opposite 1588 

direction of attentional response as they paid more attention to the conspecifics’ image, and 1589 

hence were less vigilant towards the dog location, than controls (Monk et al., 2018b). Hence, 1590 
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‘depressed’ and ‘anxious’ sheep showed contrasting attentional responses Lee et al.’s (2016) 1591 

findings. Monk et al. (2018b) proposed this was likely due to substituting food with 1592 

conspecific’s images as a positive stimulus. Anxiety might have enhanced strong flocking 1593 

instincts induced by the threatening situation causing ‘anxious’ sheep to pay more attention 1594 

to the companion’s image during the threatening situation (Monk et al., 2018b). It should be 1595 

noted that although these studies used two stimuli, these were of differing qualities (i.e. real 1596 

dog paired with hay (e.g. in Lee et al. 2016, 2018; Monk et al. (2018a) or a conspecific’ image 1597 

(Monk et al. 2018b, 2019, 2020) and were furthermore not presented for the same length of 1598 

time (i.e. hay/conspecific image remained in the test area, whereas the dog was removed 1599 

after 3 or 10 s). The observations resulting from this test set-up might not reflect AB in a 1600 

narrow sense (Raoult & Gygax, 2019), i.e. given the lack of stimulus competition considered 1601 

as important for AB testing in humans (Desimone & Duncan, 1995). Therefore, I regard these 1602 

studies as single stimulus designs, which are more likely to reflect animals’ level vigilance 1603 

rather than AB.  1604 

In animals, selective attention (i.e. attention to a specific stimulus or location) is mostly 1605 

inferred from behaviours such as orientation responses whereby animals’ sensory organs 1606 

(e.g. eyes, ears, or nose) are directed towards the source of information (e.g. sheep looking 1607 

towards the threat location in Lee et al. (2016)). Attention can be quantified via spatial (i.e. 1608 

what stimulus is attended?) and/or temporal (i.e. how long is the stimulus attended?) 1609 

assessment. In species with frontally placed eyes, overt visual attention can be inferred 1610 

directly from gaze (see Figure 2.3 A&B). In animals with laterally placed eyes (e.g. ungulates 1611 

like sheep, cows, or horses) direct gaze is more difficult to assess, as visual input is 1612 

predominantly monocular, hence each eye may perceive different visual information at the 1613 

same time (Tyrrell et al., 2014). In these species, the direction of spatial attentional is usually 1614 

inferred from the direction of head turn (illustrated in Figure 2.3 C), often in consideration 1615 

with ear positions (Rochais et al., 2016; Wathan et al., 2016). 1616 

 1617 
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 1618 

Figure 2.3 Behavioural indicators of overt visual attention in (A) humans and (B) primates and (C) 1619 

horses. In species with predominately monocular vision, like horses, head turn direction is the most 1620 

noticeable indicator of attentional focus. In species with mainly binocular vision (e.g. humans, 1621 

primates), attentional focus can be shifted without noticeable head turn due to their ability to move 1622 

the eyes and pupils. Drawings by Shareen Bistre Dabbah.   1623 

 1624 

However, one important caveat of inferring visual attention in animals with laterally placed 1625 

eyes this way is that the direction of the head turn might not automatically indicate the centre 1626 

of attention (Raoult & Gygax, 2018). In fact, an animal might turn its head to the right (see 1627 

Figure 2.3C) to inspect something more closely using its left eye. Preferential monocular 1628 

inspection has been reported in cows (Phillips et al., 2015), horses (Larose et al., 2006) and 1629 

sheep (Versace et al., 2007) as animals were found likely to inspect negative stimuli (e.g. novel 1630 

objects, unfamiliar person) using their left eye. Moreover, it could be that prey species divide 1631 

their visual attention within the horizontal pane (i.e. discriminating between cues near and 1632 

far), hence they might attend to cues in a distance whilst feeding with their head down 1633 

seeming to look at the ground. Automated eye-tracking technology could help to understand 1634 

what animals are really looking at but this technology has only been validated in very few 1635 

species with laterally placed eyes (e.g. peahens - Yorzinski et al., 2013; starlings - Tyrrell et al., 1636 

2014). Raoult & Gygax (2018) utilised an automated tracking system to record head and ear 1637 

positions in sheep, but they had significant difficulties in judging what sheep were looking at 1638 
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when simultaneously presenting two videos of putatively opposing emotive situations (i.e. 1639 

negative – dog, positive - conspecifics).  1640 

Given difficulties in determining attentional focus in animals, there are obvious limitations as 1641 

to what stages of attention (i.e. initial attention capture, engagement, and disengagement) 1642 

can be measured and ultimately how AB can be quantified. If eye movements are recorded 1643 

directly, it might be possible to assess distinctive attentional stages. For instance, in Bethell 1644 

et al.’s (2012) study, macaques’ direction and latency of the first gaze towards each stimulus, 1645 

the duration of the initial gaze and latency to disengage from the initial gaze were recorded. 1646 

This level of detail in attentional processing might not be attainable from observing animals 1647 

with laterally placed eyes given the methodological constraints of recording direct gaze in 1648 

these animals.  1649 

Recording behaviour tendencies, such as approach and avoidance, is another method to 1650 

assess attention to emotional stimuli, grounded in the theory that motivation to move 1651 

towards or away from cues is likely to reflect stimulus valence (Lang et al., 1990; Raoult & 1652 

Gygax, 2018). Indeed, horses (Equus caballus) were more likely to approach the images of 1653 

unfamiliar conspecifics showing positive facial expressions compared to images showing 1654 

negative horse faces (Wathan et al., 2016). Boggiani et al. (2018) used an approach-avoidance 1655 

paradigm to investigate modulating effects of social aggression on attention in tufted 1656 

capuchin monkeys (Sapajus sp.). A food reward (peanut) placed below the image of a 1657 

putatively negative stimulus (i.e. the image of a laboratory technician wearing a capture 1658 

glove) was approached faster and more frequently than a peanut placed below a neutral 1659 

image (i.e. the image of a familiar person) by monkeys, after receiving social threats from 1660 

dominant conspecifics whilst receiving food rewards (Boggiani et al., 2018). The authors 1661 

interpreted these observations as evidence of socially induced AB as the test monkey did not 1662 

show any differences in latencies to take the reward before receiving aggression from 1663 

dominant bystanders, but this does not explain why the monkeys did not seem to be 1664 

frightened by the negative stimulus (akin to a predator) as they approached rather than avoid 1665 

it. Testing sheep in the approach-avoidance paradigm in which animals were presented with 1666 

positive (conspecifics ruminating) and negative (dog) videos resulted in inconclusive findings 1667 

as animals’ behavioural responses did not vary consistently according to the presumed 1668 
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valence of the stimuli, suggesting that videos might not be the ideal way to present valenced 1669 

cues for sheep (Raoult & Gygax, 2018).   1670 

Another way to infer attention from spontaneous animal behaviour is to record the 1671 

disruption of non-acquired ongoing behaviours in response to a threat stimulus. For 1672 

instance, Brilot & Bateson (2012) exposed starlings to conspecific alarm calls. Attention to the 1673 

threat was estimated based on latency to begin feeding, expression of vigilance behaviours 1674 

(i.e. head-up/head-down bouts), and the rate of head-up bouts during the first feeding bout 1675 

following the alarm call. Birds with access to a water bath, important for feather health and 1676 

maintaining the ability to escape predation (Brilot, Asher, et al., 2009), had shorter latencies 1677 

to feed and decreased head-up bouts compared to birds without baths. This suggests the 1678 

latter exhibited heightened vigilance (in absence of a visible threat, or possibly it was due to 1679 

an increased perception of vulnerability to predation due to poorer feather condition (Brilot 1680 

& Bateson, 2012)). Studies in domestic chickens used a similar test set-up (i.e. playback of 1681 

conspecific alarm call in presence of food), however latency to resume feeding following the 1682 

threat stimulus was deemed as a poor measure of AB when testing highly fearful hens 1683 

(compared to low fearful group of hens) as these birds failed to eat at all during testing 1684 

(Campbell et al., 2019a). These studies demonstrate that, besides visual stimuli, AB to threat 1685 

can be induced by stimuli of other modalities, e.g. auditory cues. However, using auditory 1686 

stimuli could make it even more challenging to measure AB, due to the difficulty in measuring 1687 

the attentional response to auditory stimuli.  1688 

Lastly, distractibility tests measuring attentional shift away from task-relevant information to 1689 

task-irrelevant cues (distractors) have been used as a proxy of attention. For example, 1690 

Trevarthen et al. (2019) tested mice’s attentional response to unexpected, valenced, task-1691 

irrelevant distractor cues (i.e. positive – food; negative - light flash) appearing within the 1692 

runway the animals were previously retrained to traverse to return to their home cage. 1693 

Overall, mice were slower to approach the light and spent more time with the food suggesting 1694 

that the task-irrelevant cues had the predicted distracting effects. However, negative affect 1695 

manipulation (i.e. tail handling as opposed to tunnel handling) reduced mice’s latencies to 1696 

approach both test stimuli against the authors’ predictions, possibly because of modulating 1697 

effects of emotional arousal rather than affective valence on mice’s running speed to return 1698 

to the home cage (Trevarthen et al., 2019).  1699 



Chapter 2 | Attention to emotional stimuli as an indicator of affect – a literature review   

72 

 

Table 2.2 Overview of commonly applied ABT in animals. 1700 

Experimental design Schema Stimuli AB measure Targeted 
attention stage 

Dot-probe task 

 

E.g. negative (-) 
vs. neutral (0) 

conspecific faces;         
Conditioned 

probe (blue dot) 
as target stimulus 

AB to threat:             
RT to locate probe 

on congruent trials < 
RT on incongruent 

trials 

AB away from 
threat: RT to locate 
probe on congruent 

trials > RT on 
incongruent trials 

Attention 
capture & 

orientation 

Emotional-Stroop 
task 

 

Conditioned 
stimulus = blue 

dot/frame;  Test 
stimuli = negative 
(-) vs. neutral (0) 
conspecific faces; 

or non-social 
stimuli (e.g. 

images of food, 
capture gloves); or 

familiar humans 
caretaker, vet, 

stranger) 

AB to threat:             
RT to touch frame 

with (-) > RT to 
touch frame with (0) 

or baseline (dot) 

Later stages of 
attention and 

cognitive 
processing 
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Experimental design Schema Stimuli AB measure Targeted 
attention stage 

Response slowing 
task 

 

Conditioned 
stimulus = grey 

square;               
Test stimuli = 
negative (-) 

conspecific faces 
with direct gaze; 
Control stimuli = 
(0) conspecific 

faces with averted 
gaze 

 

AB to threat:              
RT to touch square 
with (-) face images 

> RT to touch (0) 
face images  

Later stages of 
attention and 

cognitive 
processing   

Visual search task 

 

A) Fear-relevant 
target (e.g. snake 

image) placed 
among distractors 

images (e.g. 
flowers) 

B) Fear-irrelevant 
target (e.g. 

flower) placed 
among negative 

distractor images 

AB to threat:              
RT to detect fear-
relevant stimulus 

among distractors < 
RT to detect fear-
irrelevant images 
among negative 

distractors 

Attention 
capture; 

distraction  
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Experimental design Schema Stimuli AB measure Targeted 
attention stage 

Single presentation 
test 

 

 

Threat stimulus 
(e.g. dog) 

presented in 
outside area with 

food  

AB to threat: 
measured as looking 

time to threat 
location, vigilance 

behaviours, time to 
start feeding 

Attentional 
engagement 
and vigilance 

Dual presentation 
test 

(preferential looking 
time test) 

 

Negative (-) and 
neutral (0) 

conspecific face 
pairs shown 

simultaneously  

AB to threat: 
attention duration 
to (-) > Attention 
duration to (0); 

Latency initial gaze 
to (-) < latency initial 

gaze to (0) 

AB away from  
threat:         

Attention duration 
to (-) < Attention 

duration to (0) 

Attention 
capture; 
attention 

disengagement 
and avoidance  

1701 
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2.9.3 Influence of experimental mediators on attention and AB  1702 

From the above-mentioned studies, it is clear that AB in animals has been investigated using 1703 

diverse testing procedures. In the following, I will discuss how experimental dissimilarities, 1704 

particular those concerning the test stimuli, might influence animals’ responses in ABTs.  1705 

Given the small number of auditory ABTs, I will only focus on studies using visual stimuli.   1706 

2.9.3.1 Biological and acquired test stimuli  1707 

From an evolutionary perspective, it is unsurprising that biologically relevant (innate) signals 1708 

(e.g. predator or prey cues, social cues) are more likely attended to than non-biological (i.e. 1709 

learnt through association) information. Lacreuse et al. (2013) reported that humans, but not 1710 

macaques, showed attentional avoidance of images associated with threat (i.e. syringes, guns, 1711 

or arms), while both species exhibited AB toward negative social images. These findings 1712 

indicate that negative AB may not be generalizable across threat stimuli. Moreover, 1713 

experience (i.e. previous learning and memory) with associated threat cues might be an 1714 

important modulator of attention. Testing anxiety-related AB in humans using disorder-1715 

congruent threat stimuli (e.g. trauma-related cues in posttraumatic stress disorder) show 1716 

larger effects than tests with disorder-incongruent threat stimuli (Mathews & MacLeod, 1994; 1717 

Pergamin-Hight et al., 2015). In animals, it might be challenging to reliably test associations 1718 

between non-biological stimuli. One common method is to observe approach/avoidance 1719 

behaviours, but in Boggiani et al.’s (2018) study tufted capuchin monkeys approached food 1720 

reward placed below the image of a person with a capture glove (presumably negatively 1721 

associated as animals were routinely captured with the depict equipment) faster than 1722 

rewards placed by the image or a familiar student. Hence, in this example, stimulus appraisal 1723 

and behavioural response go against each other unless the monkeys interpreted the students’ 1724 

direct gaze as more threatening than the face of the vet whose face was covered by a 1725 

protective hat. 1726 

It should be noted that apart from emotional signals, faces also convey other social cues such 1727 

as dominance, sex and familiarity which could mediate attention (Lewis et al., 2021). In 1728 

bonobos and chimpanzees, social attention is guided by sex-based dominance, but AB to 1729 

images of dominant sex faces is also dependent on familiarity (Lewis et al., 2021). Similarly, 1730 

the age of the stimulus animal can influence social attention. Sato et al. (2012) reported a 1731 

visual preference for infantile features in nonhuman primates equivalent to the human 1732 
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preference for baby schema (Sato et al., 2012). Whether other species might show an 1733 

attentional preference for younger than older faces needs further investigation.  1734 

Testing sheep’s vigilance and attention to a live dog vs. conspecific images, no significant 1735 

difference between treatment groups (i.e. pharmacologically induced ‘anxious’, ‘happy’, or 1736 

‘calm’ sheep) was found by Monk et al. (2019), possibly because older animals were tested 1737 

which all had previous experience with dogs during routine farm procedures which might 1738 

have influenced their attentional responses. However, given that sheep were exposed to a 1739 

social and a non-social stimulus, the animals’ behaviour could have also been modulated by 1740 

individuals’ motivation for social contact (assuming the images were indeed perceived as 1741 

conspecific) since the test sheep were visually, but not socially, isolated from conspecifics.  1742 

When selecting test stimuli, whether intra- and/or inter-specific stimuli are used might need 1743 

consideration. Dogs fixate on images of conspecific faces for longer than images of human 1744 

faces, suggesting sensitivity differences for processing intra- and inter-species cues (Somppi 1745 

et al., 2012). This idea is supported by later findings that conspecifics’ faces evoked 1746 

heightened attention in dogs but threatening human faces elicited an attentional avoidance 1747 

response (Somppi et al., 2016). 1748 

Overall, the difference in AB responses to biological and acquired stimuli might not be easily 1749 

differentiated, and individuals might vary in their experiences with acquired stimuli or 1750 

exposure to biological cues. Nonetheless, the potential influence of the above-addressed 1751 

factors on animals’ attention should be considered.       1752 

2.9.3.2  Stimulus intensity  1753 

Besides stimulus valence, the intensity of emotional information (i.e. arousal) needs to be 1754 

considered as both aspects influence stimulus saliency (Lundqvist et al., 2014). High-arousal 1755 

stimuli enhance negative attention bias relative to low-arousal stimuli (Yuan et al., 2019). For 1756 

instance, RTs in a human pictorial dot-probe task was found to be linearly slowed down with 1757 

increasing stimulus intensity (i.e. high threat – mutilated face; mild threat – men with a knife; 1758 

neutral – hair dryer; (Koster et al., 2004). Hence, it might be crucial to control for stimulus 1759 

intensity when testing valence-related AB responses in animals. Practically speaking, this 1760 

might be difficult to achieve since the verbal account of the perceived stimulus intensity is the 1761 

most direct measure in humans. Maybe psychophysiological measures, such as changes in 1762 



Chapter 2 | Attention to emotional stimuli as an indicator of affect – a literature review   

77 

 

heart rate or skin temperature measured non-invasively via infrared thermography could be 1763 

used to assess stimulus intensity (van Rooijen et al., 2017).  In primates, a decrease in facial 1764 

skin temperature (e.g. nose) indicates states of negative high arousal (Parr, 2001). Another 1765 

option could be measuring pupillary diameter changes, e.g. in conjunction with eye tracking, 1766 

as larger pupil diameter is associated with activation of the SNS reflecting greater emotional 1767 

arousal (van Rooijen et al., 2017). Since these techniques allow non-invasive and remote 1768 

monitoring of physiological responses, it might even be useful to measure attentional and 1769 

bodily responses simultaneously and in real time.   1770 

2.9.3.3 Live stimuli and artificial stimuli   1771 

Artificial (e.g. screen images, photos), as well as live stimuli, are used in animal AB studies. 1772 

Both have considerable advantages, but also significant shortcomings. live stimuli (e.g. dog 1773 

and food in Lee et al., 2016, 2018; Monk et al., 2018a,b, 2019) should possess all perceptual 1774 

characteristics to evoke innate attentional responses, but their controlled presentation can 1775 

be challenging (e.g. a dog might move or bark more/less across trials or animals, as was 1776 

assessed in Monk et al., 2018b). Artificial representations of objects/individuals (e.g. 1777 

computer images, photos) guarantee consistent stimulus presentation across trials or test 1778 

animals, but often only display a censored amount of sensory information (see Griffin et al. 1779 

(2000) for how this affects training for avoiding predators). For instance, faces are presented 1780 

on a blank background (e.g. Bellegarde et al., 2017a,b; Bethell et al., 2012; Howarth et al., 1781 

2021; Wathan et al., 2016) without the attached body, but in real life, faces are always 1782 

encountered in the presence of a body. Hence, using stimuli that include bodily expressions 1783 

rather than isolated faces might add to the ecological validity of the task (van Rooijen et al., 1784 

2017). However, standardization of all aspects of the visual scene as much as possible is also 1785 

critical. 1786 

When using artificial stimuli, it is essential to know how the test animals perceive these stimuli 1787 

since electronic devices (e.g. computer screens, projectors) are designed for human vision, 1788 

hence may not produce the same visual information impressions in non-human species 1789 

(Fleishman & Endler, 2000). Perceptual differences might also occur depending on the 1790 

presentation medium. Image recognition in sheep has been reported in several studies using 1791 

printed images, but Raoult & Gygax (2018) concluded that computer projections may not be 1792 

suitable representations of valenced stimuli in sheep, as animals did not respond significantly 1793 
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differently to videos of dogs (negative) and conspecifics (positive). Instead, naturalistic cues 1794 

(i.e. acoustic recordings of a dog barking, or sheep bleating) appeared to be somewhat more 1795 

appropriate for sheep, as negative mood enhanced sheep’s attention to the negative sounds 1796 

(Raoult & Gygax, 2019) as would be predicted. Hence, for species where the perceptual 1797 

abilities are not fully understood, it might be more sensible to rely on stimuli resembling 1798 

naturalistic cues as much as possible. When test stimuli differ not only in terms of their 1799 

emotional information but also in other stimulus aspects, e.g. real-life non-social cue (dog) 1800 

vs. artificial social cue (conspecific image) in Monk et al. (2018b, 2019, 2020), it might be 1801 

difficult to explain attentional response exclusively by the emotional content they putatively 1802 

convey.   1803 

Winter et al., (2015) proposed an intriguing solution to improve stimulus presentation in free-1804 

looking time tasks. They suggest that future studies could use robotic animals as they have 1805 

advantages over real or two-dimensional stimuli in that their appearance can be controlled 1806 

and manipulated independently from their behaviour, in other words, they can move and 1807 

‘behave’ in a standardized fashion (Winters et al., 2015). A range of animal robots are already 1808 

used as social cues in the field of animal cognition research (Frohnwieser et al., 2016) so their 1809 

use as stimuli in ABTs seems reasonable, as long as they copy all sensory characteristics (e.g. 1810 

visual appearance, smell, acoustic properties, which would need scientific validation) of their 1811 

real-life counterparts.  1812 

2.9.4  Subject-related mediating factors  1813 

Several individual characteristics, as well as underlying emotional states, might mediate AB 1814 

responses in animals. Mandalaywala et al. (2014) reported that early life experience (i.e. 1815 

protectiveness and social rank of the mother) modulates infant rhesus monkeys’ attention to 1816 

threatening social stimuli. Nine-months old animals whose mothers were high-ranking and 1817 

more protective displayed a greater vigilance for threat than infants of lower-ranking and less 1818 

protective mothers (Mandalaywala et al., 2014), indicating that social attention might be 1819 

shaped directly (i.e. via protectiveness) and indirectly (via mother’s social rank). In pigs (Sus 1820 

scrofa domesticus), however, rather than early life conditions (barren vs. enriched housing), 1821 

personality (i.e. reactive or proactive coping style) appears to mediate animals’ attention to 1822 

threat (i.e. loud noise, movement of a door being raised up and down, and flashing light, Luo 1823 

et al., 2019). Personality has also been investigated as a mediating factor in chimpanzees' 1824 
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responses in an emotional Stroop-like task, but personality traits (i.e. anxiety/aggression) as 1825 

rated by animal caretakers and research assistants were not significantly associated with 1826 

animals' task performance (Allritz et al., 2016). In addition to the above, general 1827 

characteristics such as the age and sex of the test animal might influence attentional 1828 

responses to the images of conspecifics (Lewis et al., 2021; Parr et al., 2013).  1829 

2.10 Conclusion  1830 

Based on the reports of attentional prioritisation in animals in response to emotional stimuli, 1831 

as well as evidence of affect-mediated shifts in attention, I conclude that testing AB has the 1832 

potential to further our understanding of how animals perceive their external environments 1833 

and ultimately animals’ affective state. However, several important experimental limitations 1834 

currently hamper the validity of AB as a proxy for affect. Here, I identified several 1835 

experimental discrepancies, including differences in test paradigms, outcome measures and 1836 

the type of stimuli used (e.g. innate or associated, social or non-social, real-life or artificial 1837 

cues). These discrepancies are likely to contribute to the heterogeneity of existing AB findings. 1838 

Hence, by considering these problems and developing more refined species-appropriate test 1839 

protocols, and being able to predict emotion-dependent AB direction, the evaluation of 1840 

animals’ attentional response to emotional stimuli could be an insightful method to assess 1841 

animal emotions in future studies. With this in mind, I developed a visual AB test in horses 1842 

described in Chapter 4 using competing biologically relevant stimuli (conspecific face images). 1843 
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Chapter 3 | General methods   1844 

Summary 1845 

This chapter gives details about the general methods applied throughout my thesis, including 1846 

a description of the study population and sites, explanations of pilot tests and experimental 1847 

protocol development, and the assessment of horses’ welfare (condensed into an individual 1848 

score). Final methods and experimental set-ups are detailed in the experimental chapters.  1849 

3.1 Ethical approval  1850 

All experiments were approved by the Animal Ethical Review Committee of the University of 1851 

Plymouth (ETHICS-41-2020; ETHICS-42-2020). All experimental procedures were below the 1852 

threshold for regulation by the UK Animals (Scientific Procedures) Act 1986 (ASPA). Animal 1853 

owners consented to the use of their animals and were responsible for the care and health of 1854 

their horses. Data collected consisted of non-invasive measurements, i.e. behaviour 1855 

observations, and recording of heart rate and surface temperatures. All horses were 1856 

habituated to the experimental equipment before testing. In Chapter 5, positive 1857 

reinforcement (i.e. food) was used for training/testing the animals. In Chapter 6, tests 1858 

comprised trials with immediate or withheld food rewards. The number of withheld reward 1859 

trials was kept at a minimum (i.e. 2x10 trials in two sessions) determined through pilot studies 1860 

(see section 3.2). After testing, all horses received a food reward (carrots) to ensure a positive 1861 

association with the experimenter.  1862 

Justification of animal numbers (also see section 3.3), reasons for animal exclusions, blinding 1863 

and randomisation are specified in each experimental chapter. All horses remained at their 1864 

home facility at the end of the experiments or were relocated for reasons not associated with 1865 

my studies.  1866 

3.2 Pilot studies and conceptualising of experiments  1867 

UK riding school horses were chosen as the study population as this cohort is likely to 1868 

experience varying degrees of welfare states associated with routine housing and 1869 

management procedures (Hotchkiss et al. 2007; Hockenhull and Creighton 2015; Horseman 1870 

et al. 2016, see 1.3.4.2 for details). Pilot studies were conducted at the Mare and Foal 1871 

sanctuary in Totnes (Devon, UK) between January and December 2019 using rescue horses 1872 
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(N=15, various breeds, 9.78±4.42 years) with a history of poor welfare states of varying 1873 

degrees. However, only animals deemed rehabilitated (i.e. ready to be rehomed) were 1874 

enrolled in my pilot studies and their management corresponded to common housing 1875 

practices of UK riding school horses (i.e. kept in single stalls allowing varying degrees of 1876 

physical contact to conspecifics, limited pasture access, restricted roughage intake).  1877 

My first pilot study explored applying auditory social cues as emotional stimuli in an attention 1878 

bias test. Horses are sensitive to vocalisations of conspecifics and show significantly different 1879 

behavioural and physiological reactions to positively/negatively-valenced conspecific calls 1880 

(Briefer et al. 2015). I exposed the horses to the vocalisations of unfamiliar conspecifics whilst 1881 

feeding with their heads down in their stalls. The recordings were obtained from six horses 1882 

housed at a different yard, Duchy College, Cornwall, during food anticipation (i.e. positive 1883 

vocalisations (whinnies, nickering)) and social encounters (i.e. negative vocalisations (squeals, 1884 

grunts)). All test stimuli appeared to induce similar behavioural responses (i.e. head raise and 1885 

turn towards the source of the sound with ears pointing forward) with no apparent 1886 

behavioural differences between test cues, which made it difficult to judge whether horses 1887 

truly perceived the sounds as differently valenced. As background noises (e.g. people talking 1888 

in the distance, door banging, bird sounds) were occurring during testing it was not clear 1889 

whether the horses’ responses were elicited by the test stimuli or other farm sounds. I 1890 

hypothesised that valenced calls of unfamiliar conspecifics would capture horses’ attention 1891 

more than the other farm noises assuming that horses were habituated to the latter and had 1892 

no associations with certain background noises I was unable to control during testing (e.g. 1893 

bird sounds). 1894 

To test this, I investigated whether the test stimuli would cause changes in horses’ behaviour 1895 

whilst performing a cognitive task, similarly to Rochais et al. (2017a), who tested horses’ 1896 

distractibility with novel sounds in relation to their performance in a work task (i.e. lunge 1897 

training). Here, the horses were trained to perform a visual discrimination task comprising a 1898 

flashing light cueing one of two possible reward locations (i.e. left or right hole within a 1899 

wooden wall erected in a familiar pen). The aim was to play the test stimuli whilst the horse 1900 

was approaching the mid-point between the start line (opposite end of the pen at 10 m 1901 

distance) and the reward locations. I measured the effects of the test cues on latency and 1902 

response accuracy, to infer horses’ attention to the test sounds (i.e. distractibility from the 1903 
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ongoing task). However, none of the horses had learnt the discrimination task after several 1904 

weeks of training. Most horses returned to where they received a reward last, and hence 1905 

seemed to rely on spatial (location of reward on the previous trial) rather than visual (location 1906 

of flashing light) cues in this task. Furthermore, it was challenging to control background 1907 

noises occurring on the farm.  1908 

For these reasons, I decided to develop a visual AB test requiring no learning. Initially, I 1909 

planned to use pairs test images comprising either social (i.e. facial expression of conspecifics 1910 

(Wathan et al. 2016, Bellegarde et al. 2017a,b) or non-social cues (e.g. familiar food bucket 1911 

(McBride & Morton, 2018)) and present side-by-side images putatively differing in emotional 1912 

valence as previously done in other animals (e.g. macaques (Bethell et al., 2012)). Matching 1913 

object images to ensure consistency in luminescence and pixelated areas to create stimulus 1914 

pairs only differing in the emotional content was not possible. Therefore, I only used image 1915 

pairs of unfamiliar conspecifics displaying facial expressions associated with different 1916 

emotional situations in the final test set-up described in Chapter 4. 1917 

After piloting the AB test, I wondered to what extent horses indeed recognised the on-screen 1918 

images as representations of conspecifics. Several horse studies have reported that horses 1919 

possess image recognition ability (Hanggi, 2001; Lansade et al., 2020a; Lansade et al., 2020b; 1920 

Smith et al., 2016; Trösch et al., 2020), but the scientific evidence might be questioned in light 1921 

of several experimental limitations (Amici, 2019; see Chapter 5 for an in-depth discussion). 1922 

Moreover, my pilot horses attended to the images, but did not respond to them as if meeting 1923 

an unfamiliar conspecific (i.e. approaching, vocalising (whining)), which would have indicated 1924 

that they perceived the images as other horses. To test horses’ spontaneous response to on-1925 

screen images in a more controlled manner, I piloted the object recognition test described in 1926 

Chapter 5 in the same yard with the same pilot horses.  1927 

The results derived from the cognitive tests motivated me to explore physiological 1928 

parameters when measuring horses’ emotional states during testing. I collaborated with Dr 1929 

Marco Ramirez Montes De Oca (University of Bristol), who has expertise in Infrared 1930 

Thermography (IRT) and measuring emotion-related facial surface temperature changes in 1931 

cattle, to test short-term changes in emotions during testing (as opposed to longer-lasting 1932 

mood states measured through welfare scores that I addressed with measuring AB). To induce 1933 

changes in horses’ emotional states, horses received a food reward supposedly inducing a 1934 
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more positive emotional state, or reward was withheld whilst horses performed the 1935 

conditioned response behaviour they had learnt in the object recognition test (Chapter 5). To 1936 

ensure that horses would still perform the response following a period of withheld reward 1937 

trials (for controlling order and time effect when collecting physiological data), we conducted 1938 

pilot trials with 8 horses. We found that animals stopped performing the conditioned 1939 

response following an average of 10 withheld reward trials, which is the number of trials we 1940 

tested horses in the test sessions described in Chapter 6.         1941 

3.3 Calculation of sample sizes  1942 

The sample size for the AB experiment (Chapter 4) was estimated through power analysis (80 1943 

% power, 2-tailed, p≤0.05) using the mean durations horses attended to the test images 1944 

during pilot testing. The estimated required sample size was 113. I aimed to recruit horses 1945 

from six yards with approx. 20 animals from each. However, due to COVID-19 restrictions, I 1946 

had to reduce yard numbers and tested fewer animals. Animal number in Chapter 5 (image 1947 

recognition test) was dependent on the number of horses reaching learning criterion (i.e. not 1948 

based on power calculations, but animal number was significantly bigger than previous horses 1949 

cognition studies (e.g. N=3 in Hanggi (2001), 2001; N=11 in Lansade et al. (2020b)). Horse 1950 

numbers for testing physiological changes presented in Chapter 6 was determined through 1951 

power analysis using data collected in an IRT study (Ramirez Montes De Oca, 2021) on calf 1952 

disbudding and social separation (G-power, F-tests, f2=0.3, α=0.05, 0.8 power, number of 1953 

predictors 1) suggesting an estimated number of 25 animals.  1954 

3.4 Study population recruitment and yard descriptions  1955 

To assess the influence of welfare conditions on cognitive processing, I aimed to recruit yards 1956 

varying in their housing/management procedures. I searched for facilities keeping their 1957 

horses in conditions relative close to the naturalistic lifestyle of this species (i.e. in stable 1958 

groups, with free access to roughage and outdoor space (Waring, 2003), or comparatively 1959 

more restrictive meaning that horses’ access to social, food or environmental resources was 1960 

limited.  1961 

I identified potential study sites within a 20-mile radius around Bristol via web search and 1962 

word of mouth (i.e. asking horse-owning colleagues and yard owners for recommendations). 1963 

Following email contact, I initially visited the sites to evaluate their suitability (i.e. whether an 1964 
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indoor arena/weather-protected space existed for AB testing) and feasibility in terms of 1965 

animal availability (yards with >10 animals). For 11 months (June 2020 to May 2021), I 1966 

conducted experiments at three different facilities located in North Somerset and Bristol.    1967 

Data were collected at the first facility (yard 1) between June and August 2020 using 11 1968 

privately owned horses (14.72±6.06 years, various breeds) which were kept together in one 1969 

group outdoors all year round on a pasture/track system in one stable herd (Figure 3.1 A). 1970 

Grass and hay were available ad libitum. Each animal received supplement feed (brands 1971 

varied based on owners’ choices) every morning. Water was always freely available via 1972 

automatic drinkers. Animal health was checked regularly by the owners. Horses were ridden 1973 

regularly (approx. 2-7h a week) but hours and type of work (i.e. ‘hacking’, trail riding, or 1974 

pleasure riding) varied between animals and between the weeks of data collection. Overall, 1975 

these horses were housed in conditions relatively close to equines’ ethological needs (i.e. 1976 

naturalistic) compared to animals from the other study sites.   1977 

I collected data in yard 2 in July – August 2020. All horses (N=17, 10.76±2.63 years, various 1978 

breeds) were riding school horses and were kept in single stalls (9.87±2.09 m2, wood-shaving 1979 

bedding) with limited social contact (i.e. animals had visual but no physical contact with 1980 

neighbouring conspecifics, Figure 3.1 B, apart from three horses that also had head-to-head 1981 

contact with their neighbour). Access to pasture was provided within the same group of 1982 

conspecifics (3 groups of >10 animals; some horses not enrolled in my studies) during parts 1983 

of the day and/or at night (depending on weather conditions and riding lessons, the duration 1984 

varying between 2-16 h/day). Roughage amount was restricted as horses were fed loose hay 1985 

2-3 per day (amount roughly adjusted based on horses’ weight). Water was freely accessible 1986 

through automatic troughs. No horse received additional hard feed. All animals were on a 1987 

‘diet’ for three months before my data collection due to COVID-19-related reduction in 1988 

workload, hence horses were not ridden as often as before the pandemic, but exercised for 1989 

at least 30min during weekdays with some horses additionally being used for riding lessons. 1990 

The maximum workload was 10h per week.  1991 

At yard 3, animals (N=19, 16.83±6.09 years, various breeds) were riding school horses kept in 1992 

three different barns. Two barns housed horses in single stalls (approx. 4.7x2.75 m2, straw 1993 

bedding, Figure 3.1 C) which allowed visual contact but no physical contact among horses 1994 

(except for one tall horse that could lift its head over the stall wall and have head-to-head 1995 
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contact with its neighbour). The third barn contained tie-stalls (approx. 2x2 m2, rubber mats 1996 

covered with thin layer shavings/straw, Figure 3.1 D) allowing the ponies to have head-to-1997 

head contact with neighbours (if present) and to lie down, but movements were otherwise 1998 

limited by a rope (approx. 1.5 m long). All horses were provided with hay nets 2-3x per day 1999 

and received an adjusted diet (Thunderbrook Equestrian) once per day. Water was provided 2000 

via buckets. Pasture access was limited, and varied across days and horses (i.e. kept on 2001 

pasture during the night, weather permitting, and/or parts of the day when not used for riding 2002 

lessons). Data were collected here from September 2020 – April 2021, but paused between 2003 

November 2020 – April 2021 as all horses were moved to pasture (full-time) during these 2004 

months due to COVID-19-enforced yard closure during the 3rd UK lockdown. More 2005 

information to each test horse is provided in Table 3.5 (at the end of this chapter).  2006 

 2007 

Figure 3.1 Example images of housing conditions in (A) yard 1, (B) yard 2 and (C+D) yard 3. 2008 

  2009 
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3.5 Horse welfare assessment 2010 

As explained in the introduction, I follow the view of others that affective states, and 2011 

therefore subjective states, are central to animal welfare (e.g. Duncan 2005; Browning 2022a, 2012 

b). As emotions are elicited by stimuli of varying characteristics (external or internal, social or 2013 

non-social, animate or inanimate), I decided to examine horses’ living conditions as 2014 

comprehensively as possible. Several environmental, management, health and social factors 2015 

have been found to compromise equine welfare (Hockenhull & Creighton, 2015; Horseman 2016 

et al., 2016; Hotchkiss et al., 2007). Animal welfare is a multifaceted concept linked to many 2017 

different aspects encompassing an animal’s life, but there is currently no scientific approach 2018 

to measuring ‘welfare state’ that allows balancing all contributing relevant factors (Appleby 2019 

et al., 2018, p. 18). Therefore, a combined evaluation of all these different factors might be 2020 

the most reliable approximation of individuals’ welfare state currently possible, while the 2021 

direct measurement of welfare is still unattainable (Browning, 2022a,b). I developed a horse 2022 

welfare assessment protocol to synthesise a single score, putatively reflecting individuals’ 2023 

potential to experience positive (or less positive) emotional states concomitant to their 2024 

welfare state. This score was used to investigate the relationship between welfare, and 2025 

cognitive processing and emotions in Chapter 4 (AB test) and 5 (image recognition test), and 2026 

to explore individual effects on physiological changes in Chapter 6.  2027 

3.5.1 Welfare factors  2028 

Relevant welfare factors were derived from the AWIN welfare assessment protocol for horses 2029 

(AWIN, 2015), Dalla Costa et al. (2014), and other equine welfare studies (see references in 2030 

Table 3.1). The assessment of certain welfare aspects recommended in AWIN (2015) was 2031 

modified (i.e. human interaction test, behavioural assessment) or excluded (i.e. the horse 2032 

grimace scale, tactile sensitivity testing) for reasons stated in sections 3.6.1 and 3.6.2. I 2033 

applied a multi-component approach comprising environmental, social and animal-based 2034 

assessment factors (Table 3.1). For each factor, a score of 0–1 was assigned depending on the 2035 

presence/absence of the resource. For factors with more than two possible outcomes, fractal 2036 

values were assigned to each possible condition (e.g. social contact score in Table 3.1). All 2037 

factors were added to create a single welfare score with a maximum value of 20 with higher 2038 

scores reflecting a greater likelihood to experience positive welfare, and therefore better 2039 

chances of positive emotional states.    2040 
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Table 3.1 Description of welfare factors, which all equally weighted into the final welfare score. 2041 

References to relevant literature are given in brackets. * indicates all animal-based indicators derived 2042 

from the AWIN welfare assessment protocol for horses. 2043 

# Welfare indicator  
[References] 

Answer 
option 

Description of answer option Score 

Environmental factors 

1 Confinement 

[McGreevy 1995, 
Heleski et al. 
2002, Henry et al. 
2017, Loeckener 
et al., 2015] 

Always The horse has no outdoor access or is outside for 
less than 12h per week (excluding work, husbandry 
procedures). 

0 

 Part-time The horse has outdoor access for at least 12h per 
week (excluding work, husbandry procedures).  

0.5 

 Never The horse is always kept outdoors (e.g. on paddock 
or on pasture) (excluding work, husbandry 
procedures).   

1 

2 Stall space 
sufficiency* 

 

No Stall dimensions are smaller than required 
according to the British Horse Society (BHS) 
guidelines.  

0 

  Yes Stall dimensions are within or bigger than required 
according to the BHS guidelines. Horses always 
kept outdoors were given a score of 1. 

1 

3 Water 
availability*  

No 

 

Water is not always freely accessible or manually 
filled (e.g. buckets).  

0 

  Yes Water is always freely accessible (e.g. via an 
automatic system).   

1 

4 Ventilation 

[Clarke 1987, 
Holocombe et al., 
2001] 

No No ventilation is provided.  

 

0 

 Partially Ventilation is provided during parts of the day but 
not always (e.g. barn doors are shut at night 
preventing constant airflow).  

0.5 

 Always Ventilation is always provided (e.g. via an air-
conditioning system or horses are kept outside).  

1 

5 Forage 
opportunity  

[Sharpe et a., 
2019, Ninomiya 
et al., 2004] 

Never The horse has no opportunity to forage.  

 

0 

 Restricted The horse has restricted (time/amount) forage 
opportunity through the provision of forage at least 
twice per day.  

0.5 

 Always The horse can always forage.  1 
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# Welfare indicator  
[References] 

Answer 
option 

Description of answer option Score 

6 Forage diversity 

[Goodwin et al., 
2002, Ninomiya 
et al 2004] 

No No forage diversity is available.  

 

0 

 Yes, part-
time 

The horse can choose between forage types for 
parts of the day (e.g. grass and hay available on 
pasture) but not full-time (e.g., indoors only hay 
was provided). 

0.5 

 Yes The horse has a choice in forages through the 
provision of at least two forage options (e.g. hay 
available on grass pasture).  

1 

7 Bedding type 

[Nazarenko et al., 
2018, Wehrhahn 
et al., 2010, 
Pederson et al., 
2004, McGreevy 
1995] 

No 
bedding/ 
Rubber 

mat only 

No bedding is provided.  0 

 (Wood) 
shavings 

Wood shavings are provided as bedding. 0 

 Straw Straw is provided as bedding.  

 

1 

8 Visual scope  

[Ninomiya et al., 
2008,  Ruet et al., 
2009] 

Never The horse cannot broaden its visual scope (e.g. no 
window, closed stable doors) 

0 

 Part-time The horse can broaden its visual scope (e.g. via a 
half-closed stable door, windows, access to 
pasture) for parts of the day.  

0.5 

 Always The horse always can broaden its visual scope (e.g. 
via windows, half-open stable door, full-time on 
pasture).   

1 

Social indicators 

9 Social contact 
(daily duration 
and level of 
physical contact) 
[Lansade et al., 
2007, Yarnell et 
al., 2015, 
Lesimple et al., 
2019] 

Full-time 
no social 
contact 

The horse never has social contact.  0 

 Part-time 
no social 
contact 

and part-
time 

restricted 

 

The horse has no social contact at times (e.g. in the 
stable) but has restricted (e.g. only visual) contact 
with other horses during parts of the day (e.g. top 
half of the stable door is opened during the day 
allowing it to see other horses).  

0.25 

  Full-time 
restricted 

The horse can sniff and/or view other horses e.g. 
through stable bars but cannot physically interact 
further than sniffing with other horses. 

0.5 
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# Welfare indicator  
[References] 

Answer 
option 

Description of answer option Score 

9 Social contact 
(continued) 

Part-time 
restricted 
and part-
time full 

The horse is restricted in interacting with other 
horses (e.g. in the stable) but full social contact 
(full-body) with others for parts of the day (e.g. on 
pasture).  

0.75 

 Full-time 
social 

The horse always has full social contact (full-body) 
with other horses.  

1 

10 Social stability 
(opportunity to 
maintain social 
relationships) 
[Fureix et al., 
2013, Waring, 
2003] 

Never The horse has no social contact or social partners 
are changing (e.g. horses are allocated to 
neighbouring stables at random, mixing neighbours 
frequently).   

0 

 Partially The horse has the same social partner(s) inside the 
stable but social partner(s) outside vary frequently 
(or vice versa).   

0.5 

 Full-time The horse is kept with the same social partner(s) 
continuously.   

1 

Animal-based indicators* 

11 Signs of practice-
induced injuries 

Yes Injuries and/or healed scars (e.g. fresh skin lesions, 
white hairs, and bald skin patches) likely caused by 
management procedures or ill-fitting tack (e.g. 
lesions mouth corners, white hair on withers) are 
present.  

0 

 No The horse has no signs of injuries linked to 
management procedures.  

1 

12 Signs of other 
injuries 

Yes Injuries and/or healed scars (e.g. fresh skin lesions, 
white hairs, bald skin patches) bigger than 1x2cm2 
or longer than 4 cm are not likely to be caused by 
management procedure (e.g. bite marks on the 
neck) are present.  

0 

 No No injuries are present.  1 

13 Nasal discharge Yes Flow of discharge (watery, transparent or 
yellow/green) is present from one or both nostrils.   

0 

 No Nostrils have no discharge.   1 

14 Lameness Present The horse’s gait is altered with uneven weight 
bearing (limp) whilst standing or walking. If the 
horse received treatment for lameness during the 
time of the study it was scored as lame regardless 
of whether it presented as lame.  

 

 

 

0 
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# Welfare indicator  
[References] 

Answer 
option 

Description of answer option Score 

14 Lameness 
(continued) 

Not 
present 

The horse is walking/standing with even weight 
bearing on all four feet and was not treated for 
lameness during the study.  

1 

15 Swollen joints Present Swelling of joints is evident in increased diameter 
of one or more limbs.  

0 

  Not 
present 

No swelling of joints present.  1 

16 Manure 
consistency  

Abnormal Manure consistency is different from the normal 
(shaped) texture (e.g. too watery (cow dung-like 
with no shape or too dry, i.e. manure very hard).    

0 

  Normal The horse’s manure has normal consistency.  1 

17 Abnormal hoof 
condition/ shape 

Present One or more hooves are overgrown, cracked or 
misshaped.   

0 

 Absent No signs of hoof abnormalities are present.   1 

Other indicators 

18 Abnormal 
behaviour 
(assessed during 
behaviour 
observation 
during 5x1h 
sessions) [Dalla 
Costa et al., 2016] 

Present The horse displayed a form of abnormal behaviour 
(e.g. teeth grinding, cribbing, head tossing, 
abnormal posture during resting, i.e. withdrawn 
state) during observation periods.  

0 

 Absent The horse was not observed displaying abnormal 
behaviours during observation periods.   

 

1 

19 Owner 
information on 
horse health†  

Acute or 
chronic 

condition 
present 

The horse had an acute or chronic condition 
possibly compromising welfare at the time of the 
study.  

0 

 Reported 
by the 

owner as 
healthy 

The owner stated that the horses had no known 
underlying health conditions.  

 

1 

20 Human interaction score* 
(voluntary (VAT) and forced 
approach test (FAT) results 
combined) [Fureix et al., 2010; 
Dalla Costa et al., 2016] 

See section 3.5.2.2. for the description.  

† We asked owners to provide information on horses’ health history as we were unable to schedule a 2044 
veterinarian to perform health checks due to monetary constraints.  2045 

 2046 
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3.5.2 Welfare factors modified from the AWIN protocol    2047 

3.5.2.1  Scan sampling of abnormal horse behaviour 2048 

Similar to other captive non-domesticated species, atypical, stereotypic (ST) and abnormal 2049 

repetitive behaviours (ARB) are commonly observed in horses (Hothersall & Casey, 2012; 2050 

McBride & Hemmings, 2009; McGreevy et al., 1995a; Roberts et al., 2017). The development 2051 

of STs and ARB has been related to animals’ past or present experiences of suboptimal 2052 

environments (horse reviews: Hothersall and Casey 2012; Roberts et al. 2017; Krueger et al. 2053 

2021) resulting in frustration-like stress (Mason et al., 2001; Mason & Latham, 2004) when 2054 

animals are prevented from performing highly motivated behaviours (e.g. feeding, mating, 2055 

migration; Mason and Rushen 2006). However, STs might also be linked to malfunction of 2056 

different brain regions (e.g. alternations of dopamine receptors in the mesoaccumbens 2057 

dopamine pathway (McBride & Hemmings, 2005; McBride & Hemmings, 2009)), although it 2058 

is still unknown whether the neuroanatomical changes are an effect rather than a cause of 2059 

STs (Tatemoto et al., 2022). Interestingly, horse breeds such as thoroughbreds (Bachmann et 2060 

al., 2003; Ninomiya et al., 2007) and warmbloods (Wickens & Heleski, 2010) seem to be more 2061 

susceptible to the development of STs than others. On the other hand, these breeds are used 2062 

more in performance disciplines (e.g. dressage, racing) associated with intense management 2063 

regimes, which could also explain the increased prevalence of STs in these breeds (Roberts et 2064 

al., 2017). Manifestations of STs and ARB can have secondary welfare implications, e.g. by 2065 

causing physiological pathologies, such as pain and colics (Archer et al., 2008), excessive wear 2066 

of incisors (McBride & Hemmings, 2009), or muscle fatigue (Ninomiya et al., 2007). In 2067 

addition, compromised equine welfare can be detectable as abnormal body postures (Fureix 2068 

et al., 2010, 2011; Fureix et al., 2012; Lesimple et al., 2010). For instance, greater time spent 2069 

displaying a so-called ‘withdrawn’ posture, characterized by standing motionless with eyes 2070 

open with a stretched neck and a similar height between neck and back, might reflect a 2071 

depression-like state in horses (e.g. predicting reduced sucrose consumption, a proxy for 2072 

anhedonia; Fureix et al. 2012, 2015).  2073 

I evaluated whether animals performed the above-mentioned abnormal behaviours by scan 2074 

sampling their activity every 5-min in 3x1h sessions/day (between 8-10 am, 11-1 pm and 2-4 2075 

pm) over 5 days, with the initial intention to create a time budget (Auer et al. 2021; ethogram 2076 

shown in Appendix B Table B1). Comparing time budgets across animals and/or yards, 2077 
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however, appeared difficult to interpret. Indeed, resource availability (i.e. access to hay and 2078 

pasture, which would directly influence e.g. amount of time spent feeding) varied both 2079 

between yards and daily within the yard. Therefore, horses were instead scored in the welfare 2080 

assessment protocol as displaying any forms of abnormal behaviours (i.e. STs, ARB, withdrawn 2081 

postures) or not (#18 in Table 3.1).  2082 

3.5.2.2 Human interaction score 2083 

Since chronic back pain is associated with increased horses’ aggressiveness toward humans 2084 

(Fureix et al., 2010), I conducted two types of human-horse interaction tests and combined 2085 

these results into a human interaction score (HIS, #20 in Table 3.1). The test protocols were 2086 

adapted from the voluntary approach test (VAT) and forced approach test (FAT) described in 2087 

Fureix et al., (2010). For the VAT, the experimenter entered the horse’s stall but remained at 2088 

the door motionless (i.e. approx. 2-3m distance to the horse), thereby looking at the horse’s 2089 

shoulder (whichever side was closest to the human) until the horse approached the 2090 

experimenter or 5min elapsed. The FAT was conducted similarly, but the experimenter 2091 

approached the horse’s shoulder (whichever side was closest) by walking slowly towards the 2092 

horse with her right arm stretched out in front of her and briefly touching the top of the 2093 

horse's shoulder/withers. Horse behaviour was scored from videos by a single observer 2094 

according following the ethogram summarised in Table 3.2. 2095 

Table 3.2 Scoring system of the voluntary and forced approach test. Descriptions apply to both tests 2096 

unless stated otherwise. 2097 

Behaviour Description Score 

Positive response The horse stops feeding, lifts its head up and approaches 
the experimenter with forward-pointing ears, possibly 
sniffing the experimenter.   

 

1 

Attentive  The horse is continuing to feed but moves its ears 
forwards when the experimenter appears, the head is 
lifted or/and its head is rotated towards the 
experimenter.  

 

0.5 

Feeding – inattentive 
(to the experimenter) 

The horse is feeding (with its head down), no obvious 
change in behaviour when the experimenter appears. 
Ears remain in the same position as before the 
experimenter entered.  

0 
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Behaviour Description Score 

Negative - threat The horse rotates its ears backwards, head possibly 
lifting or moving towards the experimenter or remains in 
the same position as before the experimenter entered. 

 

-0.5 

Negative -avoidant  The horse lifts its head, possibly startles upon entry of 
the experimenter, ears backwards and the horse actively 
moves away from the experimenter.    

 

-0.5 

Negative - aggressive  The horse lifts its head and approaches the experimenter 
(walking or with the head moving towards the 
experimenter) while displaying a threatening attitude 
(ears back and teeth showing).  

-1 

 2098 

3.6 Excluded welfare factors    2099 

The AWIN (2015) protocol recommends several welfare factors, which I excluded from my 2100 

assessment protocol either for practical reasons (i.e. eye discharge, since horses at yard 1 2101 

worn fly/eye masks during the assessment) or for reasons explained below.  2102 

3.6.1.1 Horse grimace scale  2103 

Dalla Costa et al. (2014) developed a horse grimace scale (HGS) to standardise the 2104 

measurement of pain using facial expressions, previously validated for several other animal 2105 

species (e.g. mice, pigs, and sheep, reviewed in Evangelista et al. 2022). The AWIN protocol 2106 

recommends using the HGS to evaluate the presence of pain in assessed horses. For intra- 2107 

and inter-observer comparison, I photographed horses’ faces (but in yard 1 horses since they 2108 

wore fly masks) when horses were resting in their stalls. All images were taken from a lateral 2109 

angle perpendicular to the horse’s eye (see image in Table 3.4) of the left/right head side. I 2110 

quietly approached the horse’s stall and took images at approx. 2–4 m distance to the horse 2111 

from outside the stall without visibly disturbing the animal. When possible, images of both 2112 

sides of the head were taken, but some animals always rested in the same 2113 

position/orientation towards the stall door, meaning that the image sides/numbers were not 2114 

balanced within and across horses. Images were taken on three different days (i.e. max. six 2115 

images/horse) resulting in 98 images in total (yard 2 N=67; yard 3 N=31). These were 2116 

independently scored by three raters (via an online questionnaire; one not blinded; two 2117 
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blinded). For intra-observer reliability testing, 30 images (30%) were randomly selected, 2118 

which were repeated within set of the original test images. Each rater scored six facial action 2119 

units (FAUs, Table 3.3.) according to the HGS scoring system by Dalla Costa et al. (2014).  2120 

Intra-observer reliability was high (rater 1 0.81, rater 2 0.89, rater 3 0.83). However, inter-2121 

observer reliability was overall moderate (Fleiss kappa 0.49) and varied largely within 2122 

different FAUs (see Table 3.3). Inter-observer reliability was not improved via training (i.e. all 2123 

three raters discussed/practised together FAUs scoring using five test images). Further 2124 

discussion with Dalla Costa to clarify subtle difficulties in scoring ‘tension above the eyes’, 2125 

‘strained mouth’ and ‘strained nostrils’ did not improve inter-observer reliability, which is why 2126 

I excluded the HGS results from my welfare assessment protocol.  2127 

 2128 

Table 3.3 Results of inter-observer reliability testing (weighted kappa) between the three independent 2129 

raters. 2130 

FAU Rater 1+2 Rater 1+3 Rater 2+3 

Stiff backwards ears 0.31 0.604 0.549 

Tension above the eyes 0.218 0.456 0.304 

Eyes closure 0.534 0.824 0.575 

Strained chewing muscles 0.424 0.512 0.44 

Strained mouth 0.183 0.07 0.06 

Strained nostrils 0.496 0.442 0.292 

 2131 

 2132 

  2133 
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Table 3.4 Overview of facial action units (FAUs) evaluated for horse grimace scale scoring after Dalla 2134 

Costa et al. (2014). For each FAU, the raters scored whether the description was obviously present, 2135 

moderately present or obviously absent, following the exact wording of Dalla Costa et al. (2014) as 2136 

shown in the table. The example image shows on of my test horses. Blue markings indicate the 2137 

evaluated FAUs.  2138 

  a) Stiff backwards ears 

The ears are stiffly turned backwards. As a 
result, the space between the ears may 

appear wider relative to the baseline (not 
applicable to this example image). 

b) Tension above the eye area 

The contraction of the muscles in the area 
above the eyes causes the increased 

visibility of the underlying bone surfaces. If 
the temporal crest bone is clearly visible 
should be coded as obviously present. 

c) Eye closure 

The eyelid is partially or completely 
closed. Any eyelid closure that reduces the 

eye size for more than half should be 
coded as “obviously present”. 

d) Strained chewing muscles 

Straining chewing muscles are clearly 
visible as an increase in tension around 

the mouth. If chewing muscles are clearly 
prominent and recognizable, the score 

should be coded as “obviously present”. 

e) Strained mouth 

Strained mouth is clearly visible when the 
upper lick is drawn back and the lower lip 

causes a pronounced chin. 

f) Strained nostrils 

Nostrils look strained and slightly dilated, 
the profile of the nose flattens and lips 

elongate. 

 2139 

 2140 

 2141 

a 

b 

c 

d 

e 
f 
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3.6.1.2  Mechanical nociceptive threshold  2142 

The majority of my test animals were riding school horses kept in restrictive living conditions 2143 

and musculoskeletal disorders can be highly prevalent in these animals (Fureix et al., 2010; 2144 

Fureix et al., 2012; Lesimple et al., 2010, 2012, 2013). For instance, 73% (N=43) of riding school 2145 

horses housed under restrictive conditions were severely affected by vertebral problems. 2146 

Riding school horses might also be particularly prone to vertebral problems due to the type 2147 

of riding style (i.e. high horse neck position positively correlated with vertebral areas affected, 2148 

(Lesimple et al., 2010). Back pain in horses is however difficult to evaluate, even for 2149 

professionals (e.g. manual palpation by practitioners, Lesimple et al. 2013). Therefore, I 2150 

decided to assess horses’ dorsal thoracolumbar area (i.e. the back) utilising pressure 2151 

algometry (PA), as this tool allows quantifying pressure sensitivity in a standardised manner 2152 

through mechanical nociceptive threshold (MNT) testing (De Heus et al., 2010; Haussler, 2153 

2020; Haussler & Erb, 2006). PA has been used in horses to quantify acute pain sites (e.g. 2154 

surgical sites) from non-pain sites (Haussler & Erb, 2006), musculoskeletal pain due to 2155 

orthopaedic injuries (Varcoe-Cocks et al., 2006) and clinical signs of back pain (Long et al., 2156 

2020).  2157 

The testing procedure involved a handler standing next to the horse's head with his back to 2158 

the experimenter who applied a handheld pressure algometer (ProD-Plus; Topcat Metrology) 2159 

with a flat-head tip (Ø 2mm, i.e. the device part contacting the horses’ skin, see Figure 3.2 A) 2160 

perpendicular to five marked areas on the horse’s back (see Figure 3.2 B, De Heus et al. 2010). 2161 

The pressure application rate was kept constant at 2 N/s ensured by warning lights turning on 2162 

if the rate changed by 0.5 N/s. The moment at which the horse showed a reaction (e.g. muscle 2163 

switch, tail flick, head shake, signalled by the handler and/or experimenter by saying “pickle”) 2164 

was defined as the endpoint of the testing. The maximum force applied at this moment was 2165 

noted as the MNT value. In total, three measurements of each side (i.e. left/right) of each test 2166 

area were taken in one single session. Each measurement followed a 4-6s break in which the 2167 

handler took note of the MNTs and the experimenter adjusted her position to assess a 2168 

different test area. To avoid confounding effect of de-/sensitisation of the tested areas, the 2169 

order and side of measured areas were randomised within the test session. Following a 15-2170 

min break, in which the horse was left alone its stall, the test procedure was repeated. I 2171 

hypothesised that horses with significantly lower thresholds compared to MNT described for 2172 
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healthy horses (De Heus et al., 2010; Haussler & Erb, 2006; Menke et al., 2016; Taylor et al., 2173 

2016) were more likely at risk to experience musculoskeletal problems (and associated pain) 2174 

than horses with thresholds around the average MNTs of healthy horses. In addition, I 2175 

intended to analyse the relationship between horses’ MNT and HGS results. However, during 2176 

testing, it became clear that it was difficult to achieve agreement between the handler and 2177 

experimenter when detecting endpoints, hence determining a clear stop point was not 2178 

straightforward, as has previously been pointed out as a criticism by others (e.g. Love et al. 2179 

2011). For instance, sometimes the handler signalled an endpoint before the experimenter 2180 

started applying pressure. Two horses actively moved their necks away from the 2181 

experimenter when trying to apply the device, maybe because of similarities in the 2182 

experimenter's movements during testing and the administration of neck injections. The 2183 

animals might have avoided the experimenter due to negative associations with painful 2184 

injection events.  2185 

I collected data from 16 horses at yard 2. However, given the described limitations in 2186 

determining endpoints and time constraints to refine the experimental protocol, I did not 2187 

conduct this type of data collection at yard 3 and also did not consider analysing further the 2188 

obtained data.   2189 

 2190 
 2191 

 2192 

Figure 3.2 Example images of A) application of the pressure algometry device and B) test areas on the 2193 

horse’s back. Five locations were tested approx. 10 cm lateral to the dorsal midline on both sides of 2194 

the horse: 1) middle of the splenius muscle at the third vertebrate, 2) trapezius muscle below the 2195 

withers, 3) thoracic longissimus muscle at the middle of the saddle area (13th thoracic vertebral level), 2196 

4) thoracic longissimus muscle at the end of saddle area (approx. 18th thoracic vertebral level), and 5) 2197 

mid-portion of the middle gluteal muscle at the third lumbar vertebral level. 2198 

 2199 
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Table 3.5 Information to horses, individual welfare scores and their use in experimental Chapters 4-6.  2200 

Horse ID Yard ID Sex Age Breed Welfare score 

Used in AB 
test 

(Chapter 4) 

Used in 
image test 
(Chapter 5) 

Used to test  
physiological indicators  

Chapter 6 

1 1 ♂ 7 Cob 17.42 yes no no 

2 1 ♂ 19 Welsh Pony 17.00 yes no no 

3 1 ♂ 24 New Forest Pony 16.75 no no no 

4 1 ♂ 13 Thoroughbred 19.00 yes no no 

5 1 ♂ 7 Irish draft x 17.58 yes no no 

6 1 ♂ 17 Thoroughbred 15.92 yes no no 

7 1 ♀ 10 Thoroughbred 16.42 yes no no 

8 1 ♂ 20 Thoroughbred 15.58 yes no no 

9 1 ♀ 9 Appaloosa 17.42 yes no no 

10 1 ♂ 14 Connemara Pony x Camargue Pony 16.75 yes no no 

11 1 ♀ 22 Connemara Pony 16.75 yes no no 

12 2 ♂ 13 Cob X 13.17 no yes yes 

13 2 ♂ 7 Cob 15.92 yes yes yes 

14 2 ♂ 14 Cob 14.33 no yes yes 

15 2 ♀ 7 Fell 15.42 yes yes yes 

16 2 ♂ 15 Irish Cob 14.33 yes yes yes 
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Horse ID Yard ID Sex Age Breed Welfare score 

Used in AB 
test 

(Chapter 4) 

Used in 
image test 
(Chapter 5) 

Used to test  
physiological indicators  

Chapter 6 

17 2 ♀ 10 Cob 15.25 yes yes yes 

18 2 ♂ 9 Welsh Cob X  12.92 yes yes yes 

19 2 ♀ 13 ISH 11.33 yes yes yes 

20 2 ♂ 7 ISH 12.42 yes yes yes 

21 2 ♂ 9 ISH 15.50 yes yes yes 

22 2 ♂ 14 Cob 14.17 yes yes yes 

23 2 ♀ 11 Cob 15.25 yes yes yes 

24 2 ♂ 12 Welsh  13.67 yes yes yes 

25 2 ♂ 11 Cob 12.92 yes yes yes 

26 2 ♀ 9 Cob 14.25 yes yes yes 

27 2 ♀ 9 Cob 15.58 yes yes yes 

28 2 ♂ 13 ISH  13.25 yes yes yes 

29 3 ♂ 14 Welsh x Anglo Arab 17.25 yes yes yes 

30 3 ♀ 10 Cob x Thoroughbred 12.75 yes yes yes 

31 3 ♀ 14 Percheron Cross 15.75 yes yes yes 

32 3 ♂ 15 Welsh pony 16.75 yes yes yes 

33 3 ♂ 17 Connemara Grey  15.42 yes yes yes 
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Horse ID Yard ID Sex Age Breed Welfare score 

Used in AB 
test 

(Chapter 4) 

Used in 
image test 
(Chapter 5) 

Used to test  
physiological indicators  

Chapter 6 

34 3 ♂ 9 Cob 16.75 yes yes yes 

35 3 ♂ 18 Shire Cross Irish Pony 16.25 yes yes yes 

36 3 ♀ 4 Shire x Thoroughbred 15.75 yes yes yes 

37 3 ♂ NA NA NA yes yes no 

38 3 ♀ 15 Welsh pony 16.92 yes yes yes 

39 3 ♀ 18 Welsh pony 13.92 yes yes no 

40 3 ♂ 9 New Forest Pony 17.75 yes yes yes 

41 3 ♂ 21 Dartmoor Pony 12.75 yes yes yes 

42 3 ♂ 26 Welsh pony 13.25 yes yes yes 

43 3 ♂ 19 New Forest Pony 12.75 yes yes no 

44 3 ♂ 26 Welsh Pony 15.25 yes yes yes 

45 3 ♀ 16 Exmoor Pony 14.75 yes yes no 

46 3 ♀ 24 New Forest Pony 14.25 yes yes yes 

47 3 ♂ 28 New Forest Pony 14.75 yes yes yes 
 2201 
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Chapter 4 | Developing an affect-related attention bias test in horses 2203 

Summary 2204 

As described in Chapter 2, negative affect mediates animals’ attention to competing 2205 

emotional stimuli, e.g. images of threatening vs. non-threatening faces of conspecifics; similar 2206 

to anxiety-related enhanced attention to threat reported in humans. Here, I present the 2207 

development of a visual attention bias (AB) test in horses. If horses show a preferential 2208 

attention allocation towards images of unfamiliar conspecifics with negative, comparatively 2209 

more neutral and positive facial expressions, it might be possible to infer emotional valence 2210 

from the direction of AB as previously suggested in other animal studies (see Chapter 2). 2211 

Hence, I assess the relationship between individuals’ welfare state (proxy of affective state) 2212 

and attention. As in humans, I predicted that horses exhibit AB to negative stimuli compared 2213 

with comparatively more neutral or positive stimuli and that low welfare state (i.e. negative 2214 

affect) would pronounce AB to threat and increase overall attention to the stimuli as a sign of 2215 

increased vigilance. My exploration of horses’ attention to positive relative to neutral stimuli, 2216 

is a comparison rarely considered in other animal AB studies, and therefore there are no 2217 

specific predictions. I found that horses attended to the three stimulus types for similar 2218 

lengths of time and lower welfare states predicted shorter attention to the negative stimulus 2219 

contrarily to my predictions. Moreover, horses from the three facilities significantly differed 2220 

in their overall attention to the stimuli likely due to variations in the surrounding testing 2221 

conditions. My findings highlight that external influences on attention require consideration 2222 

for conducting cognitive tests at different facilities. As I will discuss, a further methodological 2223 

investigation is needed in order to evaluate the potential of AB as an indicator of affective 2224 

valence in horses.   2225 
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4.1 Introduction  2226 

Measuring changes in cognitive processing (e.g. biases in attention, memory, and decision-2227 

making) is an important approach to studying non-human animal emotions, since affective 2228 

valence (i.e. whether the emotional state is pleasant or unpleasant) can be inferred from the 2229 

direction of cognitive biases (Mendl et al., 2009, 2010; Paul et al., 2005). Negative emotional 2230 

states are associated with a greater expectation of negative outcomes under ambiguity 2231 

(‘pessimism’), attention allocation toward negative information, and a greater likelihood of 2232 

negative memory recall (Mendl et al., 2010). Cognitive biases, primarily in decision-making 2233 

when facing ambiguity, have now been demonstrated in various mammal, bird, and insect 2234 

species (reviewed in Gygax, 2014; Lagisz et al., 2020). Applying judgement bias tasks ('JBTs’) 2235 

has the advantage that a priori predictions can be made about the influence of underlying 2236 

mood (i.e. longer-lasting states arising from the accumulation of short-lasting emotions in 2237 

response to specific stimuli) on decision-making under ambiguity (Mendl et al., 2009).  2238 

However, JBTs have significant limitations (Bethell, 2015; Crump et al., 2018; Roelofs et al., 2239 

2016). These can include; i) labour-intensive training phases (e.g. discrimination training of 2240 

positive/negative cues before animals’ responses to intermediate cues can be tested), ii) 2241 

sampling biases towards ‘learners’ (and exclusion of non-learning animals, which possibly 2242 

have more negative affect since severe stress can impair cognitive abilities (Mendl, 1999), iii) 2243 

ambiguous cues could be perceived as novel rather than intermediate (mixed 2244 

positive/negative) stimuli (Bateson & Nettle, 2015; Doyle et al., 2010; Roelofs et al., 2016), 2245 

and/or iv) discrimination training could act as cognitive enrichment for animals kept in barren 2246 

environments (hence influencing affect and responses during testing) (Roelofs et al., 2016). 2247 

Developing new cognitive measures free from these caveats is therefore desirable (Roelofs et 2248 

al., 2016; Crump et al., 2018).  2249 

Assessing affect-driven attentional biases (ABs), the emotion-induced differential allocation 2250 

of attention to certain information compared to others has been promoted as an alternative, 2251 

and potentially more practical, cognitive marker of animal affect (see Chapter 2; Crump et al., 2252 

2018). Unlike JBTs, attention bias tests (ABTs) rely on innate tendencies to cognitively process 2253 

sensory information, such as biologically relevant visual stimuli (e.g. aggressive faces, 2254 

predator cues). AB to these stimuli can be assessed, depending on the experimental 2255 

paradigm, with no, or relatively little, animal training (e.g. habituation to test apparatus 2256 
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(Lewis et al., 2021), training animals to sit by a target for testing (Howarth et al., 2021)). 2257 

Attentional state can be behaviourally quantified, e.g. via measuring eye gaze or head 2258 

movements toward visual cues, thereby measuring looking time duration or location of target 2259 

fixation (Winters et al., 2015).  2260 

In humans, negative affect (e.g. trait and state anxiety) is associated with the modulation of 2261 

attention towards threatening information (Bar-Haim et al., 2007; MacLeod et al., 1986; 2262 

Yiend, 2010). For example, when simultaneously presented with images of angry and neutral 2263 

faces, anxious subjects are more likely and faster to attend to angry than neutral faces, 2264 

relative to control subjects (Mogg et al., 2000). Attention to threat also appears to be 2265 

modulated by affect in non-human animals (reviewed Crump et al., 2018). For example, in 2266 

sheep (Lee et al., 2016) and cattle (Lee et al., 2018), the pharmacological induction of anxiety 2267 

results in longer looking duration and increased vigilance towards a threatening stimulus 2268 

(dog)1. In contrast, administering an anxiolytic lowers sheep’s attention to the threat (Lee et 2269 

al., 2016; Monk et al., 2018a). I aimed to develop a test to assess whether attentional biases 2270 

to emotional stimuli can be used as a cognitive proxy of emotional state in horses. Several 2271 

housing- and management-related issues have been identified to compromise equine well-2272 

being (e.g. Hockenhull & Creighton, 2014a, 2015; Lesimple, 2020; Minero & Canali, 2009). Yet, 2273 

in comparison to other farm animals, horse welfare studies are relatively scarce (Hockenhull 2274 

& Whay, 2014), and developing more accurate measures of horse affect is therefore 2275 

important. 2276 

To investigate whether horses exhibit AB towards emotionally-valenced visual social cues, I 2277 

presented horses of varying welfare levels (quantified as welfare score as described in 2278 

Chapter 3) with paired images showing facial expressions of conspecifics of different valence 2279 

(i.e. negative, positive, or comparatively neutral faces, Waring, 2003; Wathan et al., 2016).  2280 

I predicted that horses would attend to negative faces for longer than neutral or positive faces 2281 

(because attention to threat is adaptive, Bar-Haim et al., 2007), and even more so in horses 2282 

with lower (i.e. poorer) welfare scores since negative affect increases attention to threat in 2283 

other ungulates (Lee et al., 2016, 2018; Monk et al., 2018a). I also explored whether welfare 2284 

                                                      

1 although see Monk et al., 2018b (in sheep) and Bethell et al., 2012 (in macaques) for alternative responses 
such as avoidance of the threat stimulus 
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score would modulate how horses attend to the positive relative to the neutral face, i.e. a 2285 

bias in positivity that could be relevant to assessing the quality of life since good welfare 2286 

requires the presence of positive experiences (Boissy et al., 2007). ABs favouring positive 2287 

information are understudied in both humans and animals (Crump et al., 2018), making the 2288 

exact direction and strength of such a bias difficult to predict. Finally, I expected that horses 2289 

with lower welfare scores would show longer overall attention to both stimuli since negative 2290 

affect can increase vigilance (i.e. increased monitoring of the environment for potential 2291 

threat) in other ungulates (Lee et al., 2016, 2018; Monk et al., 2018a, 2018b).   2292 

4.2 Methods  2293 

4.2.1 Ethical approval  2294 

This study was approved by the Animal Ethical Review Committee of the University of 2295 

Plymouth (ETHICS-41-2020). The experimental procedure was below the threshold for 2296 

regulation by the UK Animals (Scientific Procedures) Act 1986 (ASPA) and followed the 2297 

Essential 10 ARRIVE guidelines 2.0 (Percie du Sert et al., 2020). The owners consented to the 2298 

use of their animals and were responsible for horse care and health checking. The animals 2299 

remained at their home facility at the end of the study.  2300 

4.2.2 Animals and housing  2301 

Forty-seven horses from three different yards were enrolled in this study. Three horses were 2302 

excluded from data collection or analysis (one due to camera failure, one because of 2303 

disruptions during testing, and one horse was reluctant to approach the test equipment), 2304 

resulting in 44 animals used for data analysis (yard 1: N=11; yard 2: N=16; yard 3: N=17). The 2305 

horses belonged to private owners (yard 1 horses) and riding schools (horses from yard 2 and 2306 

3), were between 4 and 28 years old (13.84±5.92 years), of mixed breeds, and 17 (39%) were 2307 

females. The housing conditions varied yards and animals as described in Chapter 3. Briefly, 2308 

yard 1 offered relative ‘naturalistic’ housing conditions (i.e. horses lived in one stable group 2309 

with free access to pasture and roughage). Yard 2 and 3 horses experience comparatively 2310 

more ‘restrictive’ living conditions as their social contact, outdoor access and roughage intake 2311 

were limited.  2312 
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4.2.3 Welfare assessment  2313 

As described in Chapter 3, I evaluated horses’ individual welfare using a holistic approach 2314 

comprising multiple assessment steps (including environmental, social, and animal-based 2315 

factors) from which I calculated a single welfare score for each animal. Table 3.1 in Chapter 3 2316 

provides the full list of assessed factors. The maximum score was 20 with higher scores 2317 

putatively reflecting a greater likelihood to experience positive welfare and positive affective 2318 

states.  2319 

4.2.4 AB testing   2320 

To assess AB, I presented horses of varying welfare levels with pairs of pictures of horse faces 2321 

showing facial features associated with three emotional states previously described in 2322 

Wathan et al. (2016). These states were negative (i.e. horse in agonistic interactions with 2323 

conspecifics), positive (i.e. during food anticipation) or a comparatively intermediate state in 2324 

comparison to the former two, hereafter termed neutral (i.e. whilst resting).  2325 

4.2.4.1 Stimuli preparation (prior to testing) 2326 

Four stimulus horses unfamiliar to test subjects were photographed during each of the three 2327 

situations (negative, positive and neutral) using a NIKON D3200 camera (focal length 30.00 2328 

mm). Images were edited so that only the horses’ head on a white background was visible 2329 

(see Table 4.2 for example images and Appendix C Table C1 for all test stimuli). Mean 2330 

luminosity values were extracted for each image via the histogram function in Adobe 2331 

Photoshop. To compare the mean luminosity across stimulus types (negative, positive, 2332 

neutral) and horses, I used a two-way ANOVA with Tukey post hoc pairwise comparison tests. 2333 

There was no effect of stimulus type (F=0.65, p=0.55), but there were significant differences 2334 

between images of stimulus horses A-B, A-C, A-D and B-C (all p-values <0.05). However, the 2335 

mean luminosity of images of stimulus horses B and D (p=0.11), or C and D (p=0.71) did not 2336 

significantly differ. Therefore, I controlled for stimulus horse ID in the later analysis. To ensure 2337 

that the face images I determined as ‘negative’, ‘neutral’ and ‘positive’ were accurately 2338 

categorised based on the facial patterns displayed by the stimulus horses, the final images 2339 

were independently rated by 11 observers (members of Animal Behaviour and Welfare 2340 

groups at Plymouth and Bristol University; group 1: N=6, α=0.55; group 2: N=5, α=0.49, 2341 

Krippendorff's alpha) blinded to the situation during which the pictures were taken.  2342 
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Pictures were subsequently arranged so that during testing, each subject horse was exposed 2343 

to one Microsoft Powerpoint presentation containing a total of six stimulus slides, each 2344 

proceeded by a blank inter-trial slide. Each stimulus slide showed two side-by-side images of 2345 

the same horse displaying differing facial expressions (i.e. negative-positive, positive-neutral, 2346 

or negative-neutral). Two stimulus horses were randomly chosen from the four available to 2347 

create the presentations. The order of stimulus slides was pseudo-randomised so that if the 2348 

same type of stimulus pairing (e.g. positive vs. neutral) happened to be shown on two 2349 

consecutive trials, the type of facial expression was counterbalanced across sides (e.g. 2350 

positive (left) – neutral (right) followed by neutral (left) – positive (right)). Four presentations, 2351 

each containing a different combination of stimulus horses, were created in total. To ensure 2352 

I remained blind to the content of the presentations, another person not involved in testing 2353 

pseudo-randomised (i.e. the four presentations formed a ‘set’; order within sets was 2354 

randomised and repeated 12 times to attain a list of 48 blinded presentations with a balanced 2355 

number of the same presentation in the list) and renamed the presentations with numbers 2356 

(1-48), which were then selected by me during test-setup in ascending order.   2357 

4.2.4.2 Experimental set-up and procedure. 2358 

The test area was a familiar arena equipped with two back projection screens (HOIN, 140 cm 2359 

H x 212 cm W, 254 cm in diameter, placed 1m above ground), and two LCD projectors 2360 

(HITACHI CP-X303WN) connected to a computer (Lenovo Thinkpad 13) and positioned at 50 2361 

cm height in 2.5 m distance behind the screens Figure 4.1. At yard 1, the projectors were 2362 

always placed in front of the screen for practical reasons of space limitation. At yard 2, back 2363 

projection seemed unsuitable (i.e. images barely visible with human eyes) for eight horses 2364 

and therefore images were front projected for these horses. Two cameras (GoPro Hero 3, 3+) 2365 

were used for recording the horse’s behaviour from the front (i.e. horse is visible from the 2366 

front, stimuli not visible) and back views (i.e. horse visible from behind, both screens in full 2367 

view). The back view videos were subsequently edited (VSDC free video editor software) for 2368 

blinding purposes, by placing white squares over the screens so that only the stimulus horses’ 2369 

muzzle was visible. This allowed me to record the start and the end of a trial when extracting 2370 

the tested horse’s behaviour from the footage, whilst remaining blind to the type of stimuli 2371 

shown on screen. 2372 
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 2373 

Figure 4.1 Diagram of the AB test set-up. The test stimuli were projected onto two screens (1a, b) via 2374 

two LCD projectors (2a, b) receiving input from a laptop (3). The midpoint of two ground poles (3m 2375 

long, Ø 98mm) placed in front of the screens (4a, b) marked the screens’ centre point. A ground pole 2376 

(5) ensured consistent distance between animals and the screens. Horses were positioned with their 2377 

front feet as close as possible to the midpoint of the pole. Perpendicular to this location, another pole 2378 

(6) was placed on the ground, which marked the midline between both screens as a visual reference 2379 

for horses’ head position during testing and post hoc behaviour analysis. Video cameras were 2380 

positioned so that footage was recorded from the front (7a) and back (7b). 2381 

 2382 

The horse was habituated to the test equipment (screen turned off), first from an approx. 2383 

10m distance, then from the test position with head and body aligned with pole 6 in Figure 2384 

4.1 (reference pole hereafter) and standing as close as possible to the horizontal pole (5 in 2385 

Figure 4.1). Once the horse stood quietly in front of the screens with its head in a relaxed 2386 

position (i.e. with the muzzle at approx. chest height), the experimenter (E hereafter) stood 2387 

next to the horse’s shoulder with her head directed to the horse’s withers (i.e. E standing at 2388 

a 90° angle to the horses’ shoulder). Whilst glancing towards the horse’s neck to judge its 2389 

alignment with the reference pole, E turned on both screens using a remote control 2390 

(Kensington wireless presenter) to show the first stimulus slide (i.e. started the first trial) at 2391 



Chapter 4 | Developing an affect-related attention bias test in horses 

109 

 

the moment the horses’ head was aligned with the reference pole. The images were shown 2392 

for at least 20s regardless of whether the horse looked at the screens or not (see ethogram 2393 

Table 4.1). If the horse was still looking at the screens after 20 s, the images were shown until 2394 

the horse no longer appeared to look at the stimuli2. When done, E showed a blank slide on 2395 

the screen, switched her position to stand at the horse’s opposite shoulder, corrected the 2396 

horse’s position if necessary, and started a new trial as soon as the horse’s head aligned with 2397 

the reference pole. All six trials were conducted this way. Disturbances (e.g. noise, a person 2398 

unexpectedly entering the test area) were signalled by E by directly looking into the back 2399 

camera and mouthing the word “disturbance” to identify trials to be excluded during video 2400 

analysis. Otherwise, E did not look at the screens or cameras and fixed her gaze on the horse 2401 

to remain blinded to the image contents throughout testing.  2402 

4.2.4.3 Behavioural analysis 2403 

The horse behaviour was scored from video footage by me (intra-observer reliability assessed 2404 

with the icc function in the psych R package: 0.932) using Noldus The Observer XT 14. A 2405 

second observer not involved in the study independently scored videos of 10 horses (22.7 % 2406 

of video samples randomly assigned) and inter-observer reliability was 0.868. The ethogram 2407 

is summarised in Table 4.1. Given the lateral eye position and their limited movement within 2408 

the eye socket, it is difficult to judge what horses are fixating on by tracking the eyes 2409 

themselves. I thus used proxies of overt visual attention as previously described in horses 2410 

(Waring, 2003; Wathan et al., 2016), i.e. head and ear positions. Head and ear positions were 2411 

scored continuously whilst images were shown. A horse was assessed as attending to a 2412 

stimulus if it turned its head either to the right or the left with both or one ear forward 2413 

suggesting engagement of the visual (binocular) system to look at the screen ahead of it. If a 2414 

horse kept its head turned towards one screen whilst moving both its ears from forward to a 2415 

lateral or backward position for more than 1s, it was no longer considered attending the 2416 

screen. Only time periods >1s where the horse was attending to either screen were included 2417 

in the final data analysis as movement lasting <1s were difficult to score. Although horses 2418 

possibly looked at the stimuli whilst their head pointed straight forwards (i.e. both eyes at 2419 

equal distance to the stimuli, see Table 4.1), I did not include these time points in the final 2420 

                                                      

2 Based on pilot observations showing variability between horses, with some paying attention to the screen for 
very short periods of time (<5s) whilst others were looking at the screens for longer than 2min.  
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analysis as it was impossible to determine which stimuli the horses were attending to without 2421 

clear indication of the side they were looking at.  2422 

Table 4.1 Ethogram of horse behaviours scored during the attention bias test. Behaviours indicating 2423 

that the horses were no longer looking at the stimuli once the first 20s of stimulus presentation 2424 

elapsed were categorised as behavioural events terminating the trial. 2425 

Behaviour Description 

Behaviours indicating attention towards the stimuli 

Head position (side scored from the horse’s perspective) 

Head turn right 

 

Head is held at, or higher than, chest height, with the centre of the 
forehead rotated away from the midline towards the left corner of the 
front view video footage (head direction scored from the horse’s 
perspective hence contralateral side when seen from front view). The left 
eye is more visible on front view footage than the right eye (which might 
be partially visible or not at all). 

Head turn left 

 

Head is held at, or higher than, chest height, with the centre of the 
forehead rotated away from the midline towards the right corner of the 
video frame. The right eye is more visible on front view footage than the 
left eye (which might be partially visible or not at all). 

Ear position 

Ears both 
forward 

Head is held at, or higher than, chest height, and both ears are rotated 
forwards so that the insides of the ears are fully visible from frontal view 
footage while the outer parts of the ears (pinnae), apart from the tips, are 
not.  

Ears both back Head is held at, or higher than, chest height, the ears are rotated 
backwards so that the insides of the ears are not visible from frontal view 
footage, but the pinnae become more visible and the tip of the ears are 
pointing backwards, or are possibly not visible if ears are pressed flat 
against head.   

Ears lateral Head is held at, or higher than, chest height, the ears are rotated outwards 
so that the inside of both ears are only partly visible, the pinnae become 
more visible at the base of the head, and tips of the ears point outwards.  

Right ear 
forward 

The right ear is rotated forwards so that the inside of the right ear is fully 
visible while the left ear is in lateral or backward position.  

Left ear forward The left ear is rotated forwards so that the inside of the left ear is fully 
visible while the right ear is in lateral or backward position. 
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Behaviour Description 

Behaviours indicating attention away from stimuli terminating a trial 

Head turn away 
right 

 

The horse’s neck is bend to its right-hand side with its head at least in 
profile view with the forehead no longer visible from frontal view footage. 

Head turn away 
left 

The horse’s neck is bend to its left-hand side with its head at least in profile 
view with the forehead no longer visible from frontal view footage. 

Horse 
interacting with 
the handler  

Physical contact between any part of the horse’s head and the handler 
(e.g. sniffing, head rubbing).  

Exploring the 
ground 

The horse is sniffing the ground/poles. 

 2426 

4.2.5 Data analysis  2427 

Data were analysed in R (version 4.0.3 (R Core team, 2021)). For each horse, four indices of 2428 

attention were calculated per trial. Firstly, all time periods (>1 s) a horse was observed looking 2429 

at one of the stimuli (i.e. negative/positive/neutral) were combined to assess the duration of 2430 

attention to the stimulus (i.e. negative faces considered as the stimulus in trials with 2431 

negative-positive and negative-neutral pairs, positive faces considered as the stimulus in 2432 

positive-neutral stimulus pair trials). Likewise, the duration of attention to the opposite 2433 

stimulus was assessed by combining all time points the horses was recorded looking at the 2434 

opposite image (e.g. in negative stimulus pairs, the opposite stimulus was either positive or 2435 

neutral). Total attention duration was assessed as the sum of durations attending the 2436 

stimulus and opposite stimulus. Lastly, the proportion of time looking at the stimulus was 2437 

calculated relative to the total duration of attending both stimuli. Assessing both absolute 2438 

duration and proportional values when measuring attention biases might be important (Lewis 2439 

et al., 2021). Absolute differences give a direct measure of the difference in attention duration 2440 

to the stimuli, but variation in overall looking duration can influence this measure of AB 2441 

because of differences in absolute looking times between individuals (Lewis et al., 2021; 2442 

Lonsdorf et al., 2019). Hence, to control for the differences in absolute attention duration, 2443 

proportional values were calculated, noting that this would amplify strongly biased looking 2444 



Chapter 4 | Developing an affect-related attention bias test in horses 

112 

 

durations on trials of overall shorter durations (Lewis et al., 2021). Moreover, a value of 0.001 2445 

was added to all absolute duration values so that trials with zero attention durations for one 2446 

of the two stimuli were adjusted to 0.001 thereby enabling inclusion in the statistical analysis 2447 

of trials where horses looked at one stimulus only.   2448 

Trials during which the horse did not attend to either of the stimuli, as well as trials with 2449 

external disturbances (e.g. loud banging, dog barking), were excluded. This yielded an 2450 

unbalanced data set with both data points per stimulus pair not being available for all horses. 2451 

Consequently, I only considered the first trial a horse attended to each of the three stimulus 2452 

pairs to assess AB at the group level. Since duration data (attention to the stimulus, attention 2453 

to the opposite stimulus and total attention duration) were not normally distributed (Shapiro-2454 

Wilk test, p<0.001), central tendency measures are reported as median and Q1-Q3 range. 2455 

Wilcoxon signed-rank tests were used to compare attention duration and proportion of time 2456 

horses looked at the images (i.e. stimulus and opposite stimulus) presented as pairs. The 2457 

number of trials per yard used for this analysis is shown in Table 4.2.  2458 

 2459 

 2460 

 2461 

 2462 

 2463 

 2464 

 2465 

 2466 

 2467 

 2468 

 2469 

 2470 

 2471 
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Table 4.2 Example image of stimuli and number of trials per stimulus pair used for AB testing. 2472 

Stimulus pair Yard N trials 

Negative-neutral 

 

1 10 

2 15 

3 15 

Negative-positive 

 

1 10 

2 14 

3 17 

Positive-neutral 

 

1 7 

2 15 

3 17 

 2473 

To investigate the influence of the putative emotional state, my predictions of how horses 2474 

would attend to the emotional stimuli in relation to their welfare were as follow:  2475 

Attention bias to negativity is reflected in (a) longer attention duration and (b) greater 2476 

proportion of time attending to the negative horse face in comparison to putatively more 2477 

positive stimuli (i.e. a comparatively more neutral or a positive horse face). We expected that 2478 

horses with lower welfare scores would attend to the negative stimuli for longer and for a 2479 

greater proportion of time than horses with comparatively higher welfare scores.  2480 
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Attention bias to positivity measured as (a) attention duration and (b) proportion of time 2481 

attending the positive horse face relative to the comparatively more neutral stimulus is 2482 

modulated by welfare score (exploratory analysis, no direction of ADAB predicted due to the 2483 

lack of testing ADAB towards positive stimuli in current literature).  2484 

Enhanced attention (vigilance) is reflected in a relationship between total attention duration 2485 

and welfare score, with horses scoring lower on welfare showing more attention to the stimuli 2486 

compared to horses with comparatively higher welfare scores.    2487 

To test my hypotheses, I fitted separate linear mixed-effect models (lmer function in the lme4 2488 

package, Bates et al., 2015) with attention duration to the stimulus (i.e. negative or positive; 2489 

square root transformed for better model fit), and total attention duration (log-transformed) 2490 

as the dependent variables. Facility (yard1, 2, 3), horses’ age, sex and welfare score, as well 2491 

as opposite stimulus type (negative/neutral/positive), stimulus side (left, right) and stimulus 2492 

horse ID were set as fixed factors. Collinearity of fixed factors was checked with the vif 2493 

function (from the lme4 package) as factors with vif >5 would have indicated a problematic 2494 

amount of collinearity between predictors (James et al., 2014), but this was not the case. I 2495 

included all trials in which a horse attended to at least one of the images in this analysis and 2496 

therefore included horse ID as a random factor in the models. The drop1 function (base R) 2497 

was used for all models to exclude all non-significant factors (except welfare score, which was 2498 

included in all models) to reach the minimum adequate model. The anova function with type 2499 

III sum of squares implemented from the ‘car’ package (Fox & Weisberg, 2019) was used to 2500 

generate p-values for individual factors within each model. Results were reported as 2501 

significant at a threshold of p≤0.05 and results between 0.05 and 0.1 were reported as ‘trends’ 2502 

given that these might convey meaningful biological variation (Stoehr, 1999). For model 2503 

validation, model residual diagnostics were done using the ‘DHARMa’ package (Hartig & 2504 

Lohse, 2022). Details of statistical parameters from the final model outputs are presented in 2505 

Tables 4.4 – 4.8 at the end of this chapter.  2506 

Proportional data were analysed in the same way except that the dependent variables (i.e. 2507 

the proportion of time looking at negative or positive relative to the opposite) were modelled 2508 

using the glmmTMB function (glmmTMB package, Brooks et al., 2017). This allowed the 2509 

modelling of beta-distributed data, which is the most appropriate fit for data bounded 2510 

between 0 and 1 (Douma & Weedon, 2019).  2511 
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For pairwise comparisons of welfare scores between the three yards, Kruskal Wallis test with 2512 

post hoc Dunn test (dunnTest function from FSA package (Ogle et al., 2022), p-values adjusted 2513 

with Holm method) was used.  2514 

4.3 Results 2515 

4.3.1 Horses’ attention to the stimuli when first attending to the images  2516 

Considering the absolute duration when horses attended to the stimulus pairs for the first 2517 

time, I found no statistically significant evidence for AB as horses viewed all images for similar 2518 

lengths of time (Figure 4.2A). Likewise, the proportion of time horses looked at the images 2519 

for the first time did not significantly differ within the stimulus pairs (Figure 4.2B). 2520 

 2521 

Figure 4.2 Absolute duration (A) and proportion of time (B) recorded when horses attended to the 2522 

stimulus pairs for the first time. Boxplots show data at group level and symbols show individual data 2523 

points. Wilcoxon signed rank test, p>0.05 for all stimulus pairs. 2524 

 2525 

 2526 
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4.3.2 Testing hypothesis 1: Is attention to negative stimuli influenced by welfare score? 2527 

Welfare score significantly predicted the absolute duration horses looked at the negative 2528 

stimuli (X2
1=4.56, p=0.03, see Table 4.3), but in contrast to my prediction, a higher welfare 2529 

score (i.e. greater likelihood for positive emotional states) predicted longer absolute attention 2530 

duration to the negative stimuli (Figure 4.23). Moreover, facility had a significant effect on 2531 

attention duration (X2
2=23.15, p<0.001, see Table 4.3). Yard 2 horses looked at the negative 2532 

stimulus for significantly longer than horses from yard 1 (z=4.68, p<0.001) and yard 3 (z=-3.28, 2533 

p=0.002), and horses from yard 3 attended to the negative images for significantly longer than 2534 

horses from yard 1 (z=2.67, p=0.01). Mean welfare scores significantly differed between yards 2535 

(mean±SD, yard 1: 16.95±0.9; yard 2: 14.18±1.31; yard 3: 14.95±1.35; all p<0.001), but there 2536 

was no significant interaction between yard and welfare score on attention measures 2537 

(X2
2=0.17, p=0.92). Moreover, the type of opposite stimulus significantly influenced the 2538 

duration horses attended to the negative stimulus (X2
1=4.04, p=0.04, Table 4.3). When paired 2539 

with the positive stimulus, horses looked at the negative stimulus for significantly longer than 2540 

when it was presented with the neutral stimulus (z=2.01, p=0.04). Considering the proportion 2541 

of time horses attended to the negative stimulus, I found no significant effect of welfare score 2542 

(X2
1=2.24, p=0.13), or any of the other factors I investigated (p-values from 0.17 to 0.99, Table 2543 

4.4). 2544 

 2545 

Figure 4.3 Attention duration (raw data presented) to the negative stimulus predicted by welfare 2546 

score. Different shapes and colours indicate data points for each yard. 2547 

 2548 
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4.3.3 Testing hypothesis 2: Is attention to positive stimuli influenced by welfare score?  2549 

Neither the absolute duration of attention to the positive stimulus (X2
1=0.79, p=0.37, Table 2550 

4.5) nor the proportion of time horses looked at the positive stimulus (X2
1=0.78, p=0.37, Table 2551 

4.6) was significantly predicted by welfare score or any of the other factors I explored 2552 

(duration: p-values from 0.26 to 0.74, the proportion of time horses looked: p-values from 2553 

0.16 to 0.94).  2554 

4.3.4 Testing hypothesis 3: Is enhanced attention to all stimuli predicted by welfare score? 2555 

The total duration, assessed as horses attending to both images, was not significantly 2556 

predicted by welfare score (X2
1=0.87, p=0.34, Table 4.7). However, facility had a significant 2557 

effect on attention duration (X2
2=49.41, p<0.001). Horses from yard 2 attended to both stimuli 2558 

for significantly longer than horses from yard 1 (z=6.99, p<0.001) and yard 3 (z=-2.56, p=0.03), 2559 

and horses from yard 3 spent significantly more time looking at the images than horses from 2560 

yard 1 (z=5.95, p=0.02). Stimulus horse had a significant effect on horses’ overall attention to 2561 

the images (X2
1=8.15, p=0.04, Table 4.7) with images from stimulus horse B being attended to 2562 

for significantly longer than images from stimulus horse D (z=-2.7, p=0.03), but there were no 2563 

significant differences in horses’ total attention to the other stimulus horse combinations (p-2564 

values from 0.15-0.96). Figure 4.4 show the estimated marginal means for facility and 2565 

stimulus horse ID.  2566 

 2567 

Figure 4.4 Graphs to estimated marginal means for Yard (A) and stimulus horse ID (B).  2568 

  2569 
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4.4 Discussion  2570 

Previous studies in other species (e.g. macaques, sheep, cattle) reported that visual attention 2571 

to emotional stimuli can be driven by the subject’s emotional state (Crump et al., 2018), but 2572 

whether this is true for horses has not yet been validated. Here, I tested if horses exhibit AB 2573 

when presented with a combination of two digital images of unfamiliar conspecifics’ faces 2574 

showing either negative, positive or comparatively neutral facial expressions. I expected that 2575 

negative stimuli would be attended for longer when presented alongside comparatively more 2576 

positive or neutral stimuli, reflecting adaptive AB to threatening information (Bar Haim et al., 2577 

2007), and that this bias would be more pronounced in horses with poorer welfare scores 2578 

(proxy for poorer underlying affective state) as a result of negative affect modulation on 2579 

attention to threat as reported in humans (Bar Haim et al., 2007) and other animals (Crump 2580 

et al., 2018).   2581 

In contrast to my predictions, I found no significant evidence of AB to specific types of 2582 

valenced images as horses attended to all stimuli for similar lengths of time. However, I did 2583 

observe a moderating effect of welfare score on AB but in the opposite direction to my 2584 

predictions; horses with higher welfare scores spent more time attending to negative stimuli. 2585 

More, attention appeared to be modulated by several experimental factors. AB to negative 2586 

stimuli was significantly longer when paired with positive than neutral stimuli and stimulus 2587 

horse ID had a significant effect on overall attention. Furthermore, horses from the three 2588 

facilities differed significantly in their absolute duration of attending to the negative stimuli 2589 

suggesting that variations in test surroundings might have influenced horses’ attention 2590 

responses. The same significant yard effect was found considering horses’ overall attention 2591 

to the stimulus pairs. Lastly, horses exhibited no AB when presented with positive-neutral 2592 

stimulus images.  2593 

While innate preferential attentional processing of emotional faces has been well described 2594 

in humans, knowledge about what type of information other (non-primate) animals extract 2595 

from faces is still limited (Leopold & Rhodes, 2010). Wathan et al. (2016) found that horses 2596 

were more likely to approach the printed images of unknown conspecifics’ positive faces than 2597 

negative faces (Wathan et al., 2016), which is an appropriate response to avoid social conflict, 2598 

possibly reflecting an adaptive behaviour in this social-living species. However, 2599 

approach/avoidance response behaviours are controlled by stages of cognitive processing 2600 
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that follow initial attentional processing, and stimulus appraisal (e.g. stimulus relevance to 2601 

the individual) before an appropriate response is determined (Scherer, 1999). Hence, my 2602 

findings are not necessarily comparable with the previous horse study, as I tested responses 2603 

putatively linked to different stages of stimulus processing (i.e. looking here versus 2604 

approaching/avoiding in Wathan et al 2016).  2605 

Familiarity of the horses used as stimuli might also have influenced my results. In goats, 2606 

images of negative faces of familiar conspecifics were attended to for longer than positive 2607 

faces (Bellegarde et al., 2017a) and videos of familiar sheep in agonistic interactions were 2608 

attended to more (i.e. longer time spent head turned with ears forward to the screen) than 2609 

videos of sheep whilst ruminating (Vögeli et al., 2015). In contrast, my horses were presented 2610 

with images of unfamiliar individuals, which likely present important information; horses 2611 

naturally live in stable groups and the introduction of new group members increases 2612 

aggression (Fureix et al., 2012a). It is therefore possible that subjects attended to all images 2613 

equally because the pictures of unknown individuals conveyed important non-emotional 2614 

information, e.g. face-based signals such as identity, sex and age (Burke & Sulikowski, 2013). 2615 

It would thus be interesting to see whether images of familiar horse faces would lead to 2616 

different results, considering e.g. that chimpanzees and bonobos show preferential attention 2617 

to familiar over unfamiliar conspecifics, although only when viewing individuals of the 2618 

dominant sex suggesting that socioecological factors modulate social attention in these 2619 

species (Lewis et al., 2021). If so, this would suggest that emotional cues might be less salient 2620 

than familiarity cues, which is important to consider when choosing visual stimuli in similar 2621 

test paradigms in future.  2622 

In addition to familiarity, other facial characteristics (e.g. coat colour, head shape, facial 2623 

markings) might contribute to preferential attention unrelated to emotional state. I used four 2624 

different stimulus horses and found that stimulus horse ID had significant effects on total 2625 

attention duration (i.e. considering both stimuli combined). Horses looked longer at stimulus 2626 

horse B (dark brown coloured horse face with two small white areas on its forehead and 2627 

muzzle) than stimulus horse D (chestnut-coloured horse face with a wide white vertical stripe 2628 

covering (blaze) most of its head). Mean luminosity values did not significantly differ between 2629 

the images of these horses. It is possible that horse D was less salient on a white background 2630 

(i.e. more difficult to perceive) compared to horse Bellegarde et al. (2017a) similarly observed 2631 
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that images of one goat were more attended than those of the other three stimulus goats 2632 

(regardless of emotional information the faces conveyed), although instead of facial 2633 

characteristics, social rank might have influenced goats’ attention in this study as the stimulus 2634 

goats were familiar conspecifics (Bellegarde et al., 2017a).  2635 

It is also possible that the horses did not recognise the images as conspecific faces. My test 2636 

stimuli were computer-generated projections, i.e. artificial images made for the human eye 2637 

while equine vision differs from ours (e.g. colour perception and scotopic vision, (Rørvang et 2638 

al., 2020). Despite these differences in sensory processing, several studies have reported that 2639 

horses can successfully discriminate between artificial images such as printed photos of 2640 

objects (Hanggi, 2001), horses (Wathan et al. 2016) and humans (Proops et al., 2018; Smith 2641 

et al., 2016a), screen images of humans (Lansade et al., 2020a,b), and videos of human-horse 2642 

interactions (Trösch et al., 2020). Accordingly, I considered screen images as suitable visual 2643 

stimuli for horses. Existing evidence of image recognition in horses should nonetheless be 2644 

approached with caution because previous findings might have alternative explanations (e.g. 2645 

rapid learning and generalisation in Hanggi (2001), lack of control conditions in Proops et al., 2646 

2018, Wathan et al., 2016, and statistical weaknesses, e.g. Amici (2019) discussed in detail in 2647 

Chapter 5). For this reason, I conducted a follow-up study (testing 27 horses from yard 2 and 2648 

3), which is presented in Chapter 5 showing that after learning to discriminate between two 2649 

real-life objects of different colours and shapes, only one horse spontaneously approached 2650 

the rewarded object when presented with on-screen images of these objects. These 2651 

observations suggest that horses’ ability to recognise objects from images might be highly 2652 

variable and cannot be generalised. However, that the horses were not able to reliably 2653 

transfer from inanimate objects to images in my follow-up study does not eliminate the 2654 

possibility that horses might recognise biologically more important cues (such as conspecifics 2655 

faces) from images.  2656 

The finding that absolute attention duration to the negative stimulus was modulated by 2657 

welfare score might support this argument. Contrary to my predictions, horses with lower 2658 

welfare scores attended to negative face images for shorter durations compared to horses 2659 

with higher welfare scores. Avoidance of threat cues has been described in other animals. 2660 

Macaques direct attention away from threat following a stressful handling procedure 2661 

although they show sustained attention to aggressive faces of conspecifics during enriched 2662 
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housing conditions (Bethell et al., 2012). In sheep, the pharmacological induction of anxiety-2663 

like states increased attention to threat (live dog) compared to controls (Lee et al., 2016), 2664 

although Monk et al. (2018b) found the opposite, and Monk et al. (2019, 2020) noted no 2665 

significant effects. In humans affected by social phobias, avoidance of anxiety-eliciting stimuli 2666 

(e.g. social situations) is a form of coping (Chen et al., 2020). Hence, horses with putatively 2667 

poorer welfare might have disengaged from the negative faces faster to avert further negative 2668 

experiences.  2669 

I also assessed whether horses showed AB to the positive stimulus in relation to the neutral 2670 

stimulus, as prioritised attending to positive information over neutral information might also 2671 

be of biological significance (Gupta, 2019; Pool et al., 2016). However, horses attended to 2672 

both types of stimuli equally and welfare score did not modulate attention to positive images. 2673 

Nevertheless, when paired with the positive, stimulus horses’ attention to the negative 2674 

stimulus was significantly longer than when paired with the neutral stimulus. This observation 2675 

might suggest that attentional processing for potential threat could be influenced by the type 2676 

of competing emotional information. Maybe attentional resources were less in demand when 2677 

viewing the positive stimuli (i.e. horses rapidly recognised the emotional valence of both 2678 

stimuli and attended to the negative stimulus for longer) compared to when viewing the 2679 

neutral stimuli. The latter might be more ambiguous in terms of the emotional information 2680 

conveyed and hence may have required longer attentional processing leaving less time to 2681 

attend to the paired negative stimulus. I am not aware of any other animal studies testing the 2682 

varying effects of positive and comparatively more neutral stimuli on animals’ attention to 2683 

threat. However, Bellegarde et al., (2017a) tested goats with morphed images (merging 2684 

negative and positive goat faces at different gradations, i.e. 25%, 50%, or 75% positive) 2685 

putatively presenting intermediate cues to positive and negative goat faces and found that 2686 

the merged stimuli did not significantly differ in the time they were attended compared to 2687 

the original faces.     2688 

My inference of horses’ affective states was indirect since the direct assessment of animal 2689 

welfare is currently impossible. Therefore, I should acknowledge that inferring from the 2690 

welfare score was only an approximation of the likelihood that subjects were experiencing 2691 

negative/positive affective states. Since a scientific concept that allows balancing different 2692 

aspects contribution to welfare is not available (Appleby et al., 2018), I aimed to evaluate all 2693 
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factors influencing horses’ well-being as comprehensively as possible without prioritising one 2694 

over the other. Moreover, the presence (or absence) of certain resources may not determine 2695 

animals’ experience of their environment to the same extent because variation in coping 2696 

styles/abilities may influence individuals’ perception of their environmental conditions, and 2697 

ultimately their emotional state. I planned to use manipulations likely to induce specific 2698 

(short-term) emotional states as done in other AB studies, but my experimental plans were 2699 

significantly affected by Covid-19 restrictions preventing me from achieving my estimated 2700 

sample size or imposing experimental treatments. In addition to this, would be interesting to 2701 

test whether horses’ immediate emotional response evoked by the test stimuli has an effect 2702 

on their attention. Viewing negative stimuli might induced a more negatively-valenced 2703 

emotional state in the observing horse which could have modulating effects on attention. One 2704 

study reported that watching videos of positive or negative human-horse interactions induces 2705 

congruent emotions in the observing horses proposing evidence of emotional contagion 2706 

(Trösch et al., 2020). In order to detect shifts in emotional state in response to the valenced 2707 

stimuli, I recorded horses’ cardiac activity via ECG during AB testing, but I could not use these 2708 

recordings for further data analysis due to discrepancies in the temporal requirements 2709 

needed for this type of data (minimum of 5min, von Borell et al. 2007) and much shorter 2710 

attentional responses observed in the horses. Furthermore, facility, but not welfare score, 2711 

had a significant effect on how long both images were attended. Although welfare scores 2712 

differed significantly between facilities, no interaction between both factors was found. This 2713 

implies that non-welfare-related factors varying between facilities, such as environmental 2714 

conditions during testing (e.g. lighting, noise) and disparities in the test setup may have 2715 

induced variations in horses’ attention to the stimuli (see e.g. Rosenberger et al. (2021) 2716 

showing that goats’ cognitive performance can be influenced by the testing site). Certain 2717 

cognitive tests may be difficult to apply in farm environments where not all external 2718 

conditions can be controlled. Yet, refining the presentation of visual stimuli (e.g. using a horse 2719 

box/trailer as test area in which lighting can be controlled more easily) or using validated 2720 

visual stimuli which can be perceived by horses under fluctuating light conditions. In order to 2721 

establish AB as a measure of affect in horses, it is therefore necessary to gain more knowledge 2722 

about factors (besides emotional state) that might modulate animals’ attention to emotive 2723 

stimuli such as facial expressions. Since cognition and welfare are interconnected, 2724 
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understanding how animals perceive and process emotive stimuli in their environment is 2725 

necessary for the successful implementation of improved housing and management 2726 

conditions.  2727 

4.5 Conclusion 2728 

The current study is the first to investigate affect-related AB in horses. Overall, I found no 2729 

evidence of attentional biases when horses viewed image pairs of unfamiliar conspecifics’ 2730 

showing negative, positive or comparatively more neutral facial expressions. However, 2731 

attention to the negative emotional stimuli was modulated by welfare score, with horses 2732 

assessed as having putatively better welfare attending to the negative stimuli significantly 2733 

longer than horses with putatively poorer welfare. In addition, emotion-unrelated stimulus 2734 

characteristics as well as experimental circumstances associated with testing location may 2735 

have influenced their response to visual stimuli. These findings emphasis the need for further 2736 

refinements to experimental designs in order to test attention bias in horses, including a 2737 

continuing need to expand our understand of horse perceptual abilities and the development, 2738 

or identification of better species-appropriate test stimuli. 2739 

 2740 
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Table 4.3 Model outputs from the LMER analysis with attention 2741 

 to the negative stimulus as dependent variable. 2742 

  Duration Stimulus (negative) 

Predictors Estimates CI p 

(Intercept) -4.37 -
9.72 – 0.98 

0.109 

OppositeStimulus 
[positive] 

0.81 0.02 – 1.60 0.044 

Yard [yard 2] 3.19 1.85 – 4.52 <0.001 

Yard [yard 3] 1.62 0.43 – 2.82 0.007 

WelfareScore 0.34 0.03 – 0.65 0.033 

Random Effects 

σ2 5.46 

τ00 ID 0.00 

N ID 44 

Observations 136 

Marginal R2 / 
Conditional R2 

0.166 / NA 

 2743 

Table 4.4 Model outputs from the glmmTMB analysis with proportion  2744 

of time attending to the negative stimulus as dependent variable. 2745 

 
Proportion Stimulus 

Predictors Estimates CI p 

(Intercept) 1.03 0.40 – 2.65 0.945 

OppositeStimulus 
[positive] 

1.22 0.76 – 1.93 0.410 

SideStimulus [Right] 0.83 0.52 – 1.32 0.438 

Sex [m] 0.70 0.42 – 1.17 0.174 

Yard [yard 2] 1.49 0.68 – 3.28 0.324 

Yard [yard 3] 0.90 0.45 – 1.80 0.757 

StimID [B] 1.09 0.53 – 2.24 0.820 

StimID [C] 0.98 0.49 – 1.97 0.962 

StimID [D] 1.01 0.51 – 1.98 0.981 

WelfareScore 1.26 0.93 – 1.70 0.135 

    

Random Effects 

σ2 0.04 

τ00 ID 0.00 

N ID 44 

Observations 136 

Marginal R2 / Conditional R2 0.747 / NA 

 2746 
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Table 4.5 Model outputs from the LMER analysis with attention to the 2747 

positive stimulus as dependent variable. 2748 

 Duration Stimulus (positive) 

Predictors Estimates CI p 

(Intercept) 3.62 1.66 – 5.58 <0.001 

Sex [m] -0.55 -1.71 – 0.62 0.359 

SideStimulus [Right] -0.69 -1.90 – 0.52 0.265 

Yard [yard 2] 0.71 -1.45 – 2.88 0.518 

Yard [yard 3] 0.75 -1.15 – 2.65 0.439 

StimID [B] 0.52 -1.12 – 2.17 0.533 

StimID [C] 0.10 -1.46 – 1.67 0.897 

StimID [D] -1.00 -2.68 – 0.68 0.242 

WelfareScore -0.33 -1.07 – 0.40 0.372 

Random Effects 

σ2 5.21 

τ00 ID 0.00 

N ID 40 

Observations 65 

Marginal R2 / Conditional R2 0.095 / NA 

 2749 

 2750 

Table 4.6 Model outputs from the glmmTMB analysis with proportion of 2751 

time attending to the positive stimulus as dependent variable. 2752 

  Proportion Stimulus (positive) 

Predictors Estimates CI p 

(Intercept) 2.32 0.71 – 7.57 0.162 

Sex [m] 0.63 0.31 – 1.26 0.188 

Yard [yard 2] 0.81 0.23 – 2.91 0.749 

Yard [yard 3] 0.89 0.30 – 2.70 0.842 

StimID [B] 1.27 0.48 – 3.37 0.636 

StimID [C] 0.85 0.34 – 2.15 0.729 

StimID [D] 0.59 0.22 – 1.62 0.309 

SideStimulus [Right] 0.87 0.42 – 1.77 0.693 

WelfareScore 0.82 0.52 – 1.28 0.375 

Random Effects 

σ2 -0.16 

τ00 ID 0.00 

N ID 40 

Observations 65 

Marginal R2 / Conditional R2 -4.237 / NA 

 2753 

 2754 
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Table 4.7 Model outputs from the LMER analysis with total attention 2755 

duration as dependent variable 2756 

  Total attention duration 

Predictors Estimates CI p 

(Intercept) 2.21 1.81 – 2.61 <0.001 

StimulusPair 
[positive_negative] 

0.17 -0.08 – 0.42 0.178 

StimulusPair 
[positive_neutral] 

0.12 -0.13 – 0.38 0.342 

Sex [m] -0.03 -0.25 – 0.18 0.771 

Yard [yard 2] 1.28 0.92 – 1.65 <0.001 

Yard [yard 3] 0.97 0.64 – 1.29 <0.001 

StimID [B] 0.20 -0.11 – 0.51 0.207 

StimID [C] -0.12 -0.43 – 0.18 0.417 

StimID [D] -0.19 -0.49 – 0.10 0.203 

WelfareScore 0.06 -0.07 – 0.20 0.349 

Random Effects 

σ2 0.54 

τ00 ID 0.00 

N ID 44 

Observations 201 

Marginal R2 / Conditional R2 0.283 / NA 

 2757 

 2758 
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Chapter 5 | Testing horses’ ability to recognise real-life objects from 2D 2759 

computer projections  2760 

Summary 2761 

In Chapter 4, I reported that horses looked at the images of conspecifics, putatively showing 2762 

differently valenced facial expressions, for similar lengths of time. One explanation for not 2763 

finding any significant evidence of AB might be that the horses did not recognise the image 2764 

as representations of conspecifics. Previous studies in horses have reported that this species 2765 

possess the ability to recognise objects and individuals from 2-D representations (e.g. printed 2766 

images, computer screens) and vice versa. However, these findings underly several 2767 

experimental limitations. Hence, in this part of the chapter, I investigated image recognition 2768 

in the same horses tested in Chapter 5. I developed a relative simplistic test protocol in which 2769 

horses were first trained to discriminate between two real-life objects, before their responses 2770 

to the images of the object displayed as on-screen images were tested. I used objects rather 2771 

than images of other conspecifics as stimuli for practical reasons, including the more 2772 

straightforward approach to train horses to exhibit distinguishable responses to objects which 2773 

then allowed testing their spontaneous response to object images. I expected that horses 2774 

would show the same conditioned response (i.e. muzzle contact object for food) to digital 2775 

images of objects they had previously learnt to discriminate as an indication of image 2776 

recognition. At first image presentation, all but two horses spontaneously responded to the 2777 

images with the learnt behaviour by contacting one of the two images with their muzzle, but 2778 

the number of horses touching the correct image was not different from chance and only one 2779 

horse touched the correct image above chance level when tested over 10 image trials. My 2780 

findings thus question whether all horses recognise real-life objects from digital images as this 2781 

ability might not be generalisable across individuals. I also discuss how methodological factors 2782 

and individual differences (i.e. age, welfare state, learning ability) might have influenced 2783 

horses’ responses to the images, and highlight the importance of validating the suitability of 2784 

this type of stimuli for cognitive studies in horses.     2785 

 2786 

  2787 
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5.1 Introduction  2788 

Visual 2-dimensional representations (e.g. printed photos, digital images, silhouettes, videos) 2789 

are used as substitutes for real-life objects, or individuals, in cognition studies of non-human 2790 

animals, including horses. Screen-displayed visuals are of advantage in research as stimulus 2791 

timing and presentation of identical stimuli can be repeatedly presented to the same or 2792 

different subject animals (D’Eath, 1998). However, scientific evidence of object-image 2793 

recognition in animals is not always consistent (reviewed in Bovet & Vauclair, 2000; Fagot, 2794 

2000; Weisman & Spetch, 2010). This might be because pictures designed for the human eye 2795 

may not result in the same sensory experiences in other species with different functional 2796 

visual systems (Fagot & Parron, 2010; Weisman & Spetch, 2010). Moreover, how images are 2797 

perceived and cognitively processed is not fully understood for most animal species (Fagot, 2798 

2000; Fagot et al., 2010). For instance, Fagot et al. (2010) proposed that animals could ‘read’ 2799 

images using different processing modes. In a mode of confusion, images and their real-life 2800 

exemplars are perceived and treated as functionally and physically the same thing. 2801 

Conversely, in a mode of independence, images could be perceived as different from their 2802 

referents without making an association between objects and their images. In a processing 2803 

mode of equivalence, images are understood as representations of their referents (i.e. images 2804 

are used as referential cues for real-life objects, Fagot 2000; Fagot et al. 2010).  2805 

A variety of factors, including cognitive limitations or experience with images, could influence 2806 

which processing mode is deployed by animals and ultimately lead to differences in how 2807 

images are treated by humans and other animal species (Fagot & Parron, 2010). Therefore, 2808 

the suitability of artificial representations (e.g. digital images, videos) for animal studies is 2809 

likely to depend on the purpose of the stimuli. For instance, if images are used to imitate real 2810 

stimuli in behavioural experiments, animals need to respond to images in a comparable way 2811 

to how they respond to real stimuli (D’Eath, 1998). 2812 

Investigating image recognition is challenging because pictures can never be identical to their 2813 

3D referents given the lack of dimensionality, depth cues and olfactory characteristics, which 2814 

results in substantial sensory differences between objects and their 2D imitations (Aust & 2815 

Huber, 2006; Bovet & Vauclair, 2000). Prior to image processing, the perceptual abilities of 2816 

the viewer also need to be considered, for instance, whether an animal can identify an object 2817 
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from an image despite the lack of depth cues or additional cues (e.g. reflectance of 2818 

photographic surface; Fagot & Parron, 2010). 2819 

Unlike in humans, the visual field of horses is mainly monocular (i.e. visual input is received 2820 

from just one eye; Waring, 2003). Binocular vision allowing depth perception is only possible 2821 

within a relatively small area in front of the horse’s head (55°- 65°; Hughes, 1977) extending 2822 

downwards along the midsagittal plane (the vertical axis dividing the head in left/right) at 2823 

approximately 75°, enabling horses to view the ground in front of them with both eyes (Duke-2824 

Elder, 1958). A blind spot interrupts the almost panoramic visual field in front of the horses’ 2825 

forehead (Waring, 2003). In addition, visual acuity is much poorer in horses compared to most 2826 

other terrestrial mammals (Rørvang et al., 2020). Horses have dichromatic vision resulting in 2827 

similar colour perception to humans affected by red-green blindness (Hanggi et al., 2007). 2828 

However, equine vision is highly adapted to low-light conditions with a high ratio of rods to 2829 

cones and a reflecting tapetum lucidum enabling scotopic vision (i.e. ability to see under low-2830 

light conditions) superior to that of humans (Hanggi & Ingersoll, 2009a). Given these visual 2831 

differences, it appears that humans and horses see the world differently (Saslow, 2002). This 2832 

raises the question of whether artificial stimuli such as digital images generated through 2833 

computer projections are suitable representations of real-life objects for horses and other 2834 

ungulate species sharing these traits (e.g. cattle, goats, sheep; Jacobs et al., 1998). Hence, 2835 

further validation of whether horses recognise the content of digital stimuli is necessary.    2836 

Generally, two different experimental approaches are applied to test image recognition in 2837 

animals (reviewed in Bovet & Vauclair, 2000; Weisman & Spetch, 2010). For one, animals’ 2838 

spontaneous responses to artificial representations of biologically relevant stimuli (e.g. 2839 

photos of food, prey, predator or conspecifics) are tested as an indication of direct transfer 2840 

(i.e. images are treated as the same as objects). In this case, the same adaptive behaviour is 2841 

provoked by the artificial representations as if the real referent was present (Bovet & Vauclair, 2842 

2000; Weisman & Spetch, 2010). A study in sheep, another ungulate species, found that 2843 

animals respond to the image of a sheep with species-specific social behaviour (e.g. sniffing 2844 

of the anogenital region and the head) and the sheep image appears to have fear-reducing 2845 

effects on socially isolated sheep comparable to the presence of real conspecifics 2846 

(Vandenheede & Bouissou, 1994). Interestingly, a human image did not result in the same 2847 

fear response as elicited by a real human, suggesting that different stimuli types may be 2848 
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processed differently by sheep (i.e. sheep image possibly confused with a real sheep whereas 2849 

the human image was not treated as a substitute; Vandenheede & Bouissou, 1994). Horses 2850 

also respond to 2D and 3D horse imitations (photograph, life-size model) with sniffing 2851 

behaviour near the head and flank areas corresponding to their natural approach of 2852 

conspecifics, while an incomplete horse drawing and a dog image were not approached 2853 

(Grzimek, 1943). These observations might suggest that horses can recognise conspecifics 2854 

based on specific cues, such as social cues conveyed by a near-realistic 3D model and 2855 

photograph but not a drawing. However, approach and sniffing behaviours are also 2856 

associated with exploration meaning that using explorative responses as outcome measures 2857 

is not specific to image recognition alone and could result from other motivations, such as 2858 

gathering novel information. Similar reasoning may apply to other studies that use 2859 

spontaneous approach behaviours to indicate image recognition in horses (e.g. Smith et al., 2860 

2016; Wathan et al., 2016). Physiological changes (mean heart rate) measured alongside 2861 

horse behaviour were interpreted by the authors as support for horses’ ability to differentiate 2862 

between emotional stimuli, although cross-validation through multiple physiological 2863 

measures (e.g. HRV indices to infer autonomic response; von Borell et al., 2007) could have 2864 

strengthened these findings even more.   2865 

An alternative to the above-described adaptive behaviour responses is studying animals’ 2866 

ability to transfer acquired (operant) responses associated with real-life objects to their 2867 

pictorial representations (Bovet & Vauclair, 2000). For example, Cabe (1976) trained pigeons 2868 

to discriminate between two solid objects (one rectangular block and a cross) by pecking the 2869 

rewarded stimulus. The birds spontaneously transferred the learnt discrimination rule when 2870 

the objects were replaced by pictorial representations (e.g. black-and-white photographs, 2871 

white-on-black silhouettes) demonstrating that pigeons can recognise objects from images 2872 

(Cabe, 1976). Using a similar approach, Hanggi (2001) reported that, after multiple 2873 

presentations, horses (N=2) were able to transfer a learnt behaviour (contact object with their 2874 

nose for food) from real objects (various toys varying in colour, shape and size) to their 2875 

pictures, indicating image recognition. However, the ability to categorise images does not 2876 

automatically provide evidence of representational insight (i.e. the subject understands what 2877 

the image stands for; Aust & Huber, 2006). The horses might have learnt to discriminate 2878 

between the images during repeated testing, e.g. based on invariant features between 2879 
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images (e.g. colour, shapes, or distribution of light/dark patterns) unrelated to the real 2880 

objects. According to the author, this explanation seems unlikely given the large number and 2881 

diversity of objects tested (Hanggi, 2001). However, the same two horses were previously 2882 

reported to understand shared characteristics between stimuli (i.e. pattern rules; Hanggi, 2883 

1999), indicating their ability of categorisation learning, which one animal was reported to 2884 

still remember several years later (Hanggi & Ingersoll, 2009b).  2885 

Experimental biases and ambiguity of outcome measures can further hamper the validity of 2886 

image recognition evidence. For instance, it has been reported that horses can recognise 2887 

humans from images because they were not only able to differentiate between happy and 2888 

angry human faces, but also appear to possess emotional memory (Proops et al., 2018). 2889 

Horses were described as reacting ‘appropriately’ following the theory of emotional 2890 

lateralisation (i.e. left-eye bias for humans with angry faces and more time engaging in stress-2891 

related displacement behaviours) when encountering the real human hours after they had 2892 

seen a photo of the same person displaying an angry face. However, due to experimental 2893 

limitations (e.g. horses kept in different conditions between tests, non-specificity of response 2894 

behaviours (e.g. scratching, floor sniffing; these activities are also expressed in other contexts; 2895 

Waring, 2003) and statistical weakness (e.g. no control conditions), the robustness of these 2896 

findings has been questioned (Amici, 2019). Moreover, inferring evidence of recognition from 2897 

emotional responses might not be straightforward in absence of control (i.e. non-emotional) 2898 

comparisons. Hence, it is possible that horses’ responses were driven by image-inherited cues 2899 

unrelated to the emotional image content (e.g. image colours, brightness or contrast). The 2900 

study by Lansade et al. (2020b) reduced experimental biases by training horses first to reliably 2901 

select a screen image showing one of four human faces instead of images of objects (novel 2902 

objects differing on each trial), thereby priming horses to respond to content-specific 2903 

information. The horses significantly discriminated between familiar faces and a novel face. 2904 

When a photo of the horses’ keeper replaced the training faces, the animals again selected 2905 

the keeper image at the above chance level suggesting that the keepers’ faces were also 2906 

identified as familiar. Alternatively, the keeper images might have been more similar to each 2907 

of the training images than the novel images. In a follow-up study using on-screen images, 2908 

Lansade et al. (2020a) controlled for this and found that horses can reliably select familiar 2909 
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faces paired against unfamiliar faces, despite removing photo colour, external cues 2910 

(hairstyle), or facial features (eyes).    2911 

Overall, given a variety of experimental difficulties in this area, there is still a need for further 2912 

evidence of the ability of horses to recognise the content of screen images and their 2913 

relationship with real-life objects. The motivation of this study was therefore to test if horses 2914 

spontaneously respond to digital images of two real-life objects, which they had previously 2915 

learnt to discriminate. I predicted that horses would touch the images of the correct 2916 

(rewarded) object at a level above chance if they recognised the images as real objects or 2917 

representations of such. I only tested horses’ transfer ability from real-life objects to on-2918 

screen images, and not the reverse (i.e. training horses with images to test discrimination with 2919 

their real-life counterparts), to gain evidence that digital images are suitable stimuli for 2920 

cognitive tests in this species. For this, I developed a relatively simple and practical approach 2921 

and also only used two real-life objects.  2922 

Animals’ performance in cognitive tests can be influenced by individual characteristics, 2923 

including personality (Carere & Locurto, 2011; L. R. Dougherty & Guillette, 2018), learning 2924 

speed, and motivation to engage in the task (reviewed in (Rowe & Healy, 2014). In horses, 2925 

age (Krueger et al., 2014), sex (Murphy et al., 2004), but also emotional state (Christensen et 2926 

al., 2012; Valenchon et al., 2013), and welfare status (reviewed in Hausberger et al., 2019) 2927 

have been identified as sources of individual variation in cognitive performance. Therefore, I 2928 

tested each horse in a total of 10 trials and assessed the effects of intrinsic (i.e. age, welfare 2929 

score) and experimental factors (e.g. type of target, trial order, facility) on horses’ 2930 

performance.              2931 

5.2 Methods 2932 

5.2.1 Ethical statement  2933 

This study was approved by the Animal Welfare and Ethical Review Body of the University of 2934 

Plymouth (ETHICS-41-2020). The experimental procedure was below the threshold for 2935 

regulation by the UK Animals (Scientific Procedures) Act 1986 (ASPA) and followed the 2936 

Essential 10 ARRIVE guidelines 2.0 (Percie du Sert et al., 2020). The horses belonged to two 2937 

UK riding schools that consented to the use of their animals. Housing, care and health check 2938 

were provided by the riding schools. The animals remained at their home facility at the end 2939 
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of the study, except for one horse that was relocated during our data collection for reasons 2940 

not related to this study. Horses that did not learn object discrimination in stage 1 were 2941 

excluded from the object recognition test in stage 2.      2942 

5.2.2 Animals and housing   2943 

In total, 36 horses of mixed breeds from two UK riding schools (yard A: N=17, mean±SD age 2944 

10.6±2.5 years; yard B: N=19, 16.6±6.5 years, of which three animals did not complete training 2945 

at this yard as one was relocated and two became aggressive towards nearby conspecifics 2946 

during training) were trained in an object discrimination test (ODT, stage 1). All horses that 2947 

completed stage 1 (i.e. discrimination between the real objects; N=28) were tested in the on-2948 

screen object recognition test (ORT, stage 2). However, one horse was scared of the test setup 2949 

and was therefore excluded from testing, resulting in a total of 27 horses (16 from yard A of 2950 

which 6 were females, 11 from yard B of which 4 were females) used in the ORT. In both 2951 

facilities, horses were kept in single stalls, or tie-stalls, with full, or limited visual/physical 2952 

contact with conspecifics during daytime (further details in Chapter 3). All horses had pasture 2953 

access (in stable groups) at night and/or during parts of the day. Hay provision was restricted 2954 

(i.e. facilities adjusted hay allowance based on body weight), and horses additionally received 2955 

an adjusted diet (at yard B, brand Thunderbrook Equestrian), or not (at yard A where horses 2956 

were ‘on a diet’ due to the lowered workload associated with COVID-19 restrictions). Water 2957 

was freely accessible through automatic troughs in yard A and provided with water buckets 2958 

in yard B.  2959 

5.2.3 Experimental design  2960 

The experimental design consisted of two stages summarised in Figure 5.1. In stage 1, the 2961 

horses were trained to discriminate between two real objects by touching the rewarded 2962 

(target) object with their muzzle to receive a food reward before their spontaneous response 2963 

to on-screen images was tested in stage 2.    2964 

5.2.3.1 Object discrimination – stage 1 2965 

All horses were first trained inside their stall by a single familiar person (experimenter SK) to 2966 

respond to real objects and discriminate between the target (rewarded) and an unrewarded 2967 

object. The horses were able to move around freely (although six horses at yard B were 2968 

tethered as they were kept in tie-stalls). Two objects (kongTM: red dog toy, Ø 10 cm, length 16 2969 

cm; ring: doughnut-shaped dog toy, Ø 20 cm, depth 4 cm, with dark and light blue stripes, see 2970 
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Figure 5.1) used as target objects were mounted onto a 50 cm wooden stick to facilitate the 2971 

presentation of the objects in different positions and at distance to the experimenter. Which 2972 

object a horse received as target (rewarded object) was pseudo-randomly allocated, ensuring 2973 

that the number of horses trained with the same target was evenly distributed across yards. 2974 

As only horses that completed ODT and learnt the discrimination within 200 trials (20 trials 2975 

blocks) were used in ORT, the final number of horses tested in ORT with the ring and kongTM 2976 

as target object was 11 and 16, respectively.     2977 

The first training step consisted of shaping horses’ responses to the target object using 2978 

instrumental conditioning. The experimenter moved toward the horse’s shoulder (whichever 2979 

side was most accessible) hiding the target behind her back. Standing at shoulder height, she 2980 

then slowly moved the object into view for the horse and held the target at approx. 20-30 cm 2981 

from the horse’s muzzle (approx. 1.0-1.2 m above the ground depending on the horse’s 2982 

height). The horse could voluntarily move towards the object and contact with the object was 2983 

never forced. Upon the first voluntary contact, the horse was instantly rewarded with a piece 2984 

of carrot retrieved from a treat bag attached to the experimenter’s waist at her back. At the 2985 

same time, the target was moved behind the experimenter’s back. Within 5 s of rewarding 2986 

the horse, the same motion of moving the target near the horse’s muzzle was repeated and 2987 

the horse was instantly rewarded upon voluntary contact. All contacts with the object only 2988 

(regardless of where on the object and with which part of the muzzle) were rewarded. The 2989 

target training was repeated for 10 consecutive trials. The experimenter then left the stall to 2990 

refill the treat bag again with 10 pieces of carrots and repeated this training step so that each 2991 

horse received a total of 20 single-target trials. 2992 

After a 2-min break, 10 single target trials were conducted again to remind the horses of the 2993 

correct (familiar) target before a second unfamiliar object was introduced. The experimenter 2994 

followed the same procedure as before to present the objects, except that now two objects 2995 

were shown to the horses simultaneously for object discrimination training (ODT, see Figure 2996 

5.1). For this, the experimenter moved both objects simultaneously from behind her back to 2997 

in front of the horses’ head holding each object by its handle in one hand at approx. 1.0-1.2 2998 

m above the ground and with objects separated approx. 0.4-0.6 m. If horses touched the 2999 

unrewarded object, the objects were shortly moved behind the experimenter’s back for 5 s 3000 

time-out before starting a new trial. If the unrewarded object was consecutively touched over 3001 
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three trials, the experimenter only presented the target to the horse (to remind it of the 3002 

target, and guarantee that the horse received a reward and maintained motivation). The 3003 

number of these forced trials was not recorded as this occurred rarely. If a horse did not touch 3004 

any objects within 30 s, this response was regarded as incorrect, and a new trial was started. 3005 

On each trial, the experimenter slightly altered her position relative to the horse, in which 3006 

location and side, from the horse’s perspective, the objects were shown, and alternated the 3007 

hand used to reward the horse. These changes were done to avoid the horses developing side 3008 

biases, or learning by association which object to contact relative to the handler (e.g. always 3009 

chose object in experimenter’s left hand). In addition, the side of object presentation was 3010 

pseudo-randomly selected by the experimenter with the same object never being presented 3011 

on the same side more than twice consecutively. Depending on horse availability, each horse 3012 

received a maximum of 80 ODT training trials per day, which were conducted in eight trial 3013 

blocks (10 discrimination trials per block) with 2-min breaks between each block. Horses were 3014 

trained over a maximum of 20 trial blocks (equal to 200 discrimination trials in total), and with 3015 

a maximum of three days between training sessions. Training of three horses at yard 2 was 3016 

interrupted due to COVID-19 restrictions and resumed 6 months later starting from ODT. For 3017 

these horses, only trials conducted after the break were included in the data analysis. 3018 

Learning criterion (LC) required to move to stage 2 (testing) was defined as performing eight 3019 

or more correct responses per trial block over three consecutive trial blocks. The eight horses 3020 

that did not reach LC within 20 trial blocks were not tested in stage 2.  3021 

5.2.3.2 Object recognition test - stage 2  3022 

Stage 2 consisted of the on-screen object recognition test (ORT) and was divided into three 3023 

steps (see Figure 5.1). Pre-tests conducted in the horses’ stall and the test arena using the 3024 

real objects serving as verification of reliable discrimination performance before the horses 3025 

were tested with images in the screen test.    3026 

5.2.3.3 Pre-test in stall  3027 

The horses first received 10 single target trials conducted by the experimenter in the horses’ 3028 

home stalls. A second unfamiliar handler then entered the horses’ stall alongside the 3029 

experimenter to take hold of the lead rope, hence mimicking the handler’s presence later in 3030 

the test stage. The handler stood next to the horse’s left shoulder, with his back turned to the 3031 

horse and wearing noise-cancelling headphones to remain blinded to which of the two objects 3032 
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was the target. The experimenter presented the two objects for 10 trials as done in the ODT, 3033 

except that the objects were now always presented in front of the horse’s head at approx. 1–3034 

1.5 m height, i.e. at a similar position as to where the images replacing the real object would 3035 

later occur in the screen test. The handler’s role was to reward the horse as indicated by the 3036 

experimenter (saying her name to indicate an incorrect response, or the handlers’ name to 3037 

indicate a correct response) whilst remaining blind to the correct target to avoid any 3038 

conscious or unconscious signalling from the handler (i.e. ‘clever Hans effects’, Pfungst & 3039 

Rahn, 1911) during later stages of testing. If the horse performed ≥8 correct responses out of 3040 

10 in the pre-test, it was immediately taken to the test area for the screen test. Horses that 3041 

did not perform as such were re-tested in the same manner after a break (of varied duration 3042 

for practical reasons, e.g. horse availability).  3043 

5.2.3.4 Pre-screen test (PST) 3044 

The horse was led into the test area (familiar indoor riding arena) where a back-projection 3045 

polyvinyl chloride screen (1.6 m W x 2.5 m H) was set up. A multi-coloured pole (normally 3046 

used as a training item and familiar to the horse) serving as a visual marker was placed on the 3047 

ground directly in front of the screen at approx. 50 cm distance to indicate the position of the 3048 

horse during testing. The horse was habituated to the screen (first turned off, then turned on 3049 

not showing any images) and test equipment until it stood calmly in front of the screen. The 3050 

screen was then turned off again and the handler positioned himself approx. 1 m away from 3051 

the ground pole by the horse’s left shoulder, turning his back towards the screen (position 3052 

allowing him to stay blind to the images to be shown in the next phase). The experimenter 3053 

stood in front of the horse (between the ground pole and screen) towards the right side of its 3054 

head. She retrieved the real objects from a bucket and conducted 10 ODT trials following the 3055 

same procedure as during the pre-test in the stall (i.e. the experimenter presented the objects 3056 

and indicated to the blinded handler when to give deliver the reward). This was done to test 3057 

if the horse still discriminated between the real objects in this different context (arena rather 3058 

than stall). After five trials, the experimenter briefly moved behind the screen (out of view 3059 
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from the horse3) to habituate the horse to her movement and absence. After five seconds, 3060 

she returned to her original position in front of the screen and conducted five more trials.  3061 

If the horse performed ≥8 correct responses out of 10, the experimenter stepped behind the 3062 

screen to start the screen test. If the horse performed below this level, it was led around the 3063 

arena for approx. 2 min and the pre-screen test was repeated. In total, horses received a 3064 

maximum of six pre-screen tests, with a maximum of three daily. All horses performed at the 3065 

required criterion within six pre-screen tests. Table D1 in Appendix D shows the total number 3066 

of pre-screen sessions conducted per horse before individuals moved on the screen test.   3067 

5.2.3.5 Screen test  3068 

In preparation for the screen test, each object was photographed three times using a Fujifilm 3069 

X-T100 digital camera (focal lens 23 mm). Images were edited to remove the background so 3070 

that only the object and wooden handle were visible in the final images (see Figure 5.1). Three 3071 

versions of computer presentations (Microsoft PowerPoint) were created, each consisting of 3072 

10 stimulus slides. Each slide contained one image of each object side-by-side on white 3073 

background. Within the three presentations, the location of target images was balanced (50% 3074 

left) and pseudo-randomised so that the target object was shown no more than twice in a 3075 

row on the same side. The order and side of images varied between the three presentations 3076 

to control for order effects. Additionally, the images were randomly rotated around their 3077 

horizontal plane to change the position of the wooden handle. Later on screen, the images 3078 

were shown approx. 1.1-1.2 m above the ground and at 0.5-0.7 m distance from each other.   3079 

Each stimulus slide was preceded by a white blank slide, except for the slides prior to stimulus 3080 

slides 4, 7 and 9, which were black, indicating the points in the test at which real object trials 3081 

were to be conducted (later described). Each horse was tested with only one out of the three 3082 

presentations (equally spread across tested horses). Which presentation was projected was 3083 

unknown to the experimenter at the time of testing, ensuring blindness to the target location 3084 

(since the only slide she saw when starting playing the presentation was a blank slide).  3085 

The screen test started immediately following the pre-screen test. The images were 3086 

broadcasted from a laptop (Lenovo ThinkPad 13) via an LCD projector (HITACHI CP-3087 

                                                      

1 but the experimenter could observe the horse via a web cam connected to a computer (Lenovo ideapad) 
serving as monitor 
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WX3030WN) placed at approx. 2.5 m distance behind the screen. Standing next to the laptop, 3088 

the experimenter used a remote control to start the slide show and advance the slides 3089 

(thereby moving as little as possible to avoid any distracting noise). The first slide was blank 3090 

but the experimenter advanced to the first stimulus slide as soon as the horse’s head was 3091 

straight in front of the screen (monitored via the webcam allowing to see the horse and the 3092 

screen content). As soon as the horse contacted one of the images, the stimulus slide was 3093 

immediately advanced to the next blank slide. At the same time, the experimenter indicated 3094 

to the blind handler whether a reward should be delivered. A trial commenced as soon as the 3095 

horses’ head was straight in front of the screen again resulting in variable inter-trial intervals. 3096 

The stimulus slides advanced automatically to the next blank slide after 20 s if no contact was 3097 

made. In case the horse moved away from the screen immediately after trial onset (approx. 3098 

within <2 s after stimulus onset), the presentation was moved to the previous blank slide and 3099 

the trial was repeated as soon as the horse’s head was back in a straight position in front of 3100 

the screen.   3101 

In total, 10 trials with images were conducted, interspersed with real object trials (where the 3102 

experimenter returned to her position by the horse). Two object trials were conducted after 3103 

image trials 3 and 6, and one object trial was conducted after image trial 8 (i.e. five object 3104 

trials in total were conducted during the screen test). The real object trials were conducted 3105 

as per the pre-screen test procedure, to remind the horses of the properties of the real 3106 

objects, and to test whether they were still motivated to touch the objects, even if the images 3107 

were not touched. To avoid horses learning to respond to the images when contacting the 3108 

correct picture, a partial rewarding schedule was applied during the screen test (first and 3109 

every third correct contact with the target image rewarded). Horses were always rewarded if 3110 

they contacted the correct object on real object trials. Following the last stimulus trial (trial 3111 

15), all horses received one last target trial (single object, not included in results) to ensure 3112 

that all animals ended the testing with a positive experience.  Horse behaviour was recorded 3113 

throughout with three GoPro cameras (Hero 3+), and the number of correct responses was 3114 

later extracted from the videos. Horses’ responses to the objects/images in the screen test 3115 

were extracted from footage and coded as ‘correct’ if the horses touched the rewarded 3116 

object/image, and ‘wrong’ if the unrewarded object/image or if neither object/image was 3117 

touched. Furthermore, the location (left/right) of the target image was recorded to assess 3118 
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side effects. A second naïve coder analysed 30 % of the screen test videos, which were 3119 

selected at random (using the Excel random number generator and choosing the first 8 videos 3120 

after sorting in ascending order). Inter-observer reliability (Cohen's kappa) for coding the 3121 

response behaviours was very high (0.94).   3122 

 3123 

 3124 

Figure 5.1 Experimental design comprising the objects discrimination training (ODT) and object 3125 

recognition test (ORT). In stage 1 (A), horses learnt to contact a single rewarded object (target) with 3126 

their muzzle to receive food during ODT. A second (unrewarded) object was subsequently added and 3127 

horses trained to discriminate between both until it touched the correct object on ≥8 trials/10 over 3 3128 

consecutive trials blocks. In stage 2 (B), horses were tested in three consecutive steps. A pre-screen 3129 

test was first conducted in the horse’s stall. When ≥8 correct responses were performed, the horse 3130 

was moved to the test arena (illustrated as rectangle with dashed lines) and re-tested in a pre-screen 3131 

test to ensure it performed reliably in the new environment. When ≥8 correct responses were 3132 

performed, the horse was immediately tested with images on the screen (indicated by rectangle with 3133 

solid black lines). During the screen test, the horse was presented with the real objects on five trials 3134 

interspersed between the 10 image trials to test whether it was still motivated to touch the objects, 3135 

even if the images were not touched.  3136 

 3137 

5.2.4 Welfare assessment  3138 

Previous studies have suggested that welfare status can cause great individual variation in 3139 

cognitive performance (reviewed in Hausberger et al., 2019). Therefore, I tested the effect of 3140 
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welfare state, i.e. the level of provided environmental resources (e.g. stall space, pasture 3141 

access), social factors (e.g. ability and stability of social contact) and animal-based 3142 

measurements (including health indicators, workload, abnormal behaviour), putatively 3143 

contributing to good horse welfare on learning ability and test performance. The welfare 3144 

score used for this analysis is described in Chapter 3. Briefly, for each welfare factor I 3145 

evaluated, non-weighted numerical scores were given (0-1 indicating absence/presence of 3146 

resource) and I combined all scores to calculate an overall welfare score (maximum score was 3147 

20 with higher scores reflecting better welfare conditions).  3148 

5.2.5 Statistical analysis 3149 

Data were analysed in R (version 4.0.3 (R Core team, 2021)). Age and the welfare scores of 3150 

horses between the yards were compared using Wilcoxon rank sum tests. The number of trial 3151 

blocks needed to reach learning criterion in ODT was assessed as a measure of learning ability 3152 

and followed a normal distribution (Shapiro-Wilk’s test, p=0.09). Thus the effect of fixed 3153 

factors (i.e. yard, target, sex) and covariates (i.e. age, welfare score) on learning ability was 3154 

assessed by fitting generalised linear models (glm() function with Gaussian distribution in 3155 

lme4 package, Bates et al., 2015). Predictor covariance was checked with the vif() function 3156 

from the car package (Fox & Weisberg, 2019), which indicated that age co-varied with the 3157 

other fixed factors (vif=7.08). The effect of age on learning ability was therefore separately 3158 

analysed using Pearson correlation test.  3159 

Indication of recognition ability at group level was assessed by measuring whether the 3160 

number of horses responding correctly and incorrectly on trial 1 of the screen test was 3161 

significantly different from random using a Chi-square test. To test if the proportion of correct 3162 

responses performed at group level in each of the ORT tests (i.e. pre-test, pre-screen test and 3163 

screen test) was better than chance, one-sample Wilcoxon tests were used. Whether 3164 

proportions of correct responses differed between trials following real object trials and trials 3165 

following image trials was tested with a Chi-square test. Likewise, I tested the effect of reward 3166 

delivery (i.e. received or withheld upon correct image contact) on subsequent trial 3167 

performance using a Chi-square test.  3168 

Individual performance (correct/wrong response) during the 10 image trials was modelled 3169 

using generalised linear mixed models (GLMMs; glmer() function in lme4 package, binomial 3170 
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family) with target type (kongTM/ring), target side (left/right), and trial order (after object/not 3171 

after object) as categorical fixed factors, age and welfare score as covariates, and horse ID as 3172 

random factor. P-values were exacted via the anova() function from the car package and 3173 

reported as significant for p≤0.05 and as trends for p<0.1.  3174 

5.3 Results  3175 

5.3.1 Learning ability during object discrimination training   3176 

In total, 27 horses (16 out of 17 at yard A, 11 out of 16 at yard B) learnt to discriminate 3177 

between the two objects. Overall, horses needed 11 trial blocks (median, Q1-Q3=7-15) to 3178 

reach learning criterion (see individual LC results in Appendix D Table D1). Learning ability was 3179 

predicted by target and yard, with horses from yard B (vs. yard A) and those trained with the 3180 

ring (vs. with the kongTM) needing more trials, but not by welfare level (see Table 5.1 for model 3181 

estimates). Pearson correlation test indicated a significant positive correlation between 3182 

learning ability and age (t25=4.09, r2=0.63, p=0.0003). Horses from yard A were significantly 3183 

younger (mean±SD, 10.6±2.51; W=3950, p<0.0001) and had significantly lower welfare scores 3184 

(14.1±1.30, W=4400, p<0.0001) than horses from yard B (age: 14.8±5.7, welfare score: 3185 

15.5±1.73). 3186 

Table 5.1 Estimated regression parameters from the GLMM model. Learning ability (dependent 3187 

variable) predicted by welfare score, yard, sex and target type with information to the comparator 3188 

category in square brackets. P-values ≤0.05 are highlighted in bold. 3189 

Predictors Estimates Confidence Intervals P-values 

(Intercept) 12.80 -1.22 – 26.83 0.087 

Welfare score -0.45 -1.43 – 0.52 0.374 

Yard [B] 4.67 1.46 – 7.89 0.009 

Target [ring] 4.70 1.75 – 7.64 0.005 

Sex [m] 1.27 -1.71 – 4.24 0.413 

Observations 27 

R2 0.471 

 3190 

 3191 
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5.3.2 Objects Recognition Test  3192 

5.3.2.1  Screen test   3193 

When the horses were first presented with the images, 92.6 % of the horses (25/27) 3194 

spontaneously reacted to the images as trained, i.e. by contacting one of the two objects’ 3195 

images with their nose. However, the number of horses responding correctly by touching the 3196 

target image (n=14) was not significantly different from the number of horses responding 3197 

incorrectly (combining the 11 horses that contacted the image of the unrewarded object, and 3198 

the 2 horses that did not contact the screen at all; X2
1=0.03, p=0.8).  3199 

5.3.2.2  Performance during the different stages of the ORT 3200 

Figure 5.2 shows the proportion of correct responses during the pre-test (PT) and pre-screen 3201 

test (PST) leading up to the screen test. Since all horses needed to perform at least 8 out of 3202 

10 responses in the PT to move on to the PST, and in the PST to be tested with the images on 3203 

the screen (which all horses did, although some animals were re-tested in PST, see Table D2 3204 

Appendix D), the effect of fixed factors (i.e. target, age, welfare score, sex) on individual 3205 

performance in the PT and PST tests was not further analysed. At group level, horses 3206 

performed significantly better than chance (50%, V=36585, p<0.0001, Figure 5.2) in PT, PST 3207 

(as required) and on object trials, but significantly below this threshold during image trials 3208 

(V=7340, p<0.0001).   3209 

 3210 

Figure 5.2 Proportion of correct responses during each step of the object recognition test (ORT). The 3211 

results of the screen test are shown separately for the 10 images trials (‘screen test (images)’) and 5 3212 

real objects trials interspersed between image trials (‘screen test (object)’). Dashed line indicates 50 3213 
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% correct (chance level performance) against which group level performance was tested (one-sample 3214 

Wilcoxon test, **** p<0.0001 (note that performance above chance level during pre-test and pre-3215 

screen test was required for the horses to move the screen test). Lines connecting boxplots show 3216 

individual performances throughout the stages of the ORT. One horse touched the correct images 3217 

significantly above chance level during screen test (images); data for this individual is indicated as bold 3218 

line.   3219 

Considering individual performance over the 10 image trials, one horse performed above 3220 

chance level by selecting the correct target images 9 times (p=0.021). Other horses (N=3) 3221 

always contacted the correct image when making contact with the screen, but failed to touch 3222 

the images on other trials (two horses did not touch the screen on four trials, one on two 3223 

trials), and therefore were not considered to perform better than chance (6/10 and 8/10 3224 

correct, both p>0.1). An overview of individuals’ performance when omitting trials where 3225 

horses did not make any image contacts is provided in Appendix D Table D2.     3226 

5.3.2.3  Factors influencing response to the images  3227 

Horses’ response to the images (i.e. correct/wrong) was predicted by the type of preceding 3228 

trial (p<0.001, model estimates shown in Table 5.2). Horses were more likely to respond 3229 

correctly in trials following real object trials than in trials following images trials (X2
1=8.45, 3230 

p=0.004), although the proportion of horses touching the correct image was only 51.8% 3231 

(Figure 5.3). Overall, horses did not make any image contacts on 144 trials (53.3%), whereas 3232 

horses always approached the real-objects. 3233 

Whether horses received a reward upon correct image contact or reward was (unexpectedly) 3234 

withheld during a preceding image trial had no significant effect on horses’ performance 3235 

(X2
2=0.268, p=0.874). However, images presented on the right side were more like to result 3236 

in correct responses than when the target was shown on the left (p=0.05, model estimates in 3237 

Table 5.2). None of the other factors I explored (welfare score, yard, age, sex, target type, LA) 3238 

had a significant effect on horses responses (see Table 5.2). 3239 
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 3240 

Figure 5.3 Proportion of horses out of the 27 horses responding correctly or incorrectly depending on 3241 

whether the preceding trial was refreshed with objects (yes) or not (no). More horses performed 3242 

correctly than incorrectly when the preceding trial was refreshed with objects (p=0.004). 3243 

 3244 

Table 5.2 Model estimates of GLMM with ‘response’ as binary dependent variable (correct/wrong) 3245 

and predictors with comparator information in square brackets. P-values ≤0.05 are highlighted in bold 3246 

Predictors Odds Ratios Confidence Interval P-Value 

(Intercept) 4.32 0.02 – 759.86 0.579 

Yard [B] 0.53 0.15 – 1.85 0.317 

Age 0.89 0.76 – 1.04 0.153 

Welfare score 0.93 0.67 – 1.29 0.671 

Side [R] 0.56 0.31 – 1.00 0.049 

Target [ring] 1.87 0.60 – 5.87 0.282 

AfterObject [yes] 2.98 1.65 – 5.39 <0.001 

Learning ability 0.99 0.85 – 1.16 0.925 

Sex [m] 1.63 0.61 – 4.36 0.334 

Marginal R2 / Conditional R2 0.183 / 0.344 

 3247 

 3248 
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5.4 Discussion  3249 

In this chapter, I investigated if horses can recognise real-life objects from on-screen images. 3250 

The majority of horses initially reacted to images with the conditioned response (i.e. touching 3251 

the target with their muzzle for food), but the number of horses touching the correct image 3252 

was not significantly different from the number of horses contacting the wrong image. 3253 

Therefore, performance at group level did not suggest that the horses recognised the real 3254 

objects from their 2D representations shown on-screen. However, I found that more correct 3255 

responses were being performed on image trials following real object trials, suggesting that 3256 

horses’ reactions to the images were not completely random. In fact, one horse selected the 3257 

correct images at a level significantly above chance when tested repeatedly over 10 images 3258 

trials, suggesting that this individual recognised the images either as the real object (confusion 3259 

mode) or as a representation of it (equivalence mode; Fagot et al., 2010).  3260 

Previous studies have reported that horses can recognise other individuals from photographs 3261 

(Lansade et al., 2020a,b; Proops et al., 2018; Smith et al., 2016; Wathan et al., 2016). However, 3262 

as presented in the introduction, the validity of existing evidence might be hampered by 3263 

experimental limitations (see Amici (2019) for a discussion of Proops et al., 2018). Moreover, 3264 

discrimination ability is not automatic proof of recognition (Aust & Huber, 2006), and 3265 

alternative mechanisms such as learning, categorisation (i.e. of biologically relevant objects 3266 

such as food), or habituation might also influence animals’ responses to repeated 3267 

presentation with images (reviewed in Bovet & Vauclair, 2000). Here, I tested if horses would 3268 

spontaneously respond to on-screen images with the same learnt response that they were 3269 

trained to make to real objects, using a relatively low number of test trials and partial reward 3270 

delivery to avoid learning. In contrast to previous reports, our horses failed to recognise the 3271 

objects from images, except for one individual. Several aspects need to be considered to put 3272 

our findings in context with previous findings. 3273 

When exposed to the images for the first time, all but two horses spontaneously responded 3274 

to the images with the conditioned response, suggesting the horses made some association 3275 

between images and objects since the stimuli provoked the learnt behaviour. I trained the 3276 

horses to express their choice by contacting the target with their muzzle, because this 3277 

conditioned behaviour is commonly used in horses tested in two-choice discrimination tests 3278 

(e.g. Flannery, 1997; Hanggi, 2001, 2003; Lansade et al., 2020a,b). In retrospect, I question 3279 
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the suitability of this behaviour as a conditioned response. Horses naturally use their nose to 3280 

explore unfamiliar items to gather olfactory/tactile information whilst inspecting novel 3281 

objects (De Boyer Des Roches et al., 2008). Therefore, the horses might have contacted the 3282 

images to explore the items rather than performing a conditioned behaviour. This might 3283 

explain why I found no significant preference for either image at first presentation (trial 1). 3284 

Utilising stimulus-specific adaptive responses as done in studies in other species (e.g. grasping 3285 

behaviour in marmosets (Oh et al., 2019), eating attempts of banana images in gorillas (Parron 3286 

et al., 2008), or shaping behaviours distinctively different from normal horse behaviour (e.g. 3287 

level pressing; (Dougherty & Lewis, 1991) could avoid this problem of ambiguity.    3288 

Intriguingly, horses were nevertheless more likely to make correct responses to the images 3289 

following real object trials than following image trials. Maybe responding to the real objects 3290 

before seeing the images somehow facilitated horses’ ability to transfer between the stimuli, 3291 

despite perceptual differences (e.g. lack of depth cues), for instance by matching them based 3292 

on relational sameness (e.g. shape). In fact, Flannery (1997) observed that horses have the 3293 

capacity to learn higher-order discriminations based on relation between stimuli, such as 3294 

geometric shapes. It could be that horses initially confused objects and images (i.e. seeing 3295 

both as the same), but once they made physical contact with the images, the mismatch in 3296 

sensory feedback (e.g. olfactory/tactile feedback) between the familiar object and images 3297 

resulted in independent processing of both as completely different items. Moreover, cross-3298 

modal differences (i.e. looks like target but does not smell/feel like target), might have 3299 

stopped the horses from touching the images. Horses use cross-modal (visual/olfactory and 3300 

auditory information) sensory input to recognise individuals (e.g. horses - Proops et al., 2009; 3301 

humans - Lampe & Andre, 2012; Proops et al., 2013), but whether this is also true for 3302 

identifying (familiar) objects has not been tested yet.            3303 

In addition, other experimental limitations might have influenced our findings. Work by one 3304 

other group used digital stimuli (computer screens (Lansade et al. 2020a, b) and projections 3305 

(Trösch et al., 2019, 2020), which is why I anticipated that this type of visual information 3306 

would be suitable for this study. However, image quality and differences in colour perception 3307 

of the images resulting from the use of the LCD projector (images generated from a light signal 3308 

comprised of red, blue and green components but horses cannot perceive red/green colours) 3309 

may have contributed to sensory image impressions different in horses to those generated 3310 
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by the real object, and to what humans see in digital images. Besides, the equine eye is 3311 

adapted to dim light conditions and scattered light (e.g. from a bright light source such as a 3312 

projector) can lead to loss of resolution (Hebel, 1976). One may wonder whether the close 3313 

distance to the screen might have hindered our horses’ ability to clearly see the items in front 3314 

of them given the blind spot directly in front of their forehead and limited visual acuity in 3315 

close proximity (Hebel, 1976; Rørvang et al., 2020; Timney & Macuda, 2001). Our setup seems 3316 

appropriate, however, since others reported that horses successfully learn to discriminate 3317 

between symbols of different shapes and sizes, and photographs, when standing directly (≤50 3318 

cm) in front of a screen and contacting the stimuli with their muzzle (Gabor & Gerken, 2012; 3319 

Tomonaga et al., 2015). However, varying the blinded handler position (always positioned on 3320 

the left-hand side for practical reasons) should be considered for future work, since I found 3321 

that targets presented on the right side were more likely to result in correct responses. The 3322 

spatial relationship between cue, reward and response can influence discrimination learning 3323 

(Hothersall et al., 2010; Miller & Murphy, 1964), which might explain why target location 3324 

tended to affect performance.  3325 

Maybe my results do not support previous reports of image recognition in horses because of 3326 

the type of stimuli I used. From an adaptive perspective, processing visual cues of biological 3327 

relevance are highly important, and images representing biologically relevant stimuli (e.g. 3328 

prey, conspecifics, predators) are instrumental in studies of animal picture recognition where 3329 

animals’ spontaneous (initial) response to pictorial cues is tested (Bovet & Vauclair 2000). For 3330 

instance, Kendrick et al. (1996) observed that sheep were much faster in learning to 3331 

discriminate between images of conspecifics (familiar or unfamiliar) than between 3332 

geometrical shape discrimination cues, possibly because sheep seem to cognitively process 3333 

information associated with social familiarity (i.e. facial features of conspecifics) more 3334 

efficiently than non-social cues. It seems probable that specialised sensory processing of 3335 

social cues is also relevant to horses, since they show a range of postural and facial 3336 

expressions for social communication (Waring, 2003; Wathan et al. 2016), and understand 3337 

visual cues from humans (Proops & McComb, 2010). It seems therefore possible that equine 3338 

studies using images of conspecifics (Wathan et al., 2016) or humans (Smith et al., 2016; 3339 

Proops et al., 2018; Lansade et al., 2020b, a) tap into different sensory processing levels than 3340 

when objects images are used. I chose real-life objects instead of images of conspecifics as 3341 
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this allowed me to train and test horses’ responses more easily under controlled conditions 3342 

(i.e. excluding variation within the test stimuli). I also excluded food cues since disentangling 3343 

animals’ motivation to respond to food cues when food rewards are provided during repeated 3344 

testing might be difficult. Nevertheless, I expected that the horses would pay attention to the 3345 

on-screen stimuli if they perceive the images as equal to the real objects given that they had 3346 

learnt to associate these with food (i.e. a biologically relevant resource).  3347 

Digital images are increasingly applied in the study of horse cognition, but evidence that this 3348 

species can recognise the content of digital images is still sparse. Hence, I investigated how 3349 

horses spontaneously respond to on-screen images of known objects and did not consider 3350 

testing the reverse (i.e. whether horses recognise real-life objects from images). Testing 3351 

horses’ transfer ability in the reverse direction would not answer the research question 3352 

addressed here. It would require exposing the animals to screen images over multiple 3353 

sessions to train the conditioned response behaviour, whereby horses might learn to respond 3354 

to particular features of the images and therefore this would not allow investigation of  3355 

spontaneous image recognition when applying the opposite transfer test. I do, however, 3356 

encourage future research to study this further (considering confounding factors discussed in 3357 

the introduction (section 5.1) regarding Hanggi et al., 2001), for instance, to understand what 3358 

stimulus characteristics (e.g. colour - Hanggi et al., 2007; shape, or size - Hanggi, 2003; 3359 

Tomonaga et al., 2015) drive recognition as these could be easily manipulated in digital 3360 

images. Here, I only used two real-life objects distinctively differing in colour, shape and size 3361 

(stimulus features horses can generally discriminate) as using more items could have 3362 

introduced more variability in individuals’ responses making the interpretation of findings 3363 

more difficult. Therefore, I believe my findings that horses overall did not perform reliably 3364 

enough to suggest image recognition using two objects are of significance. However, I must 3365 

acknowledge that my observations may not be generalizable as the use of different objects 3366 

could have led to different findings.                3367 

Only one out of 27 horses responded to the stimuli on screen above chance level suggesting 3368 

that this individual recognised the images as objects or representations of such. Rapid 3369 

learning seems unlikely given the experimental precautions I undertook. For example, I used 3370 

partial reinforcement in the screen test to reduce the possibility that horses would respond 3371 

to image-related cues, i.e. exhibit the muzzle contact as new behaviour specific to the images 3372 
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rather than touching them because they were recognised as a replacement for the objects. 3373 

Indeed, horses were not more likely to respond correctly to the images following images trials 3374 

a reward was delivered upon correct response than when the reward was (unexpectedly) 3375 

withheld. Nevertheless, learning cannot be completely excluded as partial reinforcement 3376 

reduces, but does not exclude, the acquisition of a conditioned response compared to 3377 

continuous reinforcement (Anselme, 2015; Gottlieb, 2005).     3378 

My study design does not allow me to draw conclusions as to how this horse recognised the 3379 

images (i.e. whether images and objects were seen as the same item (i.e. confused), the 3380 

images seen as functional representations (equivalent) of the target or both processed 3381 

independently). Nevertheless, this finding is interesting as it highlights the importance of 3382 

considering individual variation in cognitive tests. In correspondence with other findings 3383 

showing that older horses learn more slowly in a social learning task (Krueger et al., 2014), I 3384 

found that older horses needed more trial blocks to learn the discrimination task. However, I 3385 

found no association between welfare level, learning ability and test performance. Further 3386 

study could investigate further inter-individual differences such as variations in personality or 3387 

perceptual abilities on performance.   3388 

5.5 Conclusion  3389 

Only one of 27 horses responded to the images suggesting it recognised the images as objects 3390 

or representations of such, while all other horses apparently failed to do so. As a species, 3391 

horses may possess the basic capability to perceive the content of artificial visual stimuli such 3392 

as digital images, but my findings indicate that image recognition might not be an ability that 3393 

can be generalised across horses and testing situations. Regarding my results in the AB test 3394 

(Chapter 4), the findings presented here further suggest that horses might have looked at the 3395 

images of conspecifics for similar lengths of time as these were possibly not recognised as the 3396 

faces of other horses. Further research is warranted to understand how horses perceive (at 3397 

the sensory level) and interpret (at the cognitive level) images made for the human eye, 3398 

especially if they are to be utilised as representations of real-life objects, as well as inter-3399 

individual variations in such abilities. Until then, we do not know if humans and horses see 3400 

eye to eye when viewing this type of artificial stimuli.   3401 
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Chapter 6 I Changes in heart rate variability and facial surface temperatures in 3402 

response to immediate and withheld reward  3403 

Summary  3404 

This chapter presents my investigation of changes in physiological parameters associated with 3405 

emotional arousal and valence when horses experience a putative positive (immediate food 3406 

reward, IR) and a less positive (withheld food reward, WR) emotional situation. Recording 3407 

cardiac activity with an electrocardiogram (ECG) and detecting surface temperature changes 3408 

via infrared thermography (IRT) allows the assessment of autonomic nervous system (ANS) 3409 

activity, which plays an important role in emotional control. ANS activity has mainly been 3410 

studied in animals experiencing aversive conditions, whereas physiological changes induced 3411 

by positive emotions are less well understood. Hence, I aimed to apply IR and WR whilst 3412 

horses’ performed a conditioned behaviour (muzzle contact with a target object) to 3413 

investigate physiological profiles in response to shifts in emotional states.  3414 

There was a significant increase in mean HR from baseline during IR and WR, whereas 3415 

maximum eye temperature decreased significantly during both reward phases. The observed 3416 

changes in these arousal indices suggested that the reward treatments, whether positive or 3417 

negative, induced states of elevated physiological activity. However, valence indicators (heart 3418 

rate variability (HRV) indices, L-R maximum eye temperature) did not differ significantly 3419 

between reward phases. Maybe IR and WR did not induce the anticipated shifts in emotional 3420 

state, or HRV and temperature measures are not suitable markers of valence as I will discuss 3421 

in this chapter.  3422 

  3423 
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6.1 Introduction  3424 

Good animal welfare constitutes not only the absence of negative emotional states but also 3425 

the presence of positive emotional experiences (Boissy et al., 2007). To identify conditions 3426 

that are positive (i.e. rewarding) to animals, the validation of reliable markers of positive 3427 

emotions is required. When considering the physiological component of animal emotions, 3428 

research has mainly focussed on measuring physiological expressions/changes in situations 3429 

likely to induce negative emotions (e.g. fear, stress (Veissier & Boissy, 2007; von Borell et al., 3430 

2007)) and reliable physiological markers of positive emotional states are still lacking (Boissy 3431 

et al., 2007). Moreover, many emotion-associated physiological changes are often indicative 3432 

of emotional arousal rather than valence (Paul et al., 2005). Nonetheless, recording changes 3433 

in physiological profiles can contribute to better insights into animals’ emotional states, for 3434 

instance, as additional measures when observing ‘general’ animal behaviour does not allow 3435 

distinguishing between positive and negative emotions (e.g. locomotion, body posture, 3436 

vocalisation (Desire et al., 2002)).  3437 

In mammals, the ANS plays a crucial role in emotion regulation (Kreibig, 2010; Levenson, 3438 

2014; Thayer & Brosschot, 2005) in combination with other physiological functions associated 3439 

with bodily homeostasis (e.g. digestion, cardiac activity, and thermoregulation (Shields, 3440 

1993)). More specifically, internal conditions are constantly monitored and physiological 3441 

short-term adjustments are made by the ANS to enable the body to cope with changes in 3442 

internal and external demands (Levenson, 2014). These autonomic adjustments control the 3443 

bodily functions that ultimately determine health, illness, and longevity (Levenson, 2014). The 3444 

ANS consists of two subsystems, the parasympathetic (PNS), which is responsible for 3445 

physiological functions of energy conservation and restoration (e.g. rest and digestive 3446 

functions), and keeping the body at an efficient minimum energy expenditure (i.e. 3447 

homeostasis), whereas the sympathetic nervous system (SNS) prepares the body for stressful 3448 

or emergencies (e.g. fight or flight response). Autonomic imbalance, characterized by 3449 

decreased PNS activity and/or hyperactivity of the SNS is associated with several somatic and 3450 

psychological conditions, which can become pathogenic when sustained over longer periods 3451 

(Thayer & Brosschot, 2005). Similarly, shorter-lasting negative emotional states, e.g. acute 3452 

stress in response to environmental stimuli perceived as threat, can be accompanied by 3453 

physiological profiles signalling adaptive shifts towards SNS dominance in humans (Kreibig, 3454 
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2010) and animals (von Borell et al., 2007). Stress is generally defined as a biological state of 3455 

disrupted homeostasis induced by specific stimuli (i.e. stressors (Selye, 1976)). If a stimulus is 3456 

perceived as stressor, this will result in the activation of the sympatho-adrenomedullary axis 3457 

(SAM) as the first part of the stress response system (Godoy et al., 2018). This induces the 3458 

secretion of norepinephrine, which ultimately initiates energy mobilisation, metabolic 3459 

changes and other bodily and behavioural reactions to adapt to the stressor (reviewed in e.g. 3460 

Gaidica & Dantzer, 2020; Godoy et al., 2018). In contrast, high vagal tone (reflecting PNS 3461 

activity) is associated with autonomic balance dominated by PNS regulation, which promotes 3462 

good health and decreased susceptibility/increased ability to respond to stress (von Borrell et 3463 

al., 2007).  3464 

It is possible to measure shifts in the net interaction of the PNS and SNS (i.e. sympathovagal 3465 

balance) in target organs receiving dual innervation, such as the heart. The activity of the 3466 

sinoatrial node (SN), the ‘pacemaker’ of the heart, is controlled by the PNS (mainly supplied 3467 

by the vagus nerve), which has dampening effect on heart rate (HR). Without vagal 3468 

stimulation, the intrinsic (SN-generated) resting heart rate in humans would be 100-120 bpm 3469 

(instead of 50-90 bpm (Nanchen, 2018)), henceforth much higher than under vagal influence 3470 

(von Borrell et al., 2007). In contrast, the SNS has a stimulating effect on HR. In addition, by 3471 

measuring cardiac activity non-invasively, e.g. via an electrocardiogram (ECG), indices of the 3472 

irregularity of time intervals between two contractions of the cardiac ventricles, also called 3473 

heart rate variability (HRV), can be derived as quantitative markers of autonomic activity 3474 

(Taskforce, 1996). Fluctuations in inter-beat time intervals (IBIs) arise from the dynamic, but 3475 

non-additive, interplay between PNS and SNS stimulation on the heart, a phenomenon 3476 

enabling the flexibility of biological systems to adjust to different internal/external conditions, 3477 

including emotionally-valenced situations (He, 2020; von Borell et al., 2007). Measuring HRV 3478 

has the further advantage of detecting physiological changes in real-time, i.e. shortly 3479 

following exposure to emotional stimuli, as vagal-induced changes in HR occur rapidly (<5s) 3480 

and SNS-controlled changes in HRV occur with 20-30s delay (due to slower releases of 3481 

norepinephrine from SNS nerve cells as compared to PNS acetylcholine; von Borrell et al., 3482 

2007). Importantly, the separate effects of PNS (vagus nerve) and SNS cannot be estimated 3483 

by simple addition or subtraction of the relative components of the two systems, as vagal and 3484 

SNS modulation on cardiac activity do not necessarily have antagonistic effects. That is, a 3485 
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reduction in one does not warrant an increase in the other (von Borrell et al., 2007). An 3486 

increase in HR, as opposed to HRV, can be induced by elevated sympathetic activity, a 3487 

reduction in vagal tone, or both (von Borrell et al., 2007). Hence, HR is not a suitable measure 3488 

of emotional valence, but increased HR is indicative of heightened emotional arousal (von 3489 

Borell et al., 2007; Wascher, 2021).  3490 

The assessment of HRV has predominantly been used to measure stress (chronic and acute) 3491 

in farm animals (reviewed in von Borrell et al., 2007; Gaidica & Dantzer, 2020). In horses, 3492 

stress-related low HRV caused by a shift towards SNS dominance (i.e. adaptive switch to 3493 

sympathetic activation; Gaidica & Dantzer, 2020) has been reported in response to an acute 3494 

psychological stressor, i.e. waiting for food (Bachmann et al., 2003), exposure to novel objects 3495 

(Visser et al., 2002), or when being forced to move backwards continuously for 3 min 3496 

(Rietmann et al., 2004). There is some evidence that positive emotional states alter HRV in 3497 

dogs (e.g. Katayama et al., 2016; Zupan et al., 2016) and cattle (e.g. Lange et al., 2020, 2021). 3498 

However, only a limited number of studies have measured HRV in horses subjected to 3499 

situations presumably eliciting positive emotional states. Wiśniewska et al. (2019) tested the 3500 

effect of music as a relaxation tool in geriatric horses. Horses exposed to ‘new age’ music for 3501 

several hours per day over 28 days had significantly lower HR and higher HRV (vagal tone) 3502 

activity, but only during the initial week of exposure while indices were not significantly 3503 

different compared to control horses (not exposed to music) in the subsequent 2–3 weeks of 3504 

music exposure, possibly because of habituation effects (Wiśniewska et al., 2019). Scopa et 3505 

al. (2020) reported a significant decrease in HR and a significant increase in vagal tone when 3506 

horses were brushed, suggesting grooming-induced relaxation effects, which was modulated 3507 

by handler familiarity, as an increment in vagal tone was significantly higher when the person 3508 

brushing the horses was a familiar rather than an unfamiliar person.   3509 

Another approach to quantify emotion-related ANS activity non-invasively is to measure 3510 

changes in cutaneous temperatures of bodily or facial regions via infrared thermography (IRT, 3511 

reviewed in Travain & Valsecchi, 2021). IRT allows the detection of infrared radiation emitted 3512 

from surfaces, including body areas, with the advantage of detecting temperature changes in 3513 

real-time and it is contact-free (i.e. without animal handling (Ioannou et al., 2014; Travain & 3514 

Valsecchi, 2021)). Core (i.e. internal body temperature) and peripheral temperature 3515 

(recorded at body surface level, i.e. cutaneous temperature) are controlled by the ANS via 3516 
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SNS-regulated changes in resistance in the vascular system (e.g. arteries, veins, or 3517 

arteriovenous anastomoses, which are direct connections between arteries and veins) 3518 

thereby altering blood pressure and blood flow, and ultimately modulating heat dissipation 3519 

(Ioannou et al., 2014; Ziemssen & Siepmann, 2019). Both physical and psychological stress 3520 

can evoke physiological changes leading to changes in core and peripheral temperatures, 3521 

which can be used as a marker of emotional states in animals (Travain & Valsecchi, 2021). For 3522 

instance, stress-induced hyperthermia (SIH) is a phenomenon referring to the increase in core 3523 

temperature in response to an acute or repeated physical or psychological stressor 3524 

(Bouwknecht et al., 2007; Nakamura, 2015) as a result of blood flow to internal organs (e.g. 3525 

the brain, muscles) being prioritised. Cutaneous vasoconstriction further contributes to 3526 

hyperthermia by reducing blood outflow to skin arteries and consequently lowering 3527 

peripheral skin temperature (Vianna & Carrive, 2005).  3528 

SIH is conserved across various endothermic species (Bouwknecht et al., 2007). For instance, 3529 

placing rats in a chamber previously used as a shock box for fear-conditioning caused a 3530 

significant drop in tail temperature and paw temperatures, and a significant increase in core 3531 

temperature, indicating that psychological stress can induce SIH in these animals (Vianna & 3532 

Carrive, 2005). In cattle, both physical stress (e.g. pain associated with castration (Stewart et 3533 

al., 2010a) and disbudding (Stewart et al., 2008a)), and psychological stress (fear related to 3534 

handling procedures, (Stewart et al., 2008b) induced eye temperature changes reflecting 3535 

peripheral temperature changes. Stewart et al. (2008a) observed a rapid drop in the 3536 

temperature of the area of the medial posterior palpebral border of the lower eyelid and the 3537 

lacrimal caruncle (i.e. small pink gland in the inner corner of the eye) in calves following 3538 

disbudding without local anaesthetic. The rapid decrease in eye temperature was thought to 3539 

be the result of SNS-mediated changes in blood flow in the capillary beds in the lacrimal 3540 

caruncle and medial canthus (inner corner of the eye) area causing a reduction in surface 3541 

temperature in this area. The authors confirmed this hypothesis in a later experiment in which 3542 

epinephrine infusion simulating increased SNS activity also significantly decreased eye 3543 

temperature (Stewart et al., 2010b). Eye temperature increased and was significantly higher 3544 

than baseline following the initial drop (lasting 5 min) when disbudding with and without local 3545 

anaesthetic, possible due to the change in sympathovagal balance and switch from 3546 

vasoconstriction to vasodilation resulting in increased blood flow to dissipate heat 3547 
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accumulated during SIH (Stewart et al., 2008a). These findings demonstrate that changes in 3548 

ANS activity caused by negative situations associated with physical or mental stress can be 3549 

detected in peripheral temperature changes.   3550 

It is possible to record thermal changes in other regions of interest (ROIs), including animals’ 3551 

ears (in e.g. dogs - Riemer et al., 2016; rabbits (Oryctolagus cuniculus) - Ludwig et al., 2007), 3552 

the nose (in e.g. macaques - Nakayama et al., 2005; cattle - Proctor & Carder, 2015) or other 3553 

cutaneous facial areas important for thermoregulation (e.g. the comb and wattle in chickens 3554 

(Edgar et al., 2013; Herborn et al., 2015, 2018); forehead in cattle (Salles et al., 2016), or sheep 3555 

(Joy et al., 2022)). In dogs, a brief separation from their owner decreased ear temperature, 3556 

but the opposite effect was found when a person (either owner or stranger) returned to the 3557 

test room (Riemer et al., 2016). As with HRV, the focus of IRT studies has been on negative 3558 

emotional states (reviewed in Travain & Valsecchi, 2021), while fewer studies report 3559 

thermographic changes related to positive emotional states (e.g. in chickens – Moe et al., 3560 

2012; dogs – Travain et al., 2016). A study in dogs investigated the physiological response 3561 

profiles to feeding palatable food treats (a putative positive event) using both HRV and IRT. 3562 

Dogs’ eye temperature and mean HR increased while receiving treats, but no clear changes 3563 

in HRV emerged (Travain et al., 2016). 3564 

Overall IRT-detected surface temperature changes are considered a valuable indicator of 3565 

arousal (Travain & Valsecchi, 2021). Recently, a novel theory proposed that asymmetric 3566 

temperature profiles in bilateral facial areas (e.g. eyes, ears, nostrils) could be linked to 3567 

valence (Ramirez Montes De Oca, 2021; Telkanranta et al., 2019) in line with the emotional 3568 

valence lateralisation hypothesis. According to this hypothesis, negative emotions are 3569 

associated with right hemispheric dominance, while positive emotions are linked to greater 3570 

activity in the left hemisphere (Davidson, 1995; Davidson et al., 1990; Leliveld et al., 2013). 3571 

There are different views on how asymmetric hemispheric activity could affect surface 3572 

temperatures of bilateral facial regions (illustrated in Figure 6.1). Firstly, an increase in ear or 3573 

eye temperatures might result from increases in blood flow in areas with neural connections 3574 

to enhance sensory efficiency (Ramirez Montes De Oca, 2021). In animals with bilaterally 3575 

placed eyes (e.g. horses, cows, chickens) neural connections from the eyes predominantly 3576 

project to the contralateral side of the brain (i.e. >80% of optic nerves crossover to the 3577 

contralateral side of the brain (Herron et al., 1978)). Hence, an increase in right hemispheric 3578 
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activity could cause an increase in left eye temperature and vice versa (i.e. left hemispheric 3579 

activation results in increased right eye temperature; Ramirez Montes De Oca, 2021). 3580 

Alternatively, activation of a hemisphere could cause warming of adjacent facial areas due to 3581 

heat conduction. This would result in temperature increases in the ipsilateral eyes or ears 3582 

(Ramirez Montes De Oca, 2021; Telkanranta et al., 2019). Moreover, temperatures of areas 3583 

around the eyes or ears might increase due to increased muscular activity and/or blood flow, 3584 

inducing regional (ipsilateral) temperature changes (Ioannou et al., 2015). Chickens exposed 3585 

to a familiar room have higher right vs. left nostril temperatures, and opposite temperature 3586 

asymmetries were observed when chickens were exposed to an unfamiliar room (Telkanranta 3587 

et al., 2019). Higher right vs. left eye temperature was measured in cows whilst feeding when 3588 

animals received an adverse handling experience before feeding. In contrast, higher left vs. 3589 

right eye temperature was recorded in cows that did not receive a negative handling 3590 

experience before feeding (Telkanranta et al., 2019). These findings suggest that temperature 3591 

asymmetries measured in the eyes might result from heat convection of the hemispheres 3592 

with higher temperature in areas close to the dominating brain side (Figure 6.1 B). However, 3593 

disbudded dairy calves (i.e. animals with previous experience of a painful procedure) showed 3594 

higher temperatures in the left relative to the right eye (measured in the medial canthus area) 3595 

whilst observing a conspecific being disbudded (Ramirez Montes De Oca, 2021). The eye 3596 

temperature profiles observed here seem to support the theory that increased right 3597 

hemispheric activity during negative emotion processing induces higher temperatures in 3598 

associated sensory organs of the contralateral side of the body (Figure 6.1 A). In line with this, 3599 

calves approaching an observer (presumably perceiving a person as more positive than calves 3600 

moving away or not approaching) also showed higher right than left eye temperatures 3601 

(Ramirez Montes De Oca, 2021), further supporting the idea that lateralised temperature 3602 

profiles could be related to emotional valence.  3603 
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 3604 

Figure 6.1 Illustration of the three main theories of how lateralised hemispheric activity during 3605 
negative emotion processing might induce asymmetric eye temperatures. Negative emotions 3606 
induced higher activity (white arrow) in the right hemisphere (RH) than in the left hemisphere 3607 
(LH). This might result in warmer (red thermometer) left than right eye temperatures 3608 
according to the sensory lateralisation theory (A). Alternatively, (B) heat convection from the 3609 
RH might induce warmer right then left eye temperatures, or (C) the muscles and vascular 3610 
systems around the right eye are more activated to increase sensory processing on that side, 3611 
due to increased RH activation during negative emotion processing 3612 

 3613 

I investigated changes in cardiac activity and thermal profiles of facial areas (eyes, ears, hair 3614 

whorl - centre of forehead where a small area of bare skin is visible due to parting in hair) as 3615 

novel indicators of arousal (Ramirez Montes De Oca, 2021) to measure emotional state in 3616 

horses. Receiving a palatable food reward is considered to induce positive emotional states 3617 

in animals, including in horses (Fortin et al., 2018; Hintze et al., 2016; Sankey et al., 2010). I 3618 

applied two different reward schedules to induce i) a putatively more positive emotional state 3619 

compared to rest (baseline) by delivering an immediate food reward (IR) and ii) a less positive 3620 

emotional state by withholding food reward (WR), in each case following horses’ performance 3621 

of a conditioned response behaviour (contact target with their muzzle as described in Chapter 3622 

5). I hypothesised that the physiological profiles assessed as mean heart rate and maximum 3623 

temperatures of the eyes (EyeMax) would significantly change from baseline as a reflection 3624 

of increased arousal. As shown in Table 6.1 (see method section), I hypothesised that indices 3625 

(potentially) linked to emotional valence (i.e. HRV, L-R eye difference in maximum 3626 

temperature) would significantly differ during IR and WR as a result of valence-induced shifts 3627 

in these physiological markers.   3628 
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Apart from the emotional state, physiological processes involving the ANS can be influenced 3629 

by several intrinsic factors, e.g. age can affect thermal radiation, and older horses have lower 3630 

eye temperatures than younger horses (Negro et al., 2018). Furthermore, sex can influence 3631 

IRT results (Knoch et al., 2022). I also considered experience with the target object as an 3632 

important factor potentially modulating emotional response during testing. Horses needing 3633 

longer to learn the conditioned response during the training originally conducted for the 3634 

object discrimination test presented in Chapter 5 had more exposure to the target object than 3635 

horses needing fewer trials. Moreover, mental effort during discrimination learning and no 3636 

reward delivery on incorrect trials could have resulted in individual differences in stress 3637 

perception, possibly triggering longer-lasting emotional effects (Langbein et al., 2004). 3638 

Therefore, I tested the effect of these factors, alongside welfare score (i.e. a proxy of 3639 

emotional state), on horses’ cardiac and thermal response during IR and WR.  3640 

6.2 Methods 3641 

6.2.1 Ethical statement  3642 

This study was approved by the Animal Welfare and Ethical Review Body of the University of 3643 

Plymouth (ETHICS-42-2020), was below the threshold for regulation by the UK Animals 3644 

(Scientific Procedures) Act 1986 (ASPA), and followed the Essential 10 ARRIVE guidelines 2.0 3645 

(Percie du Sert et al., 2020). The animals used in this study belonged to two UK riding schools 3646 

that consented to the use of their horses for our experiment.  3647 

6.2.2 Animals and housing   3648 

Originally, 32 horses (12 females, age 13.12±5.48 years, various breeds) were tested. Six 3649 

animals were excluded from the HRV data analysis, two due to measurement errors during 3650 

the ECG recording (errors in 5min recordings resulted in >5% corrected beats (Ille et al., 3651 

2014)), two were physically more active during breaks than the other animals (as they were 3652 

kept in paddocks with more space to move than the other horses), and two horses due to 3653 

cardiac arrhythmias (2nd AV blocks occurring >5 times during baseline recordings (Flethøj et 3654 

al., 2016; Mitchell & Schwarzwald, 2021). Therefore, the total number of animals included in 3655 

the HRV data analysis was 26 (9 females, age 12.73±5.08 years). For the IRT data analysis, 3656 

recordings from all 32 horses were used.  3657 
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Horse husbandry is detailed in Chapter 3. Briefly, both facilities kept horses in single stalls, or 3658 

tie-stalls, with full, or limited visual/physical contact with conspecifics. Animals had pasture 3659 

access (in consistent groups) and hay. Horses from yard 2 additionally received an adjusted 3660 

diet (brand Thunderbrook Equestrian). Animals from yard 1 did not receive any additional 3661 

feed. All animals were used in riding lessons >10h per week. Water was freely accessible 3662 

through automatic troughs in yard 1 and with water buckets in yard 2. 3663 

6.2.3 Experimental design and testing procedure   3664 

Data were collected at yard 1 during July – August 2020 and at yard 2 between April-May 3665 

2021. One experimenter (E1), who handled the horses, and a second experimenter, who 3666 

filmed the animal (E2), conducted the tests and the horses remained in their stalls during 3667 

testing.  3668 

All horses had previously learnt to touch one of two objects with their muzzle to receive a 3669 

food reward as described in Chapter 5. Briefly, instrumental conditioning and positive 3670 

reinforcement (pieces of carrot) were used to train horses’ to touch one of two objects (two 3671 

dog toys of similar size; pseudo-randomly counterbalanced across animals). During training, 3672 

animals received a maximum of 20 trial blocks (10 trials per block, no more than 8 trial blocks 3673 

(80 trials)per day), or until learning criterion (LC, >80 % correct within three consecutive trial 3674 

blocks) was reached. Hence, depending on learning ability (LA; measured as the number of 3675 

trial blocks needed to reach LC), the amount of time/trials horses were previously exposed to 3676 

the target object differed among horses (see Appendix D Table D1 for LA results). However, 3677 

horses were presented with only the target object in this experiment and no discrimination 3678 

was required.     3679 

6.2.4 Reward schedule 3680 

To control for time effects on physiological response, horses were pseudo-randomly allocated 3681 

to one of two groups (each horse received a random number via the RAND function in Excel; 3682 

horses with even numbers were assigned to group A; animal numbers were balanced across 3683 

groups by moving the last assigned animals to the group with a lower number of animals). 3684 

Horses from group A (N=16, for HRV data N=12) received immediate reward (IR) in phase 1, 3685 

comprising four consecutive trial blocks (T1-4) and 10 object trials per trial block (mean±SD 3686 

duration 71.2±11s). Horses from group B (N=16, for HRV data N=14) received IR during the 3687 

first two trial blocks (T1-2) of phase 1, but reward was withheld during T3-4. In phase 2, horses 3688 
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group A received IR in T5-6, but the reward was withheld in T7-8, whereas the other group 3689 

received IR throughout all trial blocks. Trial blocks were interspersed with 2-min breaks during 3690 

which the experimenters moved out of sight while the horses remained in their stalls. A 10-3691 

min break followed phase 1 before resuming phase 2. A summary of the reward schedule and 3692 

details of data extraction is provided in Figure 6.2. 3693 

 3694 

Figure 6.2 Reward schedule and data collection timeline. During each test phase (T), horses were 3695 

prompted to contact the target in 10 trials, but the reward was only delivered upon contact during 3696 

immediate reward (IR) phases and not during withheld reward (WR) phases. Black arrows indicate the 3697 

number of IRT data points extracted per test phase. For HRV data extraction, two consecutive test 3698 

phases of the same reward schedule, including the 2min-break between test phases, were combined 3699 

resulting in 5min blocks for the four test sessions (S1-4) containing two trial sessions per sessions. 3700 

Horses were left alone in their stalls during a 10-min break following S2. Before testing, 5min baseline 3701 

HRV data were recorded in B0 (S0) followed by 2min baseline (B1) recordings of IRT data during which 3702 

the handler stood next to the horse. 3703 

6.2.5 Testing procedure  3704 

Horses were kept in their stalls for a minimum of 1 hour before the experiment, hence animals 3705 

were not ridden, or on pasture, immediately before testing. E1 entered the stall, put a head 3706 

collar around the horse’s head, and tucked the forelock (part of the mane between the ears 3707 

that falls forward onto the forehead) underneath the top of the collar behind the ears. E1 3708 

moved the horse to a position where it was standing with its head toward the open stall door 3709 

so that E2 could position the IRT camera at 2 m distance directly in front of the horses’ head. 3710 

E1 stood either left or right (side counterbalanced across trial blocks) at the horses’ shoulder 3711 

height. To start the test, E1 moved the target (hidden behind their back until this point) 3712 

directly in front of the horse’s muzzle at approx. 50 cm distance from the animal. During IR, 3713 

horses received a piece of carrot within <5 s after touching the object; E1 moved the target 3714 

behind her back whilst simultaneously retrieving a piece of carrot from a small bag attached 3715 
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to her waist (using the opposite hand to the one holding the object). A total of 10 target trials 3716 

within each trial session (T1-8 in Figure 6.2) were conducted this way. During WR, the target 3717 

was presented to the horses in the same manner, held in position for a max. of 10 s, or until 3718 

the horses had touched it, before moving it behind their back for 3 s. Unlike in IR, no reward 3719 

was delivered and the next trial started by raising the object in position again.     3720 

6.2.6 Measurements 3721 

Horse behaviour was video-recorded (via two GoPro Hero 3 cameras positioned near the door 3722 

facing into the stall and inside the stall facing the door) throughout the test and breaks. The 3723 

number of trials horses made muzzle contact with the target was recorded live at the end of 3724 

each trial block. During the WR phase, only one horse stopped responding to the target after 3725 

not being rewarded on 8 trials during the 2nd reward phase (T4 in Figure 6.2). All other horses 3726 

performed object contacts during IR and WR phases regardless of whether they received a 3727 

reward or not. Therefore, I did not consider the number of target contacts (putatively 3728 

indicating motivation to perform that task) as a useful behavioural indicator and instead only 3729 

focused on physiological changes in my final analysis.   3730 

The cardiac response was recorded with a III lead ECG device (Televet 100 software version 3731 

5.1.2, Engel Engineering Services GmbH, Germany, 500Hz sampling rate) using a modified 3732 

base-apex configuration (left arm electrode (LA), left leg electrode (LL), neutral electrode (N), 3733 

right arm electrode (RA), shown in Figure 6.3). All ECG traces were visually checked in the 3734 

Televet software using automated detection of irregular heartbeats (maximum deviation 20 3735 

%, i.e. IBIs differing more than 20% from the previous IBIs were detected as outliers (Mitchell, 3736 

2019), before exporting the IBI values into Kubios (Kubios HRV Standard 3.4.1, Kubios Oy, 3737 

Finland) for extraction of HRV indices within 5min time bins (see Figure 6.2 for details).  3738 
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 3739 

Figure 6.3 Illustration of the modified base-apex configuration used for ECG recording. The left arm 3740 

electrode (LA, green) was placed over the apex beat area of the heart, on the thorax, caudal to the left 3741 

elbow. The left leg electrode (LL, yellow) was positioned just over LA to create an additional lead. The 3742 

neutral electrode (N, black) was placed behind the left shoulder blade, near the withers. The right arm 3743 

electrode (RA, red) was placed opposite electrode, hence, not visible in this image. 3744 

It is important to note that HRV indices describe the degree of autonomic modulation of 3745 

cardiac activity rather than the absolute ANS tone (Taskforce, 1996). There are two main 3746 

mathematical approaches to estimating HRV indices. The assessment of time-domain 3747 

parameters (i.e. data assessed as a function of time) is the most straightforward method. 3748 

These indices reflect the variability of cardiac activity (Wang & Huang, 2012). The second 3749 

approach is using power spectral indices, which typically contain low-, and high-frequency 3750 

values, as well as their ratio, which are derived from the spectral signal power, detected 3751 

within certain frequency bands that are species-specific (Kuwahara et al., 1996; von Borell et 3752 

al., 2007). More details on indices derived from time- and frequency-domain analysis are 3753 

given in Table 6.1.  3754 

Table 6.1 Overview of time-domain and frequency-domain HRV indices and IRT measures and their 3755 

predicted changes during IR and WR. (HR = heart rate; IBIs = inter-beat intervals) 3756 

Emotion 
index 

Parameter Description Measure of Prediction 
IR 

Prediction 
WR 

HRV indices 

Arousal  Mean HR Mean of 
instantaneous HR 
values derived 
within a specific 
time period (5min) 

PNS and SNS on HR; 
emotional arousal 

↑ ↑ 
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Emotion 
index 

Parameter Description Measure of Prediction 
IR 

Prediction 
WR 

Valence SDNN Standard deviation 
of all IBIs (within 
5min period) 

Estimate of overall HRV, 
reflecting PNS and SNS 
influence on HR  

↓ ↑ 

 RMSSD Square root of the 
mean squared 
differences of 
successive IBIs 

PNS (vagal tone) 
stimulation on HR; 
highly correlated with 
HF 

↑ ↓ 

 HF Power in the high 
frequency range 
(0.07-0.6 Hz)† 

Degree of PNS 
modulation (vagal tone) 
on cardiac activity; 
highly correlated with 
RMSSD 

↑ ↓ 

 LF/HF ratio Ratio of low and 
high frequency 
spectral 
components  
 

Sympathovagal balance 
modulation on HR  

↓ ↑ 

 IRT indices 

Arousal EyeMax   ↓ ↓ 
 EarMax   ↓ ↓ 
 WhorlMax   ↓ ↓ 
Valence  L-R Eye 

Max 
  NP NP 

†Kuwahara et al. 1996 3757 
NP no directional prediction 3758 
 3759 

Thermal videos were taken with a FLIR T660TM camera (FLIR SYSTEMS, Inc. USA; resolution 3760 

640x480 pixels, 60 FPS, sensitivity 0.02 oC, and accuracy ± 1%). Skin emissivity was fixed at 3761 

0.98 (Tattersall, 2016; Westermann et al., 2013). Environmental factors (temperature and 3762 

humidity) were taken (ORIA wireless thermo- and hygrometer) and updated on the camera 3763 

before the baseline recording and at the beginning of each session. Horses’ heads were filmed 3764 

from a frontal angle at approx. 90° to the horses’ forehead. To ensure the appropriate camera 3765 

angle, and both eyes being visible on the recordings, E2, holding the camera, slightly adjusted 3766 

their position depending on the horses’ movement. E1 always presented the target centrally 3767 

between the horses’ heads and the camera at approx. 30-40 cm distance to the horses’ 3768 

muzzle.   3769 

From each video, three frames showing the horses’ head with a sidewise variation of less than 3770 

30o between the camera and nostrils (i.e. showing both eyes at an equal distance to the 3771 

camera) were extracted by E2 using the FLIR Tools v.6.4.18039.1003 software (FlirSystems 3772 

Inc, Oregon, USA). Thermal data were only extracted from frames where the maximum 3773 
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temperatures, indicated by the red triangles in Figure 6.4, were automatically detected within 3774 

the medial canthus (inner corner of the eye, see Figure 6.4), and the hair whorl (measured as 3775 

the warmest point on the forehead area) and the ear base (the area where the pinna (outer 3776 

ear) merges into the skull) were not covered by the forelock (tucked back before the start of 3777 

testing but occasionally hair fell back onto forehead during testing) to ensure the same areas 3778 

were measured across all thermal images.  3779 

 3780 

Figure 6.4 Example of a thermal image used for extraction of maximum temperatures (marked by red 3781 

triangles) taken in the eyes (left (EI1) and right (EI2)), ear base (left (Li1 and right (Li2)) and hair whorl 3782 

(EI3). 3783 

6.2.7 Statistical analysis  3784 

Data were analysed in R (version 4.0.3, R Core team, 2021). Each cardiac measure was 3785 

analysed separately using a linear mixed model (lmer function from lme4 package (Bates et 3786 

al., 2015)). Test phase (baseline/IR/WR) and group (A/B), individual factors (i.e. age, sex, yard, 3787 

target object, learning ability (LA)) were included in the models as fixed factors and welfare 3788 

score as a covariate (collinearity of the factors was checked with vif function from car package, 3789 

Fox & Weisberg, 2019). Horse ID was set as a random factor to control for repeated 3790 
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measurements. HF values and LF/HF ratio were log-transformed for a better fit of model 3791 

assumptions. 3792 

For IRT measures, data of each region of interest (ROI, i.e. maximum temperature of each eye 3793 

(EyeMax), ear base (EarMax), and the hair whorl (WhorlMax)) were analysed in the same 3794 

manner as the cardiac data using linear mixed effect models. In addition to the factors 3795 

mentioned above, ambient temperature and frame time (i.e. the time (s) the image was taken 3796 

relative to the start of the test session in order to control for time effects in physiological 3797 

responses), ROI side (left/right) and handler side (same/different (relative to ROI)) were 3798 

included in the models. When controlling for yard and ambient temperature in the models 3799 

using the full data set, problems with model convergence occurred, likely because the 3800 

ambient temperature differed significantly between the two facilities with significantly 3801 

warmer ambient temperatures measured in yard 1 (19.23°C ± 1.78, Q1-Q3: 14-25°C) than in 3802 

yard 2 (mean 11.55°C±1.48, 8-14°C, two-sample t-test, p<0.0001). The surrounding 3803 

temperature can have a significant influence on the heat exchange between an organism and 3804 

its environment (Arduini et al., 2017; Collier et al., 2006). Therefore, I divided the data set by 3805 

yard and carried out separate analyses for each facility. To assess asymmetries in eye 3806 

temperatures (L-R EyeMax), the maximum values of the right ROI were subtracted from the 3807 

maximum values recorded for the left ROI within each image.  3808 

For all models, Type III tests (car package) with contrasts and the drop1 function (lme4 3809 

package) were used to remove non-significant terms from the models. Since test phase was 3810 

the main factor of interest, it was included in all models even if not identified as a significant 3811 

term in the full model. Model fit of the final model was compared against the null model (only 3812 

containing ID as a random factor) with likelihood ratio tests (anova function in car package). 3813 

The anova function with type III sum of squares was used to generate p-values for each fixed 3814 

factor within the models. Tukey post hoc comparisons were used to test significant 3815 

differences in factors between test phases. The significance level was set at P≤0.05 and p-3816 

values between 0.05-0.1 were reported as trends. Model residuals were checked with the 3817 

DHARMa package (Hartig & Lohse, 2022). All results are graphically presented as estimated 3818 

marginal means (EMMs) ± SE unless stated otherwise. 3819 
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6.3 Results  3820 

6.3.1 Changes in arousal markers during IR and WR 3821 

As predicted, mean heart rate significantly increased from baseline during both IR and WR 3822 

phases (Figure 6.5; IR: z=6.439, WR: z=4.098, both p<0.001) with no significant difference 3823 

between reward phases (z=1.419, p=0.327).   3824 

 3825 

Figure 6.5 Mean HR recorded during test phases. Data presented as EMMs±SE, different letters 3826 

indicate significant differences at p<0.05. 3827 

At Yard 1, EyeMax significantly decreased from baseline during IR (-0.3°C, z=-7.76, p<0.001) 3828 

and WR (-0.3°C, z=-6.52, p<0.001) and no significant difference between the reward phases 3829 

(z=-0.74, p=0.73) was found as expected (Figure 6.6 A). In yard 2 (Figure 6.6 B), EyeMax 3830 

dropped significantly from baseline during IR (-0.3°C, z=-4.88, p<0.0001) and but not WR (-3831 

0.2°C, z=-2.25, p=0.059) as eye temperatures remained significantly higher during WR than 3832 

during IR (z= -3.27, p=0.003).  3833 

Unexpectedly, the handler side predicted EyeMax (X2
1=7.96, p=0.004) in yard 1, with higher 3834 

EyeMax when the eye side was the same as the side the handler was standing next to the 3835 

horse (e.g. right eye side and right handler side) than when eye side and handler side were 3836 

different, and the interaction between handler tended to be more pronounced when 3837 

measured on the right side (X2
1= 2.75, p=0.09). The same significant relationship between eye 3838 

side and handler side was observed in yard 2 (X2
1= 7.55, p=0.005), but without a significant 3839 

interaction between eye and handler side (X2
1=0.24, p=0.61). 3840 
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 3841 

 3842 

Figure 6.6 Maximum temperatures of the medial canthus of the eye (EyeMax) recorded during test 3843 

phases at yard 1 (A) and yard 2 (B).  Data presented as EMMs±SE, different letters indicate significant 3844 

differences at p<0.05. 3845 

 3846 

 3847 

Figure 6.7 Maximum ear base temperatures (EarMax) recorded during test phases at yard 1 (A) and 3848 

yard 2 (B). Data presented as EMMs±SE, different letters indicate significant differences at p<0.05. 3849 

 3850 

Considering EarMax, in yard 1, temperatures dropped significantly during WR compared to 3851 

baseline (z=-3.37, p=0.02) and IR (z=6.63, p<0.001), but there was no significant difference 3852 
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between baseline and IR (z=0.8, p=0.69; Figure 6.7 A). The left ear tended to be warmer than 3853 

the right (z=-1.76, p=0.07), but unlike with the eyes, handler side did not affect ear 3854 

temperatures (X2
1=0.25, p=0.62). No significant effects of reward (X2

1=1.96, p=0.37) or 3855 

handler side (X2
1=0.001, p=0.96) on ear temperatures were found in yard 2 and ear 3856 

temperatures did not significantly differ between test phases (Figure 6.7 B). 3857 

In yard 1, WhorlMax temperatures differed significantly decreased from baseline during 3858 

reward phases (baseline – IR: z=-5.05, p<0.001, baseline – WR: z=-6.45, p<0.001) and was 3859 

significantly lower during IR than WR (z= 3.07, p=0.005, Figure 6.8 A). In yard 2, test phase 3860 

predicted WhorlMax temperature (X2
2=48.48, p<0.0001). However, the decrease in 3861 

temperature was only significant between baseline and IR (z= -6.95, p<0.0001), and baseline 3862 

and WR (z= -5.19, p<0.0001), but not between treatment phases (z= -1.58, p=0.246, see Figure 3863 

6.8 B).  3864 

 3865 

Figure 6.8 Maximum hair whorl temperatures (WhorlMax) recorded during test phases at yard 1 (A) 3866 

and yard 2 (B). Data presented as EMMs±SE, different letters indicate significant differences at p<0.05. 3867 

 3868 

6.3.2 Changes in valence markers during IR and WR 3869 

Against my predictions, I found no significant changes in RMSSD, predominantly reflecting 3870 

PNS modulation on the heart, from baseline to IR (z=1.211, p=0.443), WR (z= -0.296, p=0.952), 3871 

or between IR and WR (z=1.573, p=0.254, Figure 6.9 A). Likewise, there were no significant 3872 

changes in HF (another marker of PNS (vagal) modulation) values from baseline during both 3873 
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test phases (X2
2=4.09, p=0.129, Figure 6.9 B). SDNN, an index of the combined activity of PNS 3874 

and SNS stimulation on cardiac activity, significantly increased during IR (z=3.395, p=0.002) 3875 

and there was no significant difference between baseline and WR (z=2.024, p=0.104), or IR 3876 

and WR (z=0.916, p=0.626, Figure 6.9 C). I expected that LF/HF ratio, reflecting sympathovagal 3877 

balance, would be significantly lower during IR than WR as an indication of increased PNS 3878 

activity during the presumably more positive test phase, and significantly higher LF/HF values 3879 

during WR due to increased SNS activity. Instead, LF/HF significantly increased from baselines 3880 

during IR (z= 2.559, p=0.027) and WR (z= 3.395, p=0.001) with no significant difference 3881 

between reward phases (z=-1.599, p=0.242, Figure 6.9 D).  3882 

 3883 

Figure 6.9 Change of HRV indices linked to emotional valence measured as (A) RMSSD, (B) HF, (C) 3884 

SDNN, and (D) LF/HF ratio (log-transformed). Data presented as EMMs±SE, different letters indicate 3885 

significant differences at p<0.05. 3886 

Regarding thermal changes, asymmetries in EyeMax measured as L-R maximum eye 3887 

temperature differences were not significantly different between baseline and reward phases 3888 

in yard 1 (Figure 6.10 A). However, in yard 2, L-R EyeMax difference was significantly predicted 3889 

by test phase (X2
2= 8.46, p=0.014) with significant changes in asymmetries between IR and 3890 

WR (z=-2.73, p=0.016). Averaged L-R EyeMax were significantly lower during IR than WR, 3891 
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meaning that horses’ right eye were warmer than their left eye when immediately rewarded 3892 

than when reward was withheld. However, overall the eye temperature difference recorded 3893 

in IR and WR were not significantly differed from baseline (Figure 6.10 B). 3894 

 3895 

Figure 6.10 Differences in asymmetric EyeMax assessed during baseline and reward phases in (A) yard 3896 

1 and (B) yard 2. 3897 

 3898 

6.3.3 Other factors modulating cardiac and thermal responses  3899 

Age and sex had no significant effect on HRV indices (all p<0.05). However, higher number of 3900 

trials blocks to reach learning criterion (i.e. lower learning ability (LA)) significantly predicted 3901 

lower SDNN, RMSDD, and HF values compared to horses with fewer trials blocks. Moreover, 3902 

lower welfare scores (i.e. lower likelihood to experience positive emotional states) 3903 

significantly predicted lower SDNN (X2
1= 15.671, p<0.0001), RMSSD (X2

1= 15.258, p<0.0001), 3904 

and HF values (X2
1= 21.22, p<0.0001). Figure 6.11 shows the relationship between SDNN, 3905 

RMSSD and HF values and welfare score as predicted by each model. There was no effect of 3906 

yard on any of the explored HRV indices (all p<0.05).  3907 

None of the factors I explored (age, group, welfare score, LA) had a significant effect on the 3908 

IRT markers.    3909 

Model estimates of all final models are provided at the end of this chapter in Tables 6.2-6.4.  3910 
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 3911 

Figure 6.11 Relationship between A) SDNN, B) RMSSD and C) HF values and welfare score as predicted 3912 

by the linear mixed model.  3913 

  3914 

6.4 Discussion  3915 

I investigated changes in HRV and IRT indices as markers of emotional state in horses. I 3916 

expected that delivering a food reward immediately (IR) following horses’ performance of a 3917 

conditioned behaviour (contact target with the muzzle) would result in a shift towards a more 3918 

positive emotional state, while withholding the reward (WR) would elicit a potentially more 3919 

negative emotional state, and that both phases would increase arousal relative to baseline. 3920 

Correspondingly, I predicted that physiological indices associated with arousal (i.e. mean HR, 3921 

EyeMax, EarMax, WhorlMax) would significantly differ during the reward phases compared 3922 

to baseline. Parameters reflecting valence (i.e. RMSSD, HF, SDNN, LF/HF ratio, L-R EyeMax) 3923 

were predicted to be significantly different during IR and WR with significant changes from 3924 

baseline.   3925 

As expected, mean HR significantly increased from baseline during IR and WR without a 3926 

significant difference between the two phases, suggesting that immediate and withheld 3927 
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reward induced similar heightened levels of physiological activity. The intensity of affective 3928 

stimulation (i.e. arousal) can increase when animals experience both positive and negative 3929 

situations (Paul et al., 2005; Mendl et al., 2010; Wascher, 2021). Frustration-induced high 3930 

arousal reflected in increased HR was reported in horses denied access to a visible food 3931 

resource causing acute stress (Bachmann et al., 2003). Learnt food arrival-related cues (e.g. 3932 

animal caretaker first entering stable in the morning, the sound of concentrate pellets being 3933 

collected from silo (Peters et al., 2012)), or reuniting a socially isolated horse with its group 3934 

members (Briefer et al., 2015),  also significantly elevated horses’ HR confirming that positive 3935 

situations heighten arousal measurable in changes of cardiac activity. Since HR is modulated 3936 

by PNS and SNS activity, the change in mean HR could theoretically be the result of PNS 3937 

withdrawal or increased SNS activity (Porges, 2007; von Borell et al., 2007). The finding that 3938 

EyeMax significantly decreased during IR and WR, likely due to sympathetically mediated 3939 

vasoconstriction in peripheral capillary beds in the medial canthus as reported in cattle 3940 

experiencing stress (Stewart al., 2008a, b, 2010), might suggest that the change in mean HR 3941 

was triggered by elevated SNS activity. In contrast to my findings, several equine IRT studies 3942 

reported increased eye temperature in response to stress (e.g. novel object exposure – Dai et 3943 

al., 2015; jumping competitions – Bartolomé et al., 2013; or trotting races – Negro et al., 3944 

2018). Stewart et al. (2008a, b, 2010) noted the temporal effect in eye temperature changes. 3945 

Temperatures in the medial canthus initially dropped in response to stress (−0.27 °C, 2-5min 3946 

after treatment) before significantly increasing and overshooting baseline values (from 5min 3947 

post-treatment; Stewart et al., 2008a). It is possible that the thermal changes in EyeMax found 3948 

in this study do not correspond with previous observations in horses, because thermal 3949 

responses were measured simultaneously with the animals exposure to IR and WR, hence the 3950 

changes recorded here might indicate different stages of physiological responses to an 3951 

emotional situation compared to other equine studies that recorded thermal response >5min 3952 

post-treatment (Dai et al., 2013; Bartolomé et al., 2013; Negro et al., 2018). Moreover, 3953 

physical activity level can influence IRT results as heat dissipating from skeletal muscles can 3954 

cause peripheral temperature changes (Travain & Valsecchi, 2021). Unlike in the previous 3955 

equine studies where thermal data was derived from moving horses (e.g. riding in Bartolomé 3956 

et al., 2013; racing in Negro et al., 2018), the horses in this study moved very little (i.e. 3957 

stretching neck to contact target with the muzzle).  3958 



Chapter 6 | Changes in HRV and IRT in response to immediate and withheld reward 

173 

 

I investigated temperature changes in the ears (EarMax) and the hair whorl (WhorlMax) as 3959 

additional indices of arousal-related changes in peripheral blood flow expecting that the 3960 

direction of change would mirror eye temperature changes due to similar SNS-mediated 3961 

changes in vasoconstriction in these areas. No clear patterns in EarMax recorded during IR 3962 

and WR emerged. EarMax was derived from maximum temperatures recorded at the ear base 3963 

(i.e. area between the skull and the pinna (outer part of the ear)), which was more difficult to 3964 

identify consistently across horses/frames than the other ROIs. Also, this area is covered by 3965 

hair and coat colour, or coat density, which can affect thermal readings (McCafferty et al., 3966 

2015; Okada et al., 2013; Tattersall, 2016). Therefore, this ROI may not be an appropriate 3967 

body area to investigate arousal-related temperature changes. WhorlMax, however, 3968 

significantly decreased from baseline during IR and WR suggesting that this area might be a 3969 

suitable indicator of arousal, for instance in situations where it is not possible to derive 3970 

thermal data from horses’ eyes (e.g. when eyes are obscured, e.g. by stable bars or blinkers). 3971 

Ramirez Montes De Oca (2021) proposed the investigation of hair whorl temperature as an 3972 

arousal index, noting a significant temperature increase in calves’ hair whorl temperature 3973 

following separation from their dam, which continued to increase during 60 min post-3974 

separation (measured in 5-min bouts every 10min). The increase likely occurred due to 3975 

modulatory physiological mechanisms (possibly heat dissipation following SIH) and increasing 3976 

PNS activity following the initial higher activity of the SNS. Unlike in calves, horses’ WhorlMax 3977 

significantly decreased, which could be explained by the differences in recording times, as 3978 

discussed for EyeMax.        3979 

RMSSD and HF, which are HRV indices primarily reflecting parasympathetic modulation of 3980 

cardiac activity (von Borell et al., 2007), did not significantly change during IR or WR implying 3981 

the reward phases did not alter PNS activity. PNS-dominant sympathovagal balance prevails 3982 

in resting horses (Kuwahara et al., 1996), but I would have expected a further increase in PNS 3983 

activity during IR as an indication of a shift towards a more positive emotional state, unless 3984 

feeding horses’ with carrot pieces was not as rewarding as anticipated. In pigs trained to 3985 

associate an acoustic stimulus with food, RMSSD significantly increases when hearing the 3986 

conditioned cue (Zebunke et al., 2011). However, Peters et al. (2012) also found no significant 3987 

changes in RMSSD and HF while horses anticipated the arrival of concentrate (food) during 3988 

their normal feeding time, despite the significant increase in mean HR and performance of 3989 



Chapter 6 | Changes in HRV and IRT in response to immediate and withheld reward 

174 

 

anticipatory behaviours (e.g. increased movement and investigation behaviours such as  3990 

licking and sniffing). Horses shown a familiar food bucket, but not receiving food had 3991 

significantly lower HF values during and following the presentation of the food stimulus 3992 

(Bachmann et al., 2013) demonstrating that withholding food can induce stress and lower 3993 

PNS activity, which is what I expected to observe during WR. Maybe the horses would have 3994 

responded differently if a more palatable treat was used as a reward. Still, this does not 3995 

explain why all horses, except one, continued to work for receiving carrots by contacting the 3996 

target with the muzzle during WR. Since all horses had previously performed several trial 3997 

blocks in a similar task (object recognition test, ORT, Chapter 5), it could be that the animals 3998 

were resistant to extinction, hence kept responding to the target despite the lack of reward 3999 

(Williams et al., 2004). All horses had previously experienced unrewarded trials (although no 4000 

more than three consecutive trials) if they contacted the incorrect object in the discrimination 4001 

test. Maybe the number of unrewarded test trials was too low to induce significant shifts in 4002 

horses’ emotional states. In Williams et al. (2004), horses performed on average 137 trials of 4003 

an operant task (nose touch traffic cone) without receiving food as reinforcement. On the 4004 

other hand, it could be that my test horses formed a habitual response to the target object 4005 

following the performance of a high number of training and test trials during ORT. Hence, the 4006 

animals might have performed the conditioned behaviour in an automated manner (i.e. 4007 

having formed an association between an action and its preceding stimulus, but not with its 4008 

consequences (Lansade et al., 2017)). However, if this was the case, I would not have expected 4009 

to find any changes in SDNN and LF/HF ratio during the reward phases, but these indices 4010 

significantly increased suggesting that sympathovagal balance shifted towards higher SNS 4011 

activity. Maybe the horses perceived having to perform the conditioned response as stressful. 4012 

To better understand this, it would have been beneficial to collect HRV data while horses were 4013 

fed carrots without needing to contact the object. Moreover, the presence of the familiar 4014 

experimenter might have induced changes in arousal. Horses establish long-lasting positive 4015 

associations with humans during positive reinforcement training (Sankey et al., 2010), hence 4016 

the sight of the experimenter alone might prompted anticipation of food causing an increase 4017 

in arousal. It has been argued that physiological changes associated with ‘stress response’ 4018 

actually reflect adaptations in metabolic and cardiovascular requirements associated with 4019 

behavioural activity instead of reflecting stimulus valence (Knoch et al., 2022), which might 4020 
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explain further explain why I found no difference in the physiological profiles measured during 4021 

IR and WR.  4022 

Nonetheless, I analysed changes in L-R EyeMax as a potential indicator of valence as 4023 

previously suggested by Telkanranta et al. (2019) and Ramirez Montes De Oca (2021). In yard 4024 

2 horses, WR induced higher left than right eye temperatures. This corresponds with Ramirez 4025 

Montes De Oca's (2021) findings that a negative situation (i.e. watching a conspecific being 4026 

disbudded after being disbudded) causes higher left than right eye temperatures in calves. 4027 

Hence my results might support the theory that right hemispheric dominance during negative 4028 

emotion processing causes a greater activity of associated sensory organs (i.e. left eye). 4029 

Interestingly, the eye on the side the handler was standing was warmer than the opposite 4030 

side which might further suggest enhanced sensory activity of the eye directly viewed the 4031 

handler (i.e. the source of reward). Furthermore, blood flow in the area around the eye, 4032 

including the medial canthus, might have increased to enhance muscular activity for rapid eye 4033 

movement and heightened sensory processing (Pavlidis et al., 2001 cited in Ioannou et al., 4034 

2015), which ultimately elevated the emitted thermal radiation in this area. In humans, startle 4035 

induced warming of periorbital areas (i.e. area around the eyes), while simultaneously a 4036 

reduction in cheek temperatures was recorded (Pavlidis et al., 2001). Yet, average L-R eye 4037 

temperatures did not significantly differ from baseline and no significant difference in left to 4038 

right eye temperatures were observed in yard 1 horses. Surface skin temperatures are 4039 

considered ‘interface’ temperatures determined by core temperature and surrounding 4040 

environmental factors (e.g. ambient temperature, humidity, windspeed (Okada et al., 2013)). 4041 

That is, eye temperature is positively correlated with ambient temperature (Okada et al., 4042 

2013). At yard 1, the maximum ambient temperature (24°C) was close to horses’ thermal 4043 

neutral zone (approx. 25 °C (Morgan, 1998)) meaning that ceiling effects might have masked 4044 

eye temperature asymmetries. Overall, the suitability of asymmetric temperature profiles as 4045 

valence indicators, and how external factors (e.g. climate, presence of humans) might affect 4046 

these, needs further investigation.  4047 

It should be noted that heat radiation of body surfaces areas of endotherm animals can be 4048 

caused by various homeostatic processes (e.g. thermoregulation, circadian changes in 4049 

physiology, metabolic rate, behavioural activities), besides emotional regulation (Ioannou et 4050 

al., 2014; Tattersall, 2016). Hence, in order to detect significant changes in thermal profiles 4051 
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associated with the physiological changes of interest, it is necessary for these to have a 4052 

greater magnitude than ‘other’ physiological processes occurring at the same time, but 4053 

controlling for this might be difficult and might require repeated recording of thermographic 4054 

measurements over a longer period of time (Knoch et al., 2022).        4055 

I found no significant effects of age or sex on any of the explored physiological markers. 4056 

Though, a higher welfare score (supposedly reflecting a more positive emotional state) 4057 

significantly predicted greater SDNN, RMSSD and HF values. This is in line with previous 4058 

reports in humans, and other animals, that more positive emotional states are associated 4059 

with greater HRV (von Borrell et al., 2007). Similarly, horses receiving fewer trial blocks to 4060 

reach the learning criterion (supposedly having a higher learning ability) had significantly 4061 

higher SDNN, RMSDD, and HF values compared to horses needing more trial blocks, 4062 

suggesting that the former were more relaxed during testing than the latter. Langbein et al. 4063 

(2004) proposed that learning and restricted reward delivery might act as stressors potentially 4064 

causing long-term effects on HRV. They observed that visual discrimination training can have 4065 

reducing effects on RMSSD in goats, probably caused by the mental effort, resulting in higher 4066 

stress levels ultimately leading to PNS withdrawal (Langbein et al., 2004).    4067 

None of the explored individual factors (i.e. age, welfare score, learning ability) significantly 4068 

affected the thermal measurements. This implies that HRV changes might provide more 4069 

sensitive indices for detecting individual variations in physiological response profiles 4070 

measured during emotional situations. Due to time constraints, thermal data were extracted 4071 

from three frames selected within the test period when the horses’ head was in the required 4072 

position. However, emotion-induced surface temperature profiles might be characterised by 4073 

rapid dynamic changes (Stewart et al., 2008a,b, 2010). Hence, it might be more insightful to 4074 

continuously sample thermal changes. This would also allow the magnitude of temperature 4075 

changes to be measured, which is linked to the intensity of perceived stress level 4076 

(Wongsaengchan et al., 2022). Therefore, I plan to investigate this further in a future 4077 

collaboration with C. Wongseangchan. 4078 

Overall, my findings show that IR and WR altered horses’ level of arousal, but it is less clear 4079 

whether testing induced the anticipated changes in valence, or the shift in emotional states 4080 

was not reflected in the parameter analysed here. To manipulate affective states more 4081 

effectively, motivation tests could help identify what resources horses value, which might 4082 
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vary between individuals. Testing animals’ willingness to work for a specific resource (e.g. 4083 

social, enrichment, food) enables us to understand what resources animals want and how 4084 

much they want them (Kirkden & Fraser, 2006), the latter aspect being particularly relevant 4085 

in addressing the limitations of this study.   4086 

6.5 Conclusion  4087 

In this study, horses were exposed to varying reward schedules following a conditioned 4088 

behaviour to assess the physiological profiles of positive (immediate reward) and less positive 4089 

(withheld reward) emotional states. Physiological parameters associated with arousal 4090 

changed significantly during both reward phases compared to baseline, but not between IR 4091 

and WR. Against my predictions, IR and WR did not result in any significant differences in 4092 

valence indices, though this may be because of experimental limitations or failure to induce 4093 

the desired shifts in horses’ emotional states.  4094 
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Table 6.2 Model estimates from LMER analysis of HRV indices. WR withheld reward, IR immeditate reward. 

 

 

 

 

 

 

 Mean HR SDNN RMSSD HF LF/HF ratio 

Predictors Estimates CI p Estimates CI p Estimates CI p Estimates CI p Estimates CI p 
(Intercept) 41.49 39.58 – 43.40 <0.001 -19.14 -73.42 –  

35.15 
0.490 -33.89 -

111.20 –  
43.42 

0.390 -4094.98 -
9206.10 –  

1016.13 

0.116 -0.63 -0.91 –  
-0.36 

<0.001 

Reward 
[WR] 

2.08 1.09 –   3.07 <0.001 6.37 0.20 – 12.54 0.043 -1.28 -9.73 –  
7.18 

0.767 -408.57 -
1114.64 –  

297.50 

0.257 0.52 0.22 – 0.83 0.001 

Reward 
[IR] 

2.67 1.86 –   3.48 <0.001 8.72 3.69 – 13.76 0.001 4.27 -2.64 –  
11.17 

0.226 238.83 -337.67 –  
815.33 

0.417 0.32 0.08 – 0.57 0.010 

Learning ability    -2.29 -3.43 –  
-1.15 

<0.001 -3.25 -4.88 –  
-1.63 

<0.001 -195.04 -302.28 –  
-87.80 

<0.001    

Welfare 
Score 

   7.51 3.79 –  
11.22 

<0.001 10.15 4.85 – 
 15.44 

<0.001 620.30 270.75 –  
969.86 

0.001    

                
Random effects                
σ2 3.35   128.74   242.00   1687086.9   0.31   
τ00 id 21.40   208.30   426.50   1732369.3   0.19   
ICC 0.86   0.62   0.64   0.51   0.38   
N id 26   26   26   26   26   
Observat-ions 130   130   130   130   130   

Marginal R2 / 
Conditional R2 

0.042 / 
0.870 

  0.433 / 
0.784 

  0.417 / 
0.789 

  0.344 / 
0.676 

  0.054 / 
0.415 
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Table 6.3 Model estimates from LMER analysis of IRT indices recorded at Yard 1. WR withheld reward, IR immeditate reward, ROI region of interest. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 EyeMax EarMax WhorlMax L-R EyeMax difference 

Predictors Estimates CI p Estimates CI p Estimates CI p Estimates CI p 
(Intercept) 34.25 34.02 – 34.48 <0.001 30.09 29.49 – 30.69 <0.001 30.28 29.84 – 30.72 <0.001 0.02 -0.09 – 0.12 0.725 
Reward 
[WR] 

-0.32 -0.42 – -0.22 <0.001 -0.58 -0.92 – -0.24 0.001 -0.49 -0.63 – -0.34 <0.001 0.01 -0.09 – 0.11 0.821 

Reward  
[IR] 

-0.34 -0.43 – -0.26 <0.001 0.12 -0.18 – 0.43 0.421 -0.34 -0.48 – -0.21 <0.001 -0.06 -0.14 – 0.03 0.202 

Handler_side  
[same] 

0.10 0.03 – 0.17 0.005          

ROI_side [right] -0.03 -0.10 – 0.04 0.468 -0.16 -0.33 – 0.02 0.078       
Handler_side 
[same] * 
ROI_side [right] 

0.08 -0.02 – 0.18 0.097          

Random Effects             
σ2 0.14  1.73    0.33   0.14   
τ00 ID 0.20  1.20    0.79   0.02   
ICC 0.59  0.41    0.71   0.12   
N ID 17  17    17   17   

Observations 894  894    894   894   
Marginal R2 / 
Conditional R2 

0.042 / 0.605  0.030 / 
0.427 

   0.014 / 
0.709 

  0.006 / 
0.121 
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Table 6.4 Model estimates from LMER analysis of IRT indices recorded at Yard 2. WR withheld reward, IR immeditate reward, ROI region of interest. 

 

 

 

 

 

 

 

 

 

 

 

 EyeMax EarMax WhorlMax L-R EyeMax difference 

Predictors Estimates CI p Estimates CI p Estimates CI p Estimates CI p 
(Intercept) 32.72 32.38 – 33.05 <0.001 24.70 23.40 – 25.99 <0.001 26.91 25.76 – 28.05 <0.001 0.07 -0.12 – 0.26 0.446 
Reward 
[WR] 

-0.16 -0.31 – -0.02 0.024 -0.38 -1.01 – 0.24 0.231 -0.61 -0.84 – -0.38 <0.001 0.03 -0.10 – 0.16 0.671 

Reward  
[IR] 

-0.32 -0.44 – -0.19 <0.001 -0.37 -0.93 – 0.19 0.192 -0.73 -0.94 – -0.53 <0.001 -0.09 -0.20 – 0.03 0.138 

Handler_side  
[same] 

0.10 0.03 – 0.18 0.006          

ROI_side [right]             
Handler_side 
[same] * 
ROI_side [right] 

            

Random Effects             
σ2 0.23   4.55   0.61   0.19   
τ00 ID 0.30   4.36   4.00   0.08   
ICC 0.57   0.49   0.87   0.29   
N ID 12   12   12   12   

Observations 636   636   636   636   
Marginal R2 / 
Conditional R2 

0.025 / 0.579   0.001 / 
0.490 

  0.010 / 
0.868 

  0.009 / 
0.295 
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Chapter 7 | General discussion 4095 

Summary  4096 

The assessment of cognitive components associated with emotional experiences has been 4097 

promoted as a possible method of gaining a better understanding of affective valence in 4098 

animals. Measuring valence is crucial when judging whether welfare is good or bad, but it is 4099 

more difficult to objectively assess compared to arousal. Changes in cognitive processing 4100 

involving attention have been linked to negative affective states in humans, showing that 4101 

affective valence can be inferred from attentional biases in response to negative stimuli. 4102 

Previous studies suggested that emotional states also have modulating effects on how 4103 

animals attended to external stimuli. Therefore, the main motivation in this thesis was to 4104 

investigate and validate AB as a novel cognitive proxy of affective states in horses. Moreover, 4105 

I aimed to assess physiological changes associated with short-term changes in emotional 4106 

states as additional markers of affective states. In my general discussion, I will assess to what 4107 

extent the thesis aims were achieved and my hypotheses were confirmed. I will also evaluate 4108 

the implications of my findings in terms of providing recommendations for future research.   4109 

7.1 How should AB be assessed in animals? 4110 

In chapter 2, I reviewed the existing literature on AB and humans and how AB tests have been 4111 

translated into animal studies. I found discrepancies between study findings as animals might 4112 

show attention to, or away, from a threat stimulus. The heterogeneity of existing AB 4113 

observations might largely be due to differences in experimental designs, including the type 4114 

and presentation protocols of test stimuli used, and consequently how AB is measured. Based 4115 

on my literature review, I developed a visual AB test in Chapter 4, using competing (dual) 4116 

presentation of biologically meaningful stimuli (conspecific faces) supposedly differing in 4117 

emotional content without varying in any other perceptual aspects, which could influence 4118 

horses’ attention. This is the first study testing AB in horses. Contrary to my predictions, my 4119 

findings indicated that horses in general showed no significant preferential attention 4120 

allocation to the two differently valenced stimuli, as all face images were attended to for a 4121 

similar length of time. Combined with my observations from the image recognition test 4122 

(Chapter 5) suggesting that not all horses’ are able to recognise on-screen images, my findings 4123 

highlight the need to further examine what type of stimuli are suitable to test AB in horses. It 4124 
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is possible that biologically meaningful (innate) stimuli are processed differently to 4125 

conditioned stimuli (e.g. objects associated with reward/punishment), which might be why 4126 

the findings from Chapter 5 do not correspond with previous reports of image recognition in 4127 

horses (e.g. Wathan et al., 2016). Horses’ attention to the negative stimuli was not completely 4128 

random, as horses with poorer welfare scores did not look at the negative faces as long as 4129 

horses with better scores, opposite to my predictions, which might suggest that face images 4130 

might be appropriate stimuli to some aspects of AB in horses after all. Nonetheless, the 4131 

influence of other information conveyed by faces, such as familiarity or identity, and how 4132 

these are best visually presented needs further assessment. Ultimately, my findings 4133 

emphasise that testing AB might have future applications in assessing affective states in 4134 

animals, but current test paradigms have some experimental limitations and therefore 4135 

require further refinement.  4136 

One possible step towards further enhancement in utilising cognitive proxies such as AB might 4137 

be to integrate physiological measures when testing cognitive processes. My findings in 4138 

Chapter 6 indicated that it might not be possible to differentiate between the direction of 4139 

emotional valence using indices of HRV and IRT, further supporting the argument that valence 4140 

is more difficult to assess via physiological parameters (Mendl & Mason, 1993; Paul et al., 4141 

2005). However, the observed changes in HRV and IRT indices suggested that these 4142 

parameters could be sensitive measures of arousal. Combining HRV and/or IRT indices with 4143 

AB assessment might provide valuable insights into how animals perceive different test 4144 

stimuli in terms of their emotional intensity. Moreover, a combined approach might also 4145 

reveal why certain types of stimuli are attended to more than others, or explain individual 4146 

differences in responses to test stimuli. Maybe some individuals react more strongly (i.e. are 4147 

more aroused) to test stimuli compared to others. How different arousal levels affect AB 4148 

responses in animals is still unknown, but in humans, emotional arousal conveyed by test 4149 

stimuli modulates attention (Lundqvist et al., 2014), and arousal level of the observer also 4150 

influences cognitive processes (e.g. attention and decision-making; Mendl & Paul, 2020). 4151 

Hence, measuring the physiological parameters I used in Chapter 6 during cognitive testing 4152 

could yield a better understanding of not only how animals respond to AB test stimuli, but 4153 

also why.  4154 
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7.2 Is it sensible to estimate affective state from welfare measurements?  4155 

Investigating the relationship between horses’ welfare state and cognitive measures (i.e. AB 4156 

in Chapter 4; learning ability in Chapters 5 and 6) was a core part of my assessment of how 4157 

emotional states influence cognitive processes. However, there is no direct method to assess 4158 

animal welfare (Mendl & Mason, 1993). I adopted the view of welfare as a multifaceted 4159 

subjective state determined by an animal’s perception of its own circumstances (Broom, 4160 

1986). Measuring external circumstances, it is theoretically possible to infer animals’ 4161 

subjective state by evaluating their current living conditions in light of existing scientific 4162 

evidence of how these different factors relate to welfare (e.g. preference testing showed that 4163 

horses prefer straw over shavings (Mills et al., 2000); and digesting straw might ameliorate 4164 

behaviour problems associated with feeding low-fibre diets to horses (McGreevy et al., 4165 

1995b)). Based on this, I calculated an individual welfare score representing individuals’ 4166 

potential to experience positive welfare. As I already discussed in Chapter 4, this score can 4167 

only be considered an approximation for welfare state. Still, the question remains whether 4168 

this theoretical welfare state is comparable with affective state. One particular difficulty I see 4169 

in doing so is the fact that evaluating welfare reliably is hampered by the lack of knowledge 4170 

of how different welfare factors (e.g. social or environmental resources) contribute to animal 4171 

well-being. Some factors might be more important to welfare than others, but there is 4172 

currently no dynamic model of welfare to assess this (Appleby, 2007).  4173 

Others (Bracke et al., 1999a,b; Botreau et al., 2007a,b) have proposed evaluating animal 4174 

welfare using a hierarchical aggregation process, which assigns different aspects of animals’ 4175 

environment different values, or rankings, based on animals needs and their relevance to 4176 

welfare as predicted by experts’ opinions. Still, a welfare measure aggregation approach also 4177 

has constraints (Sandøe et al., 2019), including that the assigned value of measures in relation 4178 

to animal welfare is likely to be dependent on peoples’ attitude to what is important (Botreau 4179 

et al., 2007b), hence the central problem, understanding what is truly important to an 4180 

animal’s welfare remains. Furthermore, individual animals might vary in their preference for 4181 

environmental resources, but it can be challenging to evaluate how individual choices for 4182 

particular resources are related to other physiological measures of welfare (Nicol et al., 2009). 4183 

Here, I evaluated horses’ environmental conditions based on scientific evidence that certain 4184 

conditions are preferred to others, or some have greater health implications than others. In 4185 
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case of social contact, it might be of value to further investigate how horses’ opportunity for 4186 

social interactions might influence their attention when presented with the social cues in the 4187 

AB test.  4188 

Certain welfare aspects might be more difficult to measure, like the presence of pain 4189 

(Sneddon et al., 2014). I planned to assess horses’ potential for experiencing pain using HGS 4190 

and pressure algometry, but the tests were unreliable so could not be integrated into my final 4191 

welfare assessment protocol. Manipulating horses’ emotional state, e.g. by exposing animals 4192 

to situations that have been shown to induce positive or negative emotions immediately 4193 

before or during testing could have been a better approach in investigating how (short-term) 4194 

emotions influence cognitive measures like AB. I had intended to conduct experiments of this 4195 

kind, but my data collection plans were disrupted by COVID-19. However, as my findings from 4196 

Chapter 6 illustrate, affect manipulations can be challenging. Contrary to my expectation, 4197 

reward and withheld reward did not seem to induce the anticipated shifts in emotional states 4198 

in horses. Although assessing the direction of emotional valence is crucial for measuring 4199 

animal emotions, the importance of determining arousal levels should not be 4200 

underestimated. Evaluating whether certain situations (negative or positive) cause relatively 4201 

mild or intense emotional experiences can be decisive when considering how animals should 4202 

be treated. In this case, the HRV and IRT indices I investigated in Chapter 6 could provide 4203 

valuable insights into how animals perceive specific situations.   4204 

Overall, an integrative approach that combines cognitive, physiological and behavioural 4205 

measures is likely to result in the most accurate scientific evaluation of animal welfare and 4206 

affective states. To this end, further validation of the cognitive and physiological indices 4207 

addressed in this thesis could have substantial value.        4208 

7.3  Future research questions   4209 

The findings of my thesis highlighted the need for further investigation of theoretical and 4210 

experimental questions before AB might be used as a potential proxy of animal affect. In my 4211 

view, one particularly important issue to address further is the investigation of whether AB is 4212 

limited to negative emotional experiences and stimuli. So far, attentional responses to 4213 

negative stimuli have predominantly been tested in animals, but there is little investigation 4214 

whether animals exhibit AB in response to positive stimuli. I observed no AB when horses 4215 
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were presented with positive-neutral stimulus pairs but this might be because horses did not 4216 

perceive these stimuli as positive and neutral as discussed in Chapter 4. Likewise, little 4217 

research has addressed how positive emotional states modulate attention. I found that 4218 

horses with better welfare scores were more likely to attend to the face images for longer 4219 

compared to horses with poorer welfare scores. Maybe instead of narrowing attentional 4220 

scope (i.e. focussing on particular information or “not seeing the forest for the trees”), 4221 

attentional scope might be broadened during positive emotional states, as suggested in 4222 

humans (Fredrickson, 2001). Indeed in dogs, attentional scope is altered by emotional state, 4223 

but the influence of emotions on attention seems to be stimulus-dependent as shifts in 4224 

attentional scope were observed only following affect manipulation with food and not social 4225 

stimuli (Hamlaoui et al., 2022). Again, this highlights the need to further investigate the effect 4226 

of different types of stimuli on attention. Similarly, this raises the question of whether AB is 4227 

stimulus-specific or exhibited consistently across diverse stimuli. If the former were true, this 4228 

might have implications for providing animals with suitable welfare conditions, as the 4229 

absence/presence of these stimuli (e.g. social) might be particularly influential on animals’ 4230 

perception of their own environment. This knowledge might promote future applications of 4231 

AB, for example, to modulate emotional states during specific situations. That is, if animals 4232 

show AB to specific positive stimuli, the presentation of these whilst animals undergo aversive 4233 

situations might have alleviating effects.  4234 

Since the use of AB testing has been proposed as an alternative to JBT for practical reasons, 4235 

future research should address how attention and judgment bias co-vary as scientific 4236 

evidence that AB testing can substitute JBT is presently very limited.  4237 

Moreover, experimental refinements in the assessment of dynamic changes in cardiac activity 4238 

and surface temperatures in relation to emotional states might open up new ways to measure 4239 

animal emotions in future, for instance, by pairing these techniques with image processing or 4240 

sensor technologies to record physiological changes automatically on a larger scale.  4241 

7.4  Concluding remarks  4242 

Investigating the link between animal emotions and attentional processing, my thesis findings 4243 

suggest that, providing the experimental limitations I highlighted in my literature review 4244 

(Chapter 2) are resolved, measuring AB could be valuable for the assessment of affective 4245 
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states in animals, including horses. My work in Chapter 4 described the first investigation of 4246 

emotion-dependent preferential attention allocation in horses, but the findings were 4247 

inconclusive. In addition to cognitive measures, I explored changes in HRV and IRT parameters 4248 

in response to emotional experiences associated with immediate and withheld food rewards 4249 

(Chapter 6). My results imply that HRV and IRT measures may not be appropriate to 4250 

differentiate the direction of emotional valence, yet, their use as arousal indices should not 4251 

be dismissed. I hope that the work described in this thesis contributes to future studies in the 4252 

area of animal cognition and emotion.4253 
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Appendix A (Chapter 2) 

Table A1 Overview of publications investigating AB in animals. NegAM Negative affect manipulation, PosAM Positive affect manipulation, NA no affect manipulation 

applied 

Publication Species 
(Final sample 

size) 

Stimuli Affect manipulation 
(individual modulators) 

Findings 

Dot-probe task 

Cassidy et 
al., (2021) 

Long-tailed 
macaques 

(N=8) 
 

negative (threat) vs. 
neutral conspecific faces 

 NegAM (Anesthesia) At baseline, AB to threat for 100 ms, but not 1000 ms 
presentation duration; 

AB away from threat one day following negative affect 
manipulation (anesthia). 

Koda et al., 
(2013) 

Japanese 
macaques 

(N=2) 

infant vs. adult faces 
 

NA  
 

No evidence of AB toward newborn faces 

Kret et al., 
(2016) 

Bonobos 
(N=4) 

 

Negative, positive and 
neutral social scenes 

NA 
(post hoc analysis of 

behaviours expressed 
during testing) 

AB toward positive but not negative images; 
One monkey exhibited significantly more frustration-related 

behaviours (nose wipe) on congruent trials (i.e. probe location 
same as emotional stimulus location) 

Leinwand et 
al., (2022) 

Chimpanzees, 
Gorillas 
(N=12) 

 

Unfamiliar and familiar 
human faces in neutral or 
surprised expression; or 

masked 

NA AB toward unfamiliar neutral human faces compared 
with familiar neutral human faces with and without a surgical 

face mask; 
no significant AB with (un)familiar surprised expression human 

faces 

King et al., 
(2012) 

Rhesus 
macaques 

(N=6) 
  

Negative, neural or 
positive  conspecific faces 
& non-social stimuli (e.g. 

food, capture glove) 

Increased arousal via  
testosterone administration  

AB to negative paired neutral faces, but not non-social stimuli at 
baseline;  

exogenous testosterone did not enhance AB to negative social 
threat 

Lareuse et 
al., (2013) 

Rhesus 
macaques 

(N=6) 

Negative, positive or 
neutral conspecific faces 

& non-face images 

NA AB towards threat faces but not non-social stimuli;  
No evidence of AB to positive stimuli 
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Publication Species 
(Final sample 

size) 

Stimuli Affect manipulation 
(individual modulators) 

Findings 

 

Morin et al., 
(2019) 

Rhesus 
macaques 

(N=25) 
 

social + non-social NegAM (maltreated infants 
vs. infacts receiving 

competent maternal care) 

Maltreated animals showed AB to social threat 
than animals with competent maternal care;  

exposure to higher levels of prenatal cortisol linked to AB away 
from threat in maltreated and control animals 

Parr et al., 
(2013) 

Rhesus 
monkeys 

(N=6) 
 

neutral  conspecific faces 
with direct or averted 

gaze, facial expressions & 
clip art images 

NA 
(Enhance social motivation 

via  
Intra-nasal oxytocin (OT) 

adminstratio) 

OT reduced AB to negative facial expression, but not neutral or 
non-social images 

Emotional-Stroop task 

Allritz et al., 
(2016) 

Chimpanzees 
(N=6)  

 

Negative, neutral or 
positive social (human) 

images & non-social 
images 

NegAM 
(anaesthesia) 

Animals performed worse with negative stimuli (vet image) 
compared to control trials (object images); no significant 

difference between vet and neutral (stranger image) or positive 
(care taker image) trials 

Hopper et 
al., (2021) 

Chimpanzees, 
Gorillas, 
Japanese 
macaques 

(N=19) 

Negative, neutral or 
positive non-social 

images 

NA More errors were made with positive (food) or negative (snakes) 
images as stimuli compared to neutral (objects) images  

Response slowing task 

Bethell et 
al., (2016a) 

Rhesus 
macaques 

(N=10) 
 

Target stimulus (grey 
square) embedded 
distractor stimuli of 

conspecific face with 
direct or averted gaze 

NegAM 
(vet check) 

 

Following NegAM, monkeys were slower to touch target stimuli 
when these embedded direct gaze (mild threat) face images 

relatve to baseline (no distractor embedded in target stimulus) 

Bethell et 
al., (2016b) 

Rhesus 
macaques 

(17) 

Target stimulus (grey 
square) embedded 
distractor stimuli of 

NA  
(AB in relation to 

fearfulness temperament) 

More fearful monkeys were less likely to touch target stimulus 
embedding direct-gaze faces (threat stimulus) than 
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Publication Species 
(Final sample 

size) 

Stimuli Affect manipulation 
(individual modulators) 

Findings 

 negative conspecific face 
with direct or averted 
gaze; image of mask 

previous seen in fear test 
& object images 

control trials (no distractor stimuli), i.e. showed greater 
behavioral inhibition to threat 

Cronin et al., 
(2018) 

Chimpanzees, 
Gorillas, 
Japanese 
macaques 

(N=8) 

Target stimulus (grey 
square) embedded 
distractor stimuli of 

negative conspecific face 
with direct (threatening) 

or averted (non-
threatening) gaze 

NegAM 
Unpredictable bouts of loud 
noise overhead (flying jets) 

Macaquesshowed significant increase in latency to touch images 
of conspecific faces relative to control (grey square) during the 

days of the loud event; 
 no significant effect of noice event on gorialls and chimpanzees 

task performance 

Howarth et 
al., (2021) 

Rhesus 
macaques 

(N=7) 

Threat and neutral 
conspecific face images 

NA AB towards threat 

Visual search task 

Shibasaki & 
Kawai, 
(2009) 

Japanese 
macaques 

(N=3)  
 

Threat-relevant (e.g. 
snake images) and threat-

irrelevant (e.g. flower 
images) stimuli 

NA AB to threat evident in significantly faster detection of threat-
relevant stimuli than the detection of threat-irrelevant stimuli 

among threat stimuli  

Marzouki et 
al., (2014) 

Baboons 
(N=6) 

  

Conditioned symbol (‘T’) 
as rewarded stimulus 

shown alongside 
distractor symbol (‘L’) 

NA 
(Affect inferred from 

expressed positive/negative 
social behaviours) 

Attention biased by underlying mood as RT to detect target > 
following negatively valenced behaviors than RT following neutral 

and positively valenced behavior 

Preferential looking time task (dual stimulus presentation) 

Bethell et 
al., (2012) 

Rhesus 
macaques 

(N=7) 
 

Negative and neutral 
conspecific face images 

NegAM 
(vet check) 

PosAM 
(Enriched housing) 

Initially AB to threat; 
NegAM induced AB away from threat 
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Publication Species 
(Final sample 

size) 

Stimuli Affect manipulation 
(individual modulators) 

Findings 

Bethell et 
al., (2016) 
[preprint] 

Rhesus 
macaques 

(N=67)  
 

Negative and neutral 
conspecific face pairs 

NA 
(Maternal effects and  

heritability) 

Attention for social information and AB to social threat are 
heritable and shaped by maternal environmental effects 

Raoult & 
Gygax, 
(2018) 

Sheep 
(N=28)  

 

Videos of threat (dog) 
and positive 

(conspecifics) stimuli 

NA  No evidence of AB based or looking time behaviours was found  

Lewis et al., 
(2021) 

Bonobos, 
Chimpanzees 

(N=29) 
 

Familiar and unfamiliar 
female and male 

conspecific face images 

NA AB to familiar rather than unfamiliar face images when stimulus 
animal belonged to the sex usually being dominant in that 

species; no AB to familiar or unfamiliar subordinate conspecific 
faces  

Mandalaywa
la et al., 
(2014) 

Rhesus 
macaques 

(N=91)  
 

Negative and neutral 
conspecific face images 

NA 
(Maternal rank and 

protective of infant test 
animals) 

No AB in 3-month old infants;  
9-months old animals of high ranking and highly protective 

mothers showed greater vigilance to threat   

Visual attention test using single stimulus presentation 

Brilot et al., 
(2009) 

Starlings 
(N=32) 

 

Visual stimuli mimicking 
eye spots; conspecific 

calls and white noise to 
induce anxiety 

Anxiety induced by 
conspecifics calls  

No evidence that white noise and alarm calls generated anxiety, 
and that eyespots were aversive 

Franchi et 
al., (2020) 

Cattle 
(N=24) 

  

Novel object presented 
near food source 

Feed restriction (dry-off 
period) inducing increased 

food motivation 

No evidence of AB to feed-related cues in feed restricted cows  
 
 
 

Kremer et 
al., (2021) 

Cattle 
(N=16) 

 

Threat stimulus (dog 
model) placed within 

runway to positive 
stimulus (food bucket) 

NegAM & PosAM through 
housing condition 

(in interaction with 
personality (i.e. fearfullness, 

socialness) 

Against predictions, cows in the negative conditions attended to 
the 

threat later than cows in the positive or baseline conditions;  
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Publication Species 
(Final sample 

size) 

Stimuli Affect manipulation 
(individual modulators) 

Findings 

Non-fearful non-social heifers spent more time eating and less 
time attending to the threat than fearful social, fearful non-social 

and fearful social animals  

Lee et al., 
(2017) 

Sheep  
(N=60) 

Threat (live dog) in 
presence of food 

NegAM 
Pharmacologically induced 
states of increased anxiety 

(m-CCP)4 or reduced anxiety 
(diazepam) 

Increased attention towards the threat 
in m-CCP sheep compared to control animals and those receiving 

drug to reduced anxiety; 
 increased vigilance in anxious compared to less-anxious sheep 

Lee et al., 
(2018) 

Cattle 
(N=36) 

 

Threat (live dog)  in 
presence of food 

NegAM 
Pharmacologically induced 
states of increased anxiety 
(m-CCP) or reduced anxiety 

(diazepam) 

No significant differences in attention duration to threat between 
treatment groups; m-CCP steers looked longer towards the 
direction of the threat and showed higher vigilance compared 
with control and diazepam animals 

Lou et al., 
(2019) 

Pigs 
(N=128)  

 

Threat stimulus (sudden 
noise, ovement and 

flashing light)  in 
presence of food 

NegAM & PosAM 
Via barren/enriched 

housing condition during 
early and current life 

experience   
(in interaction with 

personality(i.e. coping style) 

Current but not early life experience influence AB to threat while 
dog was present;  

No significant effect of early housing or coping style effects on 
time spent attending to the threat location (following dog 

removal), vigilance, and eating 
following removal of threat  

McBride & 
Morton, 
(2018) 

Sheep 
(N=47) 

  

Positively symbols 
signalling reward 

NA 
(breed differences in 

fearfulness) 

both high and low levels of fearfulness negatively effect visual 
attention (i.e. increase likelihood to ake erros in visual 

discrimination task) 
 

Monk et al., 
(2018a) 

Sheep 
(N=60)  

Threat (live dog)  in 
presence of food 

NegAM No significant differences in attention to threat between 
treatment groups;  

                                                      

4 1-methy-chlorophenylpiperazine 
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Publication Species 
(Final sample 

size) 

Stimuli Affect manipulation 
(individual modulators) 

Findings 

 Pharmacologically induced 
states of increased anxiety 
(m-CCP) or reduced anxiety 
(diazepam); control sheep 

(saline threatment) 

enhanced vigilance and increased latency to eat in m-CCP sheep 

Monk et al., 
(2018b) 

Sheep 
(N=39) 

  

Threat (live dog) & image 
of conspecific 

NegAM 
Pharmacologically induced 
states of increased anxiety 

(m-CCP) or 
Depression5;  

control sheep (saline 
threatment) 

Depressed sheep attended significantly more to the threat and 
less toward the image than control animals; 

Anxious sheep showed AB away from threat as they paid more 
attention toward the image and less 

toward the threat than control animals;  
Anxious and depressed sheep 

were more vigilant than controls 

Monk et al., 
(2019) 

Sheep 
(N=80)  

 

Threat (live dog) & image 
of conspecific 

NegAM 
Pharmacologically induced 
states of increased anxiety 
(m-CCP) or Depression2 & 

PosAM (morphine) 
control sheep (saline 

threatment) 

No significant differences between treatment groups for duration 
of vigilance or looking behaviors;  

Anxious sheep tended to be more vigilant than control animals 

Monk et al., 
(2020) 

Sheep 
(N=80) 

  
 

Threat (live dog) & image 
of conspecific 

NegAM 
Pharmacological treatments  
to induce anxious (m-CCP) 

& 
PosAM  

Calm (diazepam) , happy 
(morphine); control (saline 

threatment) 

No significant effect of treatment on looking behaviors;  
Anxious were more vigilant than control animals;  

no signifincant difference in vigilance in calm or happy sheep 
compared to control sheep 

                                                      

5 induced with para-chlorophenylalanine 
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Publication Species 
(Final sample 

size) 

Stimuli Affect manipulation 
(individual modulators) 

Findings 

Verbeek et 
al., (2014) 

Sheep 
(N=41)  

 

Positive stimulus (i.e. 
food bucket) 

NegAM via 
low feeding level (LF);  

PosAM  
high feeding level (HF) 

LF sheep showed AB to food-related cues (i.e. attented to food 
bucket more and spend longer time interacting with the bucket) 

compared to  HF animals  

Verbeek et 
al., (2019) 

Sheep 
(N=60)  

  

Threat (live dog) in 
presence of food 

NegAM via long-term 
environmental challenge 

(chronic stress) 
 

the chronic stress group showed reduced vigilance behaviour 
towards threat and a faster approach to 
the food compared to control animals 

Rochais et 
al., (2022) 

Horses 
(N=60)  

 

Novel stimulus (laser 
beam) 

NA 
(interaction with work type 

and individual 
characteristics) 

Riding school horses exhibited longer and less fragment 
sequences of attention to laster beam than horses used for sport 

competitions living in the same conditions  

Distractibility tests 

Rochais et 
al., (2017a) 

Horses 
(N=12) 

 

social & non-social 
auditory cues as 

distactors 

NA  

Trevarthen 
et al., (2019) 

Mice 
Mus musculus 

(N=62) 
 

Negative (flashing light) 
and positive (food) 

stimuli as distractors 

NegAM 
via tail handling and 

comparatively less negative 
tunnel handling   

Tail-handled mice tended to approach both stimuli faster than 
tunel handlined mice but no significant difference in response to 

negative and positive stimuli 

Free viewing tests 

Luna et al., 
(2021) 

Pigs 
(N=40) 

 

Social NA 
(Social rank)  

Pigs showed AB toward dominant rather than subordinate 
conspecifics while these were gently handled  

Somppi et 
al., (2016)† 

Dogs 
(N=31) 

 

Negative, neutral and 
positive conspecific face 
and human face images 

NA AB to threatening conspecifics’ faces evoked;  
AB away from threatening 

human faces  
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Publication Species 
(Final sample 

size) 

Stimuli Affect manipulation 
(individual modulators) 

Findings 

Somppi et 
al., (2012)† 

Dogs 
(N=6) 

 

Conspecific and human 
face images, object 

images 

NA Preference of conspecific faces images over other images; longer 
attention to familiar than novel stimuli regardless of 

the category 

Wathan et 
al. , (2016)† 

Horses 
(N=48) 

  

Images on conspecific 
showing positive, 

negative or neutral facial 
expressions 

NA Horses looked and also approached the positive attention stimuli 
significantly more often than the agonistic stimuli; no significant 
differences in attention responses to positive vs. neutral images 

 

Approach-avoidance based tests 

Cussen et 
al., (2014) 

captive 
Psittacines 
Amazona 

amazonica 
(N=12) 

 
foraging task based on 

visual food-related cues 

NA  
(personality traits of 

‘neuroticism’ and 
‘extraversion’) 

More neurotic parrots showed greater AB  for environmental 
Stimuli; 

Negative relationship between attention bias 
and performance on the foraging task 

Raoult & 
Gygax, 
(2018) 

Sheep 
(N=24) 

 

Videos of negative (dog) 
and positive (conspecific) 

stimuli 

NA  No evidence of AB based on looking time behaviours was found  

Boggiani et 
al. , (2018) 

Tufted 
capuchin 
monkeys 
(N=15)  

 

Images of familiar 
threatening stimuli 

(capture glove, net and 
handler); neutral stimulus 

(familiar human) 

NegAM 
Receiving social aggression 

Monkeys approached the reward near the threatening stimulus 
faster and more frequently in the post-aggression condition 

compared to non-aggression condition 

Other test designs 

Huskisson et 
al., (2021) 

Japanese 
macaques 

(N=14) 
 

Match-to-sample task 
with 

NegAM 
Effect of zoo visitor number 
on cognitive performance 

macaques were significantly more accurate in the presence of 
small crowds 

than medium or large crowds  

Bellegarde 
et al., 
(2017a)† 

Sheep 
(N=16)  

 

Visual discrimination test 
using conspecific faces 

NA Sheep associate a negative image with a food reward 
learned faster than animals associating a neutral image with a 

reward 
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Publication Species 
(Final sample 

size) 

Stimuli Affect manipulation 
(individual modulators) 

Findings 

Bellegarde 
et al., 
(2017b)† 

Goats 
Capra hircus 

(N=32) 

Visual discrimination test  
using conspecific faces 

NA Goats spent more time with their ears forward when the negative 
was shown compared 

to the positive suggesting greater interest in negative faces 

Rochais et 
al., (2016)† 

Horses 
(N=103) 

  

Distraction test with 
Novel auditory stimuli 

NA  
(inferred from housing 

condition and horse 
behaviour) 

Non-withdrawn horses 
Attended to sounds longer than withdrawn horses on the first 

day of sound presentation; habituation effects in non-withdrawn 
in response to sounds, no change in behaviour in non-withdrawn 

horses 

Rochais et 
al., (2017a)† 

Horses 
(N=12) 

  
 

Visual attention test with 
a novel stimulus (laser 

beam) 

NA 
(interaction with learning 

ability and attention in 
cognitive task) 

Attentional characteristics shown in response to stimulus 
consistent across time and different task requiring attention 

† these studies measured attention to emotional stimuli, but did not address AB  
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Appendix B (Chapter 3) 

Table B1 Scan sampling ethogram. 

Behaviour Description 

Normal horses behaviours  

Feeding hay The horse digests hay.  

Feeding concentrate The horse digests concentrate. 

Feeding grass The horse is grazing.  

Feeding other  The horse digests other feed (e.g. food toy, brambles, tree bark)  

Drinking The horse is drinking water. 

Attentive All four feet are on the ground and weight-bearing is evenly distributed, eyes are 

open, blinking, ears are forward, the head/neck is carried in relaxed posture (not 

lower than chest and not raised above withers). 

Resting The horse is usually supported by only 3 legs while one hind leg cocked. The neck is 

sloped and rounder than when attentive and alert; ears are rotate globally 

(together) forward, laterally or backwards, the eyelids and lips are droopy and the 

eyes partially of fully closed. 

In some case, the crest of the neck may drop 20° or more below horizontal, with 

the dorsal surface of the head sometimes reaching vertical. [Fureix et al., 2012; 

Waring 2003] 

Alert The horses’ head is carried high, eyes wide open, ears forward, nostrils dilated, tail 

possibly raised (head looking out of stall or with head/body in stall) 

Withdrawn The horses is standing with eyes open, stretched neck (open jaw-neck angle) and 

similar height between neck and back [Fureix et al., 2012] for at least 15 s. 

Lying lateral 

 

Recumbent lying position, either lateral thoracic area parallel to and in contact with 

the ground, head immobile and in contact with the ground, or legs extended;  facial 

and skeletal musculature relaxes [Hartman et al., 2019;Waring 2003] 

Lying sternal Recumbent lying position, with sternum in contact with the ground, legs folded 

beneath the body,  

Rolling The horse is lying on ground and rolling over its back from side to side. 

Vocalising  The horse emits whinnies, nickers, squeals or snorts.  

Exploring The horse is sniffing surroundings (e.g. bedding, walls, stall furniture) with its nose. 

Walking  The horse is walking stepping forward in stall - not repetitively (e.g. horse is walking 

towards door in sight of person) or walking in field for more 3 steps. 

Maintenance 

behaviours  

The horse is defecating, urinating, scratching or self-grooming.  

Social positive  The horse is in affiliative interaction with another horse (e.g. grooming, playing).  

Behaviours used as signs of performance of abnormal (repetitive) behaviour 

Licking  Repetitive licking of the same object in its environment (except feeding-associated 

items e.g. trough or bucket) for more than 3 times.  

Biting Repetitive biting of the same object in its 

Environment (except the trough) for more than 3 times in a row ().  

Head tossing Repeated movement of the head (e.g. up and down) for more than 3 times 

repetitively. 
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Behaviour Description 

Threat behaviours  The horse is expresses threats aimlessly (e.g. kicking, biting) alone in its box, 

observed at least three times scan time (threats not aimed at observer).  

Mouth opening  The mouth is open with a lateral movement of its neck observed at least 3 times 

repeatedly. 

Oral abnormal 

behaviours Teeth 

Horses rubs, grinds or chatters its teeth more than 3 times repeatedly. The animals 

claps its lips or moves its tongue for more than 3 times repeatedly independently 

from feeding. 

Wood-chewing  The horse bits pieces of wood out of stall wall/door. 

Bed-eating  The horse consumes wood shavings.  

Cribbing The horse bits into edge of door/through with the incisor teeth and bolus of air is 

swallowed down to stomach while making a grunt noise, observed at least once at 

scan.  

Wind sucking  The horse nods its head in preparation of swallowing air in which head is jerked up 

and the horse opens its mouth, air forcefully swallowed down, grunting noise 

occurs, observed at least once at scan. 

Weaving  The horse is swaying its head, neck and/or forelimbs from side to side, observed at 

three times in a row (waving from one leg to the other and back) at scan.  

Stall walking Repetitive movement for walking in stall; when appears to be present, the horse is 

observed for 20s to assess repetitiveness of behaviour (if stops under 20 s  scored 

as walking).  

Pawing  Persistent pawing in stall (independent from food delivery), for more than 10s.  

Threat towards 

observer 

The horse is pulling its ears back and threatening the observer, teeth possibly 

visible, head possibly moving towards the observer.  

Other If any behaviour is observed not specific by the above, list as other and describe 

behaviour.  
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Appendix C (Chapter 4) 

Table C1 Images of the four stimuli horses used in the AB test. Following Wathan et al., 2016, I 

photographed the test stimulus horses in three different situations (i.e. positive – food anticipation, 

negative – antagonistic interaction with conspecific with conspecific walking past the horses’ stall, or 

comparative more neutral – at rest in stall). 

Situation Negative 

stimulus 

Neutral stimulus Positive 

stimulus 

Horse A  

 

 

 

 

Horse B  

 

 

Horse C   

 

Horse D    
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Appendix D (Chapter 5) 

Table D1 Overview of individual performance during ODT and ORT. Number of trial blocks horses needed to reach 

learning criterion (LC) during training (i.e. learning ability, LA), and number of pre-test and pre-screen tests horses 

received before advancing to the object recognition test with on-screen images. Animals received 10 real-object trials 

per trial block. 

ID Horse Yard Sex Target N trial 
blocks LC 

N pre-test 
trial blocks 

N Pre-screen test 
trial blocks 

1 1 m kong 11 1 1 

2 1 m kong 7 1 2 

3 1 f kong 4 1 4 

4 1 m kong 3 1 3 

5 1 f ring 12 1 1 

6 1 m kong 7 1 3 

7 1 f kong 7 1 1 

8 1 m ring 11 1 3 

9 1 m kong 11 1 1 

10 1 f ring 7 1 6 

11 1 m ring 7 1 1 

12 1 m ring 11 1 1 

13 1 f ring 15 1 1 

14 1 m ring 19 1 1 

15 1 f ring 15 1 1 

16 1 m ring 11 1 1 

17 2 f ring 16 1 1 

18 2 m kong 8 1 1 

19 2 m kong 19 1 1 

20 2 m ring 20 1 1 

21 2 f kong 8 1 1 

22 2 m ring 12 1 2 

23 2 m ring 19 1 1 

24 2 f kong 12 1 1 

25 2 m ring 19 1 1 

26 2 m ring 12 1 2 

27 2 f ring 12 1 2 
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Table D2: Overview of individual performance results in the screen test. Numbers in bold indicate 

correct responses above the level of chance (binomial test, p<0.05) 

ID N trials with 
image contacts 

N trials correct 
responses 

Percentage of 
correct responses 
(out of trials with 
screen contacts) 

Percentage of 
correct responses 

out of all trials 

1 5 3 0.6 0.3 

2 6 3 0.5 0.3 

3 10 5 0.5 0.5 

4 9 7 0.777778 0.7 

5 5 2 0.4 0.2 

6 8 7 0.875 0.7 

7 7 4 0.571429 0.4 

8 10 7 0.7 0.7 

9 3 2 0.666667 0.2 

10 6 4 0.666667 0.4 

11 10 7 0.7 0.7 

12 6 3 0.5 0.3 

13 6 4 0.666667 0.4 

14 10 9 0.9 0.9 

15 8 8 1 0.8 

16 6 4 0.666667 0.4 

17 6 6 1 0.6 

18 9 5 0.555556 0.5 

20 5 2 0.4 0.2 

21 7 5 0.714286 0.5 

22 7 1 0.142857 0.1 

23 6 6 1 0.6 

26 8 5 0.625 0.5 

27 4 1 0.25 0.1 

19 1 0 0 0 

24 3 0 0 0 

25 1 0 0 0 

26 0 0 0 0 

27 0 0 0 0 
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