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Preface

User Authentication and Supervision in Networked Systems

Paul Steven Dowland
B.Sc. (Hons), PGCE

This thesis considers the problem of user authentication and supervision in networked
systems. The issue of user authentication is one of on-going concem in modemn IT systems
with the increased use of computer systems to store and provide access to sensitive
information resources. While the traditional username/password login combination can be
used to protect access to resources (when used appropriately), users often compromise the
security that these methods can provide. While alternative (and often more secure)
systems are available, these alternatives usually require expensive hardware to be
purchased and integrated into IT systems. Even if alternatives are available (and
financially viable), they frequently require users to authenticate in an intrusive manner (e.g.
forcing a user to use a biometric technique relying on fingerprint recognition). Assuming
an acceptable form of authentication is available, this still does not address the problem of
on-going confidence in the users’ identity — i.e. once the user has logged in at the
beginning of a session, there is usually no further confirmation of the users’ identity until
they logout or lock the session in which they are operating. Hence there is a significant
requirement to not only improve login authentication but to also introduce the concept of
continuous user supervision.

Before attempting to implement a solution to the problems outlined above, a range of
currently available user authentication methods are identified and evaluated. This is
followed by a survey conducted to evaluate user attitudes and opinions relating to login
and continuous authentication. The results reinforce perceptions regarding the weaknesses
of the traditional username/password combination, and suggest that alternative techniques
can be acceptable. This provides justification for the work described in the latter part of
the thesis.

A number of small-scale trials are conducted to investigate alternative authentication
techniques, using ImagePIN’s and associative/cognitive questions. While these techniques
are of an intrusive nature, they offer potential improvements as either initial login
authentication methods or, as a challenge during a session to confirm the identity of the
logged-in user.

A potential solution to the problem of continuous user authentication is presented through
the design and implementation of a system to monitor user activity throughout a logged-in
session. The effectiveness of this system is evaluated through a series of trials
investigating the use of keystroke analysis using digraph, trigraph and keyword-based
metrics (with the latter two methods representing novel approaches to the analysis of
keystroke data). The initial trials demonstrate the viability of these techniques, whereas
later trials are used to demonstrate the potential for a composite approach. The final trial
described in this thesis was conducted over a three-month period with 35 trial participants
and resulted in over five million samples. Due to the scope, duration, and the volume of
data collected, this trial provides a significant contribution to the domain, with the use of a
composite analysis method representing entirely new work. The results of these trials
show that the technique of keystroke analysis is one that can be effective for the majority
of users. Finally, a prototype composite authentication and response system is presented,
which demonstrates how transparent, non-intrusive, continuous user authentication can be
achieved.
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C-I-A

CSlI

DNS

DTI

EER

FAR

Glossary of Abbreviations

Application Programming Interface — a series of programming interfaces
(functions) that provide access to the underlying operating system for an

application.

Confidentiality, Integrity and Availability — the three core measures of system

security. Commonly referred to as the CIA of security.

Computer Security Institute — a US organisation who, together with the FBI,

conduct the Computer Crime and Security Survey.

Domain Name System — a distributed system storing information to allow the

association of string domain names with numeric I[P addresses.

Department of Trade and Industry — a UK government agency set up to assist

trade and industry within the UK.

Equal Error Rate — a metric used to evaluate authentication products. The EER

rate is the point at which both FAR and FRR are equal.

False Acceptance Rate — a metric used to evaluate authentication products. The
FAR rate indicates the proportion of impostors who would be falsely

authenticated by the system.

Xiil



Preface

FBI

FRR

HMSO

ITSEC

KPMG

RSA

SMTP

Federal Bureau of Investigation — a US agency set up to defend against

terrorism, espionage and to enforce criminal law.

False Rejection Rate — a metric used to evaluate authentication products. The
FRR rate indicates the proportion of valid users who would be rejected by the

system.

Her Majesty’s Stationary Office — a UK government agency responsible for the

supply of government information to the public and other interested parties.

Information Technology Security Evaluation Criteria — security assessment

criteria developed in Europe.

Klynveld Peat Marwick Goerdeler — a world-wide accountancy firm who
conduct regular surveys covering the security issues of medium-large

organisations.

RSA Security Inc — a worldwide organisation specialising in IT security

solutions

Simple Mail Transport Protocol — the protocol standard for email transmission

across the Internet.
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Chapter 1 : Introduction and Overview

1.1 Introduction

The last two decades have witnessed the use of computer technologies in a wide range of
business and domestic scenarios. As such, there are few people in Western society whose
lives are not affected by the use of Information Technology (IT). More recently, the
explosive growth of both the Internet and the World Wide Web (WWW) has meant that IT
has had yet further impacts upon our everyday lives. However, with society’s widespread
use of and, in some cases, reliance upon technology, significant opportunities now exist for
both mischievous and malicious abuse via IT systems. While it is difficult, if not
impossible, to prevent all forms of IT misuse, there are a number of methods of addressing
the variety of risks that modern computer systems face. One of the key problems in IT
misuse is authenticating the identity of end-users in order to both prove the identity of a

valid user as well as identifying impostor activity and illicit use of computer resources.

In typical IT systems, protection against unauthorised user activities is usually provided via
login authentication. Unfortunately, the majority of authentication schemes are based upon
traditional password methods. The weaknesses of passwords are well-known (Jobusch and
Oldehoeft, 1989), but their simplicity (from both user and developer perspectives) serves to
ensure their continued use. A significant issue with passwords is that they typically
provide a one-off authentication judgement at the beginning of a user session. Basing
security measures on the identification of the user at the start of the session may prove
unsatisfactory, as a user with lower user privileges or an outsider may gain access to the
session and masquerade as the original, authenticated and, hence, authorised, user. The

normal means of monitoring and identifying this is via audit trails, which maintain a record
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of nominated security-relevant activities within the system and can be inspected at a later
time in order to identify anomalies. The problem with this approach is that any detection
of unauthorised activity will be retrospective, when significant damage may already have
been done. If audit trails are not monitored, security breaches may potentially remain
unnoticed for some time. What is, therefore, required is an automated, proactive means of
detecting and responding to unauthorised access/activity. The research described in this

thesis attempts to address a number of these issues.

1.2 Aims and objectives of the research

The objectives of this research programme can be categorised into two parts. Firstly, the
range of methods for user authentication were identified and evaluated in order to
determine currently available techniques and consider alternatives. This informed the
second objective; namely the design of new methods and the development of associated
practical experiments conducted to evaluate the alternative techniques, as well as

considering user attitudes and opinions following exposure to the methods under trial.

The thesis begins by analysing the current methods of user authentication as well as
considering the concept of user supervision. The user preference for secret-based
authentication techniques is considered, together with the inherent weaknesses that these
approaches present. User behaviour is considered by looking at the use (and misuse) of
current authentication techniques, before a survey was conducted to determine the attitudes
and perceptions of computer users to existing authentication techniques as well as

introducing altenative methods.
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The research continued by considering the practical implementation of a number of
alternative user authentication mechanisms. In implementing these alternative approaches
a key aim was to improve the level of security without causing the user to perform explicit
actions (e.g. to provide authentication details) or to have to modify software (or their own
behaviour). While the earlier trials considered improvements in the initial login
authentication utilising secret-based methods, in order to achieve these objectives the later
trials developed into transparent, continuous, real-time user supervision. The practical

implementation of these techniques is evaluated via a series of prototype implementations.

The objectives for the research programme can be summarised as follows:

I. to investigate the current methods of user authentication/supervision within

computer systems;

2. to assess user attitudes towards current authentication systems, as well as the
acceptability of alternative authentication approaches and the concept of continuous

user supervision;

3. to design new methods for improving user authentication and continuous user

monitoring;

4. to evaluate the methods implemented and produce recommendations on necessary

improvements;
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5. to examine how the techniques can be applied in a wider, more comprehensive

security system;

6. to recommend future development and propose further work relating to the research

programme.

The objectives outlined above relate to the sequence of material presented in the following

chapters in the thesis, the outline structure for which is presented in the next section.

1.3 Thesis Structure

This thesis presents the outcome of research conducted to investigate and evaluate
alternative user authentication and supervision techniques in a modern PC environment.
The thesis begins by considering the general area of user authentication before identifying
potential approaches for further investigation. The chosen techniques are then evaluated in

detail, and experiments conducted to evaluate the effectiveness of the approaches.

Chapter 2 presents a general overview of current issues relating to computer security and
draws upon a number of examples of recent incidents to demonstrate the risks faced by
computer systems. This is followed by a summary of the classifications of those
responsible for computer abuse incidents in order to gain a better understanding of the
different types of offenders. Having considered the background to computer abuse, the
chapter then focuses upon the limitations of current user authentication techniques,

considering the classic classifications of what the user knows, has and is. The chapter then
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proceeds to discuss the problems with the current preferred technique, namely the
password, before considering the alternatives. A significant section of the chapter is then
dedicated to the consideration of a range of biometric based techniques, and finally

summarising the relative merits.

Having evaluated a range of alternatives to the simple password, chapter 3 presents the
results of a survey evaluating user attitudes and berceptions regarding a range of
authentication techniques. This survey evaluated a range of issues in order to determine
the acceptability of alternative techniques to the end users. The chapter begins by
summarising current password practices (from a user perspective), before presenting the
participants with a range of alternatives. The results of this survey informed the selection

of techniques for further evaluation.

Following the selection of a subset of potential approaches, chapter 4 presents the results
of two trials conducted to evaluate a range of secret-based authentication techniques. As
these techniques are popular among users, this chapter focuses on methods that utilise
secret knowledge. The chapter begins by presenting the technical implementation
followed by the results of two trials aimed at evaluating both user recall of secret
information and the long-term perceptions of user-friendliness and acceptability of these

approaches.

Chapter 5 progresses beyond the use of secret-based techniques to present an overview of
the concept of keystroke analysis. This chapter begins with a discussion of the range of
metrics that can be obtained through keystroke analysis, and the ways in which these can

be interpreted. Following this, the chapter identifies a range of ways to obtain the
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identified metrics under the Windows operating system together with discussion of the
potential integration of keystroke analysis directly into the Windows security model. The
discussion then moves on to consider the role of filtering and post processing before
summarising previous work in the area. Finally, the chapter identifies a series of new
approaches to keystroke analysis, considering the use of trigraph, keyword and application-

specific profiling.

Chapter 6 takes the proposed techniques from chapter 5 and describes an experimental
implementation of keystroke dynamics aimed at evaluating the methods previously
identified. The chapter begins with a detailed description of the software developed for the
experiment and the features of the underlying operating system that were utilised. This is
followed by a discussion of the analysis of the data, before considering the results of the
trial. The chapter concludes with a brief discussion of a novel use of data mining for
keystroke analysis, before presenting an initial experiment of the use of an application-

specific approach.

Following the small experiment described in chapter 6, chapter 7 presents the results of a
long-term experiment evaluating digraph, trigraph and keyword-based keystroke analysis.
The chapter begins by presenting the technical implementation of the keylogging software
and utility programs used to filter the raw data, generate the profiles and compare the

samples. Following this, the chapter presents the results for each of the separate metrics.

Chapter 8 extends the work presented in chapter 7, and considers alternative approaches
and concepts. This chapter presents the results of a composite approach that combines the

three metrics evaluated in the previous chapter, before introducing a composite
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authentication and response system based upon the software described in chapters 4, 6, 7
and 8. This is presented as a prototype implementation to demonstrate the effectiveness of

these techniques in an operational context.

Finally, chapter 9 presents the conclusions drawn from the research conducted and
presented in the thesis. The key achievements are emphasised, together with the
limitations on the research programme. This chapter also suggests a number of potential
extensions to the research described in the earlier chapters, and identifies a number of

possible improvements to the experiments conducted.

The thesis also includes a number of appendices containing additional information to
support the discussion presented in the main chapters. In addition a CD is provided that
includes source code from the experiments described in chapters 6, 7 and 8, as well as the
raw results (too large to include in the body of the thesis). Finally, a number of published
papers arising from the project are included, as well as a list of papers produced during the

same period that are less directly related to the PhD research.
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2.1 Introduction

The last two decades have witnessed the integration of personal computer technologies into
a wide range of business and domestic scenarios. As such, there are few people in Western
society whose lives are not affected in some way by the use of IT. More recently, the
growth of the Internet and the WWW has meant that IT has had yet further impacts upon
our everyday lives. This is set to increase over the coming years with the increased
availability of new technologies — especially with an increasingly mobile and technically
minded public. However, with society’s widespread use of, and, in some cases reliance
upon, technology, significant opportunities now exist for both mischievous and malicious

abuse of IT systems.

Over the past 20 years, the UK Audit Commission has conducted a series of surveys to
assess the scale of crime and abuse within the IT community. The results of these surveys
show a significant upward trend in overall crime levels during this period (Table 2.1). The
audit commission surveys are not alone in these findings with surveys conducted by the

CSI in the USA showing similar rises in computer crime (CSI, 2003).

It should be noted that the categorisation of various types of computer crime cases has
varied slightly over the twenty years of the Audit Commission surveys. In particular, the
category of ‘viruses’ was not included until 1990 and cases of offences involving
pornographic material were not reported until 2001 (the latest survey results currently
available). In the 1984-1990 surveys the definition of the category “theft” was quite broad

and covered the use of unlicensed/illicit software, private work and theft (of equipment or
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data) while the category “hacking” covered hacking, sabotage and invasion of privacy. For

the comparisons of later surveys, these categories have been maintained for consistency.

Fraud Viruses Theft Hacking | Pornography Other Total
1984 60 - 17 - - - 77
1987 61 - 22 35 - - 118
1990 73 54 27 26 - - 180
1994 108 261 121 47 - - 537
1998 67 247 as 56 - 52 510
2001 50 200 19 44 193 119 625

Source: UK Audit Commission 1984-2001

Table 2.1 - Reported incidents of computer crime and abuse

It is clear that over the last 20 years there has been a significant increase in the number of
reported incidents. A clear factor influencing this increase is the explosion in virus
incidents that can be observed from the 1990s and the subsequent increase in cases relating
to the access or distribution of pomographic materials in the most recent survey. It is
worth noting that, in the latest results, ‘pornography’, ‘use of unlicensed software’ and
‘private use of company IT resources’ are the only categories of abuse in which the
reported incidents have risen (in both real terms and as a percentage of incidents reported)
when compared to the previous surveys (193 cases relating to pormographic matenal, 35
cases relating to unlicensed software and 72 cases relating to private use of company

resources).

These findings are echoed in the surveys conducted in the USA by the CSI/FBI through
their computer crime and security surveys. The most recent report (CSl1, 2003) showed
56% of organisations suffering from unauthorised use of corporate computer systems

(slightly down on the 60% reported in the previous year). Of the 490 organisations

11
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surveyed, 45% reported unauthorised access to computer resources by insiders and 80%
reporting insider abuse of network access. This shows a high level of computer misuse
appearing from inside an organisation — misuse which may be prevented by improved user

authentication and/or monitoring of user actions.

Over the last few years there have been numerous incidents that have been reported in the
media that have reaffirmed the susceptibility of IT systems to abuse. Examples of these
incidents include the MyDoom virus (and its variants) and the mass defacement challenge

(a number of recent incidents are outlined in Table 2.2).

Incident Details

MyDoom worm January 2004
Mass mailing and peer-peer file-sharing worm
¢ contained an SMTP server to send emails (spam/replication)
e contained a backdoor to allow IP spoofing or remote code
execution
e contained a Denial of Service payload targeting the SCO (and
Microsoft in the MyDoom.B variant) web sites
At the peak of the infection it was estimated that 20-30% of all
worldwide email traffic was generated by MyDoom.
(F-Secure, 2004)

Mass defacement | July 2003
Global hacking competition conducted to deface web sites.
Target of 6,000 web sites hacked in 24 hours
There is no confirmed count of defacements but the figures are
estimated to be in the region of a few thousand.
(ZoneH, 2003)

Global DDoS June 2003

Global distributed denial of service (DDoS) attack.

The web sites of Clickbank and Spamcop were victims of a global
DDoS attack suffering over 1000 hits per second.

(Schultz, 2003a

Table 2.2 - Example IT security incidents

Before we can look at ways of improving IT security, it is first necessary to understand the

issues that affect computer systems. There are four main issues relating to computer

12
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security (ITSEC, 1991) and overall IT system security relies on the preservation of all of

these factors.

. Confidentiality
The term confidential is indicative of a level of secrecy and is clearly
understood. This generally refers to the prevention of unauthorised disclosure
of information and has a familiar comparison with a “need to know”, military-
style, security model. The consequences of a breach of confidentiality are
usually dependent on the context of the breach. From an organisational
perspective, if confidential content is accessible to a third party the
consequences are probably more significant than if someone inside the

organisation accessed the same matenial.

. Integrity
Integrity of data can be more difficult to analogise, as it relates to the
consistency, completeness and correctness of data. An impostor or
masquerador could potentially make minor changes to data files or programs
(e.g. to siphon off small amounts of money lost in account transactions
through rounding errors) that would not necessarily be identified immediately.
Not all breaches of data integrity are malicious, however, even accidental
modification/deletion of data can cause serious problems (e.g. a user
mistakenly deleting an important file). Viruses represent one of the
commonest threats to IT system integrity with payloads that can modify/delete

files.

13
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Availability

With an increased dependence on IT systems, their availability (or uptime), is
increasingly important. Users expect systems to be available whenever and
wherever they need them. While this used to concentrate on defence against
mechanical/logical failure, it is now equally (if not more) important to
consider the threat from malicious activity which can render a system
inaccessible. Known as a Denial of Service (DoS), this form of malicious
activity was used to significant effect against several major Internet sites
(Yahoo, Amazon and eBay to name a few) in the worldwide attacks in early
February 2000, effectively holding systems hostage (McCullagh and Arent,
2000). A recent survey (CSI, 2003) identified DoS attacks as the second most
expensive form of incident affecting respondent organisations and costing

industry in excess of $65m.

Accountability

Whilst not usually considered a part of the C-I-A trio, accountability is vitally
important to allow actions and intrusions to be tracked. Without some form of
accountability it is impossible to directly attribute an action to an individual or
to be able to prove that an individual did not perform a specific action (i.e.
through authentication we should be able to hold an individual accountable for
their actions or, alternatively to be able to defend an individual or
organisation). Accountability is usually achieved through historical logs,
however this only allows action to be taken after the event, therefore some

form of interactive monitoring is needed to audit (and respond to) user actions
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in real-time. Action in response to illegitimate activity needs to be taken

proactively rather than reactively.

2.2 Categorising system intrusions and misuse

Whilst the previous section discussed the four specific issues relating to IT secunty, it is
also necessary to understand the sources from which computer abuse is likely to be
encountered. This is important, as although it is necessary to appreciate the differing forms
of computer abuse, it is also important to consider the nature of the person undertaking the
misuse. By examining the perpetrators of computer crimes, it may be possible to evaluate
the motives and hence to reduce the risks faced by IT systems. Forms of human abuse
have already been comprehensively categorised by Anderson (1980), and are described in

Table 2.3.

Abuser Type Description

External Outsiders attempting or gaining unauthorised access to the system.
Penetrators E.g. a hacker trying to download the password file(s) from a server or a rival
company trying to access the sales database.
Internal Authorised users of the system who access data, resources or
Penetrators programs to which they are not entitled. Sub-categorised into:
¢ Masqueraders Users who operate under the identity of another
user.

E.g. someone using another users’ PC whilst they are
absent from their terminal, or, someone using another’s
username/password.

e Clandestine users Users who evade access controls and auditing.
E.g. someone disabling security features/auditing etc.

Misfeasors Users who are authorised to use the system and resources accessed,

but misuse their privileges.
E.g. someone in the payroll department accessing a colleague’s records or
misappropriating funds.

Table 2.3 - Categories of system abuser

15



Chapter 2 : Evaluation of Current Authentication Measures

These groupings are considered appropriate for describing the different types of user-
related abuse within an intrusion-monitoring framework and will, therefore, be adopted for
the remainder of the discussion. Whilst it is also possible to develop a deeper profile of
potential intruders, by considering factors such as the common motivations behind abuse
(e.g. money, ideology, egotism etc.), these are not explored here as knowledge of them
would not contribute to the process of detection. However, this subject was discussed in a
paper published in 1999 (Furnell et al) in which the motivations, ethics and perceptions of

computer criminals are explored and the role of the media is considered.

1t should be noted that Anderson’s categorisations do not take into account any of the types
of abuse that may result from software activity (e.g. viruses, Trojan Horses etc.). This is
understandable given that the analysis was made in 1980 before such incidents had become
commonplace. However, there has been a significant increase in such attacks over the last
decade and evidence suggests that viruses are one of the major causes of security breaches

in both networked and standalone PC systems (CSI, 2003).

2.2.1 Internal Penetrators and Misfeasors

At the highest level, intrusions or misuse will be the result of actions by authorised users or
processes, which operate on one or more targets that may include data (files), system
devices and other users or processes. It has been shown that the most significant source of
computer system abuse is from within the organisation (Dinnie, 1999; ISBS, 2000).
Therefore, if we can secure systems against internal abusers, we will be targeting the most

likely perpetrator. Unfortunately, internal abusers are quite likely to be authorised to use
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the systems they are abusing, hence reliance on the basic username/password will only
serve to, retrospectively, attribute blame once the abuse has been detected. In order to
detect and prevent abuse in real time, it is necessary to introduce an element of user

supervision.

The purpose of introducing supervision will be two-fold:

. to ensure that systems are only accessed by authorised users;

. to ensure that systems are only used for authorised purposes.

By introducing user supervision it is possible to monitor, in real time, the actions of
individual users at a variety of levels. Monitoring could take place at operating system
level; monitoring key files, directories or resources (e.g. printers and CD writers) or
individual applications could be monitored (e.g. a database application could be monitored
for export of data or deliberate deletion of data). Altematively, a higher-level approach
could be taken. A supervision application could be loaded into a system that would
monitor specific characteristics (akin to a lifeguard watching a swimming pool from a high
vantage point). When an uncharacteristic pattern is monitored (e.g. a person panicking in
the deep end of the pool) an appropriate response can be initiated. This could potentially
identify a user acting in an unusual or unexpected manner (e.g. conducting tasks outside of

their defined role) or could identify a user account being used by an impostor.

User actions can be categorised as being either legitimate or illegitimate. However, it is

useful if a more detailed breakdown than this can be derived for the different potential
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classes of illegitimate activity. For example, all of the following scenarios represent types

of illegitimate activity that should be monitored:

. an illegitimate action that is still within the normal authorisation of a
valid user (i.e. abuse of privileges);

. an action by a valid user which is outside the normal limits of
authorisation;

. any action by an unauthorised user.

2.2.2 External Penetrators

Whilst sources of abuse within the organisation are the most likely form of abuse, they are
usually the least damaging to a company and its reputation. The reason for this is that
being internal attacks, they are usually dealt with by the company concerned and rarely
have any external impact. External penetrators are quite different. Due to the intrusive
nature of such attacks, they are more likely to have a visible, external impact. Examples of
this could include company blackmail, attacks against web sites and financial loss from e-
commerce systems. Although most of these attacks can be described as prank or hoax
attacks, they will often have a significantly negative effect as they undermine the
company’s public image. A particularly apt example of this was the hack of the RSA
security web site in February 2000 (2600, 2000). (it should be noted that the server on
which the RSA web site was held was not actually hacked. Instead, the perpetrator, a
hacker named Coolio, was able to modify the DNS records to redirect traffic destined for
the RSA web site to a different server.) The consequence of this particular hack was the

rather unfortunate headlines indicating that a company purporting to provide high security
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solutions was itself hacked — the media choosing to overlook the nature of the attack that

was actually outside the control of RSA.

2.3 Limitations of current technology

Having identified and categorised the main sources of computer abuse, this section
considers the current methods of protecting IT systems and identifies their shortcomings.
There are three main approaches to user authentication, something the user knows,
something the user has and something the user is (Wood, 1977). Table 2.4 summarises
these 3 main forms of authentication and provides examples as well as indicating the
known weaknesses of each method. These methods will all be discussed in more detail in

the next section(s).

Something | knows has is
the user...
Example * Password e Magnetic card » Physiological (e.g.
¢ PIN e Smart card fingerprint, retinal scan)
e Other secret ¢ Proximity device (e.g. RF | ® Behaviour e.g. keystroke
knowledge (e.g. tag) analysis
personal information)
Weaknesses | ® Can be guessed ¢ Can be stolen ¢ Usually requires dedicated
s Often chosen ¢ Potentially replicated hardware to profile and
inappropriately o Dedicated hardware authenticate
e Vulnerable to social needed (e.g. magnetic o [f breached, users cannot
engineering or card reader). replace their identifying
shoulder surfing characteristic (e.g. cannot
grow a new fingerprint).
Strengths » Easy to implement e Can be combined with ¢ Depending on measure is
e Easy for users knowledge {e.g. pin plus highly unique to the
swipe card) individual.
« Cannot be forgotten by user

Table 2.4 - Examples of authentication measures

The most commonly used means of authentication in IT systems is the password.

Passwords are conceptually simple for designers and users and can provide effective
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protection if used correctly. However, their protection is often compromised by users.
Typical problems include forgetting passwords, writing them down, telling other people

your password and selecting easily guessed passwords.

Several studies have been carried out over the last 30 years looking at the ease with which
passwords can be determined. In 1979, 86% of the 3820 passwords gathered, could be
guessed by a PC in less than | week (Morms & Thompson, 1979). This was repeated in
1990 by Klein and in 1992 by Spafford (Klein, 1990; Spafford, 1992). Whilst the results
from these later experiments showed that password selection had improved {only 21%
could be guessed in | week), so have the tools that can be used to guess passwords. In
1998, LOpht Heavy Industries developed LOphtCrack (Heskett, 1998) - later renamed and
re-released as LC4 when bought out by @stake (2004). @Stake is a utility that allows
Windows NT Server Message Block (SMB) password packets to be captured during
network authentication sessions (although the product is advertised as a password auditing
and recovery tool). This utility not only allows the encrypted passwords to be captured
directly off the network, it can also perform a dictionary and brute force attack against the
encrypted passwords. Similar utilities are also available for other operating systems
(notably CRACK which runs under a number of flavours of UNIX) (Cherry et al, 1992).
More recently, researchers from the Swiss security organisation Lasec developed
«Advanced Instant NT Password Cracker” (Schultz, 2003b). This prototype application

(only available as a demo from the web site) claims to be able to crack Windows user

account passwords in hours rather than days.
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There are a number of measures that can be taken to improve password security for

example:

. Non-Dictionary Words
Forcing users to select non-dictionary passwords prevents the use of
dictionary based attacks. A dictionary attack can identify a password in less
than 20 minutes even on word lists with up to one million words. The only
way to identify non-dictionary passwords is by using a brute-force approach

(testing every combination of characters for every length of password).

. Passwords with mixed case/symbols
Including both upper/lower case and symbols (1£3% etc.) in passwords
requires any attack to use a brute force method. The use of these extra
characters exponentially increases the time taken to determine the password

by increasing the key-space that must be searched through.

Password 4 Character 8 Character

Characters Password Password

a-z 456,976 (26") 208,827,064,576 (26")

a-z, A-Z 7,311,616(52%) 53,459,728,531,456 (52°)
a-z, A-Z, 0-9 14,776,336 (62°) | 218,340,105,584,896 (62°)

a-z, A-Z, 09, and][45212,176 (82%) | 2,044,140,858,654,976 (82°)
special characters e.g. !,
“£,8,%" @,# etc.
{Approx 82 characters]

Table 2.5 - Character combinations for passwords

21




Chapter 2 : Evaluation of Current Authentication Measures

1E+99
1E+90
1E+81
1E+72
1E+63
1E+54
1E+45
1E+36
1E+27
1E+18
1E+09

—e— 26 Characters
—a— 52 Characters
- & -62 Characters
—— 82 Characters

Combinations

4 5 6 7 8 910 11 1213 14 15

Password Size

Figure 2.1 - Exponential increase in password complexity

. Password Ageing
Should an intruder obtain a valid usermname/password combination most
systems will allow the intruder to continue to access the system until the
intrusion is noticed. If a password ageing policy is in place users can be
forced to change their passwords regularly, thus forcing the intruder to

identify the new password.

Whilst these suggestions will help to make a password-based system more resilient to an
intruder they are by no means secure. A determined intruder can utilise password-cracking
utilities to determine even the most random password in a matter of weeks. With the
advent of more powerful processors, intruders will be able to crack passwords in a more
realistic time — a matter of days for some PCs. A more worrying issue is the failure by
some users to protect their own passwords. None of the measures outlined above help to
address the human-element of the problem. This was demonstrated in a recent survey

conducted at the InfoSec conference at Olympia (IT Week, 2003). The survey revealed
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that of the 150 people questioned, more than 100 were prepared to give their passwords to
a complete stranger — tested most effectively by simply asking people what their password
was. While not very scientific, the survey did highlight a fundamental problem with IT
security — we still rely on users! To counter these problems with password based systems,
we need to consider alternative approaches to user authentication. Another factor
suggesting the use of alternatives is that any of the above means of strengthening

passwords ultimately reduce their simplicity and friendliness for users.

2.4 Methods of Improving Authentication

To meet the demand for alternative methods of user identification and authentication, there
are a growing number of companies offering both hardware and software based products.
Solutions range from basic (and cheap) keystroke analysis software (BioPassword, 2004)
to sophisticated iris and retinal scanning devices (Secure Computing, 1995; Sherman,
1992; Cope, 1990). Many of these devices can be incorporated into desktop PC’s and can
usually be configured into a network-wide security policy. However, most of these
products utilise proprietary technology in both the hardware and software making it
impossible (or at the very least difficult) to integrate products purchased from a variety of
manufacturers. There is also considerable variability in the extent to which the software
provided can integrate with the operating system’s security model. Some products simply
provide an additional layer of security, requiring the user to authenticate themselves in
addition to providing a valid username/password pair, whilst others provide replacement
logon interfaces and fully integrate into the security model of the OS. However, some

work has been done by OS vendors to provide a standardised application programming
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interface (API) to allow product vendors to integrate their identification/authentication and

monitoring devices/products into the OS security kernel (BioAPI, 2004; Microsoft, 2000).

As indicated earlier in Table 2.4, the three main methods of user authentication have a
number of weaknesses. Passwords can be written down, forgotten and shared; tokens or
cards can be stolen, copied or lost whereas the alternative, biometrics provides a seemingly
near-perfect solution. If the problems of cost, user acceptance and integration can be
overcome (not insignificant problems on their own) the use of biometrics could be a
solution to the problems of user authentication. Biometric characteristics cannot be
(easily) lost, stolen or duplicated; are usually stored in a non-reproducible manner and

offer a high level of authentication confidence (depending on the methods chosen).

Methods of biometric-based user authentication fall into two distinct categories,

specifically physiological and behavioural characteristics.

» Physiological characteristics represent those traits that describe who we
are based on physical attributes, for example fingerprints, hand geometry,
retinal and irs scanning. These characteristics usually require additional
equipment to be connected externally to the computer to provide the

necessary data capture.

« Behavioural characteristics cover attributes such as typing style, voice
pattern and signature recognition. Most behavioural characteristics can be

acquired without the need for additional equipment (keyboard & mouse)
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however others do require specialised hardware solutions (signature

recognition).

Most biometric devices offer a compromise between high security/low user acceptance and
low security/high user acceptance. This trade-off can be measured as the False Acceptance
Rate (FAR) and False Rejection Rate (FRR) of the devices. Figure 2.2 shows the

relationship between the FAR and FRR rates and can be seen to be mutually exclusive.

100], False Acceptance False Rejection
Rate (FAR) Rate (FRR)

Rate (%)

Equal Error Rate

Slack Tolerance / Threshold Tight
Setting
Increasing end-user rejection ——————»

Figure 2.2 - FAR/FRR Graph

FAR represents the proportion of invalid users who will be successfully authenticated by a
system (i.e. falsely accepting an unauthorised user). FRR represents the proportion of
valid users who will be identified as illegitimate by the system (i.e. incorrectly rejecting an
authorised user). The error rates of an authentication system are assessed using a fixed
population of test users and usually involves cross testing of users against the profiles of all
other users in the trial. This allows consistent testing of error rates, but results in rates
based on a subset of the population — i.e. it does not consider a true intruder (an individual

unknown to the system). Despite this flaw, the use of FAR/FRR rates is widely used as a
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metric for authentication techniques and, as such, is used within this thesis to allow
appropriate comparisons to be made to existing techniques. It has so far proved impossible
to achieve a system where the FAR and FRR rates have both been reduced to 0. Most
systems, instead, select an appropriate level at which inconvenience to the legitimate user,
through denial of access (rejected logins), is acceptable, without allowing too many
intruders to gain unauthorised access. All systems have an Equal Error Rate (EER), the
point at which the FAR and FRR rates are equal. Whilst this rate represents the theoretical
“best-fit” for security measures, it is rarely ideal in a secure environment where a

preference for either low FAR or FRR exists (Cope, 1990).

2.4.1 Continuous supervision

While the techniques outlined in the previous section are usually used to identify an
individual at the start of a session (in a similar way to passwords) this does not address the
problem of on-going authentication. In most systems, once a user has identified
themselves to the operating system/application, it is usually impossible to determine if the
active user is authorised. For example, a typical user session commences when they arrive
in the moming and will end when they leave in the afternoon/evening. Throughout the day,
the user will leave their terminal (often without any form of locking or password protected
screen-saver) for breaks, lunch, meetings etc. During this period of absence, the system,
without additional controls, will continue to assume that the user is still the original
authenticated user — who could have been replaced at any stage by an impostor or
masquerador. Whilst this may be adequate for some users, in environments where a higher

level of security is required, some form of ongoing user authentication may be desirable.
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To remedy this, authentication can be extended beyond the login stage and effectively
supervise the user throughout a logged-in session. It should be noted that not all of the
measures described above (and in the following sections) are suitable for continuous user
monitoring. For example, signature recognition would be entirely unsuitable, as the user
would be forced to stop his/her work to sign their name before proceeding. Instead,
measures such as continuous keystroke analysis, combined with strong one-off

authentication measures may prove effective.

2.4.2 Finger scan

Fingerprint scanning requires a hardware-based device linked to a PC or access control
system and is one of the most established forms of biometric based user authentication.
The use of fingerprints as a means of identification has been established over many years
through their use in criminology. Whilst this measure is a good discriminator of identity,
there are social issues to consider. It has been suggested (IBG, 1999; Sherman, 1992) that
the use of fingerprints for identification has criminal overtones and that there may be some
resistance by users to use such systems. Despite this, there have been successful trials with
organisations like MasterCard and the US Department of Defence (Identix, 2004) and

these devices are now available at relatively low cost from a range of suppliers.

2.4.3 Hand geometry

Hand geometry is, like fingerprints, a good discriminator of identity and also requires some

form of dedicated hardware. It is one of the least used of all biometric measures, although
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there are a number of establishments that have adopted it (Recogsys, 2003). Although
there is little resistance to this form of user identification, it still requires a specific action
on the part of the user, i.e. the user must place their hand on the scanner, there are also
significant cost factors to consider for any deployment. While this seems to be accepted
for access control for buildings, offices etc., it is unlikely to be acceptable on individual

PC’s or other devices.

2.4.4 Retina scan

Retinal scanning projects a laser light onto the user’s retina and identification is based on
the retinal vascular pattern i.e. the vein pattern on the retinal surface. There is only one
commercially available system (Eyedentify from Access Controls International), their
device claims to match a users retinal scan from a user base of 300,000 in less than 15
seconds (ACI, 2004). The accuracy of this device is claimed to be very high, this allows a
user to simply present their eye to a device without requiring a card, pin or username, i.e.
one to many identity matching. The main drawback to this device is cost and acceptability.
The cost factor has restricted the use of such identification methods primarily to the
military sectors, where security is of greater importance than cost. The acceptability factor
is related to public perception of the safety of lasers. There are also some technical

problems when identifying user’s wearing glasses (especially if darkened) (ACI, 2004).

2.4.5 Iris scan

Iris scanning is also a hardware-based technique, using high-quality cameras and natural

light to detect and identify the unique patterns of a users’ iris. Iris scanning has several
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advantages over retinal scanning, notably, cost and acceptability. The entry-cost for iris
scanning is significantly cheaper than retinal scanning as it relies on simpler cameras e.g.
Panasonic’s Authenticam (Panasonic, 2004). As these cameras become more widespread
(even potentially built into monitors), the use of iris scanning as an acceptable method of
user identification may increase. Secondly, because the iris can be identified without the
use of laser light, it may prove more acceptable from a safety viewpoint. Recent
improvements have resulted in much more reliable products that are able to cope with

users who wear contact lenses or glasses (Khew, 2002)

2.4.6 Facial geometry

Facial recognition is another economically viable method currently available. Facial
recognition can be achieved using standard cameras e.g. a webcam. The video stream is
then encoded and the face located and identified. The face can be authenticated using a
range of methods but can be represented by two techniques. Feature extraction and
recognition identifies the location of key features of the face (e.g. eyes, ear, nose and
mouth) and calculates a geometrical relationship between the key features. This
relationship is then stored as a mathematical model of the face. This method has the
advantage that it relies on relative positioning of facial features and is therefore more
tolerant of variations in head position. An alternative is to use a holistic approach where
the face is evaluated as a whole and use neural networks or statistical techniques to
evaluate a face-print and form a profile. As with iris recognition, there are some technical
problems with user’s appearance, e.g. wearing glasses, changing hairstyle etc., such
deviations from the stored images may require the user’s profile to be updated (Woodward

et al, 2003).
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2.4.7 Key stroke dynamics

Keystroke dynamics can provide an additional level of security for the traditional
username/password by analysing the typing style during logon, or, can be used to identify
the user based on more dynamic freestyle text entry e.g. allowing the user to type a known
string or phrase. This method is of particular interest as it is one of the few totally non-
intrusive authentication mechanisms available as the user does not have to explicitly do
anything to be authenticated by this method (i.e. the user would perform a normal login, or,
in a supervised environment, would continue with routine tasks whilst being monitored in
the background). There is only one available product that utilises this method, namely
BioPassword (2004). This product‘ is able to supplement login authentication with
keystroke analysis — however, this is only at login and there is no further improvement in

security beyond the initial authentication.

2.4.8 Mouse Dynamics

Mouse dynamics is an extension of the keystroke analysis concept. The principle of mouse
dynamics is that, like our typing, our mouse movements may be a characteristic trait that
can be monitored and compared against a historic profile. Like the keystroke dynamics
technique described previously, this method could also be transparent (depending on
implementation) and could act as a continuous authentication mechanism. There are

currently no products available using this technique.

30



Chapter 2 : Evaluation of Current Authentication Measures

2.4.9 Speaker verification

Speaker verification requires nothing more than a basic microphone connected to the PC’s
sound card and the appropriate software. Speaker verification is a distinct area from that of
voice interpretation that is commonly found in commercially available dictation software
often (mistakenly) referred to as voice recognition (voice recognition/interpretation
software is used to convert spoken language into written text — i.e. a speech-text translator
and has no recognition of the individual speaker). Whilst this is a conceptually simple

form of user authentication, it may be inappropriate in certain (noisy) environments.

2410 Dynamic signature

Of all the biometric measures, signature recognition is probably the most familiar to the
end-user. The principle of providing a signature as a means of authentication is a historical
part of western culture — thus potentially avoiding some of the problems of acceptability.
However, it should be note that this would be one of the most intrusive biometric-based
authentication techniques if applied in a continuous context, requiring a user to stop work
and sign their name. A significant advantage of signature recognition over keystroke
analysis or voice recognition is avoiding the dependency on technical ability or language.
However, there is also the need for a signature capture device — typically provided as a

graphics tablet.
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2411 Summary of techniques

Each of these methods of enhancing user authentication has advantages and disadvantages.
Perhaps the most significant of these is the user acceptance of such measures. To
determine the level of user acceptance, a survey was carried out, the details of which are
listed in chapter 3. There are also other issues to consider, specifically, effectiveness,
transparency and cost. These were not considered as part of the survey as the majonty of
the respondents would not have the adequate knowledge in the area to provide appropriate
responses. The benefits and disadvantages of each of these methods are bniefly described
in Table 2.6. False Acceptance/Rejection Rates are also shown (where available).
Unfortunately it is often difficult to gather sufficient quantitative data from the biometric
manufacturers. In particular, mouse dynamics has been omitted from this table, as there

are no commercially available products to evaluate.

It is interesting to note that hardware/software vendors seem to ignore the only statistical
analysis of the effectiveness of biometric authentication methods. In fact a number of
vendors stated the error rates for their products as “low”, an entirely subjective assessment.
This apparent ignorance of the appropriate measures may further hinder the acceptance of

these methods into both commercial and private sectors.

There are few standardised methods of comparison between biometric authentication
measures. However, a method used by the Independent Biometric Group (IBG) is the
Zephyr™ chart, which shows the authentication methods around the outside with the
assessment criteria ranked inside the chart. The evaluation criteria used are listed in Table

2.7.
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Method FAR FRR Advantages Disadvantages
Password Not Applicable No hardware Users forget, share and
requirements. write down passwords.

Transparent to user.

Selection of passwords is
usually poor {(names,
places, dictionary words
etc.)

Keystroke analysis
{BioPassword}

0.68%
Equal Error Rate

No hardware
requirements.
Transparent to user.

May not be suited to
certain typists (touch).
Not appropriate in certain
industries (graphics).

Face recognition “Low” <0.2% Simple to use. Camera required.
[Miros] Camera can be integrated
into monitor
Voice verification 1.07% |-Phrase May be ideal for Requires audio hardware.
[Motorola) 0.2% 4-Phrase switchboard/VolP based May not be suitable in
(Eqgual Error Rates) systems. office environments
May be effective for (intrusive to other users)
telesales/phone banking. | or industrial (background
noise).

Signature analysis Variable User familiarity with Requires signature device,
[PenOp] Not Quoted concept of signatures for Intrusive.

ID may help acceptance
Iris scanning 0.0001% High level of user Requires scanning device.

[EriScan Inc.]

[Equal Error Rate)

discrimination.

Intrusive.
Acceptability may be
hindered by confusion
with retinal scanning

(laser).
Retinal scanning 0.0001% | 0.1% High level of user Requires scanning device.
[Eyedentify Inc.] discrimination. Intrusive.
Uses laser light which
may WOITY users.
Hand geometry 0.15% 0.15% Simple to use. Requires scanning device.
[Recognition Intrusive.
Systems]
Fingerprint analysis 0.001% 0.5% Simple to use. Requires scanning device
[Compaq} Hardware becoming (relatively cheap).
cheap (<£100). Intrusive.
Criminal connotations
(fingerprinting)

Table 2.6 - Comparison of commercially available authentication methods

User Criteria
Aspects which relate to the user.

Technology Criteria
Aspects which relate to the technology

1. Effort - How much time and effort '
is required on the part of the user
i.e. registration, enrolment,
authentication.

1. Cost - Cost of any necessary
hardware capture device together

| with any software, support and

| training required.

[

2. Intrusiveness - How intrusive the
user perceives the system to be.

R. Accuracy - How well the system
identifies individuals. [FAR/FRR] |

Source: International Biometric Group (2002)

Table 2.7 - Table of evaluation criteria used in Zephyr chart
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impact on the user. Cost is minimised (as far as hardware issues are concerned) as almost
all PCs will have a keyboard, although there will be some additional expense as a result of
additional costs (i.e. training, maintenance etc.). The effort involved to authenticate via
keystroke analysis is still small in comparison to some other methods as the user is only
required to type in a small sample of text. Ideally, this would be enhanced to monitor free-
style text, thus further reducing the effort involved to achieve authentication by this
method. The final criterion is that of accuracy. Static keystroke analysis is ranked
comparatively poorly against the other methods; this is mainly due to the limited amount of
data with which user authentication can take place and the variability likely with such a

small sample size.

2.5 Conclusions

This chapter has presented the increase in levels of detected computer crime and abuse
cases over the last twenty years (as reported within the UK). Although it is not possible to
attribute the increase in reported crime to any underlying specific cause (i.e. was the rise
due to increased criminal/malicious activity, increased reporting of crimes or the increased
success in detecting and solving such cases) it is clear that there is an increased level of

incidents with a respective increase in costs.

One of the problems in addressing the increase in crime is that of attributing blame. The
surveys presented have indicated a high level of cases originating from within
organisations however, in order to identify the person or persons responsible for the

incident, it is necessary to have absolute authentication of a user’s identity. A misfeasor
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would be acting under their own account with appropriate permissions and hence would
not be highlighted by the usual authentication measures, while a masquerador may only be
detectable through improved authentication techniques. Given that many users leave their
terminals logged in and unlocked for long periods of time (usually all day), simple login

authentication is not sufficient.

This chapter has also discussed the limitations of current authentication techniques,
highlighting in particular the shortcomings of the commonest method - the
username/password combination. To overcome these problems a number of alternatives

have been presented together with an overview of their advantages and disadvantages.

It is clear that some form of improved authentication is necessary to ensure accurate
authentication at login. It is also important for the concept of monitoring to be considered
to ensure that the active user is the original user who logged in — i.e. continuous user

authentication/monitoring.

Before investigating potential improvements to user authentication, a survey was
conducted to determine the need for improved user authentication and supervision, and to
determine the user acceptability of such measures (which would help to inform the design
and implementation of an improved user authentication and supervision system). This

survey is described and discussed in the following chapter.
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Chapter 3

A Survey of User Attitudes and Perceptions
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3.1 Introduction

The previous chapter identified the weaknesses of current authentication systems and
proposed a number of alternatives to the current secret-based approaches. Before
attempting to implement and evaluate alternatives to the traditional username/password
approach, it is first necessary to determine the attitudes of computer system users to the
current methods of authentication, as well as their perceptions of the alternatives presented
in the previous chapter. This is increasingly important as users frequently find ways to

bypass security mechanisms that are considered to be inconvenient or intrusive.

This chapter presents the results of a survey that aimed to determine awareness, and
acceptance of, a range of alternative authentication and supervision methods. The survey
respondents were asked to comment on current techniques, identifying bad practise (e.g.
sharing passwords), as well as mitigating circumstances (e.g. large numbers of passwords
for different systems), before considering a number of alternative authentication

mechanisms.

3.2 Survey Overview

In order to determine the acceptability of user authentication and supervision techniques, a
survey was conducted to assess the attitudes and awareness of current IT users. The survey
aimed to assess the following issues:

. attitudes towards different forms of user authentication;

. the attitudes towards the concept of continuous monitoring.
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The survey questionnaire consisted of 53 main questions, the majority of which were
multiple choice, with the remainder requiring short written responses (a copy of the paper-
based questionnaire can be found in Appendix A). Many of the questions contained
multiple sections, resulting in a maximum of 130 possible answers per respondent. The
survey was split into a number of categories, each focussing upon a specific area of interest.
Questions 1-7 gathered general details, to determine the gender, age, education, and level
of computer use; these provided demographic information on the survey response base.
Questions 8-14 considered the use of computers within the respondent’s work environment,
whilst questions 15-19 considered the use of computers at home. These helped to provide
information on the spread of IT into the home and work contexts, as well as the likely IT
awareness of the respondents. Questions 20-34 were intended to determine individual
opinions and knowledge in the area of computer crime and abuse. The findings relating
specifically to these questions are presented in Dowland et al (1999) and will not be
discussed here. The final section (encompassing questions 35-53) looked at the

respondent’s views on user authentication and supervision.

The survey was distributed to a wide range of individuals and organisations with the
intention of gaining a diverse variety of opinions. The questionnaire was made available in
two forms, a printed copy and an online version. Approximately 300 printed surveys were
distributed with 148 completed responses being received, representing a response rate of
49%. A further 27 responses were submitted via the web site resulting in a total of 175
responses. It should be noted that, whilst questionnaires were sent to companies, the focus
of the questionnaire required respondents to reply from an individual rather than
organisational perspective (i.e. respondents were asked to consider the questions posed

from a personal perspective rather than considering an organisational security policy —
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at home. In terms of the level of use, the results indicated that, in both home and work
environments; over half of the respondents used their systems for four hours per week or
more. The respondents were also asked about the availability of Internet access. 129
respondents (88%) claimed to have access at work, while 69 respondents (48%) claimed to
have access at home. The latter statistic indicated that the respondent group was clearly
ahead of the UK average in terms of Internet adoption, as the penetration into UK homes
(at the time of the survey) was considered to be around 14% (ICM, 1999). It should be
noted that more recent surveys have estimated UK Internet adoption at around 50%

(Ofcom, 2003), which would be more in-line with the respondents from this survey.

The general information above shows that the respondents had considerable experience
using computers in both home and work environments. As such it was considered that the
respondents had adequate background knowledge in order to comment on a range of

authentication techniques and the issues relating to them.

3.4 Password based authentication

Given that they represent the most common, and therefore familiar, form of authentication,
the survey began by assessing respondent attitudes towards passwords. The results
indicated that over 91% of respondents relied on passwords for access control to their
computers — a figure that is generally compatible with the 1998 KPMG security survey
which showed 97% of organisations using them (KPMG, 1998). This situation appears to
have changed relatively little since the survey was completed, with the latest DTI survey
(DTI, 2002) reporting between 82% and 99% of organisations still using passwords for

user authentication (the precise figure varies by organisational size). The high reported use
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The requirement to remember such a large number of passwords can cause a major
problem for users. It is, therefore, no surprise that users frequently select dictionary words
or personal names as the basis for their passwords, as these are easier to remember.
Having said this, only 15% of respondents felt that their passwords could be easily guessed.
The phrasing of the question in this case gave examples of information that, if used as a
basis for selection, could render the password more easily guessed (i.e. “is it part of your
address, name, partner’s name?”). Although the majority of users considered themselves
to be safe on this basis, the question did not provide an exhaustive list of what might
constitute obvious choices. As such, many respondents may still have been using insecure
passwords, such as dictionary words (which the LOphtCrack tool mentioned in the previous
chapter can determine in less than a minute). It should, however, be noted that even when
forced to select more complex (and hence less meaningful) passwords, users often
compromise these by writing them down (15%) or sharing them with other users (29%).
This is not always done without any thought to the consequences, but for some users, the
benefits of having a note stuck to the monitor of their PC with their password in clear sight
for all to see is better than the problems caused by forgetting the password every four

weeks due to forced password changes!

Not only do users often choose insecure passwords, they also frequently select the same
password for multiple accounts, with 40% of respondents re-using the same password. As
such, should an intruder gain access to one protected account, it is quite likely that they
would be able to reuse that same password for other machines and applications. This could
be extrapolated further when considering the impact upon web site logins — if users choose
the same (insecure) login details across multiple sites, it is likely that a successful intruder

on one site would have unrestricted access to a wide range of sites. Responses to
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subsequent questions revealed that 31 (21%) of the 151 respondents who used computers
at work claimed to have used another person’s password without their consent or
knowledge. It is surprising that so many people have illegitimately used other users’
accounts and also to find that so many of the respondents were prepared to admit to doing
so. It is possible that some of the respondents lied about such illegitimate activity and, as
such, the real figure could be somewhat higher. It could be argued that if respondents had
taken better care of their passwords (by following basic guidelines on selection and use) it

is likely that there would have been less opportunity for such abuse.

A further issue is that of the password’s lifetime. Once a password is illegitimately
acquired then, without time limits, restricted logins or account monitoring, it is possible
that the intruder would remain unnoticed until he/she committed an act that caused some
form of disruption that would consequently be detected. [f we again consider the use of
web sites, a compromised account could provide not only unrestricted access (if no time
limits were imposed on accounts) but, more worryingly, could provide unlimited access to
other accounts sharing the same login details. The respondents were asked how frequently
they changed their passwords and if they were forced to change their passwords by the
system or the system administrators. As indicated in Table 3.1, an alarming 34% claimed
to never change their passwords. Furthermore, the responses to the subsequent question
revealed that 51% were not forced to change their password by the system. The former
represents bad practice on the part of the users, whereas the latter reflects poor system
administration. From an administration point of view, it is more encouraging to observe
that 70% of users claimed to use systems in which a minimum password length is enforced.
Having a minimum length of seven or more characters helps to ensure that passwords are

more resilient to brute force attacks.
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Frequency of password change Respondents
Weekly 2%
Fortnightly 1%
Monthly 25%
Six-monthly 18%
Less frequently 20%
Never 34%

Table 3.1 - Frequency of password changes

These results serve to underline some of the known problems with passwords and provide
the justification for the subsequent questions, which asked users about other forms of

authentication.

3.5 Alternative authentication and supervision methods

One of the main objectives of the survey was to evaluate user’s opinions regarding
different authentication methods. In order to achieve this, the respondents were asked to
rate the acceptability of a variety of initial login and continuous supervision techniques on
a 5-point sliding scale from ‘totally acceptable’ to ‘totally unacceptable’. A total of nine
methods were cited, ranging from passwords to a variety of physiological and behavioural
biometric methods. Each of the methods was briefly described on the questionnaire sheet

to ensure that the respondents understood the context (using the text shown in Table 3.2).
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Method Description

Keystroke analysis Research has shown that users have different typing styles
and that they can be identified by measuring the times
between keystrokes.

Face recognition A snapshot of the user, taken by a camera positioned on the
monitor, is compared with a previously stored 'faceprint'.

Mouse dynamics Similar to keystroke analysis, users can be identified by the
way in which they use the mouse.

Voice verification A user's voice, when speaking a word or phrase into the
computer's microphone, is compared with a previously
stored 'voiceprint'.

Signature analysis A user signs their name using a special pen and pad, the
signature is digitised and compared with a previously stored
version.

Iris scanning A snapshot of the user's iris, taken by a camera, is compared

with a previously stored image.

Hand geometry This technique measures the physical dimensions of the hand
using a small camera and compares these with previously
stored values.

Fingerprint analysis An automated version of the fingerprint identification
system similar to that traditionally used in criminology.

Table 3.2 - Biometric methods, as presented to survey respondents

Table 3.3 summarises the ranked results, which are also illustrated graphically in Figure
3.3. The responses have been normalised to reflect the variable response rate to each
question, as there was a higher response rate to questions on initial login authentication
(probably reflecting a lack of understanding of the concept of continuous supervision
amongst some respondents). The positive responses (‘totally acceptable’ and ‘acceptable’)
were summed and then the total number of negative responses (‘unacceptable’ and ‘totally

unacceptable’) were subtracted, thus producing a rank of user preference.
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It is clear that there is a reasonably significant level of user acceptance for all the initial
login authentication techniques suggested. Methods such as face recognition, voice
verification, signature analysis, iris scanning, hand geometry and fingerprint analysis were
all considered favourably. It is interesting to note that all of these techniques (with the
exception of signature analysis) have had significant media coverage, especially through
film and television. It is possible that familiarity with these techniques influenced the
respondents’ choices. The acceptance of signature analysis cannot be readily explained by
the familiarity with the technology through the media; however the concept of a signature
as a means of identity verification is well established in our society.

After passwords, the most acceptable forms of login authentication were considered to be
voice verification and fingerprint recognition, scoring raw overall acceptability ratings of
68% and 67% respectively (full table of results in Appendix A). The latter result is
somewhat surprising, in that conventional wisdom suggests that the association of
fingerprints with criminal identification may represent a potential barrier to user
acceptance (Observer, 2002). However, it is clear from these results that the majority of
respondents are comfortable with the concept. It can, however, be noted that, in the
normalised results (Table 3.3), face recognition scored higher than fingerprnints once
negative responses had been taken into account (un-normalised results can be found in
Appendix A). It should be considered that while these results show a positive response to
the use of such techniques, the respondent base was predominantly represented by IT-
literate, well-educated individuals working regularly with PC’s. As such, it is perhaps
unsurprising that a high level of acceptance was achieved. If a wider (more inclusive)
survey were conducted, it is possible that certain techniques (e.g. fingerprint scanning or
retinal scanning) may have achieved lower acceptance for login authentication due to

public distaste for such mechanisms; while others (e.g. keystroke analysis and mouse
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dynamics) may have had a lower acceptance due to lack of exposure or knowledge of the

techniques.

One of the significant questions posed in the survey was whether respondents would be
comfortable with the concept of continuous supervision. This would provide a means for
authentication to become an ongoing process within a logged in session, rather than being
merely a one-time judgement at the beginning. This, in tum, would guard against
situations such as an impostor replacing a legitimate user at the terminal, or an impostor
who may have been able to fool the initial login authentication system. In general, the
respondents were positive towards the idea of monitoring, with 43% considering it
acceptable, though 29% were unsure. It is, perhaps, unsurprising that there was some
reluctance — if continuous monitoring were deployed in an organisational context,
employees may be concerned about the use of data gathered by such techniques. For
example, if keystroke analysis were used to monitor a users’ typing, the statistics could be
used to profile a users’ productivity or to confirm when the user was at his/her desk. 1t is
also possible that an employer (or administrator) could use keystroke analysis software to
actually record the typing of an employee and then obtain potentially sensitive/private
information (e.g. on-line banking details). Safeguards and other concerns are discussed

later in this section.

It is recognised that the concept of continuous supervision also introduces ethical
considerations. Indeed, 70 respondents (40%) stated that they would consider monitoring
as an invasion of their privacy (interestingly, 18 of these had stated that they considered
this to be acceptable), with a further 18% being unsure. It is clear that if continuous

supervision of users is to be implemented, then certain safeguards should be considered. In

49



Chapter 3 : A Survey of User Attitudes and Perceptions

particular, users should be aware of the intended uses of the information collected. 45% of
respondents felt that they could not trust their organisation to use the supervision data for
security-related purposes only, and were concerned that it could be utilised for an ultenior
motive, such as monitoring work productivity. 85% stated that users should be aware of
any monitoring being used, potentially demonstrating an inherent distrust of the concept of
a big-brother scenario. The simplest way to ensure these requirements are met is to
involve the users in the planning and implementation of these systems and provide clear
policies on the uses for the gathered information. With the introduction of data protection
laws covering personal information stored electronically there will also have to be
provision for securing the profiles and session data obtained in any continuous monitoring
system as well as ensuring access (upon request) to all personal data stored in the system

(in the same way that an employee may ask for his/her personnel records).

The respondents considered only three techniques to be acceptable for continuous
monitoring; namely keystroke analysis, mouse dynamics and face recognition (the latter
being with a very low preference). Whilst the overall ranked results reflected sensible
views, some of the individual responses in the underlying data did provide a few surprises.
In particular, 34 respondents rated the use of signature analysis for continuous monitoring
to be ‘acceptable’. This is most likely to be a misunderstanding, as few computer users
would be prepared to stop work and sign their name intermittently (a view borne out by the

fact that 90 respondents rated this as ‘unacceptable’).

Respondents were also asked to consider how long they would be prepared to spend
creating a behaviour profile that the monitoring system would then use to authenticate

them. The responses are shown in Table 3.4. It is clear that the majority of users would

50



Chapter 3 : A Survey of User Attitudes and Perceptions

not be tolerant of explicit profiling activity for any long periods. Equally, the time that
most of them would consider acceptable is 15 minutes or less — which would be unlikely to
be adequate for some measures (e.g. whilst face and fingerprint recognition systems would
allow adequate registration within this time, accurate measures relating to typing and more
general system usage would require longer periods — potentially in the order of days rather
than minutes). As such, elements of profiling would need to occur as a transparent

background task in order to ensure user acceptance.

User-profile set-up time Respondents
No time 11%
Up to 5 mins 36%
Up to 15 mins 24%
Up to 30 mins : 13%
Up to thr 12%
> lhr 5%

Table 3.4 Acceptable duration of profiling activity

Once a profile has been created, there is still the possibility that a monitoring system may
falsely reject a legitimate user, believing them to be an impostor. The questionnaire made
the respondents aware of this and asked them how frequently they would be willing to
tolerate such errors. The results are presented in Table 3.5 and illustrate that any deployed
system would need to have a very low error rate in order to avoid alienating the user

population.

Frequency of false rejection Respondents
Hourly 7%
Daily 27%
Weekly 36%
Never 29%

Table 3.5 Perceived tolerable frequency of false rejection by monitoring system
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3.6 Discussion of results

The results reaffirm the accepted shortcomings of password-based authentication (poor
selection, sharing and forgetting passwords etc.), as well as the fact that, in spite of these, it
remains the dominant form of user authentication. However, the fact that the respondents
have shown a willingness to use alternative authentication techniques can be considered to
be encouraging. It should be noted, however, that in the majority of cases, it is unlikely
that the respondents had actually used the techniques that they were being asked to
comment upon. As such, it is possible that their views may change if presented with the

practical experience.

Given that a strong preference was expressed for passwords, consideration should be given
to retaining them as the means of login authentication, whilst identifying means to
compensate for their weaknesses. Suitable strategies in this respect could include (with

numerous other combinations):

- Utilising password login in conjunction with transparent keystroke
analysis of the information entered. In this way, the user would be
authenticated not only by what they type, but also how they type it. This
should not have any significant influence on user acceptance, as the
primary authentication mechanism will still appear to be the password.
This would, however, not overcome a fundamental problem of password-
based system; that once logged in, there is typically no further
authentication required throughout a users’ session. A user may login at
the beginning of the working day, providing a valid match is made

between the typed password and the users’ historical typing profile but
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then be able to continue throughout the rest of the day without any form of
challenge. While this approach enhances the initial login authentication, it
provides no further session protection. Given that many users leave their
workstations logged in all day (with some not even logging out when they
leave in the evening), this would only be able to potentially catch another
user misusing a colleague’s details at login. While this offers no
protection during the logged-in session, it does represent a significant

improvement over login authentication.

Retaining password-only authentication at login, but supplementing it with
on-going supervision during the user session. (NB the term continuous is
used to distinguish between static monitoring; e.g. monitoring key presses
during login, and dynamic monitoring which has the ability to monitor a
users’ behaviour throughout a session — the time interval for which could
be truly continuous or intermittent.) The survey results suggest that
techniques such as keystroke analysis and mouse dynamics would be
conceptually acceptable to users in this regard. This approach could still
retain the user-accepted login mechanism (i.e. username and password),
but would switch to a supervision/monitoring role once the user had been
authenticated; to monitor the users’ typing behaviour, application usage or
mouse dynamics (or some other metric) throughout the logged-in session.
This would effectively remove the ability for a third party to hijack the
users’ session providing the resolution of the monitoring was sufficient to

identify an impostor within an acceptable time frame.
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The respondents preference for passwords is in agreement with the previously published
results from the Australian TRUST project, which (based on an experiment with 76
participants) found users’ principal preference to be for passwords, followed by
physiological biometrics and, finally, behavioural measures (Deane et al, 1995). The latter
finding is, however, in contrast to the results from this study in that (for continuous
monitoring) the behavioural techniques of keystroke and mouse dynamics were chosen in
preference to the physiological technique of face recognition. Indeed, in the TRUST study,
keystroke analysis and pointing device based verification scored the lowest of the seven

biometrics assessed.

Although many considered the concept of continuous supervision to be acceptable for
security purposes, the respondents showed concern over the potential wider use of such
data. As such, it is important for organisations to establish agreed working practices to
employees before proceeding with such methods (this may assist in reassuring those such
as the 29% of respondents who were undecided over the acceptability of the monitoring
concept). If such practices are not naturally adopted by organisations, it is possible (maybe
even preferable in some cases) to legislate on acceptable supervision practices. This could
be implemented in a similar way to that which restricts the rights of an employer to

intercept and/or read an employee’s email correspondence (HMSQ, 2000).

Overall, a significant factor in the acceptance of alternatives to the password will be that of
education. [f people can be shown that newer authentication techniques are safe, reliable
and secure, then their acceptance is likely to be improved. This will be best demonstrated
in the UK over the next ten years where a trial is being undertaken to determine public

acceptance of biometric identification. This scheme (Home Office, 2003), announced by
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the government in November 2003, is due to begin in early 2004, with the aim of
introducing a national identity card scheme comprising driving license, passport details and
incorporating a biometric ID (iris or fingerprint scan). This scheme, more than any other
in recent years, will depend on public acceptance to determine the widespread used of
biometrics. If the public reaction to biometric identification is negative, it will be
increasingly difficult to implement such systems — even when forced through employment

contracts or government legislation.

Of course, the UK is by no means alone in considering the use of widespread biometric
systems. The US has been trialling biometric systems at border points for some time now
(ZDNet, 2002) and has recently announced plans to use fingerprint scanning for overseas

workers entering the country (USDoS, 2003).

3.7 Conclusions

The survey has shown that, although demonstrably weak, the password remains the most
popular form of authentication in the minds of users. However, a number of other methods
emerged as possible contenders, and it is possible that practical experience of using them,
combined with improved awareness of the vulnerabilities of passwords, would increase

their perceived acceptability as alternatives.

Another conclusion that can be drawn from the survey results is that the use of continuous
supervision is, in general, acceptable. However, the viability of such a scheme would be
dictated by the methods chosen, and subject to suitable assurances being given to the

monitored population regarding the planned uses of the collected data. This is an
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important issue as user acceptance of such a radical approach as continuous user
authentication will probably be just as important as overcoming the technical issues of
implementation. There are also potential problems with the level of user support needed to
make these systems work. There may still be reluctance on the part of users to undertake
the necessary profiling to make the systems used sufficiently reliable for day to day use, as
well as resentment should the system reject valid users too frequently. The survey has also
indicated a lack of understanding over authentication in general and the specific issues of
continuous user supervision. It is unlikely that re-educating users will avoid the problems
with passwords, however, it is possible that increased awareness and understanding could

improve acceptance of alternatives.

Given the acceptance of some form of supervision during a logged-in session and the
preference for a keystroke-analysis based method, the latter parts of this thesis will discuss
the application of transparent keystroke analysis in a modern operating system. Chapter 5
will introduce in more technical detail the concepts of keystroke analysis and identify the
range of metrics that can be assessed, while chapters 6 and 7 evaluate the results of two
trials conducted to ascertain the feasibility of a keystroke analysis based supervision
system.

Before committing to keystroke analysis, the next chapter presents the results of some
further investigations that were conducted in order to determine whether the weak,
password-based approach could be more easily replaced by an alternative secret-based

knowledge approach to user authentication.
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4.1 Introduction

The survey described in the previous chapter identified the need for improved user
authentication, with the respondents indicating a continued preference for secret-based
authentication (e.g. the use of passwords). Unfortunately, although users may still have a
preference for passwords, the weaknesses of this method are well known. In order to
provide improved security, while still maintaining the users’ preference for a secret-based
approach, this chapter considers the results of two trials conducted to investigate
alternative forms of user authentication using software-based methods (which do not incur
any additional expenditure on hardware technologies, and as such are likely to be

considered favourably by system administrators).

Previous research into alternative software-based methods has identified a number of

potential approaches:

e Cognitive and associative questions — a question and answer based approach
using easily memorable (but nonetheless secret) information (Haga and Zviran,
1991). This approach has a distinct disadvantage as it can require a lengthy
exchange between the user and the system in order to be authenticated.

e Graphical authentication - this uses graphical images that the user must
memorise and identify on screen. There are a number of implementations,
ranging from a picture with a number of pre-defined regions (Blonder, 1996
and Jermyn et al., 1999) to the Déja Vu system that used randomly generated

electronic art images (Dhamija and Perrig 2000).
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These methods share the common advantage of easy implementation — i.e. they are
software based methods that have no hardware dependencies (unlike most biometric-based

authentication methods that require dedicated hardware).

While previous trials have shown the individual techniques to be viable authentication
measures, there have been no comparative experiments to evaluate user acceptance of
these measures side by side. As such, two trials were conducted in order to evaluate the
techniques. The first, described in the next section aimed to test users’ recall of personal
(but secret) information. The second trial, described in section 4.3, took a longer-term
approach to evaluate user friendliness and acceptability. These trials allowed a comparison
to be made between these techniques with users having similar levels of exposure to each

method.

4.2 An Experimental Study Of Alternative Methods

The first trial was devised to evaluate five secret-knowledge based techniques. The
methods selected were PINs and passwords (familiar methods, included to provide a
baseline for reference), alongside two question and answer methods (using cognitive and
associative questions respectively), and a graphical technique using an image-based PIN
(hereafter referred to as an ImagePIN). The study sought to assess the practical
effectiveness of the techniques, as well as the friendliness and perceived level of security

from the user’s perspective.
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The effectiveness was gauged by means of a practical trial, using specially designed
profiling and authentication software to present the various techniques to a series of
participants. Opinions relating to the friendliness and security of the methods were then
obtained using a written questionnaire — completed by participants after they had
participated in an authentication phase. The design of the experimental tools and the

follow-up questionnaire are described in the subsections that follow.

4.2.1 The Profiler

The Profiler required participants to identify themselves and then provide appropriate
responses for each of the methods under test. The profiling procedure for each of the

methods is summarised below.

e Passwords and PINs. The implementation of these methods was fairly
standard, with each participant being asked to supply a 4 digit PIN and a
password of at least 8 characters. Participants were requested not to select a
password or PIN that they already used on other systems, as the aim of the
exercise was to assess their ability to recall new details, and thereby put these
more familiar methods on an equal footing with the other techniques when it
came to assessing ease of information recall. Nonetheless, as later results will

indicate, some participants did not follow this guideline.

e Cognitive questions. Participants were asked to provide answers to a series of

twenty questions, each requiring factual or opinion-based answers. The
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questions requested information that was personal to the participant, and
would therefore be difficult for a potential masquerader to guess in an

operational scenario. The questions used are listed in Table 4.1.

What is your mother’s maiden name?

Where were you born?

What is your favourite colour?

What was the name of your best friend at school?
What is your favourite music?

What is your favourite food?

What was the name of your first pet?

Which primary school did you go to?

What is your favourite sport?

Where was your first house?

What make was your family’s first car?

How old were you when you had your first kiss?
What is your favourite film?

Where was the first place you remember going on holiday?
What was your favourite subject at school?

What is the most important part of your body?
What is your favourite type of animal?

What is the name of your favourite relation?
How many cousins do you have?

What is your favourite shape?

Table 4.1 - Cognitive questions

Even in cases where the participants might not have had a genuine answer (e.g.
they may never have had a pet), it was expected that they would still be able
to provide a response that could later be reproduced if prompted to answer

that question.

Associative questions.  Participants were then asked to provide word
association based responses to a set of twenty keywords. The keywords are

listed in Table 4.2, and were carefully chosen to ensure that a number of
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different responses were theoretically possible in each case. For example, for
the associative word “seven”, responses might include “wonders”, “dwarves”,

“sins” or “days”.

Blue House Table Computer Friend
Peace Glass Marriage Sea Love
Cat Music Fire Seven Video
Father Food Remote Fast Door

Table 4.2 - Associative keywords

e ImagePIN. The user had to select five images from a number of icons, by
clicking on them with the mouse. Later authentication would work by the
user reselecting the same images in the correct sequence (images are shown in
Figure 4.1). Limiting the selection to five images meant that the resulting
ImagePIN would not be considered as resilient to brute force attack as the 6-8
character passwords that are typically recommended. However, when viewed
as an alternative to a traditional 4-digit PIN, as used with ATM cards and such

like, the concept was considered to offer some useful potential.
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Figure 4.1 - Profiler system (showing associative questions and ImagePIN screens)
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After the profile had been created, a short training exercise was performed using the
second program, the Authenticator, in order to familiarise the users with how the later
authentication test would work. After this, it was up to the participants to attempt to

remember the details they had provided in order to perform the later authentication tests.

4.2.2 The Authenticator

The authentication tests took place one month after the initial profiling, with the aim of
assessing whether the participants were able to adequately recall the information that they
had previously provided during profiling and thereby authenticate themselves successfully.
The interface of this system was very similar to that of the Profiler, and two aspects are

illustrated in Figure 4.2.
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test (0 continue. | T ==
- -
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carecty.
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Figure 4.2 - Authenticator system {(showing welcome and cognitive question screens)

In the case of the PIN, Password and ImagePIN methods, the participant was directly asked

to provide the same information as originally profiled. For the cognitive and associative
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methods, however, they were asked to answer five randomly selected questions out of the
twenty that had been profiled in each case. This was considered to represent a good
simulation of how such question and answer authentication techniques would be

implemented in practice.

4.2.3 Participant questionnaire

Following the authentication test, all the participants were asked to complete a
questionnaire, in order to determine their regular exposure to user authentication
methods in other contexts and to assess their views about the different methods under
trial. The key information collected from the participants was the ranking of the
trialed methods according to the perceived user friendliness, level of security, and

overall preference (although several other questions were also asked).

A total of 27 participants were involved in the profiling and subsequent authentication
testing, and the results of the study are described in the next section. While the number of
participants was small, this did allow for baseline comparisons to be made between the

different authentication techniques.

4.2.4 Experimental Results

The results presented here consider the effectiveness of the techniques that were observed
in the practical trial, as well as the participant’s subsequent opinions in relation to the
methods. It should be noted that, in the discussions and graphs that follow, the percentage

figures have been rounded to whole numbers.
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The practical evaluation began by examining the participant’s performance in relation to
the password and PIN methods. The results indicated that 70% of the participants had
succeeded in authenticating themselves using passwords, and a similar proportion (67%)
were successful using the PIN based method. Although these results initially appear very
encouraging from the perspective of the participants being able to accurately recall the
details after an absence of a month, the results of the accompanying survey revealed that a
significant number of people had not followed the request to use different passwords and
PINs than the ones normally used in other applications. In fact, only 56% used different
passwords and 41% used different PINs. Within these subgroups, the authentication
success was markedly lower - 53% of them succeeded in the password test and only 36%
in the PIN version. By contrast, within the subgroups that used the same details as in other
systems, 92% of them succeeded with passwords and 87% succeeded with PINs, so these

figures can be considered to have artificially inflated the overall results.

In the cognitive and associative question tests, the participants were presented with a
random selection of five questions out of the twenty that they were profiled for.
Authentication was judged to be successful if all five questions were answered correctly.
With the cognitive questions, a success rate of 59% was observed, whilst a number of
further participants did succeed in answering a proportion of the questions presented to

them. The distribution of correct answers in the cognitive test is shown in Figure 4.3.
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respondents had chosen the word “control” as the associative response to the keyword

“remote”,
Keyword Frequent word associations
Blue Sky (41%), Sea (15%)
House Big (15%)
Table Food (22%)
Computer Work (11%), Game (7%), Internet (7%)
Peace War (15%)
Glass Wine( 22%), Broken (11%)
Sea Blue (11%)
Love Hate (11%), Marriage (7%)
Music Rock (15%), Dance (7%)
Fire Red (11%), Alarm (11%), Engine (7%)
Seven Film (15%), Seven (7%), Days (7%)
Video Games (11%), Movie (11%), Tape (7%)
Father Mother (19%), Names (15%)
Remote Control (44%)
Fast Food (22%), Car (19%)
Door Key (11%), Open (11%), Closed (7%)

Table 4.3 - High frequency associative responses

For the final technique, the ImagePIN, the participants had to recall their graphical PIN by
reselecting the original icons in the correct order, with 63% being successfully
authenticated. Even though the implementation of the method offered the participants the
opportunity to somewhat undermine the security by selecting the same icon five times,

only two participants actually did this.

Figure 4.5 summarises the overall results of the authentication tests, indicating the
percentage of respondents who would have been successfully authenticated using each of

the methods.
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questions). Further points noted about the cognitive technique were the relatively time
consuming nature of the profiling phase, in which the participants had to provide answers
for all 20 questions. In addition, several participants expressed concern about the nature of
the information that was requested, and were reluctant to provide genuine answers to the
questions during the trial for fear that the information might be accidentally divulged.
Particularly notable questions in this respect were in relation to mother’s maiden name (a
commonly used identity verification question in other contexts, such as bank accounts),
place of birth, and age of first kiss. Overall, however, this method was ranked relatively

high in terms of perceived user-friendliness and security.

The associative approach proved to be weak as an authentication method, with the
performance of the participants (4% success) suggesting that it cannot deliver an adequate
level of effectiveness. It is considered that this poor performance can in part be explained
by the fact that users still have to remember potentially abstract information (as opposed to
the more recognition-oriented approaches of cognitive questions), placing more or less the
same demand on their memory as the password method. In addition, the results raise
questions over the level of security that the approach would provide — the fact that many
participants chose the same word associations suggests that the method would be
vulnerable to attackers attempting to guess the likely associations. At the very least, this
requires that more care must be taken in the selection of the keywords, to ensure that none
of them have obvious first-choice answers. A previous study of the same basic method
reported a far higher success rate, with an overall average 69% recall after a period of three
months (Haga and Zviran 1991). It must be noted, however, that there was a significant
difference in the experimental procedure in this case, as participants were asked to select

their own keywords, as well as the appropriate associative responses.
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The ImagePIN approach demonstrated positive results in the authentication phase, with
63% success, placing it very close to the results observed for passwords. This result is
partially explained by the findings from previous surveys, which have shown that people
tend to have less difficulty in recognising previously seen pictures than they do in recalling
passwords or phrases from the memory (Bensinger, 2000 & Sasse et al., 2001). In addition
to its practical effectiveness, the ImagePIN scored well in terms of user acceptance, which
was considered to bode well for the rating that it might receive if users were given
additional time to familiarise themselves with it. Another point worth noting is that the
ImagePIN method as implemented for the study was rather crude, with a set of standard
Windows icons having been used as the selection of available images. With more
consideration given to the number and range of images available, it was considered likely
that the perceived user friendliness of the approach could be further improved. Having
said this, there was also a fairly high proportion of respondents who put it as their clear
least favourite, whereas most of the other methods did not elicit such strong negative

opinions.

Although some techniques suggested themselves as potential alternatives to standard
passwords and PINs, it does not necessarily follow that they would make good replacement
methods in all contexts. For example, the use of cognitive questions could potentially be
too time consuming as a regular means of login authentication. The technique could,
however, provide a good secondary level of authentication, which could be invoked in a
number of scenarios (e.g. when a user tries to perform a sensitive activity, in response to a
suspected masquerade attack, or simply at random intervals). Image based authentication

techniques could be more easily implemented as an initial login technique, but their
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applicability would be limited to systems that are able to offer sufficient graphical displays

(e.g. mobile phones, Personal Digital Assistants and Automated Teller Machines).

With the exception of the associative approach, the practical effectiveness of the
techniques was closely comparable. However, in terms of the overall preference, the
known and familiar methods of passwords and PINs were, perhaps unsurprisingly,
favoured. However, as indicated previously, if passwords and PINs were used in a secure
manner (in accordance with guidelines) it is likely that the acceptance rates for these
methods would decrease. If the previous arguments and evidence regarding the
weaknesses of these methods are accepted, then it may be reassuring to consider that the
cognitive and ImagePIN methods are already comparably effective from a user recall
perspective, and given further training and exposure these methods may gain greater

acceptance.

Although the initial results are encouraging the judgements relating to user-friendliness of
the methods were based on a relatively brief level of exposure to the question and answer
approaches and the ImagePIN method. The next section describes a longer-term trial in
which participants used two of the alternative methods in day-to-day operations, in place of

their normal passwords or PINs.

4.3 A Longer Term Study Of Alternative Methods

While the initial trial had primarily assessed the effectiveness of the methods (i.e. the

users’ ability to recall the necessary information), the aim of the second trial was to
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evaluate the long-term user acceptance of the most promising of the alternate approaches,
namely cognitive question and Image-PIN, with each technique being used in practice for
several weeks (the associative question approach was not considered due to its weak
performance in the first trial). For example, some users who initially found one or other of
the new methods attractive might change their view in the longer term, whereas others who
might have initially preferred passwords could come to prefer one of the alternatives once

they became more familiar with it.

4.3.1 The Profiler

The software implementation of the profiler was based upon that used in the previous study
(described in section 4.2.1) with some cosmetic changes to the interface of the ImagePIN
approach. The original implementation had used relatively small, iconic images, which
some participants had commented were not very meaningful, and so it was considered that
using larger, more colourful images would aid their recall. The use of larger images has
some drawbacks; most significantly it increases the potential for “shoulder-surfing” (i.e.
the act of observing a user over the shoulder). It would, therefore, be necessary to
introduce further safeguards to ensure the security of the chosen images in a typical office
environment. It would also be necessary to consider the selection of images carefully in a
live environment to ensure there is no link between an end-users lifestyle/hobbies and the

available image library. The images used for this trial are pictured in Figure 4.9.
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mechanisms on trial, the execution of the authenticator program was added as a scheduled
task on participating systems. This ensured that the program would run automatically and
remind the user to participate. However, in order to ensure that the program did not
become unnecessarily intrusive (e.g. interrupting the user in the middle of important work),
there was nothing to prevent users from terminating the program without actually entering
any information. It is possible that some users may have chosen to close the program
rather than respond to a specific, inconvenient, authentication challenge; however, the
benefits of allowing users to terminate an inconvenient challenge in this trial were

considered to outweigh the drawbacks of alienating test subjects.

Following the authentication trial periods, the acceptability and robustness of the
techniques was assessed by means of a questionnaire. Key points of information collected

included indications of:

e the perceived user friendliness of the techniques;
e the perceived security of the techniques;

e which, if any, of the trialed techniques could replace existing ones.

The trials were conducted for a total of ten weeks, split equally between the two alternative
methods. 19 participants took part in the first stage, but unfortunately one user was not
able to provide responses to the second stage and the subsequent questionnaire. The
participants were primarily male post-graduate research students, in the 25-30 year age
group. Although this represented a fairly limited sample from which to draw definitive
conclusions about the methods, it was considered to provide a suitable basis for

determining general results to accompany those from the initial study. In addition, the fact
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that all participants came from a computing background meant that they were well-versed
in the use of the traditional authentication mechanisms against which they would be asked

to contrast the new approaches.

4.3.3 Experimental Results

Despite concems, it was discovered that each of the participants made a suitable degree of
use of each approach (rather than simply choosing to close the authenticator application),
with the cognitive question method being attempted an average 25 times per user, and the
ImagePIN being used an average of 21 times per user. These figures correspond to
approximately one use per participant per day, and are considered to be a sufficient basis
for the participants to offer more informed opinions about the suitability of the methods as
they would have had a similar level of exposure to the new techniques as currently

experienced with typical username/password authentication.

Before considering the opinions, it is relevant to consider how effective the methods
proved to be from an authentication perspective. In the cognitive question trial, the
criterion for successful authentication was to correctly answer all five of the questions
asked randomly by the program. The results indicated that 64% of the participants had
succeeded to authenticate themselves using the cognitive question method. This was
actually a slight improvement on the effectiveness observed in the original study, in which
the cognitive question approach scored 59%. Nonetheless, the results still showed that
some users had problems in memorising the required information, even though it was
related to personal details. Figure 4.11 shows how the distribution of correct answers

broke down across the sessions. Unexpectedly, it was founded that factual questions were
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flagged issues that would be unlikely to be genuine considerations in practice. Nonetheless,
the fact that such comments were made even within a small sample population suggests

that similar misconceptions could also be reflected within a wider user community.

In the case of the cognitive questions method, individual opinions suggested that it would
be easy for impostors to acquire the required information by social engineering (e.g.
having brief conversations with the user, or friends of the user in order to find answers to
the questions). Set against this, however, is the fact that an impostor must know all the
answers in order to guarantee successful access to the system, because the questions are
presented randomly to the user. In addition, even if the attacker found the answers, they
must also know how they were typed in the profile stage (e.g. for the question “How many
cousins do you have?”, did a user with three cousins enter their answer as “Three”, “three”,

or “3”)'

A problematic aspect of the cognitive question approach was that it was considered to be
too time consuming, ruling it out for login authentication, and suggesting that it should
only be used where higher security requirements justified the effort. Another valid point
was that basing the authentication on factual information meant that answers would be
impossible to change if the method was compromised (i.e. users cannot simply change
their answer to a question such as “What is your mother’s maiden name?” in the same way
that they could change a password). This would mean that the questions themselves would
have to change as well. As such, investigation of how well users are able to adapt to
changing questions would be another valid avenue of further research arising from this

study.
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In the context of the ImagePIN, there were several comments about the user interface.
Participants suggested that the method should have more image grids or different images
for selection, as well as better images, and the option to choose individual images in order
to complete the grid. Addressing these factors would have the potential to improve the
level of user acceptance. Further potential refinements could consider the random
positioning of images (as previously mentioned), or the use of a static subset of images
from a much larger collection so that users could select their preferred images (i.e. the user
would select 20 images from a large collection and then select their ImagePIN from the
subset — for authentication, only the subset would be presented, this would allow a user to
select similar images that are only distinct to them). If a much larger set of images were
available, authentication could be conducted with a randomly selected range of images (e
4 or 5 valid images with a number of random invalid images). Another refinement could
involve selecting each image individually from a random group of images. This would
increase the number of invalid images for each part of a 4 or 5 image PIN and thus increase
the number of combinations (e.g. a 5x5 grid of images shown five times would give a total
of nearly ten million combinations). However, randomising the images in this manner
could adversely affect the usability and acceptance of the technique as there would be an
increased delay while the user identified the position of the image(s). A potential solution
to this would be to reduce the number of images presented (with a subsequent impact on

the level of security of the method).

Although many participants appeared to consider the ImagePIN vulnerable to compromise
by guesswork, it is worth noting that the probability of a properly selected sequence being
broken by this means is 0.000000041. However, the clear problem from practical

experience was that many users did not select appropriate sequences, leading to the
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conclusion that the implementation of such a technique could be a high risk for security-
unaware users. As with all access control systems, if the authentication mechanism is too

difficult or inconvenient to use, end-users will find ways to subvert the system.

Given the inherent difficulties in the above methods (spelling mistakes, forgetting images
etc.), all of the proposed methods could suffer from some of the same issues that make
passwords weak, namely that users will forget their login details and may have to wnte
them down. Preventing users from doing this may increase the loading on administrators
with users requesting ImagePINs to be reset, or answers to be retrieved. To resolve this,

users need education in appropriate selection of their authentication responses.

4.4 Conclusions

The two trials described in this chapter have provided interesting results regarding the use
of alternative secret-based authentication techniques. The first trial suggested that longer
exposure to the methods would allow a more accurate impression of user acceptance to be
gained. The second study demonstrated that longer exposure to the methods can improve
both acceptance and the rate of successful authentication, suggesting that each of the
techniques offers some potential as a replacement or supplementary authentication
mechanism. However, none of the evaluated techniques appeared to represent an ideal
solution that could consequently be used to replace traditional passwords and PINs for all
users in all contexts. In addition, full-scale implementation of the techniques could still be

hampered by the ways that people can potentially misuse them.
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In parallel with considering alternative authentication methods, there is also a need for
improved user education, both in terms of selecting appropriate information to act as their
authentication secret, and also in appreciating the level of security offered by different
techniques. The solution to login authentication lies not just in technical implementations,

but also in the way end-users interact with the measures employed.

The results of these trials suggest a number of further research projects that will be

discussed in more detail in chapter 9.

Having evaluated these approaches, it is clear that software-based approaches are popular
with users and could compare favourably with passwords if implemented properly. The
results do, however, indicate that users still had difficulty in selecting both unique and non-
predictable secret information. This again serves to reinforce the fact that users frequently
undermine authentication systems through ‘misuse (albeit often inadvertent). In order to
build on the use of software-based techniques, whilst moving away from secret-based
methods, the next chapter presents the use of keystroke analysis as an alternative
authentication mechanism to the traditional username/password, before considering a

similar trial to evaluate the use of keystroke analysis in chapter 6.
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5.1 Introduction

Chapter 3 identified the need for a method of transparent continuous user authentication,
with the respondents indicating a preference for a method based upon keystroke analysis.
Before looking at the keystroke analysis methods, alternative software-based
authentication techniques were evaluated and described in the previous chapter — this
chapter determined that alternative secret-based authentication has potential but may best
be applied as a response mechanism for specific authentication challenges. This chapter
summarises the potentiat approaches to keystroke analysis, presents a novel method based
on application-specific user profiling and considers the use of multiple metrics to create a

composite supervision system.

The concept of keystroke analysis is by no means a recent development. Previous work,
published in 1980, first identified the profiling of key-presses as a potential method of user
authentication {(Gaines et al, 1980). Since then a number of research projects have been
conducted to evaluate different methods of data gathering (using a range of operating
systems and considering a variety of metrics) and post-processing techniques (ranging
from purely statistical to Al/neural network approaches). Later in this chapter these

projects are summarised and compared.

Before looking at the results of previous work in this area, it is first necessary to determine
which characteristics of typing are viable for profiling and authenticating against. Previous

studies have identified a selection of data acquisition techniques and typing metrics upon
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which keystroke analysis can be based. The following section summarises the basic

methods and metrics that can be used.

5.2 Metrics

There are a variety of possible keystroke metrics that can be profiled as the basis for
subsequent comparison. The main methods are based on timings between consecutive
keystrokes, and consider either the latency between two consecutive keypresses (digraphs)
or three consecutive keypresses (trigraphs). Other possibilities include the mean typing

and error rates.

+ Digraph latency - Digraph latency is the metric that has traditionally been
used for previous studies. This measures the delay between two
consecutive keypress events that are produced during normal typing (e.g.
when typing the word ‘THE’ two digraph timings can be generated - T-H
and H-E). Given a suitable volume of digraph samples the character
distribution of the English language will ensure that a range of commonly
occurring digraphs will be generated that can subsequently be profiled. In
most cases, some form of low and high pass filter is applied to remove

extraneous data from the session/profile data (discussed in section 5.5.1).

« Trigraph latency - Trigraph latency extends the previous metric to
consider the timing for three successive keystrokes (e.g. T-H-E). Spaces
are usually ignored — e.g. the word THERE could generate three trigraph

samples, T-H-E, H-E-R and E-R-E, with the final trigraph R-E-[space]
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ignored. As with digraph latencies, the application of a low and high pass
filter is usually required. It should be noted that the occurrence of
trigraphs (and digraphs) would normally comply with the rules of English
— i.e. T-H and T-H-E are likely to be the most commonly occurring.
However, as new words (and in particular acronyms) are introduced these
distributions may change. For example, the introduction of the world-
wide-web has introduced the trigraph W-W-W that would have been
unlikely to occur twenty years ago. It is probable that over time, the
distribution of digraphs and trigraphs will change and as such, any system
that relies upon these measures will also have to change (i.e. profiles will

have to undergo periodic refinement).

Keyword latency - Keyword latencies consider the overall latency for a
complete word, or may consider the unique combinations of
digraph/trigraphs in a word-specific context. The use of keyword
latencies allows not only profiling of commonly occurring words, but also
the ability to monitor words that could be interpreted as commands to the
operating system or applications running on the system — i.e. a command
with a high misuse risk (e.g. delete or format) could be specifically
monitored or a specific function in an application (e.g. entering an

application-specific command with a high risk consequence).

Keystroke duration — Keystroke duration considers a different metric to
that of the digraph and trigraph latencies. This approach considers the

duration of each individual keypress (i.e. the time between the key-down
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and key-up events for a single key as opposed to the latency between
two/three key presses). While this approach is worthy of investigation, it
does introduce significant limitations. 26 letters of the alphabet provide far
fewer profile-able characteristics than digraphs — with a maximum of 676
(26*26) discernible values. The actual number of digraphs encountered in
typed language is likely to be less than this as certain digraphs do not
commonly occur {(e.g. ZZ, QA). It is also likely that the keypress duration
will be less variable than digraph latency as there would be no hand
movement or changes between hands in the keypress duration — unlike the

digraph latency.

Keystroke pressure — Keystroke pressure relates to the level of pressure
applied for each keypress. It is not possible to obtain pressure values from
a standard computer keyboard, and as such the use of a customised
keyboard specifically designed to produce pressure values in addition to
the usual keypress would be required. While this approach may have
some potential, the need for a modified keyboard makes this inappropriate

for practical use.

Mean typing rate — Whilst this may not be user specific, it may be
possible to classify users into a generic category, according to their typing
ability, which can then be used as an additional authentication method or

potentially to set filter thresholds.
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+ Mean error rate — Finally, the mean error rate can be used to provide an
indication of the competence of the user during normal typing. It might
also be feasible to evaluate a users’ typing errors — e.g. certain users may
mistype the same word or words consistently. As with the mean typing
rate, individuals could be classified according to their typing ability and

hence evaluated based on their average typing accuracy.

While the final two metrics indicated above are unlikely to provide a suitably fine-grained
classification of users for direct authentication judgements, they may be used to provide a
more generic set of user categories that can contribute to a combined measure. The
environment in which they are used will determine the usefulness of such non-specific
metrics. For example, monitoring typing speed and error rate within a pool of touch-
typists would be of little value, as there is unlikely to be any significant deviation between

each user’s profile.

5.3 Collection methods

In addition to the variety of metrics that can be recorded, there are also variations in the
methods of data collection. The following list presents a number of ways in which user-

typing patterns can be acquired and subsequently used for authentication purposes.

« Static at login — Static keystroke analysis authenticates a typing pattern
based upon a known keyword, phrase or some other pre-determined text.

The captured typing pattern is then compared against a profile previously
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recorded during system enrolment. Static keystroke analysis is generally
considered to be an initial login enhancement as it can supplement the
traditional username/password login prompt, by checking the digraph
latencies of the username and/or password components (i.e. authenticating

the user on the basis of both what they typed and how they typed it).

Periodic dynamic — Dynamic keystroke analysis authenticates a user on
the basis of their typing during a logged in session. The captured session
data is compared to an archived user profile to determine deviations. In a
periodic configuration, the authentication judgement can be intermittent;
either as part of a timed supervision, or, in response to a suspicious event
or trigger. This method provides distinct advantages over the static
approach. Firstly, it is not dependent upon the entry of specific text, and is
able to perform authentication on the basis of any input. Another factor is
the availability of data; in static keystroke analysis, the range of digraphs
and frequency of their occurrence is likely to be significantly limited
compared with a dynamic approach. Even an inexperienced typist is
likely to produce sufficient digraph pairs to allow an authentication
judgement to be derived. This is an important factor as it is necessary to

have a large volume of keystroke data in order to generate a user profile.

Continuous dynamic — Continuous keystroke analysis extends the data
capturing to the entire duration of the logged in session. The continuous
nature of the user monitoring offers significantly more data upon which to

base the authentication judgement. With this method it is possible that an
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impostor may be detected earlier in the session than under a periodically
monitored implementation. On the downside, however, the additional
processing required will add to the computational overhead of the

supervision system.

Keyword-specific -~ Keyword-specific keystroke analysis extends the
continuous or periodic monitoring to consider the metrics related to
specific keywords. This could be an extra measure incorporated into a
monitoring system to detect potential misuse of sensitive commands. For
example, under a DOS/Windows environment it may be appropriate to
monitor the keystroke metrics of a user attempting to execute the
FORMAT or DELETE commands. This could represent a significant
enhancement, as a command with a high misuse consequence (e.g. DEL
* ¥) is unlikely to cause sufficient profile deviation when observed from a
system-wide context, due to the limited selection of digraphs. By contrast,
static analysis could be applied to specific keywords to obtain a higher

confidence judgement.

Application-specific — Application-specific keystroke analysis further
extends the continuous or periodic monitoring. Using this technique, it
may be possible to develop separate keystroke profiles for distinct
applications. For example, a user may be profiled separately for their
word processing application and email client as a user may type

sporadically in response to emails while word processing generally has
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prolonged periods of continuous typing. The potential of this new

technique is discussed in more detail in section 5.7.2.

It should be noted that all of the above techniques and metrics could be implemented on a
standard PC platform, without the need for special hardware (e.g. the only requirements are
a PC and the ability to run the monitoring software). This offers a significant advantage
over other alternative authentication and supervision techniques (discussed in Chapter 2),
as a standard keyboard is present on almost all PC’s. However, this approach is not
without its drawbacks and thought must be given to the ethical and legal questions that

may arise when proposing such close supervision of computer users.

5.4 Methods of implementation

The actual methods of collecting and subsequently verifying user keystroke data vary
depending on the operating system on which the collection is to take place and also upon

the nature of the characteristics being monitored.

There are three potential methods to obtain keystroke data:

e Custom application — this method can be used to provide a custom front-end
through which a user’s typing patterns can be assessed programmatically or
added to an existing application to provide context-sensitive analysis of user
interaction. This could, for example, be used to demonstrate the concept of

keystroke analysis by presenting the user with a user interface in which they
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would be required to either type pre-determined text (e.g. a password) or
allowed to type freely. Depending on the operating system, this may require
substantial coding to obtain the necessary signals indicating the keypress
events. This method is limited in its operation, as it will only monitor typed
content within the specific application. As such, its use is restricted to
enhancing security within an applicati(_)n or to act as a response to a security
issue — i.e. to request the user to authenticate with a stronger confidence than

password only.

Modification of operating system — this method is considerably more involved
than the previous approach as it requires an understanding of the underlying
operating system. Using this approach it is possible to replace the login
authentication presented under Microsoft Windows (by modifying the
GINA.DLL that provides the graphical user interface for the login prompt as
part of the Graphical Identification and Authentication services under
Microsoft Windows). This process is applied in the Windows software
product BioPassword described in chapter 2 and illustrated in Figure 5.1. This
method has distinct advantages in that no specific user action is required in
order to authenticate as the process of keystroke analysis is integrated into the
traditional login prompt. As with the previous method, this approach is
limited in its scope as it would only be activated on login (or when the
terminal is locked or the screensaver deactivates — assuming such options are

available and are enabled).

100



Chapter 5 : Approaches to Keystroke Analysis

mﬂma

| e e —— 7 o= [ —— —

User name; | #ebrks |

I rl:mm:ml l

| oK " Carce! I Options >>

Password:

-'.Q--u_

h

_BIOPASSWORI

Figure 5.1 - Biopassword login screen

o Capturing keystroke data — this method uses a custom application to
effectively sniff keystroke activity by intercepting keystroke messages (under
Windows) or by redirecting pipes (under Unix/Linux). The appropriate
software to enable logging of the keystrokes then processes these messages.
This approach is considered the most flexible (and hence appropriate) of those
outlined in this section because it can be implemented in a completely
transparent manner. This approach will be discussed in more detail in chapter

6 where a prototype system is described.

5.5 Processing Keystroke Data

Once the keystrokes have been obtained (using one of the methods outlined in the previous
section, it is necessary to filter the keystrokes (to remove low and high latencies) and to

then perform post-processing to extract data on which to base a user profile.

101



Chapter 5 : Approaches to Keystroke Analysis

5.5.1 Filtering

For most implementations, some form of low and high pass filter is required to remove
extraneous samples from the session/profile data. Low pass filtering is important as it
ensures that undesirable typing characteristics (e.g. stuck keys or repeated key-scans) are
eliminated from the profile. The use of a high pass filter helps to ensure that excessively
long digraph timings (which could be indicative of a distraction during typing) are also
eliminated. The use of such filters could of course have negative side effects — i.e. an
impostor or masquerador could attempt to bypass security (given appropriate knowledge of
the system) by typing commands so slowly that the high pass filter would ignore the
majority of keypresses. To remedy this, it would also be necessary to monitor the

proportion of filtered digraphs to ensure that a number of consecutive incidents are flagged.

In addition to the filtering of low and high timings, intelligent filtering is usually needed
(for all methods) to remove certain control keys (i.e. the function keys F1-F12, CTRL and
ALT keys etc.) as these are unlikely to provide any meaningful contribution to the profiled

samples.

5.5.2 Post processing and comparison

This section considers the issues of post-processing and comparison from a digraph-centric
perspective. However, it should be noted that all the points raised are equally relevant to

trigraph and keyword-based profiling.
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Once the data is gathered it is necessary to process the raw keystroke samples to provide a
comparative profile against which session data can be compared. The production of a
profile is not an insignificant task. If the approach being taken is purely statistical, the data
must first be cleaned to remove sample outliers that may affect the range of valid values
for each profiled digraph/trigraph — to tighten the distribution for each profiled digraph (as
described in the previous section). Once the data is cleaned, the profile is generated based
on the valid data obtained from the user. One method (described in more detail in chapter
6) involves the production of a mean and standard deviation for each digraph recorded
(although there are other statistical techniques employed by the studies described in the
following section). Once a reference profile has been created, subsequent user data can be
compared on a digraph-by-digraph basis against the reference profile, recording the
deviation from the expected typing patterns. The output of such a comparison could be a
simple count of accepted versus unaccepted digraphs, but could also consider the number
of consecutive matched, unmatched, accepted and rejected samples (matched and
unmatched refers to samples where a valid digraph profile does or does not exist —i.e. the

user profile may not have a recorded entry for a specific digraph pair).

An alternative to the statistical approach is to use a neural network method. To use a
neural network approach, the data is split into two parts. The first part of the data would be
used to generate a profile — typically selecting the top » occurring digraphs for the user and
then feeding each digraph timing through a neural network. Once the network is trained
using the first data set, the second set can be used to verify and improve the network’s
performance. Finally, the data from other users can be fed through the same network to

determine the false acceptance rate for the users’ profile. The output of this method would
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normally be a classification accuracy — i.e. the confidence that the sampled data matches

the expected users’ profile.

Both of these methods have been considered by a number of trials investigating the use of
keystroke analysis utilising digraph samples (a selection are listed in Table 5.1). However,
there are significant problems with the use of either method. A purely statistical approach
relies upon sufficient data being available to allow a profile to be generated — if too little
data is present, the accuracy of the profile will be jeopardised as the deviation for each
profiled digraph could be very high (more samples are nceded to make the high/low
timings less significant). The neural network approach requires a reduced subset of
digraphs (typically choosing the n most commonly occurring) as any increase in the
number of inputs to the neural network (where one input is required for each profiled
digraph) increases the complexity of the networks and the time taken to process the data.
This results in a trade-off between reducing the number of inputs to speed up the data

processing while ensuring enough data to accurately authenticate a user.

The neural network method, while limited by the volume of data collected in keystroke
analysis, may be able to identify patterns in user profiles (i.e. identifying distinguishing
digraphs for each user) that would be missed by a purely statistical approach. While not
considered in the first trial described in chapter 6, the use of neural networks will be

revisited in chapter 8.
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5.6 Summary of previous work

The idea of using keyboard characteristics for authentication is not unique, and there have
been a number of previous published studies in the area. To date, however, virtually all
published studies have focussed upon static or context-independent dynamic analysis,
using the inter-keystroke latency timing method. From the earliest studies in 1980 (Card et
al & Gaines et al), the focus has been on the analysis of digraph latencies. Later studies,
such as those by Joyce & Gupta (1990) and Mahar et al (1995) further enhanced the work,

identifying additional statistical analysis methods that provided more reliable results.

In Legget et al. (1991), the concept of dynamic keystroke analysis was first proposed, with
the introduction of a reference profile that could be used to monitor a live user session.
Brown and Rogers (1993) also explored the idea of dynamic analysis, presenting

preliminary results.

A summary of some of the main results from studies to date is presented in Table 5.1
below, which illustrates the effectiveness observed (in terms of false acceptance and false
rejection errors), as well as the type of keystroke analysis technique employed

(digraph/trigraph etc.) and the analysis approach taken (statistical or neural network).

As can be seen from Table 5.1 the range of results shows the inherent unreliability of the
keystroke analysis approach — with large variations in both FAR and FRR rates. It can be
observed that in almost all cases, the FAR rates have either been fixed at 0% (optimising
the system under test to reject all known impostor activity) or have been less than 10%

(less than 1 in 10 impostors would be authenticated by the keystroke analysis system).
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However, with some experiments producing FAR rates in excess of 10% it is clear that the
previous work in the area has still not entirely addressed the problem of false acceptance.
As different organisations will have differing security requirements, there is no single FAR
rate that will prove acceptable to all — while all organisations will aspire to 0% FAR, it is
unlikely to be feasible due to the inverse relationship with the FRR rate (Figure 2.2) and
the consequent affect on user attitudes and opinions when high rejection rates are
encountered. Several studies have forcibly fixed the FAR to 0% by optimising the
software to reject all impostor attempts during the experiment run. However, this can only
be achieved at the expense of the false rejection rate. By fixing the FAR at 0%, the system

has to be much more precise about accepting a login attempt — this results in an increased

FRR.

Authors Method Participants %FAR % FRR
Umphress & Williams (1985) Digraph o o
Static Statistical 17 6% 12%
Legget & Williams (1988) Digraph o
Static Statistical 17 3% 3:3%
Joyce & Gupta (1990) Digraph
Static Statistical 33 0.25% 16.67%
Bleha et al. (1990) Digraph 10 (profiled) o
Static Statistical 26 (comparison) 2.8% 8.1%
Legget et al. (1991) Digraph . 5% 5.5%"'
'Static, Dynamic Statistical 128%?% | 11.1%?
Brown & Rogers (1993) Digraph 4.2%"
'Group 1, *Group 2 Combined Neural 25' 7212 0% 1" 5(; 2
Static Network & Statistical e
Napier et al. (1995) Digraph 67 29.5%/3.8%
Static Statistical (FAR + FRR)
Mahar et al. (1995) Digraph 67 35%/17.6%
Static Statistical (FAR + FRR)
Furnell et al. (1996) Digraph o | or |
'Static, 2Dynamic Neural Network " 26 8? 2 7,,A’ 2

VNS 15% 0%
Statistical
Guv_en and Sogukpinar (2003) Dlgmph 02 1% 10.7%
Static Statistical

Table 5.1 - Previous keystroke analysis studies
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The effect of an increased FRR is not so obvious when considering the classic C-1-A trio
(Confidentiality, Integrity and Availability) as usually the only impact is on the latter,
availability. Forgetting or mis-typing a password is a common occurrence and as such
users may be somewhat forgiving of a system that asks them to re-type their password.
However, if the supervision system is reliant on keystroke analysis it is not what the user
types but fiow the user types that is important. A user is likely to become annoyed and
confused at having to retype the same authentication details knowing that they are typing
in the correct information. If the user is unaware that the system is also monitoring how
they are typing this could result in poor acceptance of such techniques. As such, it is
important to attain a balance between the two, or, to optimise the FAR to 0% whilst

minimising the FRR to as near to 0% as possible.

There is also an issue of logged data size with the experiments summarised in Table 5.1. It
is difficult to make direct comparisons based solely on the error rates without considering
the size of the acquired data sets. While all the experiments listed provided details of the
number of participants (ranging from 10 to 67), none provided details of the size of the
sampled data. Without this information, the comparisons made between studies can only
be based on the statistics available; namely the error rates, analysis method and number of
participants. It is possible that the experiments achieving the best error rates could have
been based on more samples than the others - in theory providing a broader range of

samples on which to base a profile.

It should be noted that Table 5.1does not fully reflect the entirety of published work in this
domain, as a number of papers did not provide results in an appropriate format (i.e. the

outcomes of the trials did not specify overall acceptance/rejection rates).
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5.7 New approaches

The previous section summarised a range of published trials considering the application of
keystroke analysis using digraph samples. [t has already been indicated that there are other
metrics that can be considered and the following sections will discuss the use of trigraph,
keyword and application profiling. While these new approaches are not used in the initial
trial described in the next chapter, the larger trial discussed in chapter 7 considers these

methods in a practical implementation.

5.7.1 Trigraph/keyword profiling

Previous works have concentrated on the use of digraph profiles to authenticate users’
typing patterns with few suggesting the possibility of using trigraphs - combinations of
three characters (Song et al, 1997, Bergadano et al, 2002) or keywords. The use of trigraph
profiling presents a wider range of available profile samples (i.e. the English language
provides more three character combinations than two character) and also improves the
likelihood of obtaining a wider range of timings (i.e. short digraph timings would be
removed using the low pass filter whereas with trigraphs it is probable that a short timing
on the first and second characters could be offset by a longer timing on the second and
third character timings. It would still be necessary to have a high/low pass filter to cut off
the extreme outliers, but this should still leave enough samples on which to base a profile.
The same process applies to the application of keyword profiling; this could either be
based upon a subset of commonly occurring words or based on specific rules (e.g.

username or password)
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Once enough data is gathered, it is likely that trigraphs would be evaluated in the same
manner as digraphs, either adopting a statistical approach or using a neural network

method (with a reduced range of trigraphs).

5.7.2 Application profiling

A further variation in the data analysis can be introduced through the consideration of
application specific keystroke profiles. If we accept from previous work that individual
users have a distinct typing pattern, it can be hypothesised that an individual’s typing
pattern may also vary depending upon the application in use. For example, a user
participating in a chat session may type in a fairly relaxed conversational style, while the
same user may type in a significantly different way when producing a document. As such,

it may be possible to base an authentication judgement based on keyword timings.

Word Processor
(e.g. Word)

Web Browsing
(e.g. Intemet Explorer)

Instant Messaging
{IM} (e.g. Messenger)

Keylogging
Software

—7\

e
Word Profile |E Profile

Figure 5.2 - Application profiling
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5.7.3 Numeric profiling

It should also be noted that certain categories of user might use the numeric keypad for
large quantities of data entry. Under these circumstances the volume and diversity of the
keystroke digraphs will vary tremendously when compared to the more usual alphanumeric
typing encountered with most user profiles. Previous research has been carried out in this
area (Ord & Fumell, 2000), which has shown that analysis of numeric keystrokes can
provide a viable authentication measure. This is an area receiving on-going attention

through a separate research project in the Network Research Group (Clarke et al, 2003).

5.7.4 Composite keystroke dynamics

The results shown earlier in Table 5.1 demonstrated that the concept of keystroke analysis
is feasible as an authentication mechanism. However, these trials were limited and
provided variable results. While the approaches outlined in this chapter have focussed on
the application of a single latency measure (i.e. using a digraph, trigraph or keyword
method) it may be possible to obtain better results using a composite approach. By
combining the confidence measures of multiple metrics (e.g. monitoring digraphs and
trigraphs), coupled with monitoring specific keywords (e.g. the typing patterns for high-
risk words — format, delete etc.), it may be possible to provide a higher level of confidence
in the authentication of the user. The potential for this method will be considered further

in a practical implementation in chapter 7.
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5.8 Conclusions

This chapter has considered the range of metrics available for monitoring keystroke
analysis and the methods for processing such data. A number of possible additional
measures have been identified that could be employed to improve the performance of

digraph-only keystroke analysis.

The following chapter describes an initial trial investigating the application for keystroke
analysis (digraph based) within a limited number of trial participants over a one-month
period. While this trial only used digraph profiling, a later trial (discussed in chapter 7)

profiled users based on digraph, trigraph and word specific samples.
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6.1 Introduction

In the previous chapter, the concept of keystroke analysis was introduced with a
description of the various keystroke metrics that can be evaluated, together with an
overview of the ways in which keystroke samples can be obtained. This chapter presents
the results of a small-scale trial conducted to evaluate the viability of unconstrained, non-
intrusive keystroke analysis (i.e. transparently monitoring a users’ normal session). Before
looking at the results, it is first necessary to describe the technical implementation of the
software used to monitor the trial users, and to then consider the processing performed

upon the acquired sample data.

This initia} trial used an analytical approach for detecting deviation from a users’ historical
keystroke profile captured under a multi-tasking windowed environment. An alternative
technique, a Data Mining (DM) approach, was also considered in order to determine the
potential for improving user classification. These trials aimed to determine which
approach provides the best basis for further research, and were not intended to produce a
statistically valid conclusion (rather its aim was to provide a “proof of concept” that could

then be used to demonstrate the viability of this approach).

6.2 Experiment Overview

While keystroke analysis has been investigated (and hence implemented) in previous
studies, a Graphical User Interface (GUI) environment (e.g. Microsoft Windows)

introduces new challenges. In previous published studies, the user has been required to
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type and interact with a specific application (typing either pre-defined or free-form text).
While this approach makes the development of the keystroke monitoring software simple,
and maintains the consistency of the test environment, it is not representative of normal
typing behaviour as the user becomes focussed upon the fask of typing, rather than
focussed upon a task that involves typing. If the aim is to produce static keystroke analysis
for occasional authentication judgements (e.g. supplementing login authentication) then
this approach will work well. However, to implement continuous supervision it is
necessary to monitor the users’ normal behaviour when interacting with their normal
applications and operating system environment. Even providing a simulation of these

environments may not be sufficient to obtain valid sample data on which to base a profile.

In order to address this problem, software was developed that would transparently monitor
and log all typing activity. The system was designed to allow keystroke data to be
collected under the Microsoft Windows NT environment (although the technique is equally
applicable in all Microsoft Windows operating systems). In order to collect the required
data, it was necessary to implement a mechanism for acquiring user typing patterns across
all applications running within a users’ active session. This is important as the experiment
was designed to create a profile for each user based upon their typical typing patterns when
using their computer (not constrained to a specific application or task). The
implementation of the keylogger utilised several key features of the Windows operating
system and the underlying chains of messages on which the operating system is built.

These are briefly discussed in the following section.
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6.2.1 Windows messages

The Windows operating system works on an event driven principle — when a key is pressed
on the keyboard, or the mouse is moved, or any other monitored event occurs, the
operating system generates a message that is sent to any application (or service) in the

event chain.

If we imagine a hierarchy, representing the operating system and the applications running
under it, messages are normally passed from the operating system, to each application
registered to receive the appropriate messages. For example, almost all Windows
applications process mousemove events — these are used to detect when the mouse has
entered an application window. When an application is loaded, it notifies the operating
system that it wishes to receive specific events when they occur, and from that point
onwards the operating system provides notification of events to each application listed for
each event. Windows applies a level of intelligence to message handling, such that when a
notifiable event occurs (e.g. a keypress on the keyboard), the foreground application with
the focus (i.e. the current application) will receive the message. This ensures that when
typing into one application, others running in the background do not inadvertently receive
the messages. However, if there are a series of applications that request the event
notification, the events are passed through the event chain starting with the foreground
application and working down to the most recent addition (Figure 6.1 shows this message

handling in a simplified form).
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% Message | Microsoft Windows Message Handler

Keycode
/
Y 4 Foreground Application

Background Application 1

/
¥

Reserved O/S Messages :

[

Background Application ...

Figure 6.1 - Normal Windows messaging

When a key is pressed an event is raised in the operating system that is used to create a
Windows message. Depending on the content of this message (the keycode in the event of
a keypress), the message is routed to one or more applications or services. Generally (for
keypresses) the message is directed at the current foreground application. However, if the
message relates to a reserved operating system event (e.g. the CTRL-ALT-DEL sequence),
this message is redirected to other system processes (e.g. the GINA DLL mentioned in the
previous chapter). This is an important feature as, without it, an application would be able
to obtain notification of the CTRL-ALT-DEL sequence and potentially override the
underlying operating system’s authentication routines. This could then be used
(theoretically) to present a bogus login prompt with the aim of surreptitiously obtaining

user login details.

In order to obtain keystroke messages under Windows (so that logging of keystrokes can
occur across all applications) it is necessary to insert an application into the highest
position of the event chain. This is important as once an application has received and
processed a message (e.g. following a keypress event) it is removed from the hook chain

and lower applications will not receive the message. To achieve this, a special form of
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application must be written which implement a system-wide hook function. System-wide
hooks allow a specified code block (the hook-function) to receive the required Windows
messages irrespective of the target application (i.e. it is possible for a hook function to
receive keystroke notifications for all currently running applications). This effectively
allows application keystroke data to be sniffed and directed towards the data logger on the

client workstation (Figure 6.2).

% Message | Microsoft Windows Message Handler

Keycode
/
/7 System-Wide Hook
/
[ 4 Foreground Application

i
Reserved O/S Messages b Background Application 1

_"_"> Background Application ...

Figure 6.2 — Insertion of system-wide hook function

Once the hook function receives the message from the operating system it is important to
ensure that the message is processed quickly and then sent on (dispatched) to the next
application in the chain. If this is not done, the hook function (the keylogger in our case)
will effectively absorb all keypresses and will not allow lower level applications to see any

user activity — which is clearly undesirable.
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6.2.2 System-wide hook implementation

The implementation of the keylogger required a system-wide hook to intercept all
keystroke messages, and an application to filter and log keystrokes. The first attempt at
implementing this utilised Visual Basic v6 Enterprise Edition to develop a simple
application to log all keystrokes entered within the application window. Once the user had
completed typing, the application would create a typing profile based upon typical typing
patterns (illustrated in Figure 6.3). Figure 6.4 shows typing profiles from three different
users with the lines indicating average typing speed per digraph. It should be noted that
this application was a simple proof-of-concept program to determine the abilities of
Windows to capture keystroke information and produce accurate digraph latencies
transparently — no actual profiling was carried out based upon the results of this program

and it is presented here simply to demonstrate the principle of capturing keystroke data.

This application logs all keypressses ertered | [AB130 [a | Keystrokes Logged
within this application. On the left hand side, | |AC130 N -
this window accepts text typed in by the user. | |ALSO T
Beside this window we have a record of all ALS0 » Invalid Keystrokes
typed digraphs soited alphabeticaly. Tothe | [ALEO | Logged
far right we have a recaid of logged 1 |ALSO N I—-T—
keystiokes. Finally, at the bottom, we have a | |AP80 ’ 0 |
chan reflecting the typing patteins for this AR120 .
user. AR130 i
- |AT130 5ol
AT140
AT140 -
AV50 :
500
400
300
200
100
OABCDEFGHl JXLMNOPQRSTUVWXYZ
(e - e sm— = e = =m e

Figure 6.3 - Simple application for keystroke logging (vertical axis - timre in ms)
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Figure 6.4 - Comparative profiles from three users (same typed text)

The digraph plots shown in Figure 6.4 show significant differences in typing patterns
(particularly apparent in the third chart) — it should be noted that the actual digraph
distribution varies slightly among the users as typing errors were also logged. While this
application was able to successfully log all keystrokes typed within its text box, there were
several limitations. The first (and obvious) limitation is that the keystrokes were only
logged for the test application (i.e. all other applications were ignored). Secondly, and of
more concen at this stage, was that the timing accuracy for digraph latencies were

somewhat unreliable. A series of tests demonstrated that the timing resolution under
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Visual Basic was in the order of 10 milli-seconds (the timings shown in Figure 6.3 show a
resolution of 10ms) — far too large for keystroke latencies which are expected to be in the
range 40-750ms (i.e. a 10ms resolution may not provide sufficient distinction between user
samples). In order to address this, further investigations were conducted to locate a more
accurate timer. The obvious alternative was to use the Windows API GetTickCount()
function — while this provides a timer with a resolution of Ims, it is somewhat unreliable as
the counter used by this function uses a fixed range data type and can overflow (wraps
around back to zero) there are also problems due to locking of threads that prevents the
GetTickCount() function registering CPU cycles. Fortunately the Windows Application
Programming Interface (API) provides another alternative, a simple solution in the form of

the QueryPerformanceCounter (located in the kernel DLL).

The QueryPerformanceCounter functions provide access to a “high-resolution performance
counter” (Microsoft, 2004). Using the two counter functions it is possible to obtain a timer

with a resolution of approximately 1us (Table 6.1).

Function Purpose

QueryPerformanceCounter Returns a large integer equivalent to the tick-
count (i.e. number of clock ticks since boot
time).

QueryPerformanceFrequency | Returns a large integer containing the
performance-counter frequency, in counts per
second. This can be used to determine the
number of clock ticks occurring per second and
hence convert the counter value into a time in
seconds.

Table 6.1 — Timer functions under Windows API

The functions listed in Table 6.1 are available in all versions of Windows from Windows

95 onwards — however, not all computer systems provide access to this counter (the high-
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performance counter is a feature of the system’s CPU and almost all processors since the
386 support this, however, it is still hardware dependent). It is therefore important to
check the return values of these functions to ensure that the counters are actually available

on the system under test.

To use these timer functions for digraph latency timings, the counter needs to be stored
when the first keystroke is released (timel) and at second keystroke is pressed (time2). To
determine the latency in seconds it is necessary to use both functions together. Subtracting
the times provides the number of counter intervals that have occurred between the
keystrokes, which can then be divided by the counter frequency to give a time in seconds

(the inter-keystroke latency).

latency = (time2 - timel) / frequency

Having obtained the necessary timing resolution, the problem of system-wide keystroke
capture was addressed. The common approach to this problem is to implement a system-
wide hook to capture all events of a specific type (keypresses in this case). This however
was not possible in Visual Basic. To intercept keyboard messages it is necessary to call
the SetWindowsHookEx function in the Windows APl (code below). As part of this
function call, a pointer is passed providing the memory address of a function to receive the
intercepted messages. While Visual Basic (VB) is able to provide a function to receive the
messages, it cannot be accessed by other applications (i.e. the messages must have
originated within the VB application). The normal method for implementing system-wide
hooks is to implement the code in a standard Windows Dynamic Link Library (DLL) file.

Unfortunately VB is unable to produce standard DLL’s (VB can however create OLE-DLL
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files — but these are very different in structure). To resolve this problem, a DLL had to be

written in Visual C++ v6 (VC) in order to create the necessary code.

HHOOK SetWindowsHookEx (idHook, lpfn, hMod, dwThreadlId)

Parameters:
idHook - Specifies the type of hook procedure to be installed.
1pfn — Pointer to the hook procedure.
hMod - Handle to the DLL containing the hook procedure.
dwThreadID — identifier of the thread with which the hook procedure is to be
associated

Code Sample 1 - SetWindowsHookEx() function prototype

The important parameter is the final one. The dwThreadlD parameter specifies which
thread (effectively which application) the hook will be installed for. While VB was able to
install a hook, its use was constrained to the current thread (i.e. the application calling the
function). To enable a system-wide hook across all threads (and hence all applications) it
is necessary to pass the value zero — this will then ensure that the hook procedure is

associated with all existing threads running in the same desktop as the calling thread.

Finally, the code to process the messages was developed. This function had to evaluate
each Windows message in turn to check the nature of the message and to then pass this
information back to a program that could process and log each keypress/release event. It
was decided that this would be a two-stage process. Windows messages would be received
by the KeyboardProc function (the keyboard system-wide hook function) and would then
be filtered. Keypress events (both key-up and key-down messages) would then be sent to a
VB application for further processing and logging. This sequence is represented in Figure

6.5.
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Srmmm— : Message . .
—_——— % > Microsoft Windows Message Handler

Keycode
System-Wide Hook J
Foreground Application J

= Background Application 1 <£
:..LMM.JLJI.WLL

im
Keylogger Background Application ... <:"‘J

Application
(e.g. MS Word) Keystroke
Messages

Figure 6.5 - Keylogger inserted with system-wide scope

To send the keystroke data to the keylogger, messages were directly sent to the VB
application replicating the keypresses received by the hook function (and destined for the
original target application). This effectively meant that the keylogger saw all system-wide
keypress events as if they had occurred locally within the VB application. This was
achieved by using the PostMessage API function to notify the target application (the
keylogger) of a specific event. This is the same process used by Computer Based Training
(CBT) packages to take remote control of an application and demonstrate normal user
interaction e.g. typing and mouse movements (this is usually referred to as injecting

messages).
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The KeyboardProc function code (to receive and process keypress messages) is listed in

Code Sample 2.

LRESULT VCKEYBOARDHOOK_API __stdcall KeyboardProc({int nCode, WPARAM wParam, LPARAM lParam)
{
//0nly examine HC_ACTION messages - other messages contain no data.
if (nCode==HC_ACTION)
{
//Handle key-up action
if (HIWORD{lParam) & KF_UP)
{
PostMessage (loggerWindow, WM_KEYUP, wParam, lParam);
)}

//Handle key-down action.
else if ((!(HIWORD(lParam) & KF_UP)) & (! (HIWORD(1Param) & KF_REPEAT)))
{
PostMessage{loggerWindow, WM_KEYDOWN, wParam, lParam);
}

I2;

// Once we have looked at the message and passed it to the keylogger

/7 the message must be passed to the original application

// We will pass all messages on to CallNextHookEx. .

77 P
return{CallNextHookEx (keyboardHook, nCode, wParam, lParam)}; i

Code Sample 2 - KeyboardProc() implementation

As messages are received they are split into key-up and key-down events. Key-down
events are further checked to eliminate repeat keys (i.e. when a key is held down causing
multiple, repeated characters). Messages are then posted to the VB keylogger (which then
sees the key events as local keypresses) and finally the original message is sent on to the
original destination (e.g. to Microsoft Word). The wParam value holds the virtual key-
code for the keypress event, while the 1Param value holds a 32 bit value where the bit
sequences indicates additional parameters, such as the nature of the keypress event (key up,
down or repeat), the number of repeat occurrences of the key, scan-codes and the status of
the extended keys (e.g. the ALT key). Keyboards generate scan-codes for each
keypress/release — with each key generating a unique make and break scancode. Scan-
codes provide low-level keyboard information — e.g. the ability to distinguish between the

numerals at the top of the letter keys and those found in a dedicated numeric keypad.
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An additional feature was introduced to the hook function to monitor the handle of the
application in which the keypress occurred (a handle is a numeric value that uniquely
identifies the application window within Windows). This would allow the keylogger to
also record the title of the foreground application window (i.e. the program in which the
user was actively typing). The code for this is presented below and simply monitored the
foreground window handle for any change. When a change in application focus occurred,
the keylogger was notified of the change of focus by a Windows message — as keypress
message were already in use to notify the keylogger of keyboard activity, the keylogger
was notified of a change of application focus by sending a left button mouse-click message.
This would then atlow the keylogger to request the title of the application window (via the
API) and subsequently log this information, together with the keystroke data and the

username of the currently logged in user.

hwndCurrent=GetForegroundwWindow() ;

if (IsWindow(hwndCurrent})

( if {(hwndCurrent!=hwndLast)
( PostMessage (loggerWindow, WM_LBUTTONDOWN, MK_LBUTTON, 0);
liwndLast:hwndCurrent:

}

Code Sample 3 - Notification of application focus change

6.2.3 Keylogger implementation

The VB keylogger had a relatively simple implementation. Once started, the application
loaded the hook function into memory by initiating the DLL file. The hook function was
then inserted into the message event chain with system-wide scope. As part of this, the

hook function was also passed a handle to a picture box located on the keylogger interface.
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This control was chosen as it can receive keystroke and mouse click messages while
presenting no visual interface ~ i.e. if a user opened the application they would not be able
to interfere with the key logging process. This handle was used by the hook function to

post messages directly to the VB keylogger application (Figure 6.6).

IMS Keyslruke Analysis

Untitled - Notepad  pdowland ’ Keystiokes Logged
Untitled - Notepad pdowland m
Untitled - Notepad  pdowland
Untitfed - Netepad pdowland Invald Keystiokes
Untitled - Notepad pdowland Logged

Steven Furnell - Conversation pdowland ﬁ
Steven Furnell - Conversation pdowland

Steven Fumnell - Conversation pdowland Stop Loqdi
Google - Mictosoft Internet Explorer
Google - Mictosoft Internet Explorer

Google - Microsoft Intemet E xplorer _
Google - Microsoft Intesnet Explorer !

Google - Microsoft Internet E xplorer
foogle - Microsoft Intemnel Explores
Google - Microsoft Intemet E xplores
Google - Mictosoft Internet Explorer
Google - Microsaft Intemet Explorer

Figure 6.6 - Key logging across multiple applications

When running, the keylogger was discreetly added to the system tray to avoid any

inconvenience to the user (shown as the furthest right icon in Figure 6.7).

q

[——— IM5 Keystroke Analysis
®ezTER._ v |

Figure 6.7 - System tray icon for keystroke analysis

For each digraph pair logged, the application stores five items of information — these being

written to a text file afier every 500 digraphs (Table 6.2).
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Item Data types
Left character ASCII code representing character
Right character | ASCII code representing character

Latency Integer representing inter-keystroke latency
in milliseconds

Application String containing the window title from the
foreground application.

Username String containing currently logged-in user

Table 6.2 - Keylogger attributes logged per digraph

6.2.4 Filtering

To eliminate extreme short/long digraph latencies that may adversely affect the distribution
of digraph times, any digraph pair whose latency fell outside a nominal range was
excluded from the log files. For the purpose of this experiment the range was restricted to
times above 40ms and below 750ms. These thresholds were based on previous work
conducted by Furnell (1995), and were designed to eliminate samples where two keys may
have been accidentally struck together (thus, producing an infeasibly small latency) or,
where the user may have made a pause in their typing and thus introduced an unnaturally

large inter-keystroke latency.

6.3 Final implementation

The final implementation of the keylogger application is shown in Figure 6.8. This shows
the messages passed from the hook (implemented in the DLL in C) and the keylogger
(implemented in Visual Basic and deployed as a system tray application). The keylogger
functioned completely transparently to the user, requiring no user action to start or stop the
logging process. The application was automatically started when the operating system

(O/S) booted (run from the Startup program group on the start menu) and shut down
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automatically when the O/S closed. Gathered data was automatically saved after every 500
digraphs pairs and when the application was closed. To reassure users, an option was
included to suspend logging of keystrokes. This was included due to concerns expressed
by some users about monitoring of specific inputs — e.g. the typing of on-line banking

login details.

—_— % Messagi’ Microsoft Windows Message Handler
—_— Keycode
Appiircation System-Wide Hook J
Key up/down
{e.g. MS Word) messages
Keylogger Foreground Application J
; Mouse down message |
(Change of application Background Application 1 <‘——!
notification) Ju

Background Application ... <‘"“'

Figure 6.8 - Final implementation of keylogger

6.4 Trial participants

For this experiment a total of ten users were profiled over a period of three months. The
trial participants were drawn from students and staff from the Network Research Group.
As the intention was to evaluate the analysis mechanisms without implementing a large-
scale trial, tests were carried out using a small set of test subjects. The main limiting factor
was the need to collect data over a prolonged period (weeks rather than hours). Despite the

small scale of the trial, it still proved difficult to collect sufficient data in order to provide a
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valid comparison between users. Several users disabled the keylogger when entering
sensitive information and consequently forgot to re-enable it. This resulted in large

variations in profile size (discussed in the following section).

Due to this limited set of data, some of the discussion and analysis in the following
sections focuses on the six main users who provided the largest profiled data sets in order

to best illustrate the trends observed.

6.5 Analysis

Following the initial filtering described in the previous section, the experimental data for
each user was processed off-line to calculate the mean and standard deviation values for
each unique digraph pair. In the event that any digraph pair had a standard deviation
greater than its mean value, the digraph samples were sorted and the top/bottom 10% were
then removed, followed by subsequent re-calculation of the mean and standard deviation
values — this was only attempted where at least ten samples were available for the digraph
pair. The reason for this additional step was to remove digraph samples where the
latencies would have an adverse affect on the standard deviation (i.e. the distribution of

samples was tightened).

Once a profile of digraph pairs was produced (with corresponding mean/standard deviation
digraph latency values), the user’s profile was further constrained by filtering out digraph
pairs where the sample count fell below a nominal threshold value. This initial experiment
fixed this value at fifty samples; however, the software used for analysis allowed a variable

threshold (Figure 6.9).
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Figure 6.9 - Profile generation and testing

The profile generator and analyser is split into four separate sections with a number of

options/results displayed. This is discussed in the following sections.
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6.5.1 Profile settings

Figure 6.10 shows the profile selection frame within the application. This allows the
selection of the original user keylogger data files (stored as a plain text file) and options to
change the minimum number of samples per digraph, as well as the option to re-calculate
digraph sets where the standard deviation is greater than the mean. The first setting allows
a variation in the minimum number of samples required to produce a viable digraph profile.
This ensures that only digraphs with a large number of samples are used in the final profile.
The example in Figure 6.10 shows a profile loaded containing 15,613 individual digraph
samples (a very small data set) which comprises 469 unigue digraph pairs — this gives an
average of only 33 samples per digraph. By applying a threshold value (set to 50 in the

figure) the least frequently occurring digraphs are removed from the final profile.

— Piofile Infosmation— — - - - —_— - — l

—

Select profile: C:\Documents and S ettings\Administiator\iMy Docurnents\Wmﬂ’ Select

Minimum Samples per Digraph: ISD O

[v, SDev>Mean Compensation Analyse
Tatal Digraph Samples: |15813 Unigue Digraph Pairs: ]469 !

e

Figure 6.10 - Profile selection

The setting to select filtering of digraphs where the standard deviation is greater than the
mean is used to filter digraphs with high variance. Where this condition is found true, the
top/bottom 10% of samples are removed and the standard deviation and mean are
recalculated with this process repeated until the variance is reduced. This will result in a
digraph pair being removed from the profile altogether if the number of eligible samples is

reduced below the threshold set in the first option. To give an indication of this, the test
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run shown in Figure 6.9 resulted in the number of profiled digraphs being reduced from

469 to just 92.

6.5.2 Generated profile

Figure 6.11 shows the profile generated from the selected keylogger data file following the

processing selected and described in the previous section. The reduced set of digraphs (92

in this example) are shown together with their associated mean and standard deviation

values. Note that the digraphs are sorted alphabetically rather than by frequency of

occurrence — this was by design to allow rapid searching of the profile for specific digraph

pairs when comparing raw keylogger data files. The variance shown between digraphs is

quite significant — the digraph pair A-C has a profile of 142.8ms £ 39.49 while the digraph

pair A-L has a profile of 137.2ms + 112.5. This variance can be adjusted in the later

settings described in the next section.

[~ Initial Resulls———————= ———
Digtaph | Tme  { Mean | SDev | Jla
AC 165 1428. 3949, =
AD 88 1505.. 79.45.. Ly
AE 105 2123.. 71.51.. ke
Al 59 101.6... 88.87..

AL 175 1372. 1125. &l
AN 147 105.5... 81.99.. ol
AR 235 158.8... 79.34..

»2. Reduced Digraph Pais: I?_rJ H
z“; Average Digraph Latency: |E42'733
iél, Finished

Figure 6.11 - Generated profile
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6.5.3 Test profile selection and settings

Figure 6.12 shows the test profile settings frame. In this section the comparison keylogger
data file is selected (the users’ data that will be compared against the generated profile) and
the level of deviation from the profile is determined. When the comparison is started, each
digraph is compared against the reference profile and a simple analytical comparison is
performed. If the test digraph is within the permitted range of t-he reference profile the
digraph is accepted. The permitted deviation is determined by the slider control that selects

the number of standard deviations from the mean.

digraph mean = (digraph standard deviation * permitted deviation)

~ Test Profile ———————"——"— ————————— ——|

F.‘,;\Documents and Settings\Administrator\My Documents\Work | H :Sele:;

+ Number of Standard Deviations: IU'TJ NI AT

" Select profile;

Y

4 '
i Compare

Figure 6.12 - Test profile selection and settings

The comparison described above is repeated for each captured digraph in the comparison

keylogger data file and a number of statistics calculated (described in the next section).

6.5.4 Test profile results

Figure 6.13 shows the results frame. This presents the results from the analysis conducted
on the keylogger data file when compared against the reference profile. In total eight

values are presented, as described in Table 6.3.
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Total Digiaph Samples:

Highest Cumulative Alert
Level:

#%'ge Alent Level

Accepted Piofiled Digraphs:

|
o j
1
15613 Analysed Digraphs: 10237 ‘,
T ol
|19 Highest Consecutively Rejected {7 '
| Digraphs: _ '
l
7420 Rejected Profiled Digiaphs: 2817 j
|t

0.18580 #%'ge Accepted Digraphs: |7?-4821 .

Figure 6.13 - Test profile results

Item

Description

Total Digraph Samples

Total number of digraphs in the keylogger data file.

Analysed Digraphs

Total number of digraphs that match digraphs in the
comparison profile.

Highest Cumulative Alert
Level

A running alert level is maintained which is
incremented/decremented with each digraph decision. A
live system would need a threshold value (probably
individually set for each user) beyond which the user would
be more explicitly challenged for authentication.

Highest Consecutively
Rejected Digraphs

A count of the highest number of consecutively rejected
digraphs. This may provide evidence of a poor match
between reference profile and comparison keylogger file.

Accepted Profiled Digraphs

Total number of accepted digraphs (i.e. those that match the
reference profile within the permitted deviation).

Rejected Profiled Digraphs

Total number of rejected digraphs (i.e. those that do not
match the reference profile + permitted deviation).

%’ge Alert Level

Alert level represented as the highest alert level divided by
the number of analysed digraphs.

%’ ge Accepted Digraphs

Percentage of digraphs accepted — provides an indication of
the goodness of the match between reference profile and
comparison keylogger data file.

Table 6.3 - Description of profile comparison results

6.6 Results

Although ten users participated in the trial run, only eight produced enough data to warrant

further investigation. A summary of the user data generated in this trial is shown in Table
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6.4. This shows considerable variation in the size of keylogger data files across the eight
users with sample sizes in the range 7,000 to 350,000 digaphs. As such, users f and g were
removed from most of the data processing as the quantity of the logged keystrokes was too
small to provide a reliable profile (i.e. there were too few digraph pairs in the profile, with

too few samples per profiled digraph).

User Total Digraph Unique -.| . Filtered - - |1 Average: “
Samples Digraph Pairs |- Digraph Pairs<| Typing Speed
User A 178,710 466 317 151ms
k UserB . -, 59,787 405 232 145ms
~ UserC - 80,167 412 257 206ms
User D 58,987 461 224 162ms
UserE 15,613 469 92 243ms
> UserF- 8,696 391 35 285ms
. UserG - 7,435 405 42 272ms
. e User H 350,567 610 369 297ms

Table 6.4 - Summary of user profile statistics

Once each user profile was generated, the reference profile was evaluated by comparison
against the users’ raw keylogger data. This allowed the test profile to be evaluated using
the users” own data (to test the False Rejection Rate — FRR) and against other users’

keystroke datao(to test the False Acceptance Rate — FAR).

As there is likely to be significant variation in a users’ own session data, a compensatory
factor was applied to the standard deviation that could be varied in a “live” environment
according to the security needs of the organisation. This factor allowed the number of
standard deviations from the mean to be adjusted. For the purposes of this experiment,
four weightings were considered, namely 0.5, 1, 1.5 and 2. These weightings were
selected based on experimental work by Mabhar et al. (1995) This produced an acceptable
digraph range:

digraph range = mean + (standard deviation * weighting factor)
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When viewing the preliminary results (Figure 6.14), if we consider the six users A, B, C, D,
E and H and follow the vertical columns of data, we can see a peak for each user’s data
when compared with their own profile. This is most noticeable for user D where a peak is
observed (nearly 50% of all digraphs accepted) compared with 32% when user B’s raw

keylogger data was tested against the same profile.

60

55 »

N A
50 ﬁ/\/;f\u\t& /A/> Zﬂ Proﬁle:s "
45 \ \ é,/ ﬁ —a—User B

40 ——UserC

——User D

KE] —%— User E

30 /‘\ / \ g —e—User H
X

%'ge Digraph Acceptance Rate

N

User A UserB User C User D UserE UserH
Raw Keylogger Data Sets

ol

X~

Figure 6.14 - User profile comparisons

Although there was a correlation between user D’s profile and data, if we consider user A,
there was a high FAR for data from users B and H (impostors) when compared with user
A’s profile. We can also see that in user C’s profile the impostors A and B actually
achieved higher acceptance rates (52% and 55% respectively) against the valid user (C)
with only 51%. It is clear from these results that an additional measure of
acceptance/rejection is required. To further test the FAR/FRR of the test system, the
analysis software monitored the number of consecutively rejected digraph pairs —

representing the highest alert level of the system (Figure 6.15 & Figure 6.16). Further
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charts, presenting the comparison of all user data against all profiles can be found in

Appendix B.
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Figure 6.15 — User E profile comparison
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Figure 6.16 - User H profile comparison

When considering Figure 6.15 we can identify two distinct trends. Firstly, the top line
plots the digraph acceptance rate for all user data sets against user E’s profile. Here we can

see a peak correlating to user E’s own data and corresponding reductions in the acceptance
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rates for the other users’ data. Secondly, the lower line indicates the highest alert level
detected by the analysis software. This is simply a record of the highest count of
consecutively rejected digraph times (excluding non-profiled digraph pairs). Again, we
can see a correlation between user E’'s own data when compared with their profile, and
corresponding increases in the alert level as impostor data sets are compared with the target
profile. Figure 6.16 further demonstrates this using user H’s profile. User H also shows a
significant correlation between their own profile and raw keylogger data. It is important to
note that while the charts shown here (and in Appendix B) show simple comparisons
between profiles, a live system would utilise thresholds for each user that would be used to
determine the acceptance/rejection level for each user. For example, in Figure 6.15, user
E’s rejection rate is significantly smaller than even the closest impostor. It would be
possible (for this user) to assign a relatively low threshold for consecutively rejected
digraphs as user E had a highest count of 42 consecutively rejected digraphs whilst users B

and C had counts in excess of 6000 when compared to user E’s profile (i.e. as impostors).

6.7 Data mining analysis

The previous sections have considered a simple analytical approach to the problem of
keystroke analysis. While this approach has shown some success both in this trial and in
previous work, there are other alternatives that can be considered. One technique that was
evaluated was the use of Data Mining (DM) algorithms, a previously untried approach in
this field. This work was conducted in association with Harjit Singh and is covered in

detail in Singh et al (2001). This part of the study will not be covered in detail here, except
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to compare the FAR/FRR percentage accuracy with the approach used in the previous

sections.

6.7.1 Methodology

For the DM analysis, the data sets were split into a ratio of 9:1 creating two parts; a
training set and a testing set. The Intelligent Data Analysis (IDA) Data Mining Tool
(Singh et al, 1999) was used to analyse the sample data sets. The IDA tool incorporates
algorithms from the fields of Statistics, Machine Learning and Neural Networks, with six
algorithms being selected (k-NN, COG, C4.5, CN2, OCl and RBF). The algorithm or
classifier was subjected initially with the training set, and then the classification accuracy
was tested using the unseen data set or testing set. The results give an indication of the

error rate (or FAR) and the overall classification accuracy of the trained algonthms.
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Figure 6.17 - Varying sample sizes with fixed number of classes and attributes

The percentage classification accuracy obtained is encouraging as depicted in (Figure 6.17),

which shows that when the sample size is increased, the classification accuracy obtained
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increases proportionally, except for COG (a statistically based algorithm) and RBF (a
Neural Network based algorithm). This is important when considering the size of data

being analysed.

The initial results suggest that Machine Learning (OC1 and C4.5) and Statistical (k-NN)
based algorithms are suitable for these types of data sets. While these results show a
classification accuracy approaching 50%, this is still far short of an acceptable level of
false rejection. It is likely that with more data, and a reduced set of core (commonly
occurring) digraphs, higher classification accuracies would be attainable. However, these
techniques are still of marginal benefit due to the time taken to process the data sets. As
such, this study proceeded with the analytical approach and the application of data mining

to keystroke analysis will be revisited in chapter 9 as part of the future work proposals.

6.8 Application-specific keystroke analysis

Following the digraph-based keystroke analysis discussed earlier in this chapter, the final
investigation considered the use of application-specific keystroke analysis. In this case, the
analysis was conducted with a view to determining the viability of application-specific
keystroke profiling (referring back to Table 6.2, the application from which the keystrokes
were typed was logged in addition to other characteristics). To this end, it was necessary
to identify a series of applications for profiling, with the selection criteria being those for
which sufficient keystroke data had been logged during the sampling period. A review of
the keystroke data revealed that the applications satisfying this requirement were Microsoft

MSN Messenger, Internet Explorer, Word, Outlook and PowerPoint. While it was
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considered that a numerically intensive application such as Excel would have provided an
interesting candidate, insufficient keystrokes were captured to enable the creation of a
profile. Additionally, of the eight users sampled during the trial (who produced sufficient
data for digraph analysis), only five produced sufficient samples to analyse from all of the
aforementioned applications. Although the resulting sample group was very small, it was

sufficient to yield interesting results in relation to an initial assessment of application-

specific profiling.
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Figure 6.18 - Acceptance rate for application specific keystroke data compared
against a system-wide context user profile

In Figure 6.18, a single user’s application-specific keystroke data is compared against the
reference profile from the same user. The reference profile was based on all keystroke data
acquired from all applications. Although the figure does not show distinct differences in all
cases, there is a clear distinction between PowerPoint & Internet Explorer and Messenger,
Word & Outlook. This can be explained when the nature of these applications is
considered. Messenger, Word and Outlook are all significantly textual in their usage, and

users will typically type within them for considerable periods of time. In contrast, while
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Internet Explorer and PowerPoint sessions may both involve significant elements of
keyboard activity, the typing is more likely to occur in sporadic bursts. As such, any
dynamic that emerges is likely to be markedly different to that which would emerge in
applications where more sustained typing is the norm. Considering the information
portrayed above, the creation of application specific profiles would be likely to increase the
acceptance rates observed. This could be significantly more effective given more
keystroke data - it may be possible (with sufficient data) to distinguish between typing-
intensive applications like Word, Outlook and Messenger. For example, it may be possible
to monitor the frequency of specific keys (e.g. the return/enter key) or combinations of

keys (e.g. : +) to create @) within Messenger.
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Figure 6.19 - Acceptance rate for two user profiles using Internet Explorer

In Figure 6.19, two users’ profiles (users D and H when using Internet Explorer) are
examined, showing there is a clear difference between other users’ keystroke data

(impostors) with appropriate peaks in acceptance rate for the valid users.
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While the results shown do not indicate a suitably discriminative metric upon which to
base a satisfactory authentication judgement, they do show a level of correlation between a
user’s typing patterns in an application-specific context. These preliminary results
therefore suggest that further work is needed to investigate the use of application-specific

keystroke analysis.

6.9 Conclusions

It is clear from the results presented in this chapter that there is potential for continuous
user authentication based upon keystroke analysis. However, it is also clear that while the
analytical approach provides a level of correlation between reference profile and raw data,
the quantity (and range) of raw keylogger data is insufficient to draw any positive findings.
The DM approach was limited due to the nature and volume of the data gathered, and is

worthy of further investigation (discussed in chapter 9).

Following the findings of this trial, a more comprehensive experiment commenced in
November 2003 with more users being profiled over a similar period of time. The next
chapter describes the nature of this further trial, and investigates the usefulness of
monitoring both trigraph keystroke combinations (timings for three consecutive

keystrokes) and word-graph timings (timings for frequently occurring words).
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Chapter 7

A Long-Term Trial of Keystroke Analysis
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7.1 Introduction

The previous chapter described an experiment evaluating keystroke analysis based upon
inter-keystroke digraph latencies under Windows. Although the trial results demonstrated
the viability of this method, the results showed that reliable authentication would need user
profiles to be based upon much larger sample sizes. The previous trial was also based on a

limited number of users in order to quickly evaluate the viability of the technique.

This chapter presents the results of a large-scale trial that was aimed at evaluating a range

of techniques using a larger number of participants.

7.2 Experiment Overview

The first trial concentrated upon the capture and subsequent analysis of digraph latencies
and focussed upon inter-keystroke timings. Additionally, contextual information was also
stored to allow a preliminary analysis of application-specific keystroke analysis to be
conducted. This trial captured and evaluated trigraph and keyword latencies in addition to

digraph timings.
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7.2.1 Keylogger implementation

The method of keylogging was basically the same as used in the earlier trial with
appropriate modification to allow for the logging of trigraphs and keyword latencies

(illustrated in Figure 7.1).

IMS Keystroke Anatysis S

Duwation | Appheation Dete/Timo
S 19 Chapter?.doc - Microsolt Word 0570272004 15:46:57
E 62 Chapter?.doc - Microto Word 02/02/2004 15:46:57
D @ Chaptes?.doc - Microsoft Ward 03/02/2004 15:46:58
T Chaptes7.doc - Microsalt Word 09/02/2004 15:46:58
H Chapte7.doc - Microsalt Word 09/02/2004 15:46:59
E
A
R
L

Chapter?.doc - Microsolt Word 09/02/2004 15:46.58

12 Cheptes7.doc - Microroll Werd 09/02/2004 15:46:53
124 Chapter7.doc - Miczosol Word 03/02/2004 15:46:59
3 Chapter7.doc - Microsolt Word 09/02/2004 15:46:53
| 17___ Chapier?.doc-MicrosoWord________ _ ____03/02/200415:4659__

P

Date/Timo
0570272004 154557
09/02/2004 15:46:58
09/02/2004 15:46:58
09/02/2004 15:46:53
09/02/2004 15:46:53
03/02/2004 15:46:59
03/02/2004 1546:53
09/02/2004 15:46:59
09/02/2004 15:47:00
_09/02/2004 15:47.00 .

i

Apphcalion Date/Time
Chapter? doc - Miciosoft Word 03/0272004 15.47:18

Figure 7.1 - Advanced keylogger

Due to the increased volume of information expected during this trial, the data was logged
to an Access database installed as part of the key-logging software (this allowed faster,
more flexible extraction of data for the analysis stage). For each digraph pair logged, the
application stored six items of information — these being written to the Access database
after every 500 digraphs (Table 7.1). This process was also repeated for each trigraph and

keyword latency (i.e. trigraphs were stored as three consecutive characters and keywords
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as a string as shown in Table 7.2). As can be seen from these examples, significant
quantities of data were stored for later analysis.
Item Data types
AutoID Auto-incrementing record number. This is
used to maintain the order of the keystrokes
typed as the timestamp is only accurate to 1
second.
Left character (C1) ASCII code representing character
Right character (C2) | ASCII code representing character
Latency Integer representing inter-keystroke latency
in milliseconds
Application String containing the window title from the
foreground application.
Timestamp A timestamp is added to every keystroke
logged for later use.
Table 7.1 - Keylogger attributes logged per digraph
Metric Example
Digraph | |AutolD|C1lC2]Duration Application TimeStamp
17961C T 136|Google - Microsoft Internet Explorer| 11/06/2003 16:12:04
1797[T | 224|Google - Microsoft Internet Explorer| 11/06/2003 16:12:05
1?98'[I \Y 179[Google - Microsoft Internet Explorer} 11/06/2003 16:12:05§
1799V _E___ 50[Google - Microsoft Internet Explorer| 11/06/2003 16:12:05,
Trigraph | |AutolD|C1 |G2 C3|Duration Application TimeStamp j—
25461[R E S 269 |Document20 - Microsoft Word | 26/11/2003 15:57:49l
"25462]E S E |  301|Document20 - Microsoft Word | 26/11/2003 15:57:49.
_25463]A_R C | 472|Document20 - Microsoft Word _ | 26/11/2003 15:57:51| |
Keyword | [AutolD|Word| Duration Application TimeStamp

241 that 314 RE: - Message - Microsoft Word | 11/10/2003 13:13:39,
242Jhere | 457 RE: - Message - Microsoft Word  11/10/2003 13:13:43
243[need | 460 RE: - Message - Microsoft Word i 11/10/2003 1 3:14:04

Table 7.2 - Example keystroke log entries

While digraph and trigraph logging were based upon all keystrokes entered, keyword

logging was based on a look up list. The top 200 commonly occurring words in the

English language (based on the lexicon provided by the Oxford English Dictionary) were

stored in the database file, and as each word was entered, its latency was recorded (the
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complete word list can be found in Appendix C). The list used by the keylogger contained
a small number of additional keywords for later investigation e.g. usernames and
passwords that have been removed from the list presented in the appendix for

confidentiality.

7.2.2 Filtering

As with the first trial, extreme short/long digraph latencies that could adversely affect the
distribution of digraph times were excluded from the log files. In the first trial the range
was restricted to 40ms — 750ms (i.e. any digraph pair whose latency fell outside a nominal
range). Unfortunately, the low pass filter was responsible for substantial quantities of data
being removed from the user profiles and, as such, was reduced to 10ms for the purposes
of this trial. If a digraph was removed due to the filtering, this also reset the trigraph and

keyword logging so no further thresholds were needed for these two measures.

7.3 Trial Participants

For this experiment a total of 35 users were profiled over a period of three months. The
trial participants were drawn from students and staff in the Network Research Group, the
Department of Psychology and two external companies; TMA Global and John Nichols
Builders Limited. As with the previous trial, several users disabled the keylogger when
entering sensitive information and consequently forgot to re-enable it. Despite this, the
key-logging trial collected considerable volumes of data with nearly six million samples
collected across digraphs, trigraphs and keywords (Table 7.3). There was again
considerable variation in the sample sizes with the smallest digraph log file of 15,951

samples and the largest with 353,867 samples.
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User Mean Digraph [Typing Skill . . Digraphs Trigraphs |. Words .
Latency {ms) |Classification ‘ : 3
User 1 N Best 34352 23352 1403
User 2 156 Average (skilled) 53306 36912 2599
User 3 99 Best 156718 107107 6154
User 4 251 [Average (non-skilled) 27324 18688 1310
User 5 112 Good 50822 36713 1465
User 6 154 Average (skilled) 50167 34484 1885
User 7 106 Good 78579 54959 4349
User 8 130 Good 50102 35102 2932
User @ 97 Best 37618 24755 1741
User 10 145 Average (skilled) 70337 48942 4643
User 11 147 Average (skilled) 227660 145846 10617
User 12 102 Good 20216 14142 1032
User 13 157 Average (skilled) 65312 43015 1730
User 14 - 141 Average (skilled) 33639 23090 1784
User 15 139 Good 15951 11159 1068
User 16 150 Average (skilled) 42839 30299 2037
User 17 106 Good 105543 68068 3173
User 18 - 177 Average {skilled) 89730 59292 3121
User19 . 117 Good 103876 71635 4617
User 20 -~ 121 Good 78597 53495 4479
User21 - 141 Average (skilled) 80626 55881 2807
User22 . 110 Good 117365 79534 6557
User 23 131 Good 118805 77013 5682
User 24 - "~ 89 Best 201260 131954 8517
User25 - - 203 Average (skilled) 38944 26655 2266
User 26 - 192 Average (skilled) 48469 33907 2555
User 27 ] - 125 Good 33068 23115 1679
User 28 . 01 Best 70217 47033 2128
User 29 - 104 Good 88059 55707 3815
User 30 - 202 Average (skilled) 40741 28789 1007
User 31 - 86 Best 310823 211419 19726
User 32 93 Best 353867 237274 18056
User 33 144 Average (skilled) 276669 183455 6057
User 34 143 Average (skilled) 124409 87079 953
User 35 130 Good 140044 85413 6240
Totals . = 3,436,054 2,305,283 150,184

Table 7.3 - Participant typing skill

Before considering the data from each user, the typing skill for each participant was
evaluated based on the categorisations proposed by Card et al. (1980), where typists are
broadly categorised into one of five categories (Table 7.4). These results are also
presented in Table 7.3 and presented graphically in Figure 7.2. The results are weighted

towards typists with above average skills due to the nature of the test subjects (i.e. all
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assumed to indicate a stronger relationship between the user and the acceptance rate rather
than the acceptance rate and the volume of data logged (i.e. simply having large volumes

of data is not guaranteed to provide a lower false acceptance rate).

400000 "
—a— Digraph Count User 23
350000 + —-+—False Acceptance Rate {FAR) at 0.7 S5.D. T 50
300000 §
140
250000 +

200000 + 30

150000

User33 T 20

Digraph Samgpte Count

User 30
100000 + sef

Falso Acceptanco Rate (FAR)

1 10
50000 +

Figure 7.3 - Relationship between keylogger sample size
and digraph FAR at 0.7 standard deviations

The results illustrated in Figure 7.3 show four users for whom high false acceptance rates
are encountered. The results presented in this chapter (and in chapter 8) show that these
users consistently produce higher FAR rates than other users — this is demonstrated later in

this chapter when these users are removed and the results recalculated.

If we consider the deviation of a users’ own typing, the standard deviation from the mean
digraph latency is used to show the overall variance in a user’s typing profile. The results
from the trial participants are shown in Figure 7.4, which show significant vanation across
the users — effectively showing each users’ consistency. The results are ordered by

increasing average digraph latency with error bars indicating the standard deviation range
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for each user. For reference, an ideal chart is shown in Figure 7.5 which shows a much
more even distribution between users (and therefore better distinction between the classes
of users). Figure 7.5 is based on the same mean latency with error bars indicating a 0.5

standard deviation from the mean.
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Figure 7.4 - Average digraph latency per user with standard deviation (ordered by mean latency)
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Figure 7.5 - 'Ideal’ chart based on Figure 7.4
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7.4 Analysis

NB due to the volume of data produced in this study, the body of the thesis, and the accompanying material

in appendix C, contain only selected results. The full results can be found on the accompanying CD.

In the previous trial the experimental data for each user was processed off-line to calculate
the mean and standard deviation values for each unique digraph pair. This process was
again conducted on the captured data from this trial, but was repeated for each stored
metric (digraphs, trigraphs and keyword latencies). Due to the volume of data, a profile

generating utility was developed in Visual Basic (illustrated in Figure 7.6).

‘™ Profile Generator

W Create Profile

;“ Load Data

E\D ocuments and _Segiqgf\fﬁgfmiqiﬂay_)!_\h_d y _Docymenls'\}ﬁ_/mkPackeynge?@P ata 'proceJ|

' IC:\Docg@gp{s and Settings\Administiator\My Dowments\Wokaackageﬁa\Dalaﬂ T

| Count Average Standard Dev  Recalculate
 Digaph [G3a0s____ | [15606ms___ | [832ms |0 |fo_|
Trigraph Besiz | [812oms | [imeams [ ][ |
- Word P | Fossems | [2e206ms [ 1 []
Profile
Digraph | Count | Mean | StdDev [
ﬁ 1408 © 125.995448863... 48.2719654200...
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Figure 7.6 - Profile generator

153




Chapter 7 : A Long-Term Trial of Keystroke Analysis

The profile generator ran a series of queries against the original data (digraph, trigraph and
keyword), and produced a table of results for each profiled value. For each of these, the
count of samples, mean and standard deviation values were calculated and then stored to
another Access database (the profile database). This resulted in a single database file
containing 105 reference profiles (one each digraph, trigraph and keyword profile for each
user — 3 x 35). As with the previous trial, in cases where the standard deviation was
greater than the mean, the dataset was reduced by 10% to tighten the distribution. In a
small number of cases (two users) this automatic adjustment did not provide sufficient
change in the variance of the calculated values. In these cases, the data was recalculated
manually for the problem digraphs. Where a digraph (or trigraph/word) required
recalculation, this was shown as a cumulative count in the profile generator. The figure in
red indicated the number of digraphs that required manual intervention (a total of eight
digraph pairs from two users required this manual procedure — there were no incidents of

trigraphs/words requiring manual intervention).

Completed profiles were then compared against the original keylogger files to determine
the proportion of logged digraphs that were represented in the user profile. The quantity of
unmatched samples (and resulting proportion represented as a percentage) are shown in
Table 7.5 and graphically in Figure 7.7 (the results shown in Figure 7.7 are ordered by
ascending sampled digraphs). These results show a clear relationship between the size of
the raw sampled data (i.e. the number of sampled digraphs) and the proportion of matched
digraphs when compared with the generated profile. This is significant as it demonstrates
the importance of a substantial volume of keystroke data required to generate a usable

profile.
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User Di;(r:::\s Unmatched gzz::;g;;_
User 1 34352 20869 60.8%
User 2 53306 17425 32.7%
User 3 156718 17179 11.0%
User 4 27324 15211 65.7%
User 5 50822 18636 36.7%
User 6 50167 17679 35.2%
User 7 78579 15547 19.8%
User 8 50102 18381 36.7%
User 9 37618 18794 50.0%

User 10 70337 15505 22.0%
User 11 227660 13908 6.1%
User 12 20216 12600 62.3%
User 13 65312 19509 29.9%
User 14 33639 17201 51.1%
User 15 15951 11747 73.6%
User 16 42839 15776 36.8%
User 17 105543 20026 19.0%
User 18 89730 176888 19.9%
User 19 103876 18549 17.9%
User 20 78597 16553 21.1%
User 21 80626 16647 20.6%
User 22 117365 17616 15.0%
User 23 118805 20181 17.0%
User 24 201260 16608 8.3%
User 25 38944 16997 43.6%
User 26 48469 16321 33.7%
User 27 33068 17817 53.9%
User 28 70217 21064 30.0%
User 29 88059 19817 22.5%
User 30 40741 17569 43.1%
User 31 310823 14563 4.7%
User 32 353867 14378 4.1%
User 33 276669 16721 6.0%
User 34 124409 15696 12.6%
User 35 140044 18066 12.9%

Table 7.5 - Unmatched captured digraphs
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Figure 7.7 - Unmatched digraphs compared with digraph sample size

Once all the user profiles were calculated, the data comparator was used to generate tables
of results for each of the methods. The data comparator (Figure 7.8) was based upon the
original analyser described in section 6.5 in the previous chapter. A small number of
additional features were introduced to the comparator to cater for the inclusion of trigraphs
and keyword profiles. Firstly, a series of radio buttons were included to allow the selection
of profile metrics (to compare based on digraphs, trigraphs or keywords). Secondly, a
check box was added to allow the alert level (as described in the previous chapter) to be

increased by unmatched digraphs.
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Figure 7.8 - Data comparator

In the previous trial, when a digraph was processed that did not exist in the reference
profile, the alert level remained static (simply increasing the count of unmatched digraphs).
This trial considered the role of unmatched digraphs as they are a potential indicator of
impostor activity — i.e. if a user types a specific digraph pair infrequently (to the extent that
there is insufficient data on which to base a profile), it is reasonable to assume that these
occurrences are un-representative of that user’s normal typing behaviour. By default, in
this trial, an unmatched digraph increases the alert level by one, whilst a matched

accepted/rejected digraph pair varies the alert level by two accordingly. This behaviour
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can be adjusted by selecting the checkbox — once unchecked, the alert level is not affected

by unmatched samples.

Before starting the full profile comparisons a trial comparison was conducted based upon a
random selection of five users in order to determine the optimum settings for the deviation
threshold. In the previous study the deviation settings were chosen from a range of 0.5, 1.0,
1.5 and 2.0 standard deviations with the best results obtained at 0.5. In order to determine
an optimum setting, profile comparisons were made between 0.5 and 1.0 standard
deviations (values below 0.5 had already been assessed). For the randomly selected users
the best results were obtained at 0.7, with an increase in alert level above and below this
threshold. As such, the later comparisons were performed with standard deviations

settings of 0.6, 0.7 and 0.8.

Once the profile comparison was started, each users’ reference profile was loaded and then
compared against the raw keylogger data files for all 35 users. This produced a table of 35
sets of results for each user (i.e. 35 tables each with 35x6 result values). This process was
repeated for trigraphs and keywords with the three different profile deviation settings (0.6,
0.7 and 0.8 standard deviations from the mean). It should be noted that a setting of 0.5
standard deviations was introduced to the trigraph and keyword comparisons due to poor
performance at 0.6 and 0.7. This provided approximately 125,000 result values. With an
average of nearly 100,000 samples per data file, each data comparison took approximately
two hours, with a total of 18 comparisons conducted — six for digraph, eight for trigraph

and four for keywords (see Table 7.6).
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Metric Standard Deviations (S.D.)
Digraphs 0.6,0.7, 0.8 S.D.
Trigraphs 0.5,0.6,0.7,0.8 S.D.

0.5 added due to poor
performance at 0.6 and 0.7
Keyword 0.5,0.6,0.7,0.8 S.D.

0.5 added due to poor
performance at 0.6 and 0.7

Table 7.6 - Profile comparison settings

0.6 S.D. [DIGRAPHS Reference Profile :|User 3
Consecutive| High High Highest
User Matched | Unmatched | unmatched laccepted|rejected | alert level
User 1 28143 6209 65 12 18 15513
User 2 46797 6509 10 9 28 42469
User 3 139539 17179 1 17 1