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Abstract

Network Slicing is one of the critical enablers for the upcoming 5G mobile networks. This approach allows the creation
of different, separated virtual networks based on the same physical infrastructure. Wireless mesh networks are self-
organizing and self-configuring, which qualifies them to supply larger areas with a communication infrastructure in a
quick and less complicated way. As a result, there are different areas of application for the use of such networks, e.g.
restoring communication infrastructure in a disaster area. One aspect of network slicing in wireless mesh networks is the
determination of paths through the network. Optimising the path determination can lead to improvements of the overall
network performance. This work is about the creation of a graph model of the wireless mesh network and the comparison
between algorithms for finding the optimal path through that modelled network. It also looks at prior research and it’s
limitations.

1 Introduction

Network Slicing enables the possibility to provide differ-
ent services with contradicting requirements on the same
infrastructure. Based on the physical network infrastruc-
ture, the network provides a virtual network "slice" for dif-
ferent use cases. Network Slicing is one of the key en-
ablers for the functionality of modern 5G networks [2].
The concepts proposed so far are only for application in
5G networks[9][8]; wireless mesh networks[13] (WMNs)
were not subject of development and research. The ap-
proaches for WMNs that exist so far deal with the resource
slicing approach in wireless networks and mostly describe
network virtualisation. However, an end-to-end network
slicing approach has to fulfil the complete functionality of
a network that provides specific services. The network ar-
chitecture of 5G networks and WMNs is entirely differ-
ent. WMNs have a decentralised architecture and have
radio-based connections to other nodes. Additionally, in
this special case as a disaster network, all functionalities
in the network must be provided by the WMN nodes. In
a WMN, new nodes can also join or leave the network, re-
sulting in topology changes [11]. In contrast to WMNs , in
5G Networks, only the access network part is radio based.
The other parts of the network are wired connections. Data
centers for the network functionality are also available in
these networks. Because new base stations cannot simply
join or leave the network, the network architecture of 5G
networks is more static than in WMNs. Because of these
reasons, it is not possible to transfer the principle of net-
work slicing from 5G networks to wireless mesh networks
without further research.
One of the key aspects of using network slicing is provid-
ing and guaranteeing different Quality of Service (QoS)
levels to different tenants. Various existing approaches use

different types of physical separation of the data streams
[6] [17] [14], which has the additional benefit of complete
isolation. However, working on physical layer often needs
modification on the devices’ drivers, making it more com-
plicated to add new nodes to the network, especially if they
are from other vendors. Another possibility is to create
mechanisms in the higher OSI layers to provide QoS and
isolation of the slice specific traffic. These have the benefit
that they are mostly independent of the mechanisms in the
physical layer, which leads to a better interoperability be-
tween different network devices. One possibility for exam-
ple is to use software-defined networking (SDN) and net-
work functions virtualisation (NFV). The advantage of this
is that network slicing uses these methods already. This
combination allows the provision of QoS requirements by
selecting different paths through the network and flexible
replacing the virtual network functions.
This study focuses on the path determination to create a vir-
tualised infrastructure that provides nodes and links as base
for a network slice. Three types of search algorithms are
tested for path determination purpose: A* [12] as a greedy
algorithm with heuristic, Djikstra [7] as greedy algorithm
and Breadth-First Search [5] as an uninformed algorithm.
The rest of this paper is organised as follows: Section two
describes the architectural particularities of wireless mesh
networks. Section three presents related work regarding to
using NFV and SDN to improve the QoS in a Network.
Section four describes the modelling of the wireless mesh
network and the network slices based on it. Section five,
compares algorithms that determine the optimal path be-
tween the nodes and virtual network functions (VNFs) of a
slice. Section six concludes the paper and gives an outlook
to further work in this area.
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2 Architectural particularities of

wireless mesh networks

Wireless mesh networks have a number of specific charac-
teristics in contrast with the other network types, like 5G
or other networks, which are built using dedicated core and
access network parts. A technical and architectural pecu-
liarity of wireless mesh networks is that the nodes can be-
long either to core, access or transport network, depend-
ing on the situation. For example, in Fig 1, a node with a
connected client works in the access network but simulta-
neously in the transport network because it also forwards
frames through the network. If this particular node hosts
core functions, e.g. webserver, call server or proxy server,
it is also working in the core network. To reach maxi-
mum flexibility, every node should be able to work in ev-
ery part of the network. Therefore, there is no physical
separation of the nodes that belong to the different network
parts. The core network of the WMN describes the net-
work functions (physical or virtual) and the logical con-
nections between them, as, for example the connection be-
tween a webserver or call server and a database. An access
network is only necessary on nodes with connections to
clients, which could be on every node in the network. Ac-
cess networks that serve multiple clients can be a bottle-
neck for the service performance because there is no alter-
native path between node and client available. The wireless
links between the WMN nodes form the transport network,
including the ingress nodes, the nodes that host the VNFs,
intermediate nodes on the path, and eventual egress nodes.
In this context, network slicing describes a number of as-
pects: the slicing of the core network, the transport net-
work and the slicing of the access network. Slicing in the
core network means creating the virtual network functions
needed for the slice and their connections. These connec-
tions are virtual and necessary when multiple VNFs need to
be traversed. The functions and connections are then trans-
ferred to the physical infrastructure of the WMN. Transport
network slicing describes the processing of the slice spe-
cific traffic between the nodes from source to destination of
the traffic. One key aspect is how the traffic is forwarded to
ensure the QoS requirements of the slice specific services.
Access network slicing describes the mechanisms for as-
sociation and multiplexing of the radio resources in the ac-
cess network part. Slicing in the access network is only
required on nodes that have a connection to clients. This
means that slicing in the access network is only necessary
when the corresponding node has connections to end de-
vices. Because this work focusses on path determination,
the results can be applied to the area of transport network
slicing.

3 Related Work

This section describes the related work on improving net-
work QoS through path optimisation it the context of net-
work slicing The work in [3] deals with the interference
aspect in a sliced wireless network. The authors provide

Fig 1 Schematic representation of access, transport and
core network

a management scheme that uses interference between the
wireless links for topology decisions. The interference gets
a weight based on the priority of the corresponding slice.
Based on a weighted sum of the interferences, the pro-
posed algorithm creates a path through the wireless net-
work which has to minimize the interference sum of the
other slices to create an optimised path.
In [16], the authors describe a replacing approach for ser-
vice function chains (SFC). A SFC describes a combina-
tion of paths and virtual network functions. The focus of
this work lies in the minimisation of resource consumption
and as few adjustments as possible, through the relocation
of VNFs to different network parts that can host them.
The work in [15] describes the so called "middlebox place-
ment problem", which provides the optimal placing of net-
work functions in a service chain. In this work, the authors
use two heuristic algorithms; a greedy algorithm and a al-
gorithm based on simulated annealing, which are used for
replacing the network functions rather than changing the
path through a network.
Another work that mainly focuses on the VNF replacing
aspect is [4]. The main focus for optimisation in this work
is the end-to-end delay of a SFC. The authors also use an
heuristic algorithm for optimising this parameter by replac-
ing the VNFs.
Building virtual networks on a shared physical infrastruc-
ture refers also to the virtual network embedding(VNE)
problem. The authors of [10] created a survey to this prob-
lem. The VNE-problem describes algorithms to map a vir-
tual network (nodes and links) to an underlying physical
network. This includes the resources of the nodes and the
links.
The papers outlined in this section provide an overview
of the efforts to improve the network performance through
virtualisation technologies and path determination. Perfor-
mance stability is a crucial aspect, especially in wireless
networks, because of their radio based nature. The com-
bination of both approaches, path determination and VNF
replacing, is also usable to locate a network slice in a spe-
cific area of a wireless mesh network. Therefore, it is pos-
sible to build the slice in the area of the WMN, where it is
needed. As a first step, this work will compare the over-
all link utilisation in a WMN-Model when using different
algorithms for path determination.
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4 WMN and Slice Model

This section proposes a model of the wireless mesh net-
work and the network slices. The model is necessary
for describing optimisation approaches and for algorithmic
processing. As highlighted by the previous section, wire-
less mesh networks require a different approach to mod-
elling to presenting the network infrastructure.

4.1 Model of the overall network

The basis for the WMN model is an undirected graph
G(N,E), with the nodes N and the edges E [3]. The edges
of the graph represent the connections between the WMN
nodes, the nodes are the mesh nodes of the WMN. Fig. 2
gives an example of a graph representation of a wireless
mesh network. The adjacency matrix A = {ai, j}NxN de-

Fig 2 WMN architecture as undirected Graph

scribes how the nodes are connected. The matrix elements
ai, j are one if there is a connection between the nodes i
and j and zero if there is no connection. Every connection
e ∈ E has a maximum consumable bitrate B(e), which rep-
resents the transmission speed of the link. Because of the
wireless nature of the connections in a WMN, the bitrate is
not a constant value and it depends mainly on the distance
between the nodes, the interference, and obstacles in the
environment. It is possible to combine the bitrate informa-
tion with the adjacency matrix. In this case, the element
ai, j contains the value of B(e) if there is a connection and
zero if there is none. An example for the extended defini-
tion shows (1) and (2)

A =

⎡
⎢⎢⎣

a0,0 a0,1 a0,2 a0,3
a1,0 a1,1 a1,2 a1,3
a2,0 a2,1 a2,2 a2,3
a3,0 a3,1 a3,2 a3,3

⎤
⎥⎥⎦ (1)

AB =

⎡
⎢⎢⎣

B(a0,0) B(a0,1) B(a0,2) B(a0,3)
B(a1,0) B(a1,1) B(a1,2) B(a1,3)
B(a2,0) B(a2,1) B(a2,2) B(a2,3)
B(a3,0) B(a3,1) B(a3,2) B(a3,3)

⎤
⎥⎥⎦ (2)

Any flow f on a connection e consumes a part of the max-
imum available bitrate be( f ). As a result, the number of
flows that can work with a specific bitrate, e.g. 10 Mbit/s,
a link can supply is limited. The resulting constraint shows
(3). A flow f describes a communication relation between
a start node, an end node, and intermediate virtual network
functions if present.

∑
f∈F

b( f )≤ B(e) (3)

Every WMN node has an amount of computing power C
for providing virtual network functions (VNFs). The value
of C is the CPU utilisation in per cent: C ∈ [0%,100%]. A
VNF v running on a node needs a part of the node’s com-
puting power c(v) which increases the overall value of C.
The maximum number of VNFs a node can provide with-
out performance degradation due to CPU overload results
from the constraint of (4):

∑
v∈V

c(v)≤Cn (4)

The last constraint of the WMN model is the link delay and
the resulting overall delay of a flow. The overall delay of
a flow L f is the sum of all link delays l(e) the flow passes
through the network. Equation (5) describes this relation.

L f = ∑
e∈E f

l(e) (5)

As a result, every connection in the WMN model has two
properties: Bitrate B(e) and link delay l(e). The WMN
nodes have CPU utilisation C as the main property. It is
also possible to define additional properties for these ele-
ments, e.g. packet loss on a connection or the energy con-
sumption of a node. The defined model is, in principle,
extensible.

4.2 Model of the slices in the network

A network slice consists of the following components: Vir-
tual network functions, a priority value to define different
slice priorities, and the flows belonging to the slice. De-
rived from the flows of the VNFs, a slice is a subgraph
Gs(Ns,Es)⊆ G(N,E) [3] of the WMN graph. Ns is the set
of nodes that host the slice VNFs or forward the traffic of a
slice flow. Es is the set of edges that connect the nodes
of Ns. To get the information necessary for Ns and Es,
the model uses two structures: The flow-edge-matrix and
the node-VNF-matrix. The flow-edge-matrix R describes
the relation between flows and edges. The definition is:
R = {a f ,e}|F |x|E|, f ∈ F,e ∈ E were a f ,e = 1 if a flow f uses
the edge e and a f ,e = 0 otherwise. As an extension, it is
possible that the matrix also provides information about the
bitrate of a connection. In this case a f ,e = be( f ) if a flow f
uses edge e and a f ,e = 0 otherwise. The node-VNF-matrix
P describes the positions of the VNFs in the network. The
definition of this matrix is: P = {an,v}|V |x|N|,v ∈ V,n ∈ N
where an,v = 1 if node n provides the VNF v and an,v = 0
otherwise.
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5 Path determination

This section is about the path determination process in a
sliced wireless mesh network. In the graph model of the
WMN, a path consists of edges that a flow has to use from
it’s source to destination. To minimize the utilization of the
paths through the network, algorithms for finding the short-
est path between source node an destination node should be
used. This section compares three different algorithms for
path determination in a graph. The used algorithms are:

• A* Algorithm [12]

• Djikstra Algorithm [7]

• Breadth-First Search(BFS) [5]

The A* and the Djikstra algorithm are informed search al-
gorithms and also belong to the category of greedy algo-
rithms. A* and Djikstra are well-known search algorithms
for the shortest paths in a graph. Both use cost information
on the links of the graph which they use to minimise the
cost from the start node to the destination node. A* addi-
tionally uses a heuristic function to estimate the costs until
the target is reached. The BFS algorithm belongs to the
uninformed search category. It does not use any additional
information from the graph to determine the shortest path.
It is used here as the default benchmark for comparison
with the other two algorithms.

5.1 Test setup

The algorithms run on a graph that represents a wireless
mesh network for testing, as described in the previous sec-
tion. The graph consists of 25 nodes that are connected
with 40 edges. The test setup graph shows Fig. 2. The
edges have the two parameters: latency and consumed bi-
trate on the connection. The value of the consumed bitrate
increases with every flow that goes over a specific edge.
The simulation was implemented using Python with the
Networkx [1] package for the graph processing.
The greedy algorithms need a cost value on the connections
to work properly. This value has to increase with the con-
sumed bitrate on an edge, so that the costs increase with the
link utilisation. Also, the costs using a link with low utilisa-
tion should be lower than using a link with high utilisation
when adding the same bitrate value. Therefore, the cost
increases exponentially. Since the connections simulating
wireless links, there is a value for the maximum consum-
able bitrate on a link before the performance of the connec-
tion decreases significantly. In the simulation, this value is
set to 100 Mbit/s. If this value is reached, the cost value
has to be infinity, so the greedy algorithms cannot use the
corresponding edges anymore. The A* algorithm requires
a definition of a heuristic. This setup uses the Manhattan-
Distance and Euclidian Distance between the start and des-
tination nodes as heuristic.
In the first test, the simulation adds a number of flows
with fixed start and destination nodes and a specified bi-
trate value to the network and calculates the resulting paths
with one of the algorithms. The added flows are shown in
table 1 and table 2 with their corresponding bitrate values

in Mbit/s. The tables show three different setups of the first
test. In the first and second setup, the number of flows is
equal and has the value ten. The changes are in the bitrate,
as table 1 shows. Table 2 shows the third test setup. In this
case, five additional flows are added to the initial ones from
table 1.
The bitrate values are summed up and added to the cor-
responding edges as utilisation parameter. After that, the
algorithms calculate a test path between the nodes 1,0 and
3,4. The simulation then calculates the maximum bitrate
consumption on the edges of the test path. The higher this
value, the higher is the utilisation of the test path because
the performance of a path is as good as the worst link. This
is done in all three cases of the first test with the three algo-
rithms to compare the resulting values. Another important
value to compare is the number of overloaded and there-
fore unavailable links.
A second test case checks how many paths these algo-
rithms can determine before a link is overloaded. In this
case, the simulation adds an increasing number of paths
with random start and end nodes to the network. After-
wards, the simulation checks each connection of the graph
whether the maximum value for the consumed bit rate has
been exceeded. The simulation counts the number of flows
until the first connection exceeds this value. This is done
with every algorithm to compare how efficient the path de-
termination works. The higher the counted value, the better
the algorithm worked.

Table 1 Test setup 1 and 2 for test case 1

Flows From To rate 1 rate 2

f1 4,0 1,4 15 30
f2 4,3 0,3 10 20
f3 3,0 3,4 15 30
f4 1,1 2,3 20 40
f5 0,4 3,1 10 20
f6 2,4 4,1 10 20
f7 1,0 3,4 15 30
f8 4,3 2,0 20 40
f9 2,2 4,1 10 20

f10 2,2 0,0 10 20

5.2 Test results

This part shows the results from the described test cases.
Table 3 shows the results from the first test case that is de-
fined by the tables 1 and 2. The values for the bitrate are
the maximum bitrates on an edge out of all the edges in
the network when using the specified algorithm. The lower
this value, the better the result. The results of the first test
setup show that there is no difference between the values of
the maximum bitrate between A* and Djikstra, both have
a value of 20 Mbit/s. In contrast, the BFS algorithm has
already a value of 40 Mbit/s. In this case, no algorithm cre-
ated an overloaded link. In the second test setup, the result-
ing values are 30 Mbit/s for A* and 40 Mbit/s for Djikstra.
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Table 2 Test setup 3 for test case 1

Flows From To rate

f1 4,0 1,4 30
f2 4,3 0,3 20
f3 3,0 3,4 30
f4 1,1 2,3 40
f5 0,4 3,1 20
f6 2,4 4,1 20
f7 1,0 3,4 30
f8 4,3 2,0 40
f9 2,2 4,1 20

f10 2,2 0,0 20
f11 2,4 2,1 15
f12 0,3 4,0 20
f13 4,1 2,3 15
f14 3,1 1,4 30
f15 3,4 0,1 15

The value for BFS is 80 Mbit/s which makes a difference of
50 Mbit/s compared to A* and 40 Mbit/s compared to Djik-
stra. The BFS algorithm also creates the first overloaded
link in this test setup. In the third test setup, the result-
ing values are 70 Mbit/s for A* and 60 Mbit/s for Djikstra.
The value for BFS is 125 Mbit/s which makes a difference
of 55 Mbit/s compared to A* and 65 Mbit/s compared to
Djikstra. BFS creates four overloaded links in this setup,
whereas this value is still zero with A* and Djikstra. Due
to the small differences between A* and Djikstra, using
Djikstra is the better choice because it needs no heuristic
function to work. However, a different heuristic function
for A* could lead to other results.
Table 4 shows the results of the second test. The values
are the average of 100 iterations, because the simulation
creates random paths in the network. The bitrate value is
a random value between 10 and 30 Mbit/s. In this specific
case, there is no difference between A* and Djikstra. Both
algorithms have the first overloaded link after an average
value of 31 paths. In contrast to this, the BFS algorithm
reaches the first overloaded link at an average value of 16
paths.
As shown by the results of both test scenarios, the differ-
ences between the greedy algorithms and the uninformed
algorithm increase as the number of paths in the network
increases. Furthermore, the difference between A* and
Djikstra is not significant.

6 Conclusion

This paper compared the A*, Djikstra, and BFS search al-
gorithms to determine their performance in identifying a
path between the nodes of a wireless network graph model:
greedy algorithms with heuristic (A*), greedy algorithms
without heuristic (Djikstra) and uninformed search algo-
rithms (BFS). The tests compare these in terms of maxi-
mum path utilisation, the number of overloaded paths and
how many path the network can provide until the first link

Table 3 Results for bitrate consumption and overloaded
links

Test setup Algorithm Max. bitrate Overloaded links

Setup 1 A* 20 0
Djikstra 20 0

BFS 40 0
Setup 2 A* 30 0

Djikstra 40 0
BFS 80 1

Setup 3 A* 70 0
Djikstra 60 0

BFS 125 4

Table 4 Maximum possible paths before overload

Algorithm Max. paths

A* 31
Djikstra 31

BFS 16

is overloaded. The focus was only on path determina-
tion, the VNF placement is beyond the scope of this work.
The results show a significant difference between the unin-
formed search algorithm and the greedy algorithms. Fur-
thermore, there was no significant difference between the
A* algorithm and the Djikstra algorithm. A reason for that
could be the used heuristic for A*; it is possible that using a
better heuristic leads to a different result. For this reasons,
using a greedy algorithm like Djikstra is the pragmatic so-
lution, because a better heuristic requires more knowledge
about the network.
Further work will combine the results with an approach
for VNF placement to get an optimisation mechanism for
mapping the virtual resources of the slices to the underly-
ing physical infrastructure. Another aspect for further work
in this area is the wireless resource sharing in the access
network. It is necessary to optimise the resource sharing
between an access node and end devices because it is not
possible to optimise a path on this connection.
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