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Despite a growing interest in interdisciplinary research, systematic ways of how to integrate data from different disciplines are still scarce. We argue that successful resource management relies on two key data sources: natural science data, which represents ecosystem structure and processes, and social science data, which describes people’s perceptions and understanding. Both are vital, mutually complementing information sources that can underpin the development of feasible and effective policies and management interventions. To harvest the added value of combined knowledge, a uniform scaling system is needed. In this paper, we propose a standardized methodology to connect and explore different types of quantitative data from the natural and social sciences reflecting temporal trends in ecosystem quality. We demonstrate this methodology with different types of data such as fisheries stocks and mangrove cover on the one hand and community’s perceptions on the other. The example data are collected from three United Nations Educational Scientific and Cultural Organization (UNESCO) Biosphere reserves and one marine park in Southeast Asia. To easily identify patterns of convergence or divergence among the datasets, we propose heat maps using colour codes and icons for language- and education-independent understandability. Finally, we discuss the limitations as well as potential implications for resource management and the accompanying communication strategies.

This article is part of the theme issue ‘Nurturing resilient marine ecosystems’.
1. Introduction

The 2021–2030 United Nations (UN) Decade of Ocean Science for Sustainable Development aims to facilitate global communication and mutual learning across scientific disciplines and stakeholder communities [1,2]. Allied to this, successful and sustainable marine management requires collaboration among all actors and appropriate concepts, data and information from both the natural and social sciences [3]. Arguably, marine policy to date has been primarily driven by natural science and technocratic approaches, with data derived from stakeholders and communities often considered relatively weak, inferior or incomplete by both policy makers and natural scientists [4–6]. This is despite approaches such as marine spatial planning being adopted with a view to increase stakeholder participation [7]. The UN Ocean Decade encourages a transformative approach in ocean science, spanning multiple disciplines by actively integrating natural and social sciences and embracing local and indigenous knowledge as a key knowledge source [2,8]. The UN Ocean Decade explicitly calls for co-design, inclusion of all appropriate concepts, and regional action and encourages the scientific community to step away from producing more knowledge and instead to build connections and dialogue between different science disciplines. Yet, when different types of data have not been purposefully collected with the objective to subsequently bring them together, it can be a challenge to combine and compare them. There is a need for methodologies that enable the systematic coordination and integration of a broad variety of knowledge systems and their communalities and differences. There is also a need to communicate such knowledge appropriately to practitioners for sustainable and inclusive marine resource management and improved engagement.

This opinion piece presents a standardized methodology to integrate natural and social science data. For demonstration purposes, we use data collected within the Global Challenges Research Fund (GCRF) Blue Communities Project, representing quality trajectories in fisheries as well as mangrove, coral and seagrass ecosystems in four Southeast Asian locations. We hope to inspire other scholars to further develop this methodological proposal and jointly develop strategies on how information from different knowledge traditions can be combined for the benefit of the bigger picture.

(a) Previous examples of cross-disciplinary data integration

Increasing volumes of empirical work have shown that combining data from different disciplines has the potential to build a clearer picture of current and future ecological scenarios through complementary processes [9,10].

Combining knowledge sources might lead to more confidence and depth of information. So can a biological measure of fish abundance indicate trends over the last decade, but is limited in explaining why fish stocks have changed over the last century (e.g. the decline of the North Sea cod [11]). Additional data from the natural sciences (e.g. on climate change) or the social sciences such as historical research or interviews with community members, fishers and divers can provide different perspectives and potential reasons for observed changes in fish stock abundance such as the introduction of scallop dredging in the area [12], or increasing numbers of private yachts [13].

An example where different types of data were purposefully combined comes from Cu Lao Cham-Hoi An Biosphere Reserve, Vietnam, where quantitative analyses of spatial and temporal variability in the state of mangrove and seagrass habitats retrieved from satellite imagery are complemented by qualitative community perception data to gain a deeper understanding of the drivers of change [14,15]. This combination of data sources enabled the researchers to identify reasons for mangrove degradation over the previous four centuries, and thereby could feed into evidence-based management policies. Another example comes from Torres-Tico et al. [16]. They integrated estimations of abundances of threatened carnivores of both, indiginous and local knowledge, as well as monitoring data. The researchers found that the types of data both converge and diverge. They interpret this finding as that divergences show limitations in scientific sampling methods, and that an understanding of socio-psychological and cultural influences is indispensable for effective conservation efforts. Other examples are provided by Laidler [17] on sea ice abundance, by Moller et al. [18] on wildlife harvest and by Mackinson [19] on fisheries stocks.

Another potential benefit of integrating natural and social science data might be that resulting resource management plans may be more appropriate for, and accepted by, the local communities [20]. Less than half of coastal and marine planning processes includes social data, and only 10.8% of social data are analysed spatially, according to a review by Le Cornu et al. [21]. Evidence gained through quantitative community perception data derived from large samples, especially representing communities located in the Global South, is yet particularly scarce.

(b) Lack of standardized methodologies

To date, there is no agreed method or best practice for the integration of different types of data [22]. Previous studies that have attempted such integrations demonstrated the benefits, but also the challenges of doing so [23].

In their meta-analysis across 47 articles and chapters on integrating local ecological knowledge with natural science derived knowledge, Bohensky & Maru [24] conclude that appropriate frameworks are still missing on how to integrate, understand and communicate the complementary knowledge systems. Integration efforts are further complicated by different types of data being used even within disciplines. For example, social science data can range from qualitative (e.g. consisting of spoken and recorded language) to quantitative (e.g. ratings on standardized response scales). While the inclusion of several disciplines provides added value for conservation [10], it also increases the complexity of the research [23]. Therefore, standardized methodologies for comparing social and natural science data should be developed and evaluated [27].

(c) Discipline-specific biases and challenges to knowledge integration

Integrating different knowledge systems may support a more rounded understanding of the drivers behind changes in environmental state [10]. We need to recognize, however, the discipline-specific ways of drawing conclusions and limitations [28]. Respecting and valuing different perspectives can
facilitate a comprehensive understanding of environmental phenomena and can support the development of tailor-made ideas for conservation (for examples see Cottet et al. [29], Ioana-Toroimac et al. [30] or Foale [31]).

(i) Data limitations in the social sciences
Data collected from communities has the benefit of coming from a large group of people who observe their environment all year round. Community members have traditional ecological knowledge developed over generations and based on first-hand experiences [32]. However, by its very nature, this kind of knowledge captures primarily subjective perceptions of the world and relies on self-reports collected through survey questionnaires, interviews, focus groups, observations or combinations thereof [33]. Each of these methods comes with its own strengths and shortcomings, making community perceptions data prone to a range of biases.

To illustrate these biases, Gifford et al. [34] collated perceptions of general indicators of ecological quality and temporal trends, including future trends across 18 nations from a large sample of \( n = 3232 \) respondents. The authors state that community perceptions provided valuable insights and that they correlated closely with expert ratings of ecological quality. However, they also point to biases such as temporal pessimism and spatial optimism, potentially preventing sustainable behaviour change. On a similar note, Jung et al. [12], who combined retrospective stakeholder perceptions with biological measurements, recognized the role of demographic factors in explaining variance between respondents. Further, Parson et al. [13] note that most respondents do not refer to time periods greater than 10 years ago, which is also in line with the recommendation for appropriate ‘human time horizons’ for effective communication by Fincher et al. [35]. Another phenomenon affecting reports of environmental change is the Shifting Baselines Syndrome (SBS, [36]), indicating that younger generations adapt to their current environment, including the level of degradation, as their norm, resulting in inaccurate baselines being taken as the starting point. Community perceptions are additionally prone to be influenced by significant events, such as an oil spill, or salient environmental factors such as the removal of trees, which have occurred recently or close to the local vicinity. These influencing factors can account for some of the differences within and between informant groups [37].

All these cognitive biases need to be considered when using, interpreting and communicating perception data as an information source for environmental quality. It is also not only the people providing the perceptions data who may potentially be influenced by cognitive biases, and recent events, but equally those who use these data, such as policy makers and stakeholders.

(ii) Data limitations in the natural sciences
Similar to data in the social sciences, natural science data varies in its nature and can range from physical (e.g. ocean currents, temperature), biogeochemical (e.g. nutrient) to biological (e.g. productivity, biomass of specific groups). Each type of data is typically measured with maximum objectivity and repeatability at different spatio-temporal scales. Sources of natural science data for environmental monitoring can include in situ sampling (periodic sampling or long-term time series at specific sites such as the Western Channel Observatory (https://www.westernchannelobservatory.org.uk/), remote sensing observations from satellites to map land cover or vegetation, and marine system models that expand the spatio-temporal range of the data. These data sources can provide information about natural variations in the ecosystem state (e.g. seasonal, annual and decadal as described in Doney & Sailley [38]) as well as indicate change in the state of the system over time (i.e. improvement or degradation as described in Hsieh et al. [39]).

Natural science data may also be subjected to biases with different methodologies having their own limitations [40]. Biological sampling may be undertaken at individual study sites with periodic measurements, capturing a snapshot of the ecosystem state at these locations at specific points in time (e.g. data collection in Antarctica is mostly undertaken during the austral summer months to take advantage of the ice-free conditions). The frequency or timing of the sampling may be influenced by practical considerations, such as site accessibility, available time in the field, funding and seasonal weather patterns [41]. In a study by Johannes et al. [42], scientists conducted their research during the day not knowing that the fish species of interest was active at night—resulting in incorrect conclusions being drawn. Similarly, remote sensing approaches for environmental monitoring have limitations in terms of observation period and temporal resolution, as the revisit time and frequency of observations will depend on the satellite’s orbit, the location of interest and sensor swath, as well as local conditions such as cloud cover if optical imagery is used [43]. Satellites or aircrafts typically provide a snapshot of the feature of interest from above, which needs to be considered when drawing conclusions. Optical imagery over a forest, for example, reflects the forest canopy; and infrared sea surface temperature measurements reflect the conditions in the upper 10 µm of the water column.

Finally, multiple types of marine system models exist, assessing either the physical, biogeochemical or biological processes [44–46]. As a result, the comparison of such models is a complex field of its own [47,48]. Typical examples of interactions between the different types of natural science data include the validation of remote sensing through ground truthing surveys via in situ sampling, assimilation of data from either sampling or remote sensing into models [49] and interactions between time series and models for validation or development of new paradigms [50]. These projects strengthen the argument that different types of data make different contributions, and that their combination provides important added value [51].

(iii) Pathways to knowledge integration
Owing to the aforementioned limitations, relying exclusively on one data source might run the risk of having incomplete or skewed conclusions. Bringing together several knowledge systems can lead to a mutual filling of gaps and an overall strengthening of comprehensive datasets [20]. It is, however, important to carefully consider the characteristics and limitations of each data source as well as the simplifications required for integration. Challenges for data integration include temporal or spatial scale differences [52,53], different terminologies between disciplines and different strategies to interpret the same content [9,54]. Several reviews and commentaries highlight the need for respect and sensitivity in interdisciplinary work that includes community-derived knowledge (e.g. [18,55,56]). Key recommendations are for
scientists to engage in synergy-building and culturally appropriate interactions that promote trust and openness, equitable and respectful partnerships, co-production of knowledge and common visions [57].

(d) The current approach and study sites
In this opinion piece, we address the need for developing methodologies to enable the systematic coordination and integration of different knowledge systems for sustainable resource management. We propose a standardized methodology to combine and communicate quantitative data on temporal trends of marine ecosystem quality from the natural and the social sciences, selecting fisheries, mangroves, corals and seagrass as examples. Using four case study sites (1–4, see below) from the GCRF Blue Communities Programme (www.blue-communities.org), we demonstrate how different types of quantitative ecosystem data can be brought together and mapped systematically to reflect trends of past and future coastal ecosystem quality (see figure 1 for an overview of the different types of data and the locations of the study sites).

By developing a standardized method of mapping these different types of data, we can identify corresponding and disparate trends between datasets. We suggest heat maps and icons to visually represent these trends and allow for relatively literacy-independent understanding. We also discuss opportunities of how these maps can be used in...
sustainable resource management and point out the limitations of our approach.

Unique assets of our approach are the direct involvement of coastal communities as knowledge contributors, the multitude of researchers from different geographical areas, the range of scientific disciplines (psychology, ecosystem modeling, fisheries and earth observation) and ecosystems as well as the coverage of both the past and the future.

The four study sites namely, (1) Cu Lao Cham-Hoi An United Nations Educational, Scientific and Cultural Organization (UNESCO) Biosphere Reserve (Vietnam), (2) Palawan UNESCO Biosphere Reserve (the Philippines), (3) Taka Bonerate Kepulauan Selayar UNESCO Biosphere Reserve (Indonesia) and (4) Tun Mustapha Park Marine Protected Area (MPA; in Sabah, Malaysia) are located in Southeast Asia (figure 1). All sites are home to important ecosystems such as coral reefs, seagrass beds and mangrove forest habitats that serve as breeding and nursery grounds for a diversity of resident marine species, as well as migratory species such as whale sharks.

(1) Cu Lao Cham-Hoi An was designated as a Biosphere Reserve by the UNESCO Man and the Biosphere (MAB) in 2009 and features unique characteristics and values [58]. The core area of Cu Lao Cham – Hoi An Biosphere Reserve is an MPA which is surrounded by a buffer zone. Particularly important habitats in the area are seagrass beds, mangrove forests and coral reefs [14,15,58]. These ecosystems provide nurseries for wild fish and shellfish, which are central sources of food for the local population.

(2) Palawan is the largest province in the Philippine archipelago composed of one main island and more than 1700 smaller islands [59]. It is known as the country’s ‘last ecological frontier’ owing to its high biodiversity (35%) and endemicity (5%), and vast terrestrial and mangrove forests that comprise 48% of the country’s total forest. Recognizing the outstanding value of rich biodiversity and culture in Palawan, it was declared an MAB Reserve by UNESCO in 1990. Habitats and ecosystems services of critical importance included in this study are the coral reefs, wild fish and mangrove forest.

(3) Designated in 2015, Taka Bonerate Kepulauan Selayar Biosphere Reserve is located in Selayar Islands Regency, South Sulawesi, Indonesia. The estimated population in the area is 134 280 (in 2018) and spreads across approximately 130 islands (total terrestrial area of 1357 km²) [60]. The reserve hosts the largest atoll in Southeast Asia, with significant habitats including wild fish stocks, coral reefs and mangroves [61].

(4) Tun Mustapha Park (TMP) in the Malaysian state of Sabah, located at the northern part of the island of Borneo, is the largest multiple-use marine park in Malaysia. Gazetted in 2016, the area covers 898 762.8 hectares with more than 50 islands and islets within the Coral Triangle region [62]. A key habitat in TMP is mangrove forest and the area also contributes more than 12% of Sabah’s marine fisheries and aquaculture production [63].

(e) Standardization methodology
Throughout the 4-year GCRF Blue Communities project, a wide range of natural and social science data has been collected and collated from existing studies covering topics such as fishing and aquaculture, mangroves, corals and seagrass support sustainable interactions with marine ecosystems [64]. Data characteristics and associated data collection methods are succinctly described below, and with more details in the electronic supplementary material.

To be able to map and compare the different data types they have to be standardized. In a generalized manner of speaking, we transform all data into a single value that is comparable independent of the shape and size of the dataset. The social science data were represented with two data points (perceived trends of past and future), while the natural science dataset was represented through time series. The natural and social science data were matched over corresponding 10-year periods. Now the methodology can be split into two strands: (i) the social science data were measured on either a 5- or 7-point Likert scale. The 7-point scales have been converted to a 5-point scale, giving us five categories (strong improvement indicated, improvement indicated, no or slight change, decline indicated, strong decline indicated). The median value of these scales was chosen as a comparison score; and (ii) for the natural science data, the year-to-year change in percentage for each site has been calculated across the entire time series. Subsequently, we determined a cut-off point for each category using one of the two following approaches: (a) a significant value identified from the literature (coral, seagrass, mangrove), or (b) if no such value existed, the median change across all sites to determine a cut-off point value (fisheries). With this approach, all data were transformed into a singular data point that covered a specific time-period. The cut-off point had to be identified for each specific dataset to allow for the amplitude of change in different sectors (e.g. changes in mangrove are less than 5% while those in fisheries can be 50% or more).

The specific approach for each dataset is detailed below. Harmonized scores for all sites covering both present and future data, can be seen in table 1. All the scoring results, as well as the raw data, are presented in the electronic supplementary material.

(i) Fisheries: present and future
Fisheries and aquaculture data for the last decade was obtained individually for each case study site through official surveys. The annual fisheries statistics for Puerto Princesa City comes from Puerto Princesa City Agriculture Office, for Selayar from the Selayar Bureau of Statistics in Indonesia and for TMP districts from the Department of Fisheries Sabah in Malaysia. The datasets represent different approximations to fish stock status (that is their biomass) either through measuring the size of the wild fish population through surveys (stock surveys, that is research cruise with the explicit goal of estimating the fish stock size) or by recording fish landings for either aquaculture or wild fisheries. These were complemented by model projections of key fish species biomass (10.5281/zenodo.4281146) to provide future data for the next decade.

We included either fish landings data (Indonesia, Malaysia) or stock surveys (Philippines). To match the socio-economic background of respondents who mainly depended on artisanal fisheries, only wild catches landed by traditional fishing gears were analysed [63,65]. Considering the risk that the beginning or end of the time series
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Table 1. Category values for each sector of the natural science (NS) data and the community perception data (CP), the meaning of the perceived or calculated change harmonized to a 5-point scale with both numerical value and arrows for visualization.

<table>
<thead>
<tr>
<th>Category</th>
<th>Natural Science</th>
<th>Community Perception</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>arrows for NS</td>
<td>arrows for CP (red) and CP (blue)</td>
</tr>
<tr>
<td>5-point scale</td>
<td>+2</td>
<td>strong improvement indicated</td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>improvement indicated</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>no or slight change indicated</td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>indicated decline</td>
</tr>
<tr>
<td></td>
<td>-2</td>
<td>strongly indicated decline</td>
</tr>
</tbody>
</table>

Meaning of original 5-point Likert scale values:
- >20 >0.5 >2 >5 2/3 strong improvement indicated
- +2
- 1 >1, 2 1/1, 2 improvement indicated
- 0 1/2 no or slight change indicated
- -1 -1/1, -2 indicated decline
- -2 -2/3 strongly indicated decline

The measured change from year to year was calculated and expressed as percentage change. Like this, the measured year-on-year change varied from +25% to −50% with a median value of +2% and a standard deviation of 18. We used this to create categories to scale the natural science data to the 5-point scale required for comparison (table 1). In relation to the overall value of change across the 10-year period, this method produces a similar value and overall direction of change which is less affected by extremes. The same method was applied to the model outputs for the future data. To make sure that slightly different prospects of climate forcing do not cause significant differences in the final scoring, two popular representative concentration pathways (RCPs) have been calculated and compared. No significant differences have been found and the same final score was obtained for both RCPs. We found that the measured change from year to year varied between +/−15%, which is within the natural variability found in the present-day data. The median change per site and scenario varied from −5% to +1% which represents a slight change. We are aware of the potential bias for high variability within fisheries data owing to either natural variability in the fish populations (e.g. small pelagic stocks like sardines and anchovies) or changes in the fishing effort itself.

(ii) Mangrove data

Mangrove forest areas for study sites in Malaysia, Indonesia and the Philippines were extracted from the Global Mangrove Watch (GMW) dataset [66]. This global-scale dataset is generated from the classification of optical and radar satellite data. For further details on the remote sensing methodology and accuracy assessment, see Bunting et al. [66]. Data were available for the years 2007–2010 and 2015–2016. It is anticipated that the accuracy will vary between locations owing to local conditions such as the surrounding vegetation, mangrove condition and satellite data availability. To correspond to the community perceptions data, aggregated at a district level, mangrove extent was extracted for the respective relevant districts or municipality areas. For Cu Lao Cham-Hoi An Biosphere Reserve, mangrove extent for the years 2003 and 2016 was obtained from a study by Tin et al. [14]. The mangrove extent estimates in this study were generated using supervised classification of optical Landsat imagery. For further details on the remote sensing methodology and accuracy assessment, see Tin et al. [14].

For each site, the mean annual rate of change in mangrove cover was calculated for the time available. The mean annual rate of change was used because the estimates from different sources were available for different time periods and change was expressed as a percentage, rather than net change. The mean annual rate of change in mangrove extent at the study sites ranged from −0.03% to −13.45%, with a median rate of −0.16%. To compare the direction of the trends shown in the mangrove extent data with the community perception of mangrove condition, the data were scaled to a 5-point scale, as above. To determine reasonable thresholds for this ecosystem type, the literature was reviewed to find recent estimates of rates of mangrove change in this region. Estimates of national mangrove deforestation rates ranged from 0.0 to −0.5% per year for the periods 2000–2012 and 2000–2016 for countries in Southeast Asia [67,68]. The
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product includes orthorectified top-of-atmosphere (TOA) reflectance (Level 1-C). This version also contains sub-pixel multispectral registration. For the habitat classification related to coral platforms, we focused the analyses on two sites, Tambolongan and Polassi islands, which were selected as representative for the region (Bontosikuyu). Subsequent to this, unsupervised isodata classification was conducted using the following criteria: a maximum of 20 classes on Sentinel-2 using bands 2–3–4–8 with 10 m of resolution [73].
Output images were obtained, from which we derived classes for each pixel area, to calculate coral reef coverage using QGIS. The assignment was based on interpreting the geomorphologic description of the seabed, with particular reference for coral identifications [74].

To create a 5-point scale and define valid categories (as shown in table 1), the mean values of the change in live coral reef cover from 2011 to 2021 was used as the value signifying average yearly change rate in Cu Lao Cham-Hoi An and the per cent change in the mean values of hard coral cover between 2007 and 2017 was computed in Palawan. For Indonesia, two datasets were available, and the mean rates of change were calculated for 2015 and 2019. To cross-validate, Bruno & Selig [75] estimated yearly coral cover loss in the Indo-Pacific area was approximately 1% over the last 20 years and 2% between 1997 and 2003 (equal to 3168 km² yr⁻¹). These data do not directly reflect comprehensive ecosystem health or condition of coral reefs, but the geographical area covered by coral only, which we use as an indicator for coral reef ecosystem quality.

(iii) Coral data
For Cu Lao Cham-Hoi An, coral data were obtained from the management board of Cu Lao Cham MPA [58]. Annually, the reef check method is used to observe the area around Cu Lao Cham MPA, providing data on coral reef cover. In Palawan, time series data for corals (1997–2017) is available for Puerto Princesa only [69]. Owing to gaps in the dataset, some values had to be interpolated. Different methods were used including the line intercept method [70], point intercept transect [71] and reef check method [72]. Only the percentage of hard coral cover is included in this study. For Selayar, two Sentinel-2 satellite images for the years of 2015 and 2019 and were obtained from an open access European ESA-Copernicus project portal (https://scihub.copernicus.eu/). The Sentinel-2 product includes orthorectified top-of-atmosphere (TOA) reflectance (Level 1-C). This version also contains sub-pixel multispectral registration. For the habitat classification related to coral platforms, we focused the analyses on two sites, Tambolongan and Polassi islands, which were selected as representative for the region (Bontosikuyu). Subsequent to this, unsupervised isodata classification was conducted using the following criteria: a maximum of 20 classes on Sentinel-2 using bands 2–3–4–8 with 10 m of resolution [73].
Output images were obtained, from which we derived classes for each pixel area, to calculate coral reef coverage using QGIS. The assignment was based on interpreting the geomorphologic description of the seabed, with particular reference for coral identifications [74].

To create a 5-point scale and define valid categories (as shown in table 1), the mean values of the change in live coral reef cover from 2011 to 2021 was used as the value signifying average yearly change rate in Cu Lao Cham-Hoi An and the per cent change in the mean values of hard coral cover between 2007 and 2017 was computed in Palawan. For Indonesia, two datasets were available, and the mean rates of change were calculated for 2015 and 2019. To cross-validate, Bruno & Selig [75] estimated yearly coral cover loss in the Indo-Pacific area was approximately 1% over the last 20 years and 2% between 1997 and 2003 (equal to 3168 km² yr⁻¹). These data do not directly reflect comprehensive ecosystem health or condition of coral reefs, but the geographical area covered by coral only, which we use as an indicator for coral reef ecosystem quality.

(iv) Seagrass data
Seagrass extent data could only be found for one study site, namely Cu Lao Cham-Hoi An. The extent of data of seagrass beds in 2003, 2010 and 2017 was obtained from Tin et al. [15]. The authors used ALOS AVNIR-2 and Landsat satellite imagery and field surveys to map the area of seagrass beds in the selected years.

The mean rate of change in seagrass bed cover including unchanged, lost and gained areas from 2003 to 2017 in Cu Lao Cham was calculated. In a global analysis on temporal changes in seagrass beds, Waycott et al. [76] estimated that seagrass beds were disappearing at a rate of 7% year globally. In a literature review from 2000 to 2020, an overall average decline of seagrass beds of 4.7% per year was identified [77]. As no literature was available on average changes of seagrass in Vietnam specifically and the maximum decline measured in the literature was 4.7%, a rate of 5% was used as a guide to compare the change in seagrass beds extent to the community perception data (table 1). These data do not directly reflect comprehensive ecosystem health or condition of seagrass beds, but the geographical area covered by seagrass only, which we use as an indicator for seagrass ecosystem quality.

(v) Community perception data
To assess perceptions of the quality of the marine environment, a survey was co-developed with local communities in each case study site. The questions aimed to understand people’s past and future perceptions of marine quality. An example question assessing perceived past quality of wild fish catch in the Philippine case study site is: ‘Compared to 10 years ago, would you say the current amount of wild fish and diversity of fish types in Palawan is better, worse or the same?’ To assess future perceptions, the wording was: ‘Compared to now, how do you see the amount of wild fish and diversity of fish types in Palawan in the future in 10 years’ time.’ Data were collected from coastal communities in the following locations: in Palawan, Philippines data were collected in Aborlan, Taytay and Puerto Princesa; in Sabah, Malaysia data were collected in Kudat, Kota Marudu and Pitas; in Hoi An-Cu Lao Cham, Vietnam data were collected at two mainland coastal communities in Hoi An: Cua Dai and Cam Thanh, and in Tan Hiep on the Cu Lao Cham island; in Taka Bomerate Kepulauan Selayar, Indonesia data were collected in Bontosikuyu. Sample sizes for each case study were n = 252 in Vietnam, n = 401 in the Philippines, n = 530 in Indonesia and n = 610 in Malaysia (representing approximately 10% of respective local communities) with varying response rates for different items, depending on professional expertise or location of residence (electronic supplementary material, table S15). Demographic profiles vary across case study sites and are not fully representative of the respective populations in terms of age or gender. This is mainly owing to subsistence-based restrictions such as midwives having to follow their daily routines while women stayed at home and have been available for data collections.

Perceptions about the past and future marine environmental quality were captured on either a 7-point (from –3 to 3 in the Philippines, Malaysia and Vietnam) or 5-point (from –2 to 2 in Indonesia) Likert scale ranging from ‘much worse’ (maximum negative score) over ‘no change perceived’ (zero) to ‘much better’ (maximum positive score). The individual decision on the range of the Likert scale was made by local experts in each country, resulting in the intra-project variance. Full details of how data were harmonized between countries, as well as the data collection dates and demographic details, can be found in the electronic supplementary material.
(f) Methodology for harmonizing and mapping the scores

By harmonizing all natural and social science data to a 5-point scale ranging from −2 to 2, and then subtracting these scores from each other (in specific, we subtract the community perception data (CP) score from the natural science (NS) score), we could acquire a new set of scores (ranging from −4 to +4) that indicates how closely the two types of data overlap. This gives us three possibilities: (i) the scoring of the CP and NS has the same value (e.g. both have a −2 or a +1 score), this will result in a final score of 0 once substracted, indicating full convergence; (ii) if the scores for CP and NS are close to each other we will have a value around 1 or 2 (e.g. a score of −2 and −1 for NS and CP, respectively, will give a final score of −1), indicating string convergence; and (iii) the scores are opposites, indicating a noticeable or strong divergence in the scores (e.g. a score of +2 and −2 for NS and CP, respectively, will give a final score of +4). The positive values (1, 2, 3, 4) hereby represent cases in which the natural sciences indicate a more positive trend than the social sciences, whereas the negative values (−1, −2, −3, −4) indicate cases in which the social sciences indicate a more positive trend than the natural sciences. We used a range of colour scales to represent these scores, with lighter colours indicating a higher level of convergence between social and natural sciences data (figure 2 for final scores and legend).

Figure 2. Colour coded heat map illustrating scores of convergence and divergence across sites, but also including arrows of different levels of steepness representing trends for habitat quality.

2. Results

We present the temporal trends followed by an elaboration on the results by case study area and sites in the discussion.

Figure 2 illustrates details on the trends represented by the natural and the social sciences (illustrated with coloured arrows, red to represent NS, blue to represent CP), the level of convergence and divergence (colour code of cells and direction of arrows, table 1) as well as icons for habitats for intuitive understanding (figure 1). We developed this way of visualization as it allows easy interpretation of our results by a broad audience, independent of literacy and language skills. This is particularly relevant as we collated data from four different case study sites, across four countries and covering remote areas with relatively low rates of general literacy. For the basic heat map representing scores of convergence and divergence ranging from 0 (full convergence) to −4/+4 (full divergence), see figure S1 in the electronic supplementary material.

3. Discussion

In the spirit of the UN Ocean Decade, this work brings together different forms of knowledge to feed into inclusive and localized policy making. We propose a systematic methodology for comprehensive and objective data integration. The data included is of quantitative nature and comes from both the natural and the social sciences.

The results produced with this methodology are visualized in a heat map in which areas of convergence and divergence between the natural sciences and community perceptions can be identified for each case study area.

The different levels of convergence and divergence can be used as a starting point for discussions around potential causes, future co-development of resource management plans, and the evaluation of existing resource conservation programmes.

In the following section, we demonstrate how the results can be interpreted. In each of our case study sites, the mapping exercise led to a unique profile of convergence and divergence, which will be discussed individually and then set into perspective with past and current local resource management.

(a) Cu Lao Cham-Hoi An biosphere reserve, Vietnam

In Cu Lao Cham-Hoi An, a high overall level of convergence between natural and social sciences was observed. Data on coral reefs and seagrass beds from the natural and social sciences represent similar or equal, improving (coral) or declining/stable (seagrass) trends.

A potential reason for this high level of agreement over coral reef cover might be the community-inclusive annual
reef clean-up programmes which have been running since 2011 [58]. These programmes are not only aimed at cultivating and restoring the coral reefs, but also at applying co-management models which promote the participation of the local communities into policy implementation. Community involvement in conservation efforts can influence people’s understanding of their local marine environments [78]. For seagrass cover, the natural science data, which integrated remote sensing imagery, GIS technology and in situ field studies, indicates that the area of seagrass beds has declined rapidly and have almost disappeared in Cu Lao Cham MPA [15]. According to Tin et al. [15], the pollution of the marine environment and destructive fishing methods are major reasons contributing to these declines. However, community perceptions on seagrass beds indicate no change over the last 10 years. This might be owing to seagrass being an invisible ecosystem because of its submerged location under the ocean surface or poor media coverage. Compared to coral reefs and mangroves, seagrass beds have not been part of any campaign or public conservation effort in Cu Lao Cham, Hoi An. Targeted communication around the importance of seagrass beds might be a possibility to engage communities in the protection of this habitat.

The habitat that showed the highest levels of divergence was mangrove forests, especially in Cam Thanh, where we found opposite trends (strong divergence) for the natural sciences (degrading) and community perceptions (strongly improving). In Cam Thanh (a site on the mainland), mangroves were perceived to improve by the communities whereas the natural sciences indicated a strong decline. An explanation for this disagreement could be that citizens of Cam Thanh are using nipa palm as a building material and are therefore motivated to preserve this mangrove species. Nipa palm trees are subject of targeted, successful conservation efforts, whereas other mangrove species or the forest as a whole might be undergoing significant decline. From 2010 to 2013, Cam Thanh Communal Association of Farmers implemented a project called ‘Rehabilitation and conservation of nyapalms [sic] at Cam Thanh Commune, Hoi An City, Quang Nam’ in order to protect land at the Thu Bon river from erosion and thereby contribute to nipa palm conservation [79]. This successful conservation effort, albeit selective, might lead to communities perceiving their mangroves being in a good state, even if the overall mangrove cover might decline as indicated by the natural science measurements. Additional data-related biases could be that the area covered by the natural science data are larger in terms of km² than the areas covered by the community surveys. Secondly, the natural science data for mangroves are from two snapshots in time only (2003 and 2016) which may not capture more recent conservation efforts or younger mangrove stands.

(b) Palawan, Philippines

In Palawan, a variety of convergence and divergence levels were observed between the two knowledge sources. In Puerto Princesa City, the community perception and natural science data were in full convergence for past wild fish stocks and strong convergence for coral reefs, with trends indicating that wild fish stocks have declined, and coral reefs have slightly degraded over the last 10 years. Illegal and destructive fishing methods were a common problem in the past (during the 1990s) in Palawan, causing not only the decline of corals and fish stocks but also gaining media attention and thereby influencing community perceptions. Although there are efforts to establish MPAs, the communities expected the wild fish to further decline in the future, whereas the natural sciences predicted a stable trend. This negative prediction of the communities might be owing to the noticeable increase of visitor numbers, especially in Puerto Princesa (the island’s capital and location of the airport), which will most likely lead to a surge in demand for seafood.

Community perceptions and natural science measurements in Palawan noticeably diverged for mangroves. In all three municipalities, the communities perceived the mangroves to be in a better state than the natural science measurements suggested, which is similar to the pattern found in Vietnam. In Taytay, communities perceived no change in the mangrove forests, compared to the natural science data, which indicated a decrease over the past 10 years. The natural science data from GMW showed mangrove loss in Taytay was diffuse and primarily on coastal fringes and river edges, areas that are particularly challenging to monitor owing to their geographical dynamics and potentially not visible to the communities [66]. In Aborlan and Puerto Princesa, communities perceived mangrove forests to expand while the natural sciences reported either a decline or stable condition. The reason for this could be found in the popularity of Palawan as a Mangrove Swamp Forest Reserve since 1981 (PPD 2152). Mangrove planting and reforestation initiatives are a popular social activity on the island, extensively covered by the media; in Puerto Princesa, for example, 800 000 mangroves have been planted since 2003 (https://puertoprincesa.ph/?q=tourism/february-14-love-affair-nature). These very salient and community-inclusive initiatives potentially lead to the positive perceptions of mangrove health within the population despite severe mangrove deforestation for domestic and industrial usage [80]. It is also likely that the natural science data will not detect the newly planted mangroves until they are relatively mature, as the remote sensing technique uses image classification to map mangrove vegetation cover, and when trees are young they may be too small to be detected relative to the surrounding water and bare ground signals within a pixel, particularly at lower resolution.

(c) Taka Bonerate Kepulauan Selayar Biosphere Reserve, Indonesia

In Selayar, the community perception and natural science data appeared to diverge strongly across all areas (corals, mangroves and fish catch) with communities having more positive perceptions compared to the natural science data. Potential reasons could be that policy makers on the island strongly prioritize the promotion of the island as an attractive tourist destination and thereby boosting the economy.

There are some participatory resource management programmes that have been conducted in the area such as Coremap 1 and 2 (1998–2009), and the Capturing Coral Reef & Related Ecosystem Services (CCRES) project (2014–2018). Several outputs produced from those programmes include the participatory formation of MPAs, increased capacity of local people in marine management, and production of numerous technical tools to assist local stakeholders in marine management [81,82]. However, despite these efforts, degradation of crucial marine habitats,
such as coral reefs, are still rampant. For instance, the practice of destructive fishing and extraction of corals for building materials are deemed to be persistent problems in the area [83,84]. Kusumo et al. [85] estimated that in Selayar’s coastal waters, damaged reef areas increase by the rate of approximately 10–50 m² d⁻¹ owing to cyanide fishing. These problems were exacerbated by other factors, such as increasing numbers of the anchoring of tourist boats [86].

This dichotomy of overly positive reporting about the island’s beauty alongside ongoing destructive fishing practices could explain the high levels of divergence we observe between the natural science and community perceptions in Selayar. Responsibility diffusion and the shifting baseline syndrome may underlie this divergence in addition. A recent study in Selayar, conducted in 2018 [87], indicated that coastal communities in the region had positive perceptions of their local coral reefs, and tended to consider “other communities” to be responsible for environmental degradation happening in the island. By ascribing the responsibility for environmental decline to others, people can maintain the collective values within their own community [88]. An additional reason could be that people’s perceptions adapt to the gradual degradation of their natural environment as the new status quo and they do not interpret it as problematic [89].

(d) Tun Mustapha Park, Malaysia

In TMP, community perceptions and natural science data converged across most areas, although divergences were observed for the state of fisheries at the district level. In most cases, community perceptions were less positive than the natural science data. Natural science data for wild fish landings in Kota Marudu and shellfish aquaculture productivity in Kudat showed an increase over the last 10 years but were perceived to be declining by the communities. One potential reason for this divergence could stem from the demographic profile of participants. Only 17% of respondents directly worked in the fisheries and aquaculture sector potentially leading to inaccurate perceptions (see the electronic supplementary material, table S12 files for demographic details). Alternatively, regular reports about the encroachment of foreign fishers, especially trawlers and artisanal fishers from neighbouring countries [63] as well as destructive fishing practices, such as fish bombing and cyanide fishing [90] potentially causes concern in the communities. Both threats to local fish stocks have received much attention in the popular media and are being discussed repeatedly within communities and among local policy makers [91]. Efforts to collectively mitigate destructive practices such as fish bombing have been made in Malangiin, Banggi Island, Kudat, Berungus Village and Kota Marudu [92]. Upscaling and replication of these community-led marine management techniques remain an area of priority, as identified in the TMP Integrated Management Plan [62]. Increase in fish catch in Kota Marudu is probably owing to increasing fish stocks rather than increasing fishing efforts, given that the number of local artisanal fishers and the type of gears has remained stable. The increase in shellfish aquaculture production in Kudat is likely to be owing to the introduction of white prawn aquaculture since 2014 [93].

Regarding mangroves, local communities in Kudat and Kota Marudu perceived negative trends in mangrove coverage over the last 10 years, although natural science data indicated no or minimal changes. A reverse trend was identified in Pitas, where communities perceived no change in mangrove coverage, whereas the natural science data indicated that mangrove cover has declined. The reason for these divergences might be found in the visibility of parts of the mangrove forests to communities. All coastal communities in Sabah rely on mangrove forests and struggle with their decline owing to the development of shrimp farms, growing human settlements and conversion to agricultural land [94]. It may be that the differences observed between community perceptions and natural science data in Kudat and Kota Marudu reflect a decline in mangrove ecosystem condition which is not reflected in the canopy cover. Given the relatively large mangrove areas of Pitas (150.3 km²) compared to those in Kudat (126.0 km²) and Kota Marudu (56.8 km²) [66], this decline might be less visible for the communities in Pitas.

4. Management implications

From the observed patterns of convergence and divergence as well as the site-specific interpretations, we can derive some general patterns leading up to suggestions for successful marine management. We find that divergence might occur for a range of reasons—different data sources working on different levels of specificity, spatial scales or the targeting of different focus areas. It could also be the communities’ uncertainty or misconceptions about their available resources. In any case, divergence is a likely source of conflict among resource users or between policy makers and communities [95]. Convergence on the other hand mainly seems to occur together with community-inclusive resource management and a good dialogue between scientists, policy makers and communities. It may also indicate successful existing policies and conservation initiatives [96,97].

The extent of divergence or convergence can inform policy makers or managers of the likelihood that their decisions, especially those based on natural science data, will find acceptance and support among those communities affected by, or implementing the management.

The first suggestion for successful marine management that we identify based on our findings is therefore to support community-inclusive conservation programmes and resource management. We can see a relationship between programmes involving local communities, stakeholders as well as scientists, such as those in Vietnam, Palawan and TMP, and high levels of convergence between what the natural sciences measure and what communities perceive (figure 2). This could be a supportive argument for the co-development of resource management plans as this might create a level of understanding between all involved actors and encourage ownership and responsibility [96,98]. Marine conservation programmes of non-governmental organizations (NGOs), for example, often include end-of-project evaluations that consider ecological changes compared to a baseline. These evaluations are often dependent on sparse natural science data. The here suggested method could supplement this data with people’s perceptions and provide a more holistic perspective upon which to evaluate the policy or programme.

The second recommendation is cautious media coverage around ecosystem management including observation and regular evaluation of its effects. Examples from Cu Lao Cham and TMP point towards positive effects of media
coverage, potentially contributing to an increase in awareness within the population and supporting sustainable ecosystem management. However, examples from Selayar and Palawan indicate that overly positive media reporting about conservation efforts or beautiful environments does not necessarily preclude effects of ongoing exploitation of natural resources, a lack of implementation of regulation as well as continuing changes owing to climate change and coastal erosion. It is possible that the media’s illustration of a pristine island might even lead to neglect to act to prevent continuing decline. It is therefore important to support impartial media reporting, shining light on different perspectives.

An additional recommendation for the interpretation of knowledge integration is to consider community-specific circumstances potentially leading to biases in the reporting of environmental quality trends [53,99]. It is key to understand which role and importance each habitat or ecosystem service has for each community. Further, factors such as tradition, reliance or scarcity can affect their judgement of the habitat [100]. Salient changes in local environments such as loss of mangroves in close versus far distance to the communities can have an impact on community perceptions as illustrated with examples in Taitay and Sabah. Similarly, the (non-) visibility of habitats and their ecosystems or unpopularity in the media can also impact community perceptions as described in the example of seagrass in Vietnam (see also [101]). We therefore recommend considering the limitations and strengths of each data source in relation to the local circumstances.

Lastly, inclusive communication of natural science data trends and associated decisions (e.g. closing down a fishery) is important for community understanding and acceptance [102], as is co-creating datasets in response to local needs and questions. Presenting scientific findings in a discipline-specific, complex matter can trigger feelings of reactance in the audience, and make them feel overwhelmed, unmotivated and helpless [103]. Drawing on evidence from psychology and environmental communication research, tailoring communication can counteract the influence of cognitive biases (for an overview, see [104] or Zhao & Luo [105]). We recommend adapting the communication technique to local preferences and using methods to enhance understanding such as visualizations or maps [106]. Visualizations and maps are useful to illustrate regional differences, to reflect complex interactions or to make invisible resources tangible [107,108]. Another technique, especially for the co-development of resource management plans rather than their evaluation, could be creating future scenarios and thereby outline potential prospects but also encourage community interaction and sustainable engagement [106].

With further development, our suggested methodology could serve as an important platform on which stakeholders may embark on synergistic dialogues [109], especially those involving local communities. Our methodology allows the highlighting of perceptions on ecological trends from a wider population than those few invited to directly participate in marine planning processes. The acknowledgement and incorporation of communities’ perspectives regarding their surrounding coastal environments into marine spatial planning are of one of the key aspects to ensure the achievement of UN Sustainable Development Goal (SDG) 14 - life below water [110]. Rather than solely relying on selected natural science data or single consultations to gather stakeholder perspectives, marine planners could directly and visually compare natural science data with social science data over time to feed into marine planning processes, such as the design of marine zones.

5. Limitations

The methodology we introduced in this paper comes with a number of limitations.

By their nature, perceptions are subjective and interact with many factors (salience of events, demographics, personal values, habits and more) [56,99]. One could therefore claim that perceptions are not reliable enough for our purpose of informing policymaking or that they cannot be compared with natural science data, discussed in [32]. We suggest that with sample sizes of \( n > 252 \), representing around 10% of the population in each community (as described in Sumeldan et al. [111]), we can assign a quantitative value to community perceptions and define an overall tendency that provides a valid point of comparison with the natural sciences. Owing to economic reasons, our study participants are not fully representative of respective populations (electronic supplementary material, table S12 file for details). We therefore recommend that future research can explore sampling methods with higher levels of demographic representativeness to improve data quality further. Previous studies have also found that local ecological knowledge is often unevenly spread throughout a group and held disproportionately by certain individuals [112]. By creating aggregate scores for all stakeholders, the methodology masks the differences in perspective of different stakeholder groups. Amateur biologists or citizen scientists perspectives may also be of value, e.g. ornithologists historical reflections [113], and such initiatives could be used more systematically within our proposed methodology. In addition, it is important to be transparent about variation in the data by indicating standard deviation or some other suitable indicator.

Another limitation is that we compared not only different traditions of knowledge but that the past and future trends were determined in different ways in natural and social science [24]. In the natural sciences, we combined multiple temporal data points to form a trend line; in the social sciences, we used one data point to represent a trend. The reason for using these different ways of trend representation lies again in the nature of the data and the tradition of knowledge retrieval. We argue that, if interpreted correctly and with awareness of its limitations, both types of knowledge retrieval can be combined, compared and provide useful information. We recommend that research building on our prototype could aspire to collecting longitudinal data in a way that the ecosystem quality is represented by regular assessments of both the natural and the social sciences.

Deviance between knowledge retrieval locations and location size can lead to biases as we discussed across all four sites. Despite the effort to cover areas as similar as possible for both the natural and the social science data, we cannot say with certainty that the communities referred to the exact same spatial sites of study, especially in terms of geographical size. More likely, the natural science data covers a larger area (e.g. the whole park or Biosphere), whereas community members observations are more detailed and situational, and refer to a smaller, individually different area (e.g. their village, fishing ground and immediate surroundings). Similarly, communities may focus their perceptions naturally to accessible areas and areas relevant for their livelihoods, whereas natural science
techniques such as remote sensing can produce datasets including non-accessible or remote areas as described in Eisner et al. [114]. Tengö et al. [10] describe the ‘complementarity’ of including data at differing scales, and the benefits of ‘adding in’ data from local knowledge. Unsurprisingly, there is limited empirical work that uses both data sources and fully acknowledges and addresses the complications posed. The problem described here cannot fully be solved within this first demonstration of the methodology and must be considered when we interpret our heat maps and followed up with further research. Researchers that aim to develop this methodology further are encouraged to address this limitation. Potential pathways to do this could be to identify how to exactly delineate the areas of origin for both the natural and the social science data or elucidate statistical means to account for the scale of geographical divergence.

A similar limitation, also discussed in Huntington [9] and Tengö et al. [10], is the question of comparability when we compare different data sources. While the natural sciences might measure a distinct habitat feature such as the geographical area of mangroves or seagrass in km², communities might refer to ecosystem quality in a more holistic way. As a result, these indicators may diverge but both are valid [115]. In the example of mangroves, remote sensing approaches typically attempt to assess the state of mangroves using estimates of extent [116]. However, previous work has highlighted that area measures alone do not give a complete picture of mangrove condition as they do not provide information on the condition and spatial fragmentation of the habitat that remains [117]. It is important to consider other factors such as changes in the abundance and diversity of fauna, ecosystem functioning and provision of ecosystem services. Communities might report on their impression of general mangrove health, the state of the trees close to their house, intensity of use or the effort of reforestation in their community, which goes beyond the geographical size of a mangrove forest only. This highlights the level of complexity in ecosystem assessments and the dilemma that no single discipline can ever capture the whole picture. Integrating several disciplines can make this picture more complete [10] but still, comparisons between the knowledge sources should always be considered as approximations [24]. For future research, we recommend expanding our methodology and to also integrate quality indicators for both the natural and the social sciences on even more similar levels of specificity.

Diversity of data sources is also problematic. We refer to three different types of fisheries data to assess the trend of wild fish abundance: In Malaysia and Indonesia, we used catch data; in the Philippines we used stock assessments. For the future trends, we used modelled outputs of the projected biomass. Each type of data comes with its own limitations. Firstly, accuracy of the catch reporting and recording is not known, and as we do not have the catch effort, we could not normalize the data to catch per unit effort. Secondly, changes in the stock assessment methodology can impact the outcome, with the number and location of the survey sites being one such factor. Finally, the model outputs themselves did not reflect the full fish community but rather a selected number of key species. These outputs are also at a larger spatial scale than catch data or stock assessments. Despite these differences, we suggest that trends of each data type can be used to compare fish data and the community perception data with each other. This is the case as we are applying the same standardized methodology, and specifically because we are comparing the year-to-year change rather than the trend over the full time. This removes extreme values coming from the landing or assessment data, as well as the spatial bias from the coarse resolution in future models. Using different types of data for a similar concept, the abundance of wild fishes, demonstrates how versatile and adaptive our methodology is.

6. Conclusion

Finding ways to systematically combine ecosystem data from different knowledge systems is an important and challenging step towards inclusive and collaborative resource management and for gaining constructive insights into trends in habitats and ecosystems over time. In this work we have demonstrated a standardized methodology for data integration, providing information about convergence and divergence of social and natural science data regarding past and future trends in ecosystem quality. This prototype of our methodology responds to the UN Ocean Decade’s call for global collaboration and localized solutions, interdisciplinary exchange of knowledge and integrative methodologies. The data from Vietnam, the Philippines, Malaysia and Indonesia integrated in this work was selected owing to its local relevance and the availability within the GCRF Blue Communities project. We would like to emphasize that the approach can and should be extended, advanced and applied to other types of disciplines, datasets and regions.

The four regional discussions are an illustration of how this data can shed light on the effectiveness of current regulations but also inform and shape future effective resource management and accompanying communication. From our site-specific discussion, we have formulated four key recommendations for successful resource management using different data sources, which are: (i) community-inclusive development and implementation of regulations, (ii) well-informed reporting by mass-media and dissemination to different stakeholders, (iii) awareness and consideration of data-specific biases, and (iv) tailored communication through visualizations, maps and future scenarios. The different profiles of convergence and divergence between our included sites also underline the value of localized resource management and climate change responses as recently stated at the Conference of Parties (COP26) in Glasgow [118].

We advocate that, in addition to generating new scientific knowledge for marine resource conservation, we need to nurture the art of bringing this knowledge together, inclusively and in an accessible format and thereby provide ‘The science we need for the ocean we want’ [2].
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