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Abstract
Deep Neural Networks (DNN) have made signi�cant advances in vari-
ous �elds including speech recognition and image processing. Typically,
modern DNNs are both compute and memory intensive, therefore their
deployment in low-end devices is a challenging task. A well-known tech-
nique to address this problem is Low-Rank Factorization (LRF), where
a weight tensor is approximated by one or more lower-rank tensors,
reducing both the memory size and the number of executed tensor
operations. However, the employment of LRF is a multi-parametric opti-
mization process involving a huge design space where di�erent design
points represent di�erent solutions trading-o� the number of FLOPs,
the memory size, and the prediction accuracy of the DNN models.
As a result, extracting an e�cient solution is a complex and time-
consuming process. In this work, a new methodology is presented
that formulates the LRF problem as a (FLOPs vs. memory vs. pre-
diction accuracy) Design Space Exploration (DSE) problem. Then,
the DSE space is drastically pruned by removing ine�cient solutions.
Our experimental results prove that the design space can be e�-
ciently pruned, therefore extract only a limited set of solutions with
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improved accuracy, memory, and FLOPs compared to the original (non-
factorized) model. Our methodology has been developed as a stand-alone,
parameterized module integrated into T3F library of TensorFlow 2.X.

Keywords: Deep Neural Networks, Model Compression, Low-Rank
Factorization, Tensor Train Decomposition, Design Space Exploration

1 Introduction
In recent years, the world has witnessed the revolution of Arti�cial Intelligence
(AI), especially in the �elds of Machine Learning (ML) and Deep Learning
(DL), attracting the attention of many researchers in various application �elds
[1]. Such an example is the Internet-of-Things (IoT) ML-based applications,
where DNNs are employed on edge devices that are characterized by limited
compute and memory capabilities [2].

State-of-the-art DNN models consist of a vast number of parameters (hun-
dreds of billions) and require trillions of computational operations not only
during the training, but also at the inference phase [3]. Therefore, execut-
ing these models on Resource-Constrained Devices (RCD), e.g., edge and IoT
devices, is a challenging task. The problem becomes even more challenging
when the target applications are characterized by speci�c real-time constraints
[4]. To address this problem, many techniques have been recently proposed
to compress and accelerate DNN models [5, 6]. DNN compression methods
reduce both the number of arithmetical tensor operations and the memory size
of the model, without signi�cantly impacting its accuracy. In general, DNN
compression techniques are classi�ed into �ve main categories [6]: pruning [7],
quantization [8], compact convolutional �lters [9], knowledge distillation [10],
and low-rank factorization [11].

Pruning techniques reduce the complexity of DNN models by removing
unnecessary elements [7], e.g., neurons or �lters [12{14]. Quantization is a
well-studied technique targeting to transform the 32-bit Floating-Point (FP32)
weights and/or activations into less-accurate data types, e.g., Integer8 (INT8)
or FP16 [8]. In the compact convolutional �lter techniques, special structural
convolutional �lters are designed to reduce the size of the convolution �lters
and therefore reduce both the number of tensor operations and the memory size
[9]. Finally, knowledge distillation is the process of transferring the knowledge
from a large model to a smaller one by following a student-teacher learning
model [15]. The two latter techniques can be applied only to the convolutional
layers [6]. On the contrary, Low-Rank Factorization (LRF) can be used to
reduce both the number of Floating-Point Operations (FLOPs) as well as
the memory size in both convolutional and Fully Connected (FC) layers by
transforming the original tensors into smaller ones [11]. However, employing
LRF in a neural network model is not a straightforward process: it includes
a huge design space and di�erent solutions provide di�erent trade-o�s among
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Fig. 1: Memory and FLOPs percentages of FC and non-FC layers for the
seven studied models. The memory occupied by the FC layers is from 49% up
to 100%.

FLOPs, memory size, and prediction accuracy; therefore, �nding an e�cient
solution is not a trivial task.

In this work, we provide a methodology to orchestrate the deployment of
LRF in the FC layers of typical DNN models. We target the FC memory arrays
because they typically account for the largest percentage of overall memory
size of DNN models. As Figure 1 indicates, the FC memory size ranges from
49% up to 100% of the total DNN memory size for the seven studied models.

The steps of the proposed methodology are as follows. First, all the FC
layer parameters are extracted from a given DNN model. Second, all possible
LRF solutions are generated using the T3F library [16]. Then, the vast design
space is pruned in two phases and a (limited) set of solutions is selected for re-
evaluation/calibration according to speci�c target metrics (FLOPs, memory
size, and accuracy) that are provided as inputs to our methodology.

The main contributions of this work are:

� A new method that formulates the LRF problem as a (FLOPs, memory size,
and accuracy) DSE problem

� A step by step methodology that e�ectively prunes the design space
� A fully parameterized and stand-alone DSE tool integrated into T3F library

(part of TensorFlow 2.X [17])
� A thorough experimental evaluation using seven popular DNN models and

various datasets

This work is an extended version of our previous work presented in [18].
The rest of this paper is organized as follows: In Section 2, we put

this work in the context of related works and present the relevant background
information. The proposed methodology is presented in a step-by-step basis in
Section 3, while the experimental results are discussed in Section 4. Finally,
Section 5 is dedicated to conclusions and future work.
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2 Background and Related Works
2.1 Low-Rank Factorization
LRF refers to the process of approximating and decomposing a matrix or a
tensor by using smaller matrices or tensors [19]. Suppose M 2 Rm�n is a matrix
with m rows and n columns. Given a rank r, M can be approximated by M

0
2

Rm�n; M
0

has a lower rank k and it can be presented by the product of two
(or more) thinner matrices U 2 Rm�k and V 2 Rk�n with m rows/k columns
and k rows/n columns, respectively (as shown in Figure 2). The element (i; j)
from M is retrieved by multiplying the i-th row of U by the j-th column of V .
The original matrix M needs to store m�n elements, while the approximated
matrix M

0
(using two thinner matrices U and V ) needs to store (m�k)+(k�n)

elements [19].

Fig. 2: Basic Low-Rank Factorization (LRF) in 2D matrices.

To decompose the input matrices, di�erent methods exist, such as Singular
Value Decomposition (SVD) [20{22], QR decomposition [23, 24], interpolative
decomposition [25], and non-negative factorization [26]. Given that tensors
are multidimensional generalizations of matrices, they need di�erent methods
to be decomposed, e.g., Tucker Decomposition [27, 28], Canonical Polyadic
Decomposition (CPD) [29, 30], and Tensor Train (TT) Decomposition [31].
Another way to decompose tensors is to transform the input tensor into a two-
dimensional (2D) matrix and then perform the decomposition process using
one of the above mentioned matrix decomposition techniques [32, 33].

2.2 Tensor Train Format and T3F Library
A popular method to decompose the multidimensional tensors is the TT for-
mat, proposed in [31]. It is a stable method that does not su�er from the curse
of dimensionality [31]; furthermore, the number of parameters needed is sim-
ilar to that in CPD [31]. A tensor A(j1; j2; :::; jd) with d dimensions can be
represented in TT format if for each element with index jk = 1; 2; :::; nk and
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each dimension k = 1; 2; :::; d there is a collection of matrices Gk[jk] such that
all the elements of A can be computed by the following product [34]:

A(j1; j2; :::; jd) = G1[j1]G2[j2]:::Gd[jd]: (1)

All matrices Gk[jk] related to the same dimension k are restricted to be of
the same size rk�1 � rk. The values r0 and rd are equal to 1 in order to keep
the matrix product (Equation 1) of size 1� 1.

As noted, the proposed DSE methodology is built on top of TensorFlow 2.X
and integrated into T3F library as a fully parameterized, stand-alone module.
T3F is a library [16] for TT-Decomposition and currently is only available
for FC layers. In the current version, our target is the FC layers, because
as depicted in Figure 1, the FC layers occupy the largest memory size in
typical DNN architectures. The main primitive of T3F library is TT-Matrix,
a generalization of the Kronecker product [35]. By using the TT-format, T3F
library compresses the 2D array of a FC layer into multiple smaller size 4D
tensors by using a small set of parameters.

The inputs to the modi�ed T3F module are: i) the weight matrix of the
original FC layer (2D array), ii) the max-tt-rank value which is the maximum
rank and it de�nes the density of the compression; small max-tt-rank values
o�er higher compression rate, and iii) a set of tensor con�guration parameters.
The latter set of parameters is related to the shape of the output tensors that
the input 2D array is compressed; if these tensors are multiplied by each other,
then the original 2D matrix can be approximated. As an example, the following
set of parameters [[7; 4; 7; 4]; [5; 5; 5; 5]] approximates a matrix of size 784�625.
In other words, by multiplying the �rst set of numbers (7� 4� 7� 4 = 784),
the �rst dimension of the weight matrix (784) is produced and by multiplying
the second set of numbers (5� 5� 5� 5 = 625), the second dimension of the
weight matrix (625) is generated.

After the decomposition is done, T3F library outputs a set of 4D tensors
(called cores) with the following shapes/parameters:

Core #1 dim: (1; s1; o1; r)
Core #2 dim: (r; s2; o2; r)
.
.
.
Core #n-1 dim: (r; sn�1; on�1; r)
Core #n dim: (r; sn; on; 1),

where s1; s2; :::; sn�1; sn and o1; o2; :::; on�1; on are the aforementioned tensor
con�guration parameters and r is equal to the max-tt-rank parameter. In the
above-mentioned example, then the generated cores become (assume that r =
2):

Core #1 dim: (1, 7, 5, 2)
Core #2 dim: (2, 4, 5, 2)
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Core #3 dim: (2, 7, 5, 2)
Core #4 dim: (2, 4, 5, 1).

As noted, if the above tensors are multiplied by each other, the original 2D
matrix is approximated.

Finally, the number of parameters (of all cores) can be provided by:

NumOfP arams = (1� s1 � o1 � r) + (r � s2 � o2 � r) + :::+
(r � sn�1 � on�1 � 1) + (r � sn � on � 1):

(2)

2.3 Motivation
One of the main challenges in employing LRF for a speci�c DNN model is
to select a suitable rank parameter [32]. Given a prede�ned rank value, the
process of extracting the decomposed matrices or tensors is a well-de�ned
and straightforward process. For example, the SVD algorithm [36] can used
to generate the output low-rank matrix with the minimal or a pre-de�ned
approximation error, given an input matrix and a rank value.

While many researchers devised techniques targeting to �nd the best rank
value [32, 37{39], it has been proven that this is an NP-hard problem [32].
For example, assuming a max rank value of 10 in LeNet5 model [40] (LeNet5
consists of three FC layers with dimensions 400� 120, 120� 84, and 84� 10,
respectively), the entire design space contains about 252 million possible solu-
tions to con�gure the decomposed matrices. Given that a model calibration
phase (typically for more than three epochs) must be employed for each
extracted solution, this means that 252M �3�1 seconds (approximately 8750
days assuming that each epoch takes about 1 second) are needed to cover the
whole design space. To the best of our knowledge there is no similar work that
formulates the LRF problem as a DSE problem.

3 Methodology
To address the above problem, a DSE methodology and a fully parameter-
ized tool are proposed in this work. The target is to ease and guide the LRF
process in FC layers. The main steps of the proposed methodology are shown
in Figure 3. In the rest of this section, a detailed description of each step in
Figure 3 is provided.

1. Extract the FC layers from the model architecture and exclude
the small layers: As noted, the �rst step of our approach is to extract
and analyze all FC layers of a given DNN model. Among all the extracted
FC layers, the layers with small memory sizes with respect to the overall
memory footprint of the model (based on a threshold) are discarded. The
aim of LRF is to reduce the required memory size and computations, thus
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Fig. 3: The proposed DSE methodology.

applying LRF to layers with meager sizes does not provide signi�cant mem-
ory/FLOP gains. As part of this work, a threshold with a value equal to
10% (experimentally derived) is used.

2. Generate all possible LRF solutions: In this step, all di�erent LRF
solutions are generated using the T3F library. The 2D input weight matrices
are converted into tensors of smaller size according to TT format. Each
di�erent tensor shape represents a unique solution. Note that in the current
step, each solution is extracted as a set of con�guration parameters (that
includes the maximum rank and the shape of the tensors) and all possible
solutions are extracted for each layer individually.

Let us give an example by using a small-in-size layer from LeNet5 model
and a larger layer from the well-known AlexNet model [41]. The FC layer
in AlexNet has a shape equal to 4096� 4096 and the shape of the FC layer
in LeNet5 is equal to 120� 84. In these layers, all possible rank values are
considered. Figure 4 depicts all di�erent solutions for both layers (the graph
in Figure 4a corresponds to AlexNet, while the one in the right to LeNet5).
The vertical axis shows the number of FLOPs and the horizontal axis the
number of parameters. Both axes are in log-scale. As it is obvious from
Figure 4 the underlying design space is huge: 7759741 di�erent solutions
for AlexNet layer and 18799 di�erent solutions for LeNet5 layer. Finally,
the black circle in each graph represents the FLOPs-memory design point
of the non-factorized layer.

3. Calculate the number of FLOPs and memory size for each solu-
tion: The mathematical expressions to calculate the required memory and
FLOPs for each solution are given by Equation 3 and Equation 4, respec-
tively. In particular, assuming a FC layer with shape [X; Y ], the memory
size is given by the following formula:
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(a) (b)

Fig. 4: All possible solutions based on T3F library for a layer of size/shape
equal to a) 4096�4096 in AlexNet and b) 120�84 in LeNet5. The black circle
corresponds to the non-factorized layer.

Memory = ((
LX

i=1

4Y

j=1

ci;j) + Y )�Bytes; (3)

where L is the number of cores (length of combination), ci;j is j-th element
in the i-th core, and Y is the length of bias vector. As noted, LRF takes
as input a 2D array and generates a number of 4D tensors (called cores).
To calculate the memory size required for a layer, we need �rst to calculate
and sum up the number of parameters for each core. Then, the bias must
be added to the calculated value. Finally, to �nd the required memory,
the number of parameters is multiplied by the size of the data type (e.g.,
4 bytes for FP32). Following up the example in the previous section and
based on Equation 3, the size of the factorized layer is equal to 3820 bytes
(((1�7�5�2)+(2�4�5�2)+(2�7�5�2)+(2�4�5�1)+625)�4), while
the size of the original (non-factorized layer) is equal to 1962500 bytes.

The number of FLOPs is given by the following formula:

F LOPs = (
LX

i=1

(cli � cri � inri + (
4Y

j=1

ci;j + cri � inri))) + Y; (4)

where inri =
Q L�1

j=1 xj , cri = ci;2 � ci;4 (multiplication of second and last
element of current core that are related to the input combination element
and rank value, respectively), cli = ci;1 � ci;3 (multiplication of �rst and
third element of current core that are related to the output combination
element and rank value, respectively) and xj is j-th element in the input
combination. Similarly, for the above-mentioned example, the number of
calculated FLOPs is 73475 instead of 980000 FLOPs in the non-factorized
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case (in the �rst iteration, i = 1; cr1 = 14; cl1 = 5; and
Q 4

j=1 c1;j = 70 so we
have (5� 14� 196 + (70 + (14� 196))). In the second iteration, i = 2; cr2 =
8; cl2 = 10; and

Q 4
j=1 c2;j = 80 so we have (10� 8� 196 + (80 + (8� 196))).

In the third iteration, i = 3; cr3 = 14; cl3 = 10; and
Q 4

j=1 c3;j = 140 so we
have (10�14�196+(140+(14�196))). In the fourth iteration, i = 4; cr4 =
4; cl4 = 10; and

Q 4
j=1 c4;j = 400 so we have (10�4�196+(400+(4�196))).

Finally all the values are summed with 625);
4. Prune the design space - Phase A (Discard all ine�cient solu-

tions of each FC layer): As noted, the underlying design space is vast,
therefore �ne-tuning or calibrating the model for all the possible solutions
is not feasible. To address this problem, the FLOPs vs. memory design
space (illustrated in Figure 5) is divided into four distinct areas. The top-
right part (red part in Figure 5) is excluded for the remaining steps, since
it contains solutions that require more memory and more FLOPs compared
to the non-factorized (initial) solution. Note that the blue dot in the cen-
ter of the graph corresponds to the memory/FLOPs of the non-factorized
solution. The top-left and bottom-right parts (yellow parts in Figure 5) are
also excluded. Although the latter two parts can contain acceptable solu-
tions, we have excluded them as the solutions in these parts require more
FLOPs (top left) or more memory (bottom right) compared to the initial
model. The bottom left part (green part in Figure 5) includes solutions that
exhibit less memory and less FLOPs with respect to the initial layer. As
part of this work, we consider only the solutions in the green box i.e., these
solutions will be forwarded to the remaining steps of our methodology.

Fig. 5: The design space is illustrated as a (FLOPs vs. memory) pareto curve
and partitioned into rectangles. The red part and yellow parts are pruned
(excluded), because they contain solutions with more memory and/or more
FLOPs compared to the original (non-factorized) layer



Springer Nature 2021 LATEX template

10 A Practical Approach for Employing Tensor Train ...

Fig. 6: Coverage of the initial mapping strategy. The gray/red/blue/-
green/black bar segments correspond to the percentage of tiles in which
4/3/2/1/0 solutions are extracted.

5. Prune the design space - Phase B (Formulate the baseline map-
ping and tiling strategy): In this step, the 2D design space (green part
in Figure 5) of each layer is further broken down into smaller rectangles
(tiles) of prede�ned size. As a �rst approach [18], an 8�8 grid is considered
i.e., each green rectangle in Figure 5 is broken down into 64 tiles. In other
words, the whole design space now consists of 64 tiles and each tile contains
multiple solutions (note: a tile might contain no solutions). The next step
is to extract one or more solutions from each tile. A straightforward way is
to extract the following four solutions [18]:

� Point 1: Min Memory Min FLOPs
� Point 2: Min Memory Max FLOPs
� Point 3: Max Memory Min FLOPs
� Point 4: Max Memory Max FLOPs

Obviously, the four above mentioned solutions cover the best and worst
cases in terms of FLOPs and/or memory requirements per tile. Given that
there are 64 tiles, a maximum number of 4 � 64 solutions are extracted
for each FC layer and the remaining solutions are discarded. Although this
is an e�ective approach [18], our evaluation results reveal the following
pathological issue. In many cases (tiles), the four above-mentioned solu-
tions can coincide with each other and as a result the number of the per-tile
extracted solutions is less than four (typically one or two). Figure 6 quan-
ti�es this problem for the FC layers of all studied models (horizontal axis).
The vertical axis of Figure 6 shows the percentage of tiles in which four
(gray bar segments), three (red), two (blue), one (green) or zero (black)
solutions are extracted from each tile. On average (rightmost bar), four solu-
tions are selected in only 2% of the cases, while two distinct solutions are
selected in 40% of the tiles. Obviously, this reported coverage can reduce
the e�ectiveness of our methodology, since multiple "good" solutions might
be omitted.
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(a) (b) (c)

Fig. 7: The three di�erent per-tile mapping strategies: i) the Min-Max-
Mapping-Strategy (MMMS) described in step 5, ii) the Nearest-to-Corner-
Mapping-Strategy (N2CMS), and iii) the enhanced-N2CMS or eN2CMS. In
eN2CMS, additional solutions are randomly selected when N2CMS ends-up
with less than four solutions in a tile.

To further illustrate this problem, let us consider a tile with a set of
solutions as extracted by the fourth step of the proposed methodology. The
mapping strategy described so far (called Min-Max-Mapping-Strategy or
MMMS hereafter) is depicted in Figure 7a. It is obvious from Figure 7a) that
both Max Memory Min FLOPs and Max Memory Max FLOPs solutions
will end-up to the same design point (annotated by the dark blue point).
To tackle this issue, more e�ective mapping strategies are proposed and
evaluated in the next subsection.

6. Prune the design space - Phase C (Increase the per-tile cover-
age): The MMMS method explained in the previous section is enhanced so
as more unique solutions (ideally four) are extracted for each tile. The new
proposed mapping strategy, called Nearest-to-Corner-Mapping-Strategy
(N2CMS), is depicted in Figure 7b.

In N2CMS, the four solutions closest to the four corners (annotated
by the four red arrows in Figure 7b) in each tile are considered. However,
N2CMS might fail as a victim of the following situation: a speci�c point
might have exactly the same distance from two corners. For example, the
yellow point in Figure 7c has the same distance (L1 = L2) from the bottom
right and the top right corners. The result in this case is that three (and
not four) solutions are selected in the speci�c tile. Note that the maximum
number of solutions that can be disregarded due to this behavior is two.

To address this problem, a third mapping strategy is proposed, called
enhanced N2CMS or eN2CMS. In eN2CMS, if the equal distance case hap-
pens, an additional random point from the speci�c tile is �nally selected.
Therefore, it is guaranteed that four di�erent solutions in each tile are opted
at all times (obviously this is the case when the tile contains at least four
solutions).
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(a) (b)

Fig. 8: a) Average coverage of the three mapping strategies across all studied
models and b) Non-Empty tiles for the four di�erent tiling strategies according
to which the memory/FLOPs axes are divided in a linear and/or logarithmic
way, respectively.

Figure 8a shows the average number of selected solutions (across all
studied models) for each tile for the MMMS (leftmost bar), N2CMS (bar in
the middle), and eN2CMS (rightmost bar) strategies. As it is evident from
Figure 8a, the two new mapping strategies manage to signi�cantly increase
the tile coverage. More speci�cally, the number of tiles with four distinct
solutions (black bar segments) ramps up from 2% in MMMS strategy to
18% in N2CMS and up to 41% in eN2CMS.

The last step of our methodology is to further increase the reported
coverage by devising alternative methods to formulate the tiles (called tiling
strategy hereafter). In particular, the memory and FLOPs axes can be either
split in a linear or logarithmic basis. In this way, it is possible to formulate
smaller tiles closer to the bottom-left part of the graphs in Figure 4. This is
motivated by the fact that as shown in Figure 8a, the percentage of empty
tiles is 41% in all cases. Moreover, the area around the bottom-left part
of the graph contains the majority of the extracted solutions (as shown
in Figure 4). In Figure 8b, the Non-Empty tiles of the four possible tiling
strategies (linear-linear, linear-log, log-linear, and log-log) is reported as
averaged values across all studied DNN models. As Figure 8b indicates, the
number of Non-Empty tiles is minimized when the log (memory) / linear
(FLOPs) tiling strategy is opted. Therefore, the latter tiling strategy will
be considered in the next steps of our methodology.

7. Combine multiple FC layers and �ne-tune the �nal set of solu-
tions: Up to now, each layer is considered separately. As the next step,
we need to take into consideration all the FC layers of the input DNN
model in a uni�ed way. After the design space is pruned at a layer level,
the next step is to combine multiple FC layers together. In that direction,
the approach illustrated in Figure 9 is followed. The main problem that
we need to tackle at this point is that di�erent layers might include tiles
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Fig. 9: An 8�8 grid corresponding to the LeNet5 model. Two FC layers have
been selected for factorization. The left part of the �gure depicts the �rst layer
with shape 400� 120 (48120 parameters) and the right part shows the second
layer with shape 120 � 84 (10164 parameters). For each grid tile in the �rst
layer, there is a corresponding unique grid tile cell in the second layer.

of di�erent scales and consequently diverse memory and FLOPs require-
ments. To address this problem, each layer is organized as a separate grid
in order to take into account the di�erent scales (i.e., the size of each layer)
as depicted in Figure 9. Note that in the case of multiple FC layers (more
than two), the corresponding grid cells must be selected for all layers. By
selecting the corresponding tiles in each layer (tiles with almost the same
scale), we actually end up with pairs of tiles that have di�erent sizes. The
proposed approach is illustrated in Figure 9 based on LeNet5 model that
has two layers with shapes 400� 120 and 120� 84. It is clear that for each
grid cell in the �rst layer (left part in Figure 9), there is an unique corre-
sponding grid cell in the second layer (right part in Figure 9). In the special
case in which no solution exists in a corresponding grid tile (in one or more
layers), the following two approaches are considered in our approach: i) the
nearest grid tile (to the empty tile) is found and solutions from that tile
are selected and ii) the grid tiles that have at least one layer with no solu-
tion are skipped (excluded) and we only consider the grid tiles where all
the layers contain at least one solution.

After selecting di�erent solutions from each tile, the next step is to
calibrate (i.e., re-train) the model for the extracted solutions and for a
limited number of epochs (e.g., three to �ve epochs). The output of the
latter step is to accommodate each extracted solution with the following
points: FLOPs, memory, and accuracy loss.

8. Extracting the �nal set of solutions based on high level criteria:
The �nal step in the proposed methodology is to go through the derived
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solutions and produce the �nal output based on speci�c high-level criteria.
This means that after the step 7 is completed (calculation of loss and accu-
racy for the �nal set of solutions), we can enforce speci�c constrains (set by
the user or the application) in terms of memory footprint reduction, FLOPs
reduction, and/or accuracy loss. Note that our approach is fully parameter-
ized and any kind of high-level criteria can be employed, e.g., in this paper,
we exclude the solutions that have > 1% accuracy drop). Table 1 shows
in detail the initial number of LRF solutions and the solutions that are
pruned in each step of our approach for the models that we consider in this
work. After this step, there is a set of more e�cient solutions (compared
to the non-factorized case) that the user can select one or more, based on
the target objective function, e.g., lowest memory, lowest FLOPs, highest
accuracy, or a combination of these.

Table 1: Number of solutions after each step. After step 7, solutions with
accuracy degradation more than 1% are excluded

Model’s
name

Parameters (M) Number of Solutions (MMMS/eN2CMS)

Model FC (%) Original After
step 4

After
step 5

After
step 7

LeNet5 0.059 0.056
(96%)

1458 M 149 M 87 / 205 78 / 196

LeNet300 0.254 0.054
(100%)

1426 M 227 M 91 / 200 52 / 100

VGG16 32.08 18.05
(56%)

6008 G 5227 G 81 / 157 79 / 149

VGG19 37.14 18.05
(49%)

6008 G 5227 G 81 / 158 73 / 143

AlexNet 20.66 17.05
(83%)

7 M 6 M 81 / 157 81 / 157

Clock Detection 0.92 0.87
(95%)

15737 M 1629 M 82 / 196 67 / 170

VoxNet 0.876 0.85
(96%)

1.89 M 0.56 M 85 / 188 78 / 182

4 Experimental Results
Our evaluation is based on seven DNN models: LeNet5 (on MNIST and
Fashion-MNIST datasets), LeNet300 (on MNIST dataset), AlexNet (on
CIFAR10 and CIFAR100 datasets), VGG16 (on CIFAR10 and CIFAR100
datasets), VGG19 (on CIFAR10 and CIFAR100 datasets), VoxNet (on Model-
Net10 and ModelNet40 datasets); and a Clock Detection (CD) model (trained
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with self-generated dataset). In all cases, we compare our experimental results
to the baseline (non-factorized) model. All experiments are initialized from ref-
erence models trained for 100 epochs. For each compressed model, the obtained
validation accuracy, the model size (number of parameters), and FLOPs are
reported. The calculation of FLOPs is based on the assumption that each mul-
tiplication or addition is considered as one FLOP. For example, in a forward
pass through a FC layer with a weight matrix of m � n and a bias of n � 1,
the considered FLOPs are 2�m� n. Finally, an 8� 8 grid is used in all the
cases following the log (memory) / linear (FLOPs) tiling strategy.

The obtained results for the MMMS strategy are shown in Figure 10 as 3D
graphs (memory, FLOPs, and accuracy) for each studied model and dataset.
In each graph in Figure 10, the green circles correspond to the non-factorized
model, the blue circles to the extracted solutions with accuracy drop less than
1% with respect to the initial model, and the red triangles to the solutions
with accuracy drop more than 1%. In addition, the solution with the lowest
memory footprint in each case is annotated with the black arrow.

As it is evident from Figure 10, the proposed methodology is able to
extract a set of solutions with a maximum accuracy drop of less than 1% in all
cases. In particular, the number of blue circles ranges from 100 in LeNet300
model on MNIST dataset (Figure 10c) to 196 in LeNet5 model on MNIST
dataset (Figure 10a). On average, the number of solutions annotated with the
blue circles is 144 across all studied models. Moreover, among the latter set
of extracted solutions, the majority of them exhibit a signi�cant reduction
in memory and FLOPs requirements. For example, the gathered results on
CIFAR10 dataset show that our approach achieves a 99.7% memory reduction
in the VGG16 and VGG19 models (Figure 10d and Figure 10f respectively)
and 93.9% memory reduction in AlexNet model (Figure 10h). Most signi�-
cantly, this memory-FLOPs reductions are combined with an increase in the
prediction accuracy (1.4%, 0.19%, and 1.4%, respectively). Similar results can
be seen in the other studied models as well.

To further analyze the characteristics of the output solutions, Table 2
depicts three speci�c example cases for all the models considered in this work
assuming that the MMMS mapping strategy is employed. The three cases cor-
respond to the solutions with: highest reported accuracy (HA), lowest memory
(LM), and lowest FLOPs (LF). When two datasets have been used for a speci�c
model, the corresponding table entry shows the results for both datasets.

As Table 2 indicates, our methodology is able to extract LRF solutions
exhibiting a reduction in memory footprint from 35.2% (in AlexNet) up to
99.8% (in VoxNet) and a reduction in the number of FLOPs from 5.7% (in
AlexNet) up to 92.3% (in AlexNet). If we concentrate in the HA cases, in six
out of seven studied models, a noticeable increase in model accuracy is observed
(from 0.02% up to 5.3%). The only exception is the LeNet300 model in which
an meager accuracy drop of 0.25% is reported. However, even in this case, the
HA solution is associated with a 58.1% and 37.1% reduction in memory and
FLOPs requirements, respectively.
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(a) LeNet5
(MNIST)

(b) LeNet5
(Fashion-MNIST)

(c) LeNet300
(MNIST)

(d) VGG16
(CIFAR10)

(e) VGG16
(CIFAR100)

(f) VGG19
(CIFAR10)

(g) VGG19
(CIFAR100)

(h) AlexNet
(CIFAR10)

(i) AlexNet
(CIFAR100)

(j) VoxNet
(ModelNet10)

(k) VoxNet
(ModelNet40)

(l) Clock Detection
(Custom)

Fig. 10: 3D graphs showcasing the �nal sets of solutions for the MMMS strat-
egy
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Table 2: Example solutions extracted from the proposed methodology based
on the MMMS strategy. Numbers with green colors represent a reduction in
memory footprint, or in FLOPs, or an increase in model accuracy; numbers
with red colors highlight the cases in which an accuracy drop is observed.
All numbers are normalized to the related parameters of the initial model.
HA/LF/LM correspond to the solutions with the Highest Accuracy/Lowest
FLOPs/Lowest Memory respectively

Model (Datasets) Memory
reduction (%)

FLOPs
reduction (%)

Accuracy
increase or decrease (%) Solution

LeNet5
(MNIST / Fashion MNIST)

67.5% / 49% 51.6% / 23.8% 0.02% / 0.27% HA
90.4% / 80.7% 86.2% / 69.9% -0.35% / -0.96% LF
97.8% / 90.7% 80% / 36.2% -0.8% / -0.93% LM

LeNet300
(MNIST)

58.1% 37.1% -0.25% HA
91.5% 87.3% -0.98% LF
93.3% 12.3% -0.96% LM

VGG16
(CIFAR10 / CIFAR100)

68.6% / 93.2% 21.8% / 21.4% 2% / 2.3% HA
92.7% / 90.9% 89.2% / 87.5% 0.62% / 2.1% LF
99.7% / 93.6% 87.1% / 27.9% 1.4% / 1.9% LM

VGG19
(CIFAR10 / CIFAR100)

77.9% / 90.2% 45.2% / 86.4% 1% / 5.3% HA
92.7% / 90.9% 89.2% / 87.5% 0.13% / 4.1% LF
99.7% / 93.6% 62.2% / 27.9% 0.19% / 4.3% LM

AlexNet
(CIFAR10 / CIFAR100)

35.2% / 57.5% 5.9% / 5.7% 3.4% / 5.2% HA
93.9% / 84.8% 93.3% / 81.2% 1.2% / 0.87% LF
93.9% / 91.9% 92.6% / 45.9% 1.4% / 0.1% LM

VoxNet
(ModelNet10 / ModelNet40)

85.2% / 76.6% 4.5% / 19% 3.2% / 1.1% HA
99.8% / 91.6% 89.4% / 87.3% 0.99% / -0.76% LF
99.8% / 92.9% 89.4% / 17.7% 0.99% / 0.72% LM

Clock Detection
(Custom)

81.7% 10.1% 2.3% HA
92% 87.8% 0.92% LF
92.4% 31% 0.72% LM

Finally, Figure 11 compares the two main tile mapping strategies proposed
in this work. While all results presented so far refer to the (baseline) MMMS
strategy, Figure 11 showcases the additive bene�ts when the eN2CMS mapping
strategy is employed. As mentioned, the last step in our methodology is to
go through the derived solutions and apply speci�c high-level criteria. These
criteria can enforce targeted constrains in terms of memory footprint reduction,
and/or FLOPs reduction, and/or accuracy loss enforsed either by the user
or the application. While di�erent high level constrains can be applied, the
statistics depicted in Figure 11 assume two di�erent scenarios: 75 75 1.5 (dark
blue bar segments) means that the output solutions should exhibit at least 75%
memory and FLOPs reduction, and maximum 1.5% accuracy drop compared
to the initial model. Similarly, 50 50 1.5 (light blue bar segments) implies at
least 50% memory and FLOPs reduction, and maximum 1.5% accuracy drop.
The results in Figure 11 are presented as stacked bars and show the absolute
number of extracted solutions for each studied model and associated dataset.
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Fig. 11: Output solutions (absolute numbers) for the MMMS and eN2CMS
strategies based on two di�erent sets of high level criteria. The X Y Z notation
means at least X% memory reduction, Y% FLOPs reduction, and maximum
Z% accuracy drop

As it is evident from Figure 11, the eN2CMS strategy manages to signi�-
cantly increase the number of solutions with both criteria. However, this comes
with a cost: more solutions should go through the re-evaluation (calibration)
phase. On the other hand, the MMMS strategy is always able to identify and
output solutions in both cases (employed criteria) although the number of
solutions is lower. For example, in VGG16 on CIFAR100, the MMMS strat-
egy elicits �ve solutions, while 13 solutions are derived by eN2CMS when
the 75 75 1.5 case is used. The di�erence between the two strategies becomes
more pronounced in the 50 50 1.5 case: 30 solutions in MMMS and 68 solu-
tions in eN2CMS for VGG16 model on CIFAR10 dataset. In any case, both
strategies exhibits di�erent trade-o�s in terms of quality of extracted solutions
(in terms of memory, FLOPs, and accuracy) versus time needed for the re-
evaluation/calibration phases. Further analysing this behavior by formulating
more targeted tiling and mapping strategies is part of our future work.

5 Conclusions and Future Work
This paper presents a practical methodology that formulates the compression
problem in DNN models using LRF as a DSE problem. The proposed method-
ology is able to extract a suitable set of LFR con�gurations in a reasonable
time. Our experimental �ndings using seven di�erent DNN models reveal that
the proposed approach can o�er a wide range of solutions that are able to com-
press the input DNN models up to 99.8% with minimal impact in prediction
accuracy.

In our future work, we are planning to investigate additional techniques to
further prune the design space. Furthermore, we also plan to extent and cus-
tomize our methodology to NN models belonging to di�erent application areas,
such as object detection, image segmentation, and text and video processing.
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