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Abstract 

 
Insider misuse is become a major threat to many 

organisations. This is due to the knowledge that 

might have about the organization's security 

infrastructure. Therefore, a wide range of 

technologies have been developed to detect/prevent 

the insider misuse. Beyond detecting, there is a need 

to investigate the misuse and identify the individual 

perpetrating the crime. From a networking 

perspective, the investigations currently rely upon 

analysing traffic based upon two approaches: 

packet-based-approach and flow-based approach. 

However, a serious limitation in these approaches is 

the use of IPs addresses to link the misuse to the 

individual. However, IPs addresses are often not 

reliable because of the mobile-nature of use (i.e. 

mobile devices are continually connecting and 

disconnecting to networks resulting in a device 

being given a multitude of different IP addresses 

over time). The presence of DCHP only serves to 

complicate this for wired environments. This makes 

it challenging to identify the individual or 

individuals responsible for the misuse. This paper 

aims to propose a novel approach that is able to 

identify using encrypted network traffic. A novel 

feature extraction process is proposed, that is based 

upon deriving user actions from network-based 

applications using packet metadata only. This 

information is subsequently used to develop 

biometric-based behavioural profiles. An experiment 

using 27 participants and 2 months worth of 

network data is undertaken and shows that users are 

identifiable with individual applications resulting in 

recognitions rates of up to 100%.   

 

1. Introduction  
 

 More than 3 billion Internet users have utilized 
Internet services across the world; and this number is 
growing continuously [1]. Their daily usage includes 
(but not limited to) web browsing, entertainment 
(e.g. watching online videos), communication (e.g. 
making VoIP calls), finance (e.g. online shopping) 
and office applications (e.g. Google docs). Indeed, 
many of the traditional desktop applications such as 
Office are now found as Internet-based services [2], 
[3].  According to the Office for National Statistics in 
the UK (2015), 79% of the UK population has daily  
 

 
 

 
access to the Internet [4]. Moreover, the study has 
found that smartphone and portable computer 
devices have a high Internet penetration in the UK 
[4]. In addition, a significant trend exists in the use of 
mobile application has been experienced [5]. 
According to the Statistical Portal (2016) the number 
of mobile applications downloaded has increased on 
average of 140% per year between 2012 and 2015 
[6]. 

Malicious attackers can utilize a variety of 
approaches, such as hacking, Denial of Service 
(DoS), social engineering and malicious software to 
launch different attacks [7]. Various studies have 
shown that they are often successful. Right from an 
individual to an organisation, anyone can be a victim 
of security attacks. These attacks are on rise in the 
recent years. According to a report of McAfee 2014, 
the estimated annual cost of the cyber-crime to the 
global economy is more than $ 400 billion, including 
companies and individuals [8].  

Another recent study by Verizone has found that 
70 organisations around the world were the victims 
of information security attacks in 2015 [9]. These 
studies reflect the extent of security threats being 
faced by various organizations and the individuals; 
and they also highlight the importance and the need 
for effective security systems needed for 
safeguarding the information systems. In assessing 
these security threats, it is very essential to 
understand the various types of threats and the 
efficiency of the solutions available for mitigating or 
overcoming them.  

These threats can be analysed based on their 
occurrence or initialization, which can be categorised 
in to internal and external security threats. Whilst 
external threats remain an issue, security controls 
exist to protect outsiders from getting into systems. 
They do not however often help with the problem of 
insider threats. Insider threats have grown to be an 
increasingly significant problem; this is due to the 
privilege in which the insider user has comparing 
with the external attacker.  

According to Information Security Breaches 
survey in 2015, insider misuse (e.g. unauthorised 
access) represents 65% of the security breaches in 
the large organisations [10]. In addition, newer 
technologies such as smartphone and tablets have 
become one of the main driving factors behind the 
security breaches. In large organisations, smartphone 
and tablets have caused 15% of security or data 
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breaches, doubling the percentage comparing with 
the previous year [10].  

Therefore, there is an essential demand for a 
further investigation to be done behind misuse 
detection step to identify the individual who 
committed the crime. Based on networking aspect, 
the existing insider misuse solutions have relied upon 
two approaches for identifying insider attacks: packet 
inspection and flow based approach. They both are 
used to analyse the network traffic to detect and 
prevent an attack and have been implemented in 
different security tools such as Intrusion Detection 
Systems (IDS), network forensic tools, Security 
Incident and Event Management (SIEM) systems 
[11-13]. Whilst these two approaches have their 
advantages they both fail to truly profile the 
individual but rather merely the IP address. With the 
widespread use of mobile technologies (those IP 
address is constantly changing every time the device 
is switched on) through to DHCP, where the IP 
address of a computer can change every time when it 
is restarted, it is an increasingly unreliable means of 
undertaking traffic analysis. Furthermore, with an 
ever increasing volume of encrypted data, deep 
packet inspection is becoming less useful [14]. 

Considering these limitations and with a focus on 
investigating new approaches to handle such 
limitations, this paper presents the concept and 
process of deriving user interactions from raw 
network traffic through the use of metadata 
independently to user’s IP address. Then creating a 
user-behavioural-based profile that focussed 
specifically on the user rather than the machine and 
evaluate the approach across a range of Internet 
services is the main theme of this study. 

The remainder of the paper is structured in the 
following manner: section 2 provides the background 
of existing methods of network traffic analysis for 
insider threats; section 3 presents the creation of 
application-level user interactions from network level 
data. The fourth section introduces the proposed 
approach, followed by an experiment to validate to 
what extent these user activities are discriminative. A 
discussion of the findings and how it could be used 
in practise is presented in section 7. Finally, the 
conclusions and future work are given in section 8. 
 

2. Background 
 

The research into network traffic analysis started 

in the 1990s, with the aim of identifying network 

related attacks [15-16]. Since then, researchers have 

begun using this technique to investigate different 

aspects of the problem, such as network behaviour 

analysis, traffic prioritization, network optimisation 

and insider misuse. There are two fundamental 

approaches that can be used to analyse network 

traffic and being utilised in the existing tools either in 

detecting/ preventing insider threats: packet or flow 

based. 

 

 

2.1. Packet Based Network Analysis 

Approach 
 

The concept of this approach is to perform a bit 

by bit comparison with predefined signatures of 

known threats. If there is a similarity between the 

investigated packets (especially in the payload part) 

and the threat signature, an attack can be detected. A 

number of tools (both open source and proprietary) 

have been developed, including Cain and Abel, 

TCPDump, Wireshark, Xplico and Microsoft 

Network Monitor, assisting network security analysts 

and forensic examiners with an easy analysis of 

packet information that enable a better understanding 

of how the attack was formed [17], [18].  

However, many limitations have been identified 

in this approach. One of these is time consuming in 

analysing the large volumes of data. Another 

significant issue is the growing use of encryption 

(e.g. SSL/TLS) within network communications – 

preventing any analysis of the payload [14]. 

Subsequently, in order to improve the level of 

performance and its effectiveness various researchers 

have proposed different methods to deal with deep 

packet inspection limitation in order to speed up the 

process in identifying malicious attacks; but they 

have limited solutions [12], [19-22].  

 

 2.2. Flow Based Network Analysis 

Approach 
1.1  

Flow-based approaches seek grouping IP packets 

passing through an observation point in the 

computer network within a certain time interval 

based upon a connection profile. All packets that 

belong to a specific flow have a set of shared 

properties. These properties may exist in the header 

or in other different parts of the packet or both [23]. 

The advantage of using flows is the vast reduction in 

data that needs to be analysed in comparison to the 

packet-based approach.  

The flow record normally consists of various 

fields such as the time and date stamps, the IP 

addresses of the communication source and 

destination, their port numbers, the length of the 

total payload, and the type of protocols. The flow is 

normally generated from the raw traffic by using 

third party applications, such as NetFlow, SFlow, 

JFlow and IPFIX [23-26]. These applications 

perform different tasks focusing on flow based 

analysis such as traffic monitoring, identifying 

unauthorised network activity and tracing the source 

of DoS attacks. Typically, this is performed by 

analysing the current traffic flow and identifying any 

abnormality based upon the historical traffic profile. 

Based upon this theory, many methods and tools 

have been proposed and devised within the flow 

based network analysis domain [27].  

With increasing network bandwidth and the use 

of encryption, the flow-based approach became 
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prominent in the market in the area of investigating 

network traffic issues. In addition, the analysis in 

large capacity networks is considerably timely and 

fast. Subsequently, this approach is more efficient in 

detecting network scans and intrusions, the 

spreading of malware, and monitoring general 

network usage. However, whilst the approach solves 

issues of data volume and encryption, it does not 

provide additional information on how the user 

interacts with service but only a service is utilised by 

an IP address. 

Both packet and flow based approaches 

fundamentally rely upon the IP address as the 

unique identifier to tag individual. Although, they 

may successfully achieve certain level of accuracy 

based on their user identifying mechanism, 

development of technologies, as previously 

highlighted, in highly mobile and DHCP-enabled 

environments, these approaches may not be effective 

enough in analysing the network traffic. This 

limitation forces network forensics investigators to 

examine and analyse larger volumes of raw traffic to 

identify and correlate misuse, which is a time 

consuming and expensive activity. Far more useful 

would be to ask the system to present all traffic 

belonging to the suspect (or hacked account) and for 

the system to present this data generated from all 

devices the individual must be connected to the 

network through a device (e.g. desktop, smartphone, 

tablet, and laptop). 

 

3.  User interactions derived from 

applications level 
 

For successfully profiling an individual it is 

important to capture and understand the individual 

from human-level interactions rather than the 

machine-to-machine interactions (e.g. network 

management protocols such as ICMP). Therefore, 

this approach is focused upon extracting and deriving 

user based interactions from the raw network data. 

Intuitively, as users are interacting with Internet-

based applications, it should be possible to measure 

that interaction at the flow/packet level through an 

understanding of the connection parameters (such as 

connection type, duration, number of packets, and 

packet size). The following section explains how 

user actions can be identified and extracted from 

network metadata.  

 

3.1. Methodology   
 

The approach is based upon the theory that how 

a user interacts with Internet-based applications on 

their computer produces a (relatively) unique 

network packet signature which can subsequently be 

used to identify the activity. 

In order to test this hypothesis, an investigation 

was undertaken to determine to what extent these 

signatures could be developed. In the first instance, 

ten of the most popular internet-based applications 

were selected for analysis [28]. These applications 

are Google, YouTube, Skype, Facebook, Dropbox, 

Hotmail, Twitter, Wikipedia, eBay and BBC. To 

ensure the resulting analysis was reliable, three 

researchers were tasked with the collection and 

analysis of network traces against a predefined set of 

network captures against user activities (which 

themselves were repeated 10 times in order to allow 

for any variance in the resulting network traffic). In 

our previous paper, an early analysis of these 

interactions were published which identified that it 

was possible to determine user interactions with 

applications through low level network data [29], 

[30]. The next sections explain the process in 

determining these signatures in some applications  

 

 3.2. TCP Protocol Signature 
 

TCP protocol is one of the main protocols utilised 

in the computer network. Usually three forms of 

signatures exist in this protocol. First one is ‘one 

packet signature’. Fig 1 shows the patterns when a 

recipient is added or when a new email button is 

clicked while using the Hotmail. When the recipient 

is added or new email button is clicked by a user, one 

packet is sent from Hotmail server to the client with 

size 971 bytes.  

 

 
Figure  1.  Add recipient on Hotmail 

 

The second type of signature is ‘Multiple 

Packets signature’. When the user starts typing, 

while chatting on Facebook, 2 packets are sent from 

the client to a Facebook server. The total size of two 

of these packets is 1,502 bytes (i.e. 1434+68 or 

1169+333). These packets are sent in less than one 

millisecond timeframe as shown in Fig2. 

 

 
Figure  2 . Typing on Facebook 
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The third type is ‘stream packets’. Attaching a 

file in the Hotmail is an example that leads to the 

initiation of such packets. When the file is attached, 

stream of packets starts moving from client to 

Hotmail web server with maximum transmission 

units (MTU) as shown in Fig3. This process would 

depend on the file size and would continue till the 

whole file is attached. 

 

 
Figure  3.  File Attach in Hotmail 

 

3.3. UDP Protocol Signature 
 

This type of signature can be observed when a 

user makes an audio/video call or shares file within 

the Skype application, a client to client type of 

connection is established between the both clients. 

The ‘size of packets’ is the factor that is used for 

distinguishing the various activities. The size of the 

packets is between 1,165 to1,365 bytes during a 

video call and 129 to147 bytes during an audio call. 

The activity, ‘sending a file’ has MTUs and it is 

between the two Skype users directly as shown in 

Fig4. 

 

 
Figure 4 . Sending file in Skype 

 

By applying the same approach upon the 9 

services, a set of user interactions identified in each 

application as demonstrated in Table 1. These 

patterns are describing the form of user actions when 

are transmitting through the low network level from 

client to server or reverse. As can be seen from the 

table below, there are 9 services from different 

purposes of usage and from these services 30 user 

actions have been determined as can be seen in table 

1 below. Each user actions signature consists of 

different parameters such as how many number of 

packets sent during this action, what was the size of 

it and what was the direction. According to the table 

below it seems to be the majority of user action 

direction has taken a form client/server directions 

and a few actions that represent in both clients such 

as some skype application user actions. 

 

  
Table 1. User actions signatures 
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Whilst in our previous paper [30], was found that 

creating interactions was possible, no further 

investigation was conducted in measuring these 

interactions and finding if they could be used to 

profile individuals at that time. Indeed, the user 

interaction has consisted of different features that 

represent the whole user action between the sender 

and receiver as shown in the Table 2 below. This 

area of investigation forms and the level of 

information uniqueness are the fundamental part of 

this paper 

 

Table 2 . User interactions features 

 

No Feature Name Example 

1 Start Time of interaction. 2014.11.11.10:48:

19.769086 

2 End Time of interaction. 2014.11.11.10:48:

19.817979 

3 Source port number. 58823 

4 Service IP. 216.58.208. % 

5 Service port number. 443 

6 #  packets send (client to 

server) 

2 

7 Total size of packets sends 

(client to server) 

2000 

8 #  packets send (server to 

client) 

6 

9 Total size of packets sends 

(server to client) 

2868 

 

4. The proposed approach 
 

The proposed framework consists of two 

engines: creating Interaction and a biometrics 

engine. The interaction engine transparently captures 

the user traffic from the metadata and implement the 

user action signatures to the related service traffic. 

This process is created a user interaction as shown in 

Table 2 for each user across the nine service if the 

user has traffic in all of them. The biometrics engine 

is going to check to what extend these user 

interactions are helpful towards utilising as a 

fingerprint of the user through the biometric system.  

Figure 5 illustrates the framework architecture for 

the user profiling from network traffic via novel 

application level interactions.  

 

 
Figure 5.  Interactions processes 

 
Figure  6. User identification process 

 

The outcomes of interactions processes; which is 

users’ interactions database; is proceed to be an 

input to the biometrics system as can be seen in 

figure 6. Finally, the biometric system is going to 

validate these interactions for each user to gauge the 

level of uniqueness of this information in order to be 

utilised as a fingerprint of the user.   

 

5. Validation of user interactions 
 

The objective of this experiment is to validate 

the use of user based interactions as a feature-set and 

using it within a behavioural profiling biometric 

system in order to identify the users.  

 

5.1. Dataset 
 

The effectiveness and robustness of the 

experiment is largely dependent upon the quality and 

quantity of data. As such, a significant data collection 

activity was undertaken. After a search for open-

access datasets failed to identify any suitable sources, 

the data was collected centrally from authors 

research centre. This enabled the researchers to set 

static IPs within the network in order to provide the 

ground truth and avoid changing IPs. Twenty-seven 

participants took part in the collection for 2 months 

during November 2014 to January 2015. This 

process was focussed purely on the collection of 

network metadata.  The size of the complete dataset 

attained at the end was 62.4 GB. 

Amongst this traffic, the experiment sought to 

focus upon nine services that were previously 

analysed for user interaction signatures; after 

excluding eBay application due to high level of 

noisy within identifying signature phase; which 

include user actions activities in each application 

from start to finish, source and destination ports, 

application IP and number and size of packets in 

each direction as shown in Table 2. Table 3 

illustrates a breakdown of the data collected against 

the chosen nine applications. YouTube, Dropbox, 

Facebook and Google applications have the largest 

volume of traffic over than, 21, 17, 5 and 1.8 million 

packets respectively. After applying the user 

interaction signatures that were derived from the 

previous section a vast reduction can be seen as 

illustrated in the column 3 of Table 3 which 

represents total number of interactions in each 

application. This highlights a reduction in data 

processing in comparison to packet-based 
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approaches and also highlights the focus upon 

interactions rather than flows, which is similar to 

flow-based approaches. As the data collection was 

based upon the capture of real data, not all 

participants were active across all the nine services. 

However, it is clear that there is sufficient data to 

test the experimental hypothesis. 

 
Table 3. Applications information 

 

 
 

5.2. Classification Phase 
 

The classifier has to be applied on the organised 

data by eliminating the redundant data and 

converting all input to numeric and this has been 

done by normalisation phase before the classifier 

starts [31]. Neural network classifier is considered as 

an effective approach that deals with complicated 

patterns. Feed-forward multi-layered perceptron 

neural network (FF_MLP) was selected for the study 

because it is useful in complex information 

processing through using a several layers of adaptive 

weights which could solve complex non-linear 

problems [32-33].  The structure of the NN consists 

of one layer of input (nine inputs), hidden layer with 

a different values of neurons and one output. Within 

the FF ML network, supervised learning technique 

called Levenberg Marquardt (trainlm) was used for 

training the network and to solve non-linear problem. 

Neuron sizes have taken the follow values10, 15, 20, 

25 and 30 in order to optimise the classifier.  

 

5.3. Methodology 
 

The methodology utilised to validate the level of 

user interactions uniqueness is based upon the 

standard approach for biometric testing which gives 

the system an ability to reject imposters and match 

with the authorised users, which is initiated for all 

the participants [34]. The experiment is done based 

on verification model which is repeated for each 

participant, and in every main participant plays the 

role of the authorised user and the remaining acts as 

the impostors. Thus, dividing each user interactions 

in each application to two halves; one for training 

the classifier and the other for testing; is a core step 

because training and testing samples should be 

separated to ensure that there is no single sample has 

utilised in both parts. Also, in order to ensure there 

is sufficient data for both training and testing, a 

minimum of 30 user interactions is set as a 

threshold: users will be excluded on an application 

test if they had less than 30 interactions for that 

application. The evaluation phase of the classifier 

performance utilises the True Positive Identification 

Rate (TPIR) - if the biometric system outputs the 

identities of the top t matches for each user sample, 

where t is representing the rank of accuracy. The 

following sections are explained each step in details. 

 

6. Experimental results  
 

There are a number of key results from our 

experiment. Figure 7 illustrates the average of TPIR 

for all users in each application. Applications that 

have scored a high performance in rank1 considered 

as a high accurate application in terms of user 

profile because this reflects the level of 

discriminative information of user which contribute 

the classifier towards correct choice. Skype and 

Hotmail applications have scored high TPIR from 

rank1 with 98.1% and 96.2% TPIR respectively 

which means the system has correctly classified 

almost all their samples by assigning them to the 

correct user. Although, BBC application has got 

good level of accuracy 81.8% in rank1, this value 

has gradually increased to 88.7%, in rank2 and 

continuous improved up to 95.4% in rank5. There 

are some applications scored low TPIR such as 

YouTube and Dropbox where the system has 

correctly identified more than 50% of their samples 

from the first top value (rank1) but this proportion is 

continually improved to be roughly 80% in rank 5 as 

can be seen in figure 7. Indeed, YouTube application 

have got the second lowest level of accuracy where 

its TPIR is 62.8% in rank1, its interactions represent 

more than 55% of whole users’ applications as 

illustrated in Table 3. 
 

 

Figure 7. User interactions uniqueness in per application 

 

In terms of individual, the results in table 4 show 

that concentrating upon the user actions can produce 

a promising result. According to the table in rank 1, 

the system has correctly identified about ½ of 

participants with TPIR more than 50%. Indeed, 

among these users, there is some users who scored 

high level of accuracy such as user 9,24 and 27 
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where their performance is 68.8%, 79.5% and 88.5% 

respectively as can be seen in table 5. In spite that 

fact that 50% of participants has scored promising 

result as mentioned above, this proportion is 

improved in rank 5 to being 70% of users where the 

system can able to identify their traffic successfully 

with accuracy 65% and more. This change of 

performance is altered from user to another. While 

some users have scored a sharply increased in their 

performance between rank 1 and 5 such as user 7 and 

22 with almost 50%, other user scored slightly 

improvement likewise user 27 as shown in table 4.  

 

Table 3. User identification rate  

 

User 

ID 

TPIR 

rank 1 % 

TPIR 

rank 3 % 

TPIR 

rank 5 % 

1 49 55.3 63.9 

2 48.2 70.1 74.4 

3 46.3 64.8 74.4 

4 65.8 78.3 82.1 

5 32.3 38 51.7 

6 55.1 71.8 79.8 

7 36.9 69.1 80.2 

8 60.8 67.6 68.7 

9 68.6 75.4 82.6 

10 39.4 56.9 63.9 

11 51.2 55.1 57.9 

12 65.3 75 78.8 

13 54.1 63.3 69.5 

14 34.9 62.5 72.7 

15 59.8 80.1 84.9 

16 31.1 53.2 60.1 

17 28.4 39.1 43.6 

18 64.1 73.6 75.7 

19 45.5 60.1 71.2 

20 44.7 51.5 64.2 

21 50.6 71.8 87 

22 19.1 66.4 68.6 

23 41 54.4 61.7 

24 79.5 84.2 85.8 

25 53.7 61.2 68.3 

26 50.2 52.9 54.8 

27 88.5 91.6 92.8 

 

Nevertheless, the performance of user profiling 

of some participants were low as demonstrated in 

table 4 above, but by exploring the top applications 

performance of the same users the results were 

positive. Indeed, all participants have experience at 

least three applications. Consequently, there are a 

numbers of promising results have scored across all 

applications. Table 5 shows the top three 

applications that scored high level of accuracy from 

rank1 value per each user. The results reveal that 1/3 

of participants have been correctly identified via 

their interactions with level of accuracy more than 

80% in all top three applications. It is also shown 

that more than 75% of the users have got at least one 

application with 80% TPIR. While the system has an 

ability to profile 92% of the users from their 

interactions with TPIR more than 74%, there is a 

small proportion where the system can only assign 

less than 60% of the interactions to the correct 

participant.  

 

Table 4. Users TPIR in rank1 of top three 

applications 

 

User 

ID 
1

st
   App. 2

nd
   App. 3

rd
   App. 

TPIR%   TPIR% TPIR% 

1 100 95.2 50 

2 94.1 74.6 74.1 

3 100 60.8 59.1 

4 91.8 91.6 90.9 

5 74.1 73.6 13 

6 100 89.1 85.5 

7 79.2 64.8 50 

8 100 79.5 56.5 

9 100 95 93 

10 83 63.7 56.1 

11 80.5 80.3 72.7 

12 99.7 95 80.2 

13 80.9 75.3 72.7 

14 100 62.3 48.2 

15 74.5 71.1 70.9 

16 95.6 35.4 28 

17 59 52 30.6 

18 98 82 67.2 

19 99.4 95 61.7 

20 75.2 73.9 63.7 

21 100 85.3 79.3 

22 43 29.4 4.2 

23 75.5 71.4 58.6 

24 100 100 91.8 

25 80.8 75.9 51.1 

26 76.1 64.8 62.4 

27 100 100 100 

 

Furthermore, the average of TPIR in first 

application for all users has scored 87.4%, this result 

has proved that it is possible to use user interaction 

for creating user profile which is the main aim of 

this work. Therefore, there is some participants who 

scored high level of TPIR across the three 

applications from rank1as shown in (Table 5) such 

as users 4, 9, 24 and 27, but user 27 has got the best 

user profile because of the highest level of accuracy 

got it in all top three applications when the system 

was able to completely identified all his interactions 

with 100% accuracy. 

 

7. Discussion  
 

From section 6 it can be seen that user profiling 

from novel applications interactions is strongly 

possible. The experiment also reveals that the 

natural of the user interaction derived from 

application level is unique, thereby using it to build 

a user behavioural profile is a promising solution to 

identify the insider misuse. Moreover, the 

experiment evidently shown that some applications 
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have got a wide unique of user actions such as 

Skype and Hotmail applications. Accordingly, some 

users were scored an excellent performance in these 

applications where the system was able to identify 

most of their traffic with 100% level of accuracy as 

shown in Table 5. The meaning of TPIR being high 

for some users in various applications is attributed to 

the level of uniqueness information of a user in this 

application which makes the discriminative process 

more easily. Ultimately, using the top three 

applications based on performance aspect lead to 

produce an accurate user profile as demonstrated in 

Table 5. 

This provides forensic investigators with a strong 

approach to identify relevant traffic. When 

combined with the IP address and windowing (an 

approach that uses the successful authenticated user 

interaction to identify the IP address and then uses a 

windows +/-  period (1-2 minutes) to tag all traffic 

from that IP) provides a very successful approach to 

target upon the traffic that is most relevant. The use 

of the IP address in this context is viable as the 

assumption will only help for a short period of time 

rather than for the complete duration of the network 

capture. 
This approach of using both the biometric and 

the IP address suggests that it is not necessary to 
correctly classify every user interaction but it is 
important to have at least one application with 
enough discriminative information for the range of 
users. Indeed, this approach has providing some 
positive insights in terms of creating user-behavioral 
profile from metadata while the system successfully 
identifying some individual with 100% of accuracy. 
Subsequently, reducing the numbers of network 
traffic analyzing based on user behavioral profile 
from application level interactions by using a 
metadata without relying on IP address is a good 
objective in terms of millions of records needs to be 
investigated. Therefore, merely sufficient along the 
timeline for the IP address windows to overlap and 
provide a confirmation of the IP address.   

 

8. Conclusions and future work  
 

The proposed approach is novel, identifying a 

user from network traffic by using user interactions 

derives from applications level that give the 

investigator an ability to overcome upon a serious 

limitation that exist in the available tools by linked 

the actions to the belong user regardless the IPs 

address of the users. 

Further work is essential where some users 

scored low performance and some services do not 

have enough user actions signatures or lack of 

usage. Furthermore, to improve the performance 

different technique need to be implemented in order 

to have a better performance.  
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