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Abstract

Statistical learning for gene expression biomarker detection in neurodegenerative disease

Jack Rees Kelly

In this work, statistical learning approaches are used to detect biomarkers for neurode-

generative diseases (NDs). NDs are becoming increasingly prevalent as populations age,

making understanding of disease and identification of biomarkers progressively impor-

tant for facilitating early diagnosis and the screening of individuals for clinical trials. Ad-

vancements in gene expression profiling has enabled the exploration of disease biomark-

ers at an unprecedented scale. The work presented here demonstrates the value of gene

expression data in understanding the underlying processes and detection of biomarkers of

NDs. The value of novel approaches to previously collected -omics data is shown and it is

demonstrated that new therapeutic targets can be identified. Additionally, the importance

of meta-analysis to improve power of multiple small studies is demonstrated. The value

of blood transcriptomics data is shown in applications to researching NDs to understand

underlying processes using network analysis and a novel hub detection method. Finally,

after demonstrating the value of blood gene expression data for investigating NDs, a com-

bination of feature selection and classification algorithms were used to identify novel ac-

curate biomarker signatures for the diagnosis and prognosis of Parkinson’s disease (PD)

and Alzheimer’s disease (AD). Additionally, the use of feature pools based on previous

knowledge of disease and the viability of neural networks in dimensionality reduction and

biomarker detection is demonstrated and discussed. In summary, gene expression data is

shown to be valuable for the investigation of ND and novel gene biomarker signatures for

the diagnosis and prognosis of PD and AD.
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Chapter 1

Introduction

1.1 Introduction to neurodegenerative diseases

Neurodegenerative diseases (ND) are a wide range of heterogeneous diseases charac-

terised by a progressive loss of neurons. This results in the deterioration of a wide range

of cognitive functions including memory, special cognition, learning, language, and judg-

ment. NDs are incurable and typically lead to years of decline in quality of life and

eventual death. The main known risk factor for many NDs is age, and in a world that is

predicted to have an increase in over 65s of 120% between 2019 and 2050 [1], effective

treatment and diagnosis of ND is needed more than ever.

There are a wide range of NDs which primarily impact different areas of the brain,

resulting in a wide variety of symptoms. The most common NDs include Alzheimer’s

disease (AD), Parkinson’s disease (PD) and Huntington’s disease (HD). Less common

but still important forms of ND include multiple sclerosis (MS) and Amyotrophic lateral

sclerosis (ALS).

1.2 Alzheimer’s disease

AD is the most common ND and dementia, accounting for 60-80% of dementia cases.

AD is characterised pathologically by accumulation of extracellular amyloid-β1 (Aβ )

and deposits of intracellular tau neurofibrillary tangles [2]. In the US the number of peo-
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ple living with AD is projected to increase from 5.5 million in 2018 to 13.8 million by

2050 [3]. Gradual progressive memory loss is the most common clinical symptom of AD,

which eventually affects other cognitive functions such as communication and movement.

There are currently many promising advances in the understanding of AD, including dis-

covery of novel biomarkers [4, 5] and analysis of underlying biological mechanisms.

1.2.1 Symptoms of AD

Frequency and intensity of symptoms allow for grouping of AD into three stages; early,

middle and late AD. Early AD patients generally continue to live a normal life with lit-

tle difficulty, and many may forgo seeking a diagnosis because symptoms are so mild.

Symptoms at this stage include:

• Misplacing items

• Increased frequency in forgetting object names and recent events

• Increase in poor judgement

The middle stages of AD are when many AD symptoms become clear and more intense.

Symptoms at the middle stages of AD include:

• Confusion and disorientation becoming noticeable and effecting day to day life

• Disruption in sleep

• Aphasia (impairment of language)

• Noticeable changes in mood, including depression and anxiety

• Impairment of spatial awareness

• Hallucinations

Late stages of AD have severe symptoms as large sections of brain tissue have died.

Patients in the later stages generally need full time care. Including previous stages symp-

toms, at the late stages of AD symptoms include:

• Severe problems with short- and long-term memory

• Dysphagia (difficulty in swallowing)

• Severe weight loss

• Difficulty in mobility without assistance
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• Progressive loss of speech

• Incontinence

1.2.2 Diagnosis and treatment of AD

Diagnosis of AD is based on clinical examination. Patients tend to initially present

with memory difficulties and can have a wide range of other symptoms including mood

changes, impaired visuospatial abilities and impaired reasoning [6]. Diagnosis of AD can

be difficult as early stages of the disease can be mistaken for changes that take place in

normal aging, and the patient may disregard symptoms in fear of an AD diagnosis. Mis-

diagnosis rates of AD range from 12% to 23% in pathologically confirmed studies [7],

demonstrating the need for more effective diagnosis procedures.

There is a current lack of effective treatments for AD, and no new therapies have

been approved for over 10 years [8]. Treatment of AD generally involves controlling the

most severe symptoms as best as possible. Symptom management is tailored to individual

patients, for example those that suffer from sleep disturbances can be treated using sleep

aids [9]. Currently, Acetylcholinesterase (ACHE) inhibitors are one of the main drug

treatments used to manage dementia in AD patients with varied response from patients

[10].

ACHE inhibitors work by preventing ACHE from breaking down the neurotransmit-

ter acetylcholine. Acetylcholine is important in the normal functioning of the peripheral

and central nervous system, and is reduced in AD brains as neurons die. As ACHE in-

hibitors prevent the breakdown of acetylcholine, it means more is available to combat the

reduction and slow down the progression of some disease symptoms. However, ACHE in-

hibitors do not work when the disease becomes severe, as the production of acetylcholine

is so low that even preventing the breakdown of it does not maintain normal levels [11].

Currently there is a focus on developing new treatments for AD, both to better control

individual symptoms and modify the underlying pathophysiology of the disease [8].
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1.2.3 Pathophysiology of AD

Aβ and tau are considered the main two contributors to the pathophysiology of AD [12].

Additionally, there are a several causative genes that are associated with AD.

1.2.3.1 Contribution of Aβ to AD

Amyloid plaques are an accumulation of Aβ peptides between nerve cells that form as

a result of unusual processing of amyloid precursor protein (APP). The cleavage of APP

is shown in figure 1.1. In normal non-amyloidogenic pathways α-secretase cleaves APP

creating a long secreted form of APP called sAPPα which has a neuroprotective function

[13]. Additionally, a C-terminal fragment C83 is generated, which is then cleaved by

γ-secretase to create APP intracellular domain (ICD), which helps regulates neurogenesis

[14] and p3. In the healthy brain, the function of p3 is not well understood, however can

be found within amyloid plaques in AD patients [15].

Within the amyloidogenic pathway, cleavage by β -secretase generate a shorter se-

creted APP (sAPPβ ) and a longer C-terminal fragment C99. Cleavage of C99 by γ-

secretase generate APP ICD and Aβ [16]. Amyloidegenic pathway, in combination with

impairment in clearance of Aβ frequently due to mutations in apolipoprotein E (APOE),

lead to an increase in Aβ [17]. Aβ aggregates to form amyloid plaques in the brain, which

disrupt the function of synapses and induce neurotoxicity [18]. Length of Aβ can also

play a role in AD. Soluble Aβ40 is present in healthy blood plasma and cerebrospinal

fluid (CSF), however a combination of Aβ40 and Aβ42 are present in amyloid plaques

[19].
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Figure 1.1: Cleavage of APP to produce Aβ . In the normal non-amyloidogenic
pathway, APP is cleaved by α-secretase and γ-secretase to generate long form sAPPα ,
C83, p3 and APP ICD. In the amyloidogenic pathway present in AD, β -secretase and

γ-secretase cleave APP to generate shorter sAPPβ , C99, ICD and Aβ , which is the main
component of amyloid plaques. Adapted from [20]

1.2.3.2 Contribution of Tau to AD

Neurofibrillary tangles are the accumulation of abnormal hyperphosphorylated tau neu-

rons [21]. In healthy neurons, tau stabilised microtubules assist in transporting molecules

around the cell, however, abnormal tau instead attaches to one another instead of micro-

tubules which forms thread like tangles which disrupt normal neuron functioning. This

tau present in AD brains is abnormal as it is hyperphosphorylated. Hyperphosphlyation

of tau can be as a result of increased Aβ , impaired brain glucose metabolism and dysreg-

ulation of processes causing phosphorylation [22].

Amyloid plaques initially seed the formation of neurofibrillary tangles, and thereafter

toxic tau increases the toxicity of Aβ accumulation [21]. This suggests amyloid plaques

and neurofibrillary tangles self-propagate one another in a feedback loop that leads to

dysfunction of neurons and ultimately cell death.
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1.2.3.3 Causative genes associated with AD

There are a number of causative genes associated with autosomal dominant AD (APP,

PSEN1, and PSEN2) [23]. Around 10-15% of early-onset familial AD patients are ac-

counted for by APP mutations [23], generally occurring in or around the Aβ peptide.

This mutation contributes to the abnormal cleavage of APP leading to increased amyloid

plaques. Mutations in PSEN1 lead to very severe forms of AD that can onset as early

as 30 year old with almost complete penetrance [24]. PSEN2 mutations have reduced

penetrance compared to PSEN1 mutations and a higher age of onset (45–88 years) [23].

Both PSEN1 and 2 are components of γ-secretase, which is responsible for cleavage of

Aβ so mutations in these two genes can lead to an imbalance in Aβ42 to Aβ40 ratio.

Additionally, individuals carrying the APOE ε4 allele have an increased risk for AD [25].

APOE has a role in clearing Aβ in the brain, so it is likely that the ε4 allele is less efficient

at this than the common ε3 allele [26].

1.2.4 Biomarkers for AD

A biomarker is an objective measure that can be used to diagnose or track the progress of

the disease over time. There are particular characteristics that make an ideal biomarker.

Non-invasive, cheap and fast biomarkers would make them more widely accessible to

be used. High sensitivity and specificity would reduce misdiagnosis and early detection

would allow for quick treatment to improve effectiveness of available treatments. Addi-

tionally, biomarkers that give prognostic information are fantastic for understanding the

progression of a disease and the effectiveness of treatments. Very few, if any, biomarkers

meet these criteria.

There are currently no effective biomarkers for diagnosis for many NDs, which require

complex and difficult diagnosis processes. Poor diagnosis leads to many patients not

being diagnosed until the disease symptoms have manifested, by which time neuron cell

death is extensive and treatment effectiveness is reduced. In addition, misdiagnosis of ND

can be common, for example 17% of vascular dementia patients are misdiagnosed with

Alzheimer’s disease (AD) [7], which can cost the patient time of proper treatment and the

health system substantial money.
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1.2.4.1 Imaging biomarkers of AD

Imaging is un-invasive approach to biomarker detection, with magnetic resonance imag-

ing (MRI), single photon emission computed tomography (SPECT) and positron emission

tomography (PET) all having been investigated for potential imaging biomarkers in ND

previously. In a clinical setting, neuroimaging has become a standard tool used by special-

ists with ND patients to assist with diagnosis and to understand the progression of disease

in an individual, however identifying an imaging biomarker would improve accuracy and

speed of diagnosis and reduce need for specialist personnel.

Reduction in the hippocampus volume detected using MRI is one of the primary

biomarkers for AD [27]. However, other dementias exhibit the same loss in hippocampus

volume, including frontotemporal dementia [28] and Lewy body dementias [29]. As a

result of this, hippocampus volume is used by medical professionals as one of many tools

to diagnose AD, if used at all. Whole brain, white matter, grey matter and cortex volume

have been investigated as prognostic markers of AD under the assumption that volume of

tissue reflects number of neurons. It is known that neuron number reduces in brain tissue

impacted by AD, however it has been shown that this is a result of dementia and not linked

to specific pathophysiology of AD [30], meaning these approaches to neuroimaging are

not the best to identify a specific AD biomarker.

Several studies have investigated Aβ accumulation in the brain using neuroimaging.

Although neurodegeneration occurs in AD without Aβ accumulation, the presence of

increased Aβ does lead to worse cognition [31]. Elevated Aβ detected by PET is asso-

ciated with worse cognition and changes in daily function, even in patients who possess

the APOE ε4 allele and have not been diagnosed with AD, highlighting its potential as a

very early biomarker for cognitive decline and AD [32]. Recent PET studies investigating

tau have shown that atrophy and deposition of tau are correlated [33]. Additionally, tau

PET could effectively predict brain atrophy in the later stages of AD, performing better

than Aβ PET [34]. These results suggest that tau PET may be suited to predicting the

progression of AD and play an important role in future clinical trials and investigations

into disease therapies. However, testing of Aβ and tau PET in much larger cohorts is

needed before they can be effectively used in the clinic.
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1.2.4.2 Cerebrospinal fluid biomarkers of AD

CSF biomarkers have been the most targeted to date in ND. They better represent the

neurological and pathological changes in the central nervous system (CNS) than other

peripheral tissues due to being in direct contact with the brain.

Currently, CSF levels of total tau (T-tau), phosphorylated tau (P-tau) and Aβ42 (in-

cluding Aβ42/40 ratio [35]) are the most evaluated biomarkers for AD, having been eval-

uated with consistent result in hundreds of clinical studies [36]. However, these biomark-

ers still have a way to go before they can be consistently used as a tool for diagnosis

as reference and cut-off values for diagnosis need to be established [36]. Studies have

consistently identified high concordance between Aβ42 CSF levels and brain amyloid

plaques detected by PET [37]. More recent studies have actually shown Aβ42/40 ratio to

be a more accurate CSF biomarker for AD patients [35]. Although the relationship be-

tween Aβ42 and Aβ40 is unclear, it is likely the ratio is more successful as Aβ40 acts as

a proxy for total Aβ , and so effectively normalises the Aβ42 levels across patients. CSF

T-tau and P-tau have been proposed as a marker of ND in AD [38]. The ratio of P-tau

and Aβ42 measurements in AD has been shown to be particularly successful in diagnosis

[39], and helps distinguish AD diagnosis from other similar NDs [40].

1.2.4.3 Blood biomarkers of AD

CSF biomarkers have been the most targeted to date in ND, as they better represent the

neurological and pathological changes in the CNS than other peripheral tissue, however

CSF can be difficult to access requiring specialist training and sampling is commonly

regarded as a minor surgical procedure. Blood, however, is cheap and un-invasive to

sample, though tends to be less accurate [41]. Many blood biomarker studies have fo-

cused on Aβ40 and Aβ42 levels. Decrease in blood plasma levels of Aβ40/42 and a

correlation between the Aβ42/40 ratio levels in plasma and CSF have been shown in AD

[42]. However, this has only been shown consistently using highly sensitive assay, so

as these assays become cheaper and more sensitive techniques are developed Aβ plasma

biomarkers could become more dependable. Neurofilament light chain protein (NfL) con-

centrations in blood has been proposed as a consistent biomarker for many NDs [43, 44].
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NfL is a cytoplasmic protein expressed in axons and is released into CSF and blood as

a result of axonal damage [45]. Plasma NfL change is associated with cognitive decline

[46], however plasma NfL levels are not related to levels of tau or Aβ in the brain detected

using PET imaging [43, 46]. It is clear that plasma NfL levels are associated with AD,

however more works need to be done to understand this relationship and how it can be

used as a biomarker for neurodegeneration.

There is a poor correlation between CSF T-tau levels and plasma T-tau [47], likely

explaining the lack of consistent results regarding the use of T-tau as a plasma biomarker

for AD. P-tau181 has potential as a diagnostic and prognostic blood biomarker of AD.

Plasma P-tau181 can effectively classify AD against other NDs [44], correlates with tau

and Aβ levels in the brain detected by PET [43, 46], and is associated with severity of

AD symptoms [48].

Blood gene expression levels have been proposed as potential biomarkers of AD. As

transcriptomics data measures the expression of thousands of genes, and approaches be-

come more accessible, a panel of genes where the expression can be objectively measured

to classify control and disease is potentially more obtainable than measurement of indi-

vidual proteins or molecules. Gene expression can measure changes that directly lead to

disease or the response to a disease. When used for biomarker detection, this distinction

becomes less important than when using gene expression to investigate the underlying

cause of disease, as it is just of interest if these changes can be used for diagnosis.

Blood gene expression analysis is generally performed in whole blood samples, and

so contains a large variety of cells including B-cells, T-cells, lymphocytes and granulo-

cytes [49]. Using whole blood data reduces the number of steps that can artificially alter

gene expression levels and allows the measurements to include information even from

relatively rare cell types including dendritic cells and eosinophils. However, whole blood

gene expression can be impacted by cellular composition of an individuals blood at the

time of drawing blood. As blood is not the main area of effect of NDs, accuracy and

specificity have previously been a problem with blood gene expression biomarkers, how-

ever as dataset sample sizes increase and transcriptomics becomes more accessible, this

problem should be reduced [50].
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As the number of genes included in a transcriptomics dataset is very large, machine

learning is often employed to identify biomarkers of disease. Using the known disease

state of a sample, the data can be used to train a machine learning algorithm to then

classify new unseen samples into disease and control. Reducing the dimensionality of

data to reduce the complexity and computational time by selecting the most important

features [51] is frequently performed.

Long et al. [5] used a novel feature selection approach of support vector machine

(SVM) forward selection followed by classification using SVM. They identified a panel of

two genes (ECH1 and ERBB2) which returned a receiver operating characteristic (ROC)

area under the curve (AUC) of 89.5%. This model, however, was trained on a small

dataset, comprised of only 30 AD and 30 control samples. The team addressed this in a

later paper which used a much larger sample size of 143 AD patients and 104 controls

[52]. Here, they used least absolute shrinkage and selection operator (LASSO) feature

selection to identify a panel of four genes (NDUFA1, MRPL51, RPL36AL and RPL36AL)

which can classify AD from control patients with a ROC AUC of 0.87% using a SVM

classifier. Although the AUC was lower, the result had a greater power due to the much

larger sample size. This small set of features has the potential as a diagnosis panel of AD

if validated in the future. Testing multiple different feature selection and classification

algorithms may potentially improve these results in the future.

1.3 Parkinson’s disease

PD is the second most prevalent ND effecting approximately 145,000 people in the UK

[53]. It is predicted that with an aging population the number of PD patients in the UK

will increase 18.1% between 2015 and 2065 [53] and in the US PD cases will increase to

1,238,000 from 680,000 by 2030 [54]. PD is characterised by tremor and bradykinesia

[55], primarily effecting motor systems of the CNS as a result of the death of dopamine

generating cells in the substantia nigra (SN) in the midbrain [56]. Non-motor symptoms

are also common in PD [57] including hyposmia, sleep disorders, depression and consti-

pation and as many as 30% of PD patients go on to develop dementia [58].
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1.3.1 Symptoms of PD

PD symptoms have a progressive onset that begin very mildly. Patients symptoms are

varied between individuals, as is the speed and severity of the onset. Parkinson’s is char-

acterised by three main symptoms:

• Tremors - uncontrollable movement of muscles

• Bradykinesia – slowness of movement

• Rigidity – stiffness of muscles

In addition to these main symptoms there are various physical symptoms that PD patients

can develop, including:

• Olfactory loss (loss of sense of smell and taste)

• Incontinence

• Erectile dysfunction in men and sexual dysfunction in women

• Hyperhidrosis (excessive sweating)

• Dysphagia (difficulty in swallowing)

• Insomnia

• Balance problems that make a person more prone to injury from falling

Cognitive symptoms can also develop, including:

• Dementia

• Depression and anxiety

1.3.2 Diagnosis and treatment of PD

Diagnosis of PD is initially based on the presence of motor symptoms, primarily bradyki-

nesia and either resting tremor or rigidity [59]. This is supported by presence of other

symptoms, especially olfactory loss or a response to PD treatments. Diagnosis of PD is

difficult as it relies on subtle details to separate it from other parkinsonism’s, including

Vascular parkinsonism. In fact, it has been shown that up to 20% of PD diagnosed pa-

tients have a different diagnosis at autopsy, and the rate of correct clinical diagnosis has

not recently improved [60].
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PD has some effective treatments that can mitigate symptoms, unlike most other ND

[55]. Levodopa, dopamine agonists and MAO-B inhibitors are all commonly used to suc-

cessfully alleviate motor symptoms which greatly improves the quality of life in many pa-

tients. Levodopa is the precursor to dopamine that can, unlike dopamine, pass through the

blood-brain barrier [61]. This allows it to be used to combat the low levels of dopamine in

PD brains. To reduce symptoms caused by conversion of Levodopa to dopamine outside

of the CNS, a DOPA decarboxylase inhibitor is often administered along with Levodopa

in PD patients [62]. Although Levodopa is the most effective treatment in most PD pa-

tients, its effects are often reduced in those that take it for the long-term. Natural levels

of dopamine get so low in the brain that the administering of the drug cannot make up for

the low levels, leading to re-emerging symptoms. Additionally, there is some evidence

that DNA methylation changes that occur when taking Levodopa reduce the sensitivity of

striatial neurons to the drug [63].

Early in PD, dopamine agonists are often used to delay or reduce the dosage of Lev-

odopa treatment. Dopamine agonists bind to dopamine receptors to reduce symptoms

caused by a reduction in dopamine available to neurons. Monoamine Oxidase Type B

(MAO-B) is an enzyme that breaks down neurotransmitters, including dopamine [64].

MAO-B inhibitors are used to treat moderate symptoms of PD early, and are often used

in combination with Levodopa treatment to increase the time that Levodopa treatment is

successful [65]. However, these treatments are not effective in some patients and only

work to treat symptoms, having no disease-modifying effect [66].

1.3.3 Pathophysiology of PD

The primary neuropathological hallmark of PD is α-synuclein accumulation in neurons,

in the form of Lewy bodies [56]. α-synuclein is involved in normal synapse activity

by regulating many processes, including release of neurotransmitter and vesicle docking

[67]. However, its full physiological function is not yet understood. α-synuclein has three

domains; a N-terminal lipid-binding alpha-helix, a non-amyloid-component and an acidic

C-terminal tail [68]. α-synuclein has an increased tendency to aggregate when phospho-

rylated at Serine 129 in the C-terminal domain, and this phosphorylation is responsible
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for the aggregation present in the brains of patients with PD and other synucleinopathies

[69].

Lewy bodies are abnormal aggregations of proteins that develop inside nerve cells

and interfere with normal functioning of the cell. They are visible under a microscope,

so their presence can be identified through histopathology. Although α-synuclein is one

of the major constituents of Lewy bodies, they are composed of a heterogeneous blend

of over 90 molecules [70]. These include gene products of SNCA(α-synuclein), DJ-1,

LRRK2, parkin, and PINK-1 and proteins and molecules associated with mitochondria

and ubiquitin-proteasome pathways. The relationship between Lewy bodies and neuronal

cell death is complex, with some evidence suggesting that Lewy bodies are cytotoxic [71]

and contrary evidence that nonfibrillar α-synuclein is cytotoxic and that fibrillar Lewy

bodies aggregates of α-synuclein may actually be a cytoprotective mechanism in PD [70].

There are number of genes in which mutations can carry a significant risk for PD. α-

synuclein (SNCA), leucine-rich repeat kinase 2 (LRRK2) and Ubiquitin carboxy-terminal

hydrolase L1 (UCHL1) are linked to autosomal dominant PD and mutations in proteins

deglycase DJ-1 (DJ-1), parkin (PRKN), PTEN-induced kinase 1 (PINK-1), and F-box

only protein 7 (FBXO7) are linked to autosomal recessive Parkinsonism [72].

1.3.4 Biomarkers for PD

Biomarkers for PD are critically needed to ensure early diagnosis and treatment of those

with PD but are currently lacking. The most well researched biomarkers for PD are α-

synuclein and DJ-1 [73].

1.3.4.1 Imaging biomarkers of PD

As PD is characterised by loss of dopaminergic neurons, neuroimaging of the dopamin-

ergic system in the brain has a strong potential for diagnosis and progressive biomark-

ers. The large neuropathological and disease presentation overlap between PD and other

Parkinsonisms make differential diagnosis using neuroimaging difficult. Many imaging

biomarkers for PD have low reproducibility and studies are performed in small patient

cohorts giving inconsistent results [74].

13



SPECT has been used with dopamine transporter imaging (DAT) in the past to detect

dopaminergic denervation in PD brains [75] and extrastriatal DAT uptake is correlated

with the severity of motor symptoms [76]. MRI studies have shown that measuring vol-

umetric differences in the SN between control and PD patients is very inconsistent, with

some studies noting no differences [77, 78], others showing loss of volume [79] and some

even a gain in volume [80].

1.3.4.2 CSF biomarkers of PD

α-synuclein is the most consistent CSF PD marker, being shown in many studies to have

61-94% sensitivity and 25-64% specificity at classifying PD from control patients [81],

however there is little evidence that it is a useful biomarker for disease severity. DJ-1

has been proposed as a potential biomarker for PD due to its link to autosomal recessive

Parkinsonism [72]. CSF levels of DJ-1 are higher in early PD than controls and late stage

PD patients, making it a prominent potential biomarker for those who are exhibiting mild

PD symptoms to confirm diagnosis [82].

Deposits of Aβ42 [83] and tau [84] have been shown to be present in PD brains. As

they have shown promise in AD, CSF levels of Aβ42 and tau have been tested in PD pa-

tients [85]. Levels of tau were not significantly different in PD CSF, however CSF Aβ42

levels were progressively reduced as PD cognitive symptoms increased, which in combi-

nation with AD studies [86] suggests CSF Aβ42 is associated with increased deposition

of Aβ in the brain.

1.3.4.3 Blood biomarkers of PD

Studies investigating α-synuclein in blood plasma are very conflicting, with some studies

identifying α-synuclein to be reduced in PD patients [87, 88], some identifying it as being

increased [89, 90] and others showing no difference between PD and controls [91, 92, 93].

Over 99% of blood α-synuclein is present in red blood cells [94] and so even residual

levels in samples could affect the levels of α-synuclein in plasma, likely explaining the

large variance in study results. α-synuclein levels in red blood cells has been proposed as

a biomarker for PD in the past, however studies have had contradictory results [81], likely
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due to variations in red blood cell count between individuals.

Much like in CSF, blood DJ-1 levels have been proposed as prognostic biomarkers

for PD. However, in blood DJ-1 levels are higher in later stages of the disease [82]. DJ-

1 protein levels have been shown to be potential biomarkers in the past [95], however

further investigation has shown that DJ-1 levels in PD and controls are not significantly

different [96, 97, 98].

Additionally, levels of circulating cell-free microRNA (miR) 124 in blood has been

proposed as a potential biomarker for PD. miR-124 is one of the most abundantly ex-

pressed miRs in the brain and it is involved in neurogenesis, synapse morphology, neuro-

transmission, inflammation, autophagy and mitochondrial function [99]. As miR-124 is

so abundant in brain tissue and involved in many processes that are dysregulated in PD, it

has been investigated as a biomarker. miR-124 has a neuroprotective role in PD, and can

distinguish PD patients from controls, though sample sizes in studies have been low and

it is likely it would not be able to identify PD patients from other NDs, including multiple

system atrophy (MSA) [99].

1.4 Huntington’s disease

HD is a neurodegenerative disease caused by autosomal dominant inheritance of CAG

trinucleotide repeat expansion within the huntingtin (HTT) gene on chromosome 4, char-

acterised by movement and cognitive dysfunction [100]. CAG expansion results in mu-

tant huntington (mHTT) protein being produced with a long polyglutamine (polyQ) repeat

[101], and genetic and transgenic data suggest that the mutation in HTT causes the dis-

ease predominantly by gain-of-function mechanisms. If a person has greater than 39 CAG

repeats, they are certain to develop HD, and less than 36 repeats they will not develop the

disease. Reduced penetrance is seen between 36 and 39 repeats and a person may or

may not develop the disease. The age of onset for HD is inversely correlated to the CAG

repeat length, occurring on average at age 45 [102]. The prevalence of HD in Western

populations is around 10.6-13.7 per 100,000 [103], however the prevalence in East Asia

is substantially lower, only effecting 1-7 per million individuals.
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1.4.1 Symptoms of HD

The symptoms of HD vary between patients but include motor, psychological and cogni-

tive symptoms that develop progressively. Early symptoms of HD include:

• Lapses in memory

• Depression and mood disorders

• Moments of uncoordinated movement and stumbling

• Difficulty concentrating

Later symptoms include:

• Chorea (involuntary and irregular muscle movement)

• Difficulty in clear speaking

• Problems in swallowing that can lead to infections

• Changes in personality

• Loss of mobility

1.4.2 Diagnosis and treatment of HD

Around 40% of HD patients exhibit cognitive and behavioural changes up to 15 years be-

fore the development of motor symptoms [104]. HD can be diagnosed using genetic tests,

usually because of developing symptoms or family history of disease. The monogenic na-

ture and penetrance of HD, however, makes it one of the most treatable neurodegenerative

diseases. Targeting chorea using medication that reduces dopaminergic neurotransmis-

sion has been successful [105] and treatments for psychiatric symptoms including anx-

iety and depression are available. However, there are no current treatments that reduce

many other symptoms, and there has been little success in identifying disease modifying

therapies. Lowering levels of mHTT has been shown to ameliorate mHTT toxicity in dis-

ease models [106, 107] and in mouse models CRISPR/Cas9-mediated gene editing can

ameliorate neurotoxicity [108]. However, genome editing and lowering mHTT levels in

patients’ brain is extremely difficult and to date has been unsuccessful.
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1.4.3 Pathophysiology of HD

In HD, mHTT neurotoxicity occurs in various brain regions, but striatal medium spiny

neurons and cortical neurons undergo the greatest degeneration [109], however other re-

gions of the brain are also effected, including SN, hippocampus, lateral tuberal nuclei

of the hypothalamus and parts of the thalamus [110]. mHTT is believed to induce neu-

rodegeneration through its aggregation, which leads to neurotoxicity through endoplasmic

reticulum (ER) stress [111], perturbation of Ca2+ signaling, inhibition of protein clear-

ance pathways and alterations of gene transcription [112].

The function of normal HTT is not fully understood. HTT is known, however, to be

associated with the cytoplasmic surface of a number of organelles (including mitochon-

dria, microtubules, transport vesicles and synaptic vesicles) [100] suggesting that the most

important changes that occur in HD may be dysregulation in normal cellular interaction.

1.4.4 Biomarkers for HD

As HD can be reliably diagnosed using genetic testing and family history of disease, a

particular importance for HD biomarkers is identification of disease progression to eval-

uate therapies [113]. Biomarkers of mHTT levels in the brain are also important as they

can act as an assessment of therapies which aim to lower brain mHTT levels.

1.4.4.1 Imaging biomarkers for HD

Neuroimaging biomarkers have shown promise in HD [114]. HD gene carriers and con-

trols can be classified by measuring striatum and white matter atrophy using volumetric

MRI, even before patients become symptomatic [115, 116, 117]. This change has been

confirmed in longitudinal studies [118, 119, 120]. Fluorodeoxyglucose PET has identi-

fied a reduction in glucose metabolism prior to the onset of disease and over time [121].

Pilot studies have shown that quantitative electroencephalography (qEEG) can classify

HD from control patients with a sensitivity and specificity of 83% [122].

mHTT has a large toxic effect on striatal medium spiny neurons which highly express

PDE10A, and PDE10A has a key role in cAMP/cGMP signalling regulation that promotes
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neuronal survival [123]. This has made it a potential target biomarker and PET has been

used to investigate reduction of PDE10A as an imaging biomarker [124]. This appears

to be particularly noticeable in the caudate, striatum and globus pallidus of the brain

[125]. More recent studies suggest PDE10A progressively decrease across all stages of

HD [114]. No one single neuroimaging target can be used as a HD biomarker, but it is

likely that in the future a combination of different imaging targets will allow for good

identification of pathogenesis.

1.4.4.2 CSF biomarkers for HD

Many investigations into CSF biomarkers begin with proteins or markers that would be

expected to be dysregulated with previous knowledge of disease pathophysiology and

biological pathways. In HD research, many of these expected markers were found to be

poor CSF biomarkers. Neurogranin, a marker of postsynaptic damage and TREM2, a

marker of microglial function, are altered in HD CSF despite each being important in HD

pathogenesis [126].

CSF levels of mHTT were difficult to study before 2015, when the first quantifica-

tion of soluble mHTT levels in CSF was performed [127]. mHTT has consistently been

shown to be present in HD patients CSF since then using more sensitive approaches to

mHTT detection [128]. There is no shortage of potential CSF biomarkers of HD, however

sensitivity of assays to quantify levels of biomarkers is increasing over time, particularly

in the past few years. With more therapeutic approaches entering clinical trials the need

for an accurate CSF biomarker is increasing along with the ability to detect them. For

these reasons, although currently there is not an accurate biomarker, it is likely that CSF

biomarkers will be identified in the future.

1.4.4.3 Blood biomarkers for HD

Measurement of mHTT in circulating monocytes, T cells and B cells has been shown to

be a successful biomarker for brain levels of mHTT [129]. NfL is a potential prognostic

blood plasma marker for HD [130]. mHTT carriers have significantly higher Nfl concen-

tration than controls, and concentration increases from each disease stage to the next. Nfl
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concentrations are also correlated with cognitive decline.

As both innate and adaptive immunity are important in HD pathology [131], measur-

ing peripheral immune response has been suggested as a potential biomarker. Proteomics

of HD blood plasma has identified elevated proinflammatory cytokine IL-6 [132], solu-

ble tumour necrosis factor receptors (sTNFR) [133] and neopterin [133]. No follow-up

studies in early stages of HD have been performed on immune markers as HD biomarkers.

1.5 Project aims

This thesis aims to investigate approaches to gene expression data to elucidate underlying

processes of NDs and use statistical learning to identify potential biomarkers. One goal

of this work is to identify novel genes and processes that are important in the underlying

pathogenesis of AD, PD and HD. Another goal is to identify disease biomarkers to predict

disease in patients.

The aims of this thesis are completed in the following order: Introduce the background

of NDs, in particular AD, PD and HD, and discuss previous gene expression research done

(chapter 1) and introduce the methodologies that will be used within this thesis (chapter

2). Then I will discuss applications of differential expression analysis to RNA-seq data

to identify novel HD associated genes (chapter 3), and using a meta-analysis approach

to improve on individual transcriptomics datasets in PD microarray data and compare re-

sults to AD (chapter 4). Univariate methods like differential expression analysis of gene

expression data are great at identifying individual gene changes, however these methods

are expanded on using a gene co-expression network analysis approach to have a more

systemic view of disease including novel approaches to identifying key hub genes in dis-

ease networks (chapter 5). This network analysis approach is used on AD and PD blood

data to compare the two and identify similarities and differences in gene expression. Sta-

tistical learning is then applied to the same AD and PD blood gene expression datasets

to identify a model that can be used as a biomarker to categorise disease from healthy

cohorts (chapter 6). Finally, the contribution to the literature is summarised and future

work and questions that it creates are discussed (chapter 7).
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Chapter 2

Methodologies

2.1 Abstract

In this chapter the methodologies used throughout this work are introduced and dis-

cussed. The two main approaches to investigating the genome, DNA microarray and

RNA-sequencing, are described. Differential expression analysis, meta-analysis and net-

work analysis are all important ways to explore this data and are introduced. Additionally,

cutting edge statistical learning algorithms are described, as well as their applications to

gene expression biomarker detection.

2.2 Introduction to gene expression data

Gene expression profiling has become extremely widely used as it has become cheaper

and more accessible over time. It allows for biologists to study and monitor genome wide

expression levels of genes. There are two main approaches to investigating the activity of

the genome: DNA microarray and RNA-sequencing.

2.2.1 DNA Microarray

Microarray technology is the most widely used way to investigate gene expression due to

its high accessibility and relatively low cost. The first whole-genome microarray study

was performed in 1997 by placing the whole yeast genome on a microarray [134]. Figure
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2.1 shows the principles of microarray techniques. Most commonly they are used to

investigate the gene expression changes between two conditions or cohorts to understand

the difference between the two. In studies of NDs, for example, cells from patients with a

ND are compared to cells from controls to understand the differences in gene expression

that are present in disease.

A microarray platform consists of DNA molecules attached onto a solid surface at

specific known positions called spots [135]. A microarray contains thousands of spots

each of which correspond to a predetermined gene or DNA sequence and each spot con-

tains millions of a known DNA sequence (known as probes). To perform single-channel

microarray analysis messenger RNA (mRNA) are collected from the sample being inves-

tigated and converted to complementary DNA (cDNA) and fluorescently labelled. These

labelled cDNA are then hybridised to the microarray platform and any cDNA that is not

hybridised washed away.

Hybridisation is the pairing of complementary nucleic acid sequences to one another

forming tight non-covalent bonding between the two. High levels of hydridisation of

cDNA from samples to microarray probes generates a greater fluorescence signal at a

spot when excited by a laser. Fluorescence can be quantified and intensity at each spot

can be compared across conditions to identify any changes in gene expression.
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Figure 2.1: Principles of single-channel microarray analysis. Each DNA microarray
contains 10s of thousands of spots which all contain millions of copies of the same
known fixed DNA molecules (probes). Fluorescently labelled cDNA from samples

hybridise to complementary probes. The microarray slide is excited with a laser and
flourescence at each spot is quantified.

2.2.1.1 Advantages of Microarray

DNA microarray techniques offer multiple advantages [135]:

• User-friendly: Microarrays are user-friendly so can be performed by many labs

with limited training

• Speed: As arrays have already sequenced DNA probes, no large-scale DNA se-

quencing is required which means microarrays are fast.

• High coverage: Well sequenced genomes, such as the human genome, have high

coverage using microarray analysis.

• Low cost: As the technology has developed the cost of running microarrays has

reduced, making them more accessible.
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2.2.1.2 Limitations of Microarray Techniques

Although they are widely used and have been important in the study of genetics for over

20 years, they still have some limitations [135]:

• Not quantifiable between arrays: Microarray data expression values are only rel-

ative to other signals in the same array so directly comparing between arrays is

difficult

• Technical noise: Although microarrays have greatly improved since they started to

be widely used they still yield noisy outputs. They generally require a large sample

size to reduce the impact of this noise on results.

• Limited to predetermined transcripts: Microarrays only measure known gene

sequences which limits analysis. This can miss novel transcripts and potentially

important changes like single nucleotide variants.

• Low dynamic range: Microarrays are limited by background noise at low expres-

sion levels and signal saturation at high expression levels.

2.2.2 RNA-sequencing

RNA sequencing (RNA-seq) measures gene expression via RNA using next-generation

sequencing (NGS). Figure 2.2 shows the principles of RNA-seq analysis. Briefly, RNA

is extracted from samples as is done with microarray analysis, however this RNA is frag-

mented before being converting to cDNA. These fragments are sequenced using NGS

which has high throughput, scalability and speed compared to previous DNA sequencing

technologies [136]. Each gene in the human genome is sequenced multiple times so re-

sults have high depth and any DNA variants can be detected with high accuracy. These

sequenced fragments are aligned to the reference genome or transcriptome of the organ-

ism the sample is from. The number of overlapping reads is the ‘count’, a quantification

of gene expression.
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Figure 2.2: Principles of RNA-seq analysis. RNA is extracted from the sample of
interest and fragmented before being converted to cDNA via reverse transcription.

Millions of these fragments are sequenced using NGS and aligned to a known
trancriptome. The number of reads that are mapped to each gene gives the level of gene

expression, called the ‘count’.

Although it has been around for over a decade, the techniques used in RNA-seq are

still developing. Sequencing methods are beginning to trend towards taking longer reads

in plant and animal studies [137], and longer reads are considered the gold standard in de

novo assembly of microbial genomes. Single cell RNA-seq is becoming increasingly used

in the study of diseases to understand gene expression in different cell type, particularly

in cancer where cell specific changes are key to understanding the disease [138]. Methods

in the in silico steps of RNA-seq, particularly alignment, are constantly being improved

meaning old data can be re-analysed using new technologies to obtain more accurate

results [139].

2.2.2.1 Advantages of RNA-seq

RNA-seq offers a large number of advantages:

• High quantifiability: Microarray values are relative to other signals on the array,
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wheras RNA-seq counts are not.

• High dynamic range: Unlike microarrays, RNA-seq is good at detecting very low

expression values and very high expression values.

• Can detect novel transcripts: RNA-seq requires no transcript specific probes as

microarray does. As a result of this it can detect novel transcripts, single nucleotide

variants, gene fusions, insertions and deletions.

2.2.2.2 Limitations of RNA-seq

Despite it being the gold standard for studying gene expression, there are still limitations

to RNA-seq:

• Lack of reference genomes and transcriptomes: Some organisms may have no

available reference genomes and transcriptomes and so alignment can be extremely

difficult and slow. This is becoming less of a problem as it becomes easier to pro-

duce quality genomes and transcriptomes.

• Hard to quantify repetitive sequences: Genomes that have high repetitive se-

quences are difficult to map as it cannot be determined which repeat on the genome

the cDNA fragment is from.

• Cost: For some RNA-seq can have a prohibitively high cost, and cost can limit the

sample size in some studies.

2.3 Data pre-processing

Microarray and RNA-seq generate a large quantity of data. Preprocessing is required to

get quantification of gene expression data so results can be analysed. Additionally, if

poor-quality and noisy data is used in analysis, results will be of little value.

2.3.1 Microarry pre-processing

2.3.1.1 Processing of microarray images

Microarray data is generated as an image, with intensity of fluorescence of spots on the

image representing relative gene expression. Platform manufacturers provide their own
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software for converting images to data files, for example the Affymetrix© DNA microar-

ray image analysis software coverts microarray images to CEL files. These software have

the same basic steps: identification of the spots on the microarray surface, determining the

background intensity for spots, subtracting this background intensity from spot intensities

and giving relative intensity values for each spot.

Most platform manufacturers provide their own software for processing the data files

created from microarray images. For example, CEL files created by Affymetrix© DNA

microarray image analysis software mentioned above can be imported using the ReadAffy()

function in the affy R package [140].

2.3.1.2 Normalisation of microarray data

Microarray experiments have many sources of systematic variation that can affect the

measured gene expression levels, and normalisation is required to remove these variations,

including batch effects, and allow for comparisons to be made within datasets. Sources

of this variation can include efficiencies in fluorescent dye incorporation, heat and light

conditions and how the technician performs the work.

Robust Multi-array Average (RMA) is the most widely used approach to normalise

microarray data [141], and consists of three steps: background correction, normalisation

and summarisation.

The background correction in RMA fits probe intensity to a normal-exponential con-

volution distribution and then normalises data using quantile normalisation. Data is then

log2 transformed and fit to a linear model which has its parameters estimate using median

polish to reduce impact of outlier probes on the data. An in depth view on these steps can

be seen in Do et al. [142].

2.3.2 RNA-seq pre-processing

2.3.2.1 Quality control of RNA-seq

RNA-seq experiments generate fastq files which contain the raw sequencing reads and

quality scores of each base. The presence of quality scores allows for efficient quality
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control and pre-processing of RNA-seq data. Assessing the quality of sequences is im-

portant to identify any problems that occurred during the sequencing process, as well as

during handling of samples, extraction of RNA and preparation of libraries. Removing

low quality reads leads to better alignment of reads to reference genomes and transcrip-

tomes.

RNA-seq reads can contain an N in place of a base, indicating a poor base call. Re-

moving low quality or N bases at the beginning and end of reads, known as trimming, is

important in improving alignment of reads. However, if trimming is done to aggressively

it can reduce the number of reads available and make those still available much shorter,

making them harder to align to a trancriptome [143]. This means trimming needs to be

done with care to ultimately improve results.

There is software which can perform both quality control of sequence data and trim-

ming of RNA-seq reads, for example FastqPuri [144]. FastqPuri is very fast and has

reduced memory usage compared to existing widely used tools such as FastQC and af-

terQC, making it a very strong up-to-date approach to RNA-seq quality control.

2.3.2.2 RNA-seq read alignment and quantification

Reads that are quality controlled are mapped to either a genome or transcriptome. Map-

ping to the genome requires no knowledge of how genes are transcribed and is good for

identification of new transcripts, however mapping to the transcriptome allows for better

quantification of transcript expressions, especially in organisms such as humans which

have a very in depth and comprehensive reference transcriptome. There are a large num-

ber of alignment tools for RNA-seq data and a lot of resources are spent improving this

step in RNA-seq analysis. As alignment tools improve, old and new RNA-seq datasets

can be reanalysed to give improved results. Tools such as STAR [145], TopHat2 [146]

and Salmon have become extremely efficient at aligning RNA-seq reads.

Once the RNA-seq reads are mapped, tools such as htseq-count [147] and feature-

Counts [148] are used to count reads mapped to genes to get a quantification of gene

expression. These transcript quantification should be checked for transcript length and

GC content bias, to see if they will have an effect on read count values. To reduce the
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impact of transcript length, sequencing biases and the number of reads, a within sam-

ple normalisation approach is generally used. Examples of normalisation approaches are

FPKM (fragments per kilobase of exon model per million mapped reads), RPKM (reads

per kilobase of exon model per million reads) and TPM (transcripts per million). These

normalised values give gene expression values that can be compared across samples re-

ducing the impact of biases in the RNA-seq reads.

There are many similar transcripts within the human transcriptome, and so there can

be problems with reads matching multiple transcripts (known as multi-mapping). Ad-

vancements to the more basic approaches to quantification of gene expression have been

developed that assign multi-mapping reads among matching transcripts and then perform

within-sample normalisation. Sailfish [149] and kallisto [150] are examples of these more

advanced transcript quantification approaches.

Salmon [151] is a particularly strong approach to aligning and quantifying RNA-seq

data. Along with being very fast, Salmon does not generate an intermediate alignment

file meaning it requires little computational space. As Salmon uses a quasi-mapping ap-

proach to align reads to transcriptomes, it is not necessary to obtain full alignments to

get accurate quantification [149, 151], instead identifying the transcripts where reads may

have originated from, which is more than enough to get accurate transcript quantification.

Additionally, it allows for correction of sequence-specific biases and fragment-level GC

biases during its alignment and quantification.

2.4 Differential gene expression analysis

Differential gene expression analysis is an important technique to identify differentially

expressed genes (DEGs) between two sample sets. Genes are differentially expressed if

they are statistically significantly different in expression levels or read counts between the

two sample sets, and thus likely play a role in the condition being investigated. There

are multiple approaches to identifying DEGs which all share two common steps; estimat-

ing the size of the differential expression of a gene between two sample sets and then

determining the significance of this difference. The most common approaches to iden-
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tifying DEGs are edgeR [152] DESeq [153] and DESeq2 [154] as they show excellent

performance [155, 156].

As well as excellent performance, DESeq2 has been shown to give consistent results

[157]. DESeq2 performs internal normalisation to correct for library size and sequencing

depth and then gets gene-wise dispersion estimates across all samples. A negative bino-

mial generalised linear model is then fit for each gene and a Wald test used for significance

testing. This is performed using the DESeq() wrapper from the DESeq2 R package [158].

This wrapper combines three functions from the DESeq2 package (estimateSizeFactors(),

estimateDispersions() and nbinomWaldTest()).

2.4.1 Meta-analysis

A meta-analysis is a statistical approach that combines data from multiple independent

studies to identify a overall effect. Meta-analysis approaches can be used to combine dif-

ferent gene expression studies to increase the statistical power of detecting DEGs. Meta-

analysis of gene expression data was initially described by Choi et al in 2003 [159], and

since then has been widely adapted and improved [160]. They are particularly useful for

investigating diseases with many available datasets that have small sample sizes, which is

common with NDs [161].

Li et al [162] have previously proposed a novel approach to meta-analysis using gene

expression data. This meta-analysis method calculates the combined effect size across

studies to identify DEGs with the assumption of a normal distribution of the data. This

approach works on the combined gene sets from all the studies included in the meta-

analysis, rather than the genes that are common between all datasets as other approaches

to gene expression data have done [163, 164].

2.5 Network analysis

Gene co-expression relationships contain a wealth of information that univariate methods

like differential expression analysis cannot detect [165]. Weighted gene co-expression

network analysis (WGCNA) is a popular tool used in systems biology to construct co-
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expression gene networks which can detect gene modules as well as identify key genes

and hubs within these modules [166].

WGCNA measures the correlation between genes and interprets them as connectivity.

Genes with similar expression profiles are often functionally related, for example being

controlled by the same transcription factors or involved in the same biological pathways

[167, 168]. For this reason, genes with a high connectivity are clustered into modules so

that specific biological functions and transcription factors can be identified. It can then

be determined if these modules are preserved and reproducible in another set of data to

see if a biological function or transcription factor is important in both. WGCNA has been

used successfully to identify significant biological pathways and hub genes previously in

many diseases, including cancer [169], AD [170] and abdominal aortic aneurysm [171].

The R package WGCNA [166] performs gene co-expression network analysis as fol-

lows: A matrix of pairwise correlations between all pairs of genes across each sample

group (e.g. case and control groups separately) are created and each raised to a soft-

thresholding power to achieve a scale-free topology R2 of a chosen threshold. From this,

a topological overlap matrix (TOM) is calculated, which takes correlation between genes

expression as well as connections the genes share into consideration. This TOM is then

converted to topological overlap dissimilarities to be used with hierarchical clustering. A

dynamic tree-cutting algorithm is then used to determine initial module assignments of

genes [166].

There are multiple downsides to using hierarchical clustering to identify modules in

networks. The final results of hierarchical clustering is dependent on how the distances are

compared, and importantly, once a gene has been assigned a branch on the dendrogram,

it cannot be undone [172]. To combat this, Botı́a et al [172] have proposed an additional

k-means clustering step to improve the results of the hierarchical clustering in WGCNA.

This approach has been reported to be able to reduce the number of misplaced genes and

improve the enrichment of GO pathway terms.
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2.6 Statistical learning

2.6.1 Overview of statistical learning

Statistical learning, otherwise known as machine learning, allows a computer to detect

patterns or make decisions based on previous data. Machine learning has becoming in-

creasingly important in bioinformatics to get new meaningful knowledge from complex

biological data which is being collected at an exponential rate [173]. These data include

imaging (MRI, PET, etc.), omics profiling, clinical data and even data collected by tech-

nology such as fitness wearables and social media [174].

Each sample has a number of features, which are the individual measurements or char-

acteristics of the sample. For example, with gene expression data the expression levels of

each gene are the features of each sample. Gene expression data contains the expression

level of 10s of thousands of genes and are extremely complex, very often having fewer

samples than features, making them good targets for use with machine learning [175].

Datasets are typically split into training and test datasets. Training a machine learning

model means determining the good values for weights and bias from given training data.

The machine learning model is trained and optimised on the training dataset before it is

evaluated using the test set. Evaluating the model on this test set allows for appraisal

using previously unseen data and avoids the model just fitting exactly to the training data.

Model evaluation allows for the researcher to understand how useful the model is and

whether it can be improved.

Supervised learning is the most often used approach to gene expression data. Each

sample is assigned a label which can be categorical (eg. disease or control sample) or

continuous (eg. disease severity) and model is trained using these labels. This trained

model is then used to to predict the label of new samples based on their feature set.

Alternatively, unsupervised machine learning datasets are not assigned labels and instead

models work to identify previously undetected patterns within the data.
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2.6.2 Supervised learning

Supervised learning is important in applications to genetics as it allows for classification.

This can range in use from predicting the function of a gene based on its network connec-

tivity [176] to identifying biomarkers that can accurately distinguish disease from control

patients based on gene expression data [174].

Here, the general supervised learning approaches used in this work are discussed:

logistic regression, support vector machines, decision trees and artificial neural networks.

2.6.2.1 Logistic Regression

Logistic regression (LR) aims to separate two classes from one another by creating a

linear decision boundary that separate the two [177]. From this decision boundary, the

probability of new samples belonging to each class can be predicted. The formula for LR

is written as

P(Y = 1|X) =
1

1+ e−(B0+B1X)
(2.1)

where Y is the outcome class and X is the predictor variable. B0 is the intercept

and B1 is the regression coefficient of X . Logistic regression assumes that the log of

the odds of Y = 1 occurring is linearly related to the predictor variables. The estimation

of the parameters of a logistic regression model are done using an iterative approach to

maximum likelihood estimation, usually Newton’s method.

Logistic regression is a popular approach to classification due to their good perfor-

mance on simple datasets, speed of training and ease of implementation. However, the

major limitation of logistic regression is the assumption that the data can be linearly sep-

arated and so if this is not the case they will not perform well.

2.6.2.2 Support vector machines (SVM)

SVMs aim to generate the hyperplane that has the largest margin separating sets of objects

that belong to different classes (shown in figure 2.3). This hyperplane is built from the

closest data points from each class, known as support vectors.
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Figure 2.3: Demonstration of how hyperplanes are found using SVM. Here, two
groups are separated by the optimal hyperplane that exists to maximise the margin

between closest samples from each group. The samples on this margin are called support
vectors. Adapted from [178].

The optimal hyperplane is defined as:

wxT +b = 0 (2.2)

where w is the weight vector, x is the input feature vector, and b is the bias. This satisfies

wT xi +b≥+1 when yi =+1

wT xi +b≤−1 when yi =−1,
(2.3)

which can be combined into

yi(xiw)≥ 1. (2.4)
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SVM models aim to identify w and b so that the hyperplane separates the classes

within the data and maximises the margin 1/||w||2. The support vectors are the vectors xi

of which |yi|(wxT
i +b) = 1.

Most real life data is complex and difficult to separate without overfitting and so a soft

margin, which allows for some misclassifications, is often used [179]. The soft margin

SVM is controlled by the C parameter, which determines the trade-off between maximis-

ing the margin and maximising the number of points that are correctly classified. The C

parameter is carefully tuned in individual models to get the best trade-off for the particular

dataset. Additionally, the soft margin is realised by the ξi slack variable in the constraints

wT xi +b≥+1−ξ , for yi =+1 and ξ ≥ 0

wT xi +b≤−1+ξ , for yi =−1 and ξ ≥ 0.
(2.5)

Lagrange Multipliers are used to optimise the SVM with these constraints

Lp =
1
2
||w||2 +C∑

i
ξi−∑

i
αi{yi(xiw−b)−1+ξi}−∑

i
µiξi. (2.6)

SVMs were initially developed for linear classification and can be altered to enable

non-linear separation of class labels using the radial basis function (RBF) kernel method.

The RBF kernel finds similarity between two points X1 and X2 using

K(X1,X2) = exp(−||X1−X2||2

2σ2 ) (2.7)

where σ is the variance and ||X1−X2|| is the Euclidean (L2-norm) distance between

X1 and X2.

2.6.2.3 Decision trees

Decision trees are a classification approach that uses observations from a samples features

to identify the class of the sample (shown in fig 2.4). Each node in a decision tree is a

feature and progresses to the next node based on feature value. This process starts from

the root node and progresses until it reaches a ‘leaf’ node, which gives a prediction.
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Figure 2.4: A simple example of a decision tree for classifying healthy and disease
patients. A sample with an unknown class label progresses through nodes in the tree.
The feature level (high or low) in the sample determine which node it will progress to.

This is repeated until it reaches a prediction.

Decision trees have been used in biology for over 60 years [180] due to their simplicity

and ease of interpretation, however they are prone to overfitting on training data. They

can be built to be extremely complicated which has allowed for many developments and

advancements based on this simple concept.

Random Forest (RF)

Random forest (RF) is an extension of decision trees that works to reduce overfitting by

constructing multiple decision trees and having final classification be the mode output of

the individual trees [181]. Each tree is constructed using a random sampling of the full

dataset with replacement, meaning some observations may be repeated. This is known as

bootstrap aggregating.

Additionally, RF selects a subset of features for every tree that is trained to reduce

correlations between individual trees. All trees are unpruned and fully grown to reduce the

bias of trees. This results in a model that has low bias and low variance as classification

is performed from a voting strategy of a large number of low-bias, high-variance trees
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[178]. The main benefits of RF is its inherent robustness to avoid overfitting, ease of use

and interpretability [182].

Gradient boosting machines (GBM) and Extreme Gradient boosting (XGBoost)

Much like RF, gradient boosting machines (GBM) form a prediction based on an ensem-

ble of weak decision tree models [183]. However, rather than classifying based on a voting

strategy of multiple trees each tree is built sequentially. A gradient descent approach is

used that adds trees to the model that minimise the error or loss of classification. Gradient

boosting is prone to overfitting as it is a greedy algorithm, meaning GBMs require tuning

of regularisation and tree parameters to increase the performance of classification.

Extreme Gradient Boosting (XGboost) is an implementation of GBMs that is quickly

becoming one of the most popular algorithms for machine learning problems [184]. To

control for overfitting that can be present in normal GBM, XGBoost introduces regu-

larisation which reduces feature weights of unimportant features and penalises complex

models. Additionally, XGBoost has been built with great scalibility and optimisation that

allows for parallel processing, which means it run extremely quickly.

2.6.2.4 Artificial neural networks (ANN)

Artificial neural networks (ANNs) are an approach to machine learning that were inspired

by the biological neural networks that constitute the human brain. ANNs are based around

connected nodes called artificial neurons that process information from input to output in

a series of layers that only allow consecutive layers to be connected. At each node the

weight is adjusted to regulate the signal of connection to nodes in the next layer. Inclusion

of multiple layers in a neural networks is often known as deep learning. This has become

possible as computers have increased in power and speed, and the size and complexity of

data increases.

Single layered perceptrons

Single layer perceptrons are the most basic approaches to ANNs [185] that can only learn

linearly separable patterns. A perceptron learns a binary classifier using the threshold
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function

f (x) =


1 if

m
∑

i=1
wixi +b > 0,

0 otherwise

(2.8)

with an input x to a single binary output f (x). w is a vector of real-valued weights,

m is the number of inputs to the perceptron, and b is the bias. The perceptron is trained

iteratively on the training dataset one at a time. Perceptrons are very simple however

have been developed and built upon over time to form other more advanced and complex

models.

Multi-layered perceptrons (MLP)

Single layer perceptrons have been expanded on to create multi-layered perceptrons (MLPs)

that can handle data that is not linearly separable. MLPs are comprised of multiple layers

of neurons that pass information from input to output through a series of hidden layers, as

shown in figure 2.5. Activation values are initialised randomly in the input layer and sent

to each node in the first hidden layer. Weights are applied to all inputs into each node and

an activation function applied to the sum of these weighted inputs which is then passed

to all nodes in the next layer. This is repeated until it reaches the output layer where a

simple activation function is applied to classify data.
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Figure 2.5: Basic architecture of MLPs with two hidden layers. MLPs are an
interconnected group of nodes organised into layers. Inputs are fed to hidden layers
through each circular node which has a weighted connection to the nodes in the next

layer. Adapted from [186].

MLPs are trained by iteratively applying training data to the model and comparing the

output results of the MLP to the known results. The weights in the MLP are adjusted to

improve the model. This is done through the process of backpropagation. Briefly, weights

are initialised with small random values and error function value calculated based on

known labels of samples. The gradients of the error function with respect to each weight

are calculated so that weights can be adjusted to minimise the error. Each weight is

iteratively updated by

w← w−η
∂E
∂w

(2.9)

where the new weight w is the value of the previous weight minus the value that is pro-

portional to the gradient of the error function. η is the learning rate of the model, which

adjusts the size of the changes when updating the weights and ∂E
∂w is the partial derivative

of the error function E with respect to each weight of the array w.

There are multiple activation functions that can be used with MLPs. The most often
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used approach is rectified linear units (ReLu) [187]. The ReLu activation function is

simply

f (x) = max(0,x) (2.10)

where x is the input to the node. As it is so simple it makes using MLP much faster

and less computationally expensive than alternatives such as sigmoid and tanh functions

[187].

The size of the hidden layers and complexity of the model is important when training

MLPs [188]. If they are too simple, models can have weak approximation and generalisa-

tion for the problem, whereas models that are too complex with undue hidden layers and

nodes will overfit and become excessively computationally expensive and time consum-

ing to train [189]. Tuning this parameter in MLPs can be difficult and leads to inefficient

models if not carefully tuned.

The largest disadvantage of MLPs is the long training times as backpropagation ad-

justs weights across the whole model a number of times. Multiple approaches have been

developed to increase the speed of training MLPs, including estimating the optimal initial

node weights rather than using random values [190] and the development of the ReLU ac-

tivation function. Another limitation of MLPs is that they disregard spatial information in

data which can impact pattern identification in imaging data, but would have little effect

on gene expression data.

Variational autoencoder (VAE)

Variational Autoencoders (VAE) use dimensionality reduction to create a representation

for a set of data, called encoding, and then reconstructs the data as close as possible to

its original output, called decoding. The encoder and decoder are both ANNs. The basic

architecture of VAEs is shown in figure 2.6. The aim of a VAE is to create a latent space

that best represents the data for reconstruction. VAEs can be used for unsupervised tasks

such as anomaly detection [191, 192], however they perform very well for supervised

classification tasks [193, 175].
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Figure 2.6: Basic architecture of VAEs. The encoder passes inputs through hidden
layers and mean and variance is found. The latent space is sampled from the mean and

variance to create a representation of the original data with reduced dimensionality. The
decoder then reconstructs the data based on the latent space as close as possible to the

original output. Adapted from [175].

Each variable in the latent space z is generated from the prior distribution p(z) and

each sample x has a likelihood p(x | z) that is it conditioned on the latent variable z. The

distribution of x is found using

p(x) =
∫

p(x|z)p(z)dz. (2.11)

The true posterior p(z | x) is usually intractable and computationally infeasible. Alter-

natively, the variational distribution q(z | x) is used to approximate p(z | x). To get a good

approximation of p(z | x) using q(z | x) the Kullback-Leibler (KL) divergence loss which

calculates how similar two distributions are is minimised

minKL(q(z|x) ||p(z|x)) . (2.12)

This minimisation problem is simplified to be the equivalent of the maximisation prob-

lem

Eq(z|x) log p(x|z)−KL(q(z|x) ||p(z)) . (2.13)
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The total loss of the model is a combination of terms, the KL-divergence loss and

classification loss

Loss = L(x, x̂)+∑
j

KL
(
q j (z|x) ||p(z)

)
(2.14)

where the L is the cross-entropy loss between true and predicted labels of the data [175].

In many areas of research, VAEs are useful as they allow for construction of new

datasets using the representative data in the latent space. For research into gene expres-

sion, the value of VAEs lies in the latent space. Gene expression data has high dimension-

ality, containing a large number of features and low sample numbers [175]. VAEs have

the potential to reduce the dimensionality of data [194] so classification can be performed

on a much smaller representation of the data.

Convolutional neural networks (CNN)

Convolutional neural networks (CNN) are neural networks that are similar to MLPs, with

some changes. They are sparsely connected rather than fully connected and share weights

across layers, making them more efficient and better at identifying patterns across a

dataset [195]. This makes them particularly adept at applications in computer vision

[196]. Importantly, these changes also allow CNNs to work well when built with more

layers than MLPs and just as good at reducing data dimensionality.

CNNs use kernel layers that perform the dot product of a sub-region of the input data

to return a smaller matrix of output. This reduces the number of features and maintains

the information available in these sub-regions. Additionally, CNNs have pooling layers

which reduce the spatial size of kernel layers, primarily to decrease the computational

cost and time. There are two approaches to pooling, max pooling and average pooling of

which max pooling is generally preferred over average pooling as it reduces noise in the

data. Max pooling returns the maximum value from sub-region of the data covered by the

kernel layer.

CNNs have been used extensively in biomedical imaging studies [197] with very good

performance. Imaging data is generally very complex, so CNNs aim to reduce the data

to a form that is easier to process while maintaining features that still allow for good pre-

41



dictions. This makes CNNs particularly scalable for large datasets with a large number

of features. CNNs have been used to predict gene expression values by feature extrac-

tion from histone modification data in a way that outperforms other machine learning

approaches including RF and SVMs [198]. They have also successfully been applied to

gene expression data to predict cancer type [196], showing they have potential in classifi-

cation studies of gene expression.

2.6.3 Unsupervised learning

Unsupervised learning is used to perform cluster analysis and dimensionality reduction

of data without the use of class labels [199]. Clustering analysis groups unlabeled data

to identify patterns. Clustering is extremely important in the study of gene expression as

it allows researchers to identify groups of similarly expressed genes, as well as identify

groups of genes that are dissimilar [200, 170]. Dimensionality reduction aims to reduce

the dimensional space of a set of data while maintaining important information. This is

useful in data that has very high dimensionality like gene expression data which has low

sample sizes but large feature numbers, as previously discussed [175].

2.6.3.1 Hierarchical clustering

Hierarchical clustering is a simple but effective approach to clustering data [178]. Briefly,

each observation is initially treated as a separate cluster and the closest clusters are merged

together. This is repeated iteratively until all clusters are merged together. The number

of clusters is then found using a dendrogram (shown in figure 2.7). A threshold distance

is set to cut the dendrogram and if the distance between clusters are above the threshold,

they are not merged.
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Figure 2.7: Example of Hierarchical clustering. Observations and their clusters found
using hierarchical clustering (A). The dendrogram (B) shows the hierarchical

relationships between the clusters. The dashed horizontal line indicates the chosen
threshold distance of 4. Clusters are determined where vertical lines are intersected by

the threshold.

There are many ways of measuring distance between clusters and this measure of

similarity must be the most suitable for the particular problem. Most commonly Euclidean

distance it used, which is simply the length of a straight line between two clusters. It

is also important to define where the distances between clusters are measured. Mean-

linkage calculates distance using the center of clusters, single-linkage calculates distance

using the two closest parts of the clusters and complete-linkage uses the furthest points

between clusters.

One of the main advantages of hierarchical clustering is that a number of clusters

does not have to be chosen beforehand, and results are easy to interpret with the help of

dendrograms. Additionally, hierarchical clustering will always generate the same clusters

if it is run on the same data, as it does not begin with initialising any values. On the other

hand, choosing the threshold which determines the number of clusters can be difficult and

can sometimes be arbitrary [201]. In addition, once a data point is assigned to a cluster it

cannot be assigned to another, even if one it is more suited to is found later in the process

of hierarchical clustering.
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Table 2.1: Pseudo-code for k-means clustering

k-means clustering

1. Choose the number of clusters (k)
2. Initialise k centroids randomly
3. repeat

(1) expectation: assign each observation to its closest centroid
(2) maximisation: calculate the new centroid of each cluster

4. Until the position of centroids do not change

2.6.3.2 k-means clustering

k-means clustering partitions observations into k clusters where each observation belongs

to the cluster with the closest mean (centroid). The pseudo-code for k-means clustering is

shown in table 2.1. Briefly, a k number of clusters is selected and centroids are randomly

initialised. Then, each observation is assigned to the closest cluster and new centroids

calculated. This is repeated until the position of centroids no longer change.

The biggest limitation to k-means clustering is selecting the number of clusters. One

of the most common approaches is the elbow-method, in which the average within-cluster

distance to the centroid is calculated for various k and plotted onto a graph. The value of

k at which the average within-cluster distance to centroid reduction as k increases begins

to slow down. In many cases it can be very difficult to determine where this point lies,

and is up to the discretion of the investigator. k-means clustering also does not handle

outlier data very well, as they can effect centroid position and sometimes end up in their

own clusters.

2.6.3.3 Principal component analysis (PCA)

Principal Component Analysis (PCA) is a linear dimensionality reduction technique that

maps data to a lower-dimensional space so that the variance of the data is maximised. This

removes the impact of the least important features while maintaining the most important

information. The new features (components) created by PCA are independent. PCA does

this by calculating the eigenvectors from the covariance matrix of the data. Much of the

variance of the original data is reconstructed using the eigenvectors that correspond to the

largest eigenvalues (the principal components). The theory behind PCA is explained in
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detail in a review by Jolliffe and Cadima [202].

There are many advantages of PCA. Use of PCA reduces the number of features and

removes correlated features in data which can improve the results of machine learning al-

gorithms [202]. Additionally, PCA can transform data into two-dimensions which makes

it easy to visualise. This is particularly useful in identifying outlier samples. However,

there are some limitations to PCA. PCA assumes that the principle components are lin-

ear combinations of the original features and if this is not true results will not be a good

representation of the data.

2.6.3.4 t-Distributed Stochastic Neighbor Embedding (t-SNE)

t-Distributed Stochastic Neighbor Embedding (t-SNE) is a technique for dimensional-

ity reduction similar to PCA, however t-SNE operates non-linearly. Additionally, t-SNE

aims to preserve small pairwise distances whereas PCA aims to preserve large pairwise

distances. This makes t-SNE very suited to visualising very high-dimensional datasets,

including imaging, speech processing and gene expression data [203].

t-SNE works by minimising the probability of distribution between the high-dimensional

dataset and a lower dimensional space. The probability distribution of the high dimen-

sional data is calculated with similar objects being assigned a higher probability. A similar

probability distribution is defined in lower-dimensional data and difference between the

probability of distribution in both spaces are calculated using KL-divergence. The KL-

divergence is minimised using gradient descent [204].

As t-SNE is a non-linear dimensionality reduction technique, it can identify patterns in

data better than PCA if the principle components of the data aren’t linear combinations of

the original features. As it is more complex than PCA, t-SNE is computationally expen-

sive and there are several hyperparameters that need to be tuned, including perplexity and

learning rate, to get good results. This makes t-SNE much less accessible to researchers

working with high-dimensionality datasets.
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Table 2.2: An example of a confusion matrix for binary classification. The predicted
positive and predicted negative are labels predicted by a binary classifier, and true

positive and negative are the actual labels of the observation.

Actual
Positive

Actual
Negative

Predicted
Positive True Positive (TP) False Positive (FP)

Predicted
Negative False Negative (FN) True Negative (TN)

2.6.4 Methods of evaluating models

Once a model is trained, evaluating its performance is extremely important to see if it is

constructed well. It is important that the performance of the model is evaluated on unseen

data that was not used to initially train the model and so when building models, data is

split into test and training datasets. A model may perform very well on the training data

but when tested on unseen data perform very poorly, indicating there is a problem with

the model. For example, the model may have overfit to the training data. A satisfactory

model will have similar good performance on training and test datasets. Most methods

of evaluating models are based around a confusion matrix, as shown in table 2.2. A

confusion matrix is constructed by comparing the actual labels of observations compared

to the label assigned by a binary classifier.

2.6.4.1 Classification Accuracy

Accuracy is a simple way of evaluating classification models. It is defined as

Accuracy =
Number of correct predictions
Total number of predictions

(2.15)

Accuracy works very well in many situations, however there are some disadvantages

to using accuracy to evaluate a model. If there is a large imbalance between the number of

class labels then a classifier may have a high accuracy just by predicting all observations

to be in the majority class [205]. Additionally, in many situations there is a higher cost to

misclassifications of the minor class which accuracy does not account for. For example,

classifying a patient with a disease as healthy is much worse than a healthy person being
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misdiagnosed and going on to have further tests.

2.6.4.2 Receiver operating characteristic (ROC) curve

Another approach to evaluating classification models is plotting the ROC curve and cal-

culating the AUC. The ROC curve plots the 1-specificity (1− (TN/(TN + FP))) of a

model on the x-axis against sensitivity (TP/(FN + TP)) on the y-axis for different values

of a continuous test. An example of a ROC curve is shown in figure 2.8. If a ROC curve

follows the line y = x then the model produces true positive results at the same rate as

false positives and so a curve above this line is expected for a reasonable model. The

AUC of the ROC curve is equal to the probability that the classifier will rank a randomly

chosen positive example higher than a randomly chosen negative example. Effectively,

the ROC curve represents a trade-off between sensitivity and specificity achieved with

different settings when the method is kept constant. The great advantage of ROC curves

is the ease of interpretation and visualisation [206], however ROC curves can be effected

by class imbalances as the false positive rate is not effected when true negatives is large.
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Figure 2.8: An example of a ROC curve created using simulation data. The true
positive rate (sensitivity) is plotted against the false positive rate (1 - specificity) for

different decision thresholds. Each point on the ROC curve is a pair of sensitivity and
specificity for a decision threshold. The AUC is measured and determines how good a

model is at binary classification.

2.6.4.3 Precision-recall (pr) curve

Considering recall (same as sensitivity) and precision (TP/TP + FP) gives a more com-

plete picture of classification models with imbalanced class numbers. The precision-recall

(pr) curve plots the precision of a model against its recall. An example of a pr-curve is

shown in figure 2.9. The AUC for the pr-curve is a measurement of how good a model is

at binary classification, in the same way as ROC-AUC. In datasets with class imbalances,

pr-AUC gives a better indication of model quality than ROC-AUC [207].
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Figure 2.9: An example of a precision-recall curve created using simulation data.
The model precision is plotted against the recall for different decision thresholds. The

AUC is measured and determines how good a model is at binary classification.

2.6.5 Methods of optimising models

In addition to evaluating a trained model on test data, evaluation methods are used to

optimise models on training data. When training a model, the aim is to balance it being

not too complex to capture relationships between features and labels (underfitting) and

being to complex so that only relationships that are present in the training dataset and not

in additional data are identified (overfitting). The most common approach to evaluating

performance of a model on the training dataset when optimising the model is the re-

sampling technique k-fold cross validation [208].

In k-fold cross validation, samples are divided into k folds, where each fold is left
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out of training the classifier and used as the test dataset to evaluate the model. The mean

error across all folds is used to evaluate the quality of the model. An example of this is

shown in figure 2.10. k-fold cross validation is used with model optimisation approaches

to select the parameters for the classification model that give the best performance.

Figure 2.10: An example of k-fold cross validation. Samples are divided into k folds,
where each fold is left out of training the classifier and used as the test dataset to evaluate
the model. In this example, five folds are used. The model is evaluated on each training

and validation fold combination and the mean performance is used to evaluate the
quality of the model. Adapted from [209].

2.6.5.1 Grid search

Grid search is a very simple approach to optimising classification algorithms. A manually

specified list of parameter options are given to be tested, and an exhausative search of

each combination of these parameters is used to train the classification algorithm. The

parameter combination that has the best mean performance is determined to be the best

model. The biggest disadvantage to grid search is that in models with a large number

of hyperparameters that need to be tuned computational time can be very high. Usually,

each grid search is evaluated using k-fold cross validation, which can increase computa-

tional time further. Additionally, grid search can only identify optimal parameters from

the selection that are given, so a good selection of hyperparameters need to be selected
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initially.

2.6.5.2 Bayesian optimisation

Bayesian optimisation is an approach to optimising models that can search over a larger

search space of hyperparameters in less time [210]. It does this by taking into account

past evaluations when selecting the next set of hyperparameters. By choosing the param-

eters to test based on past performance, the time spent trying different combinations of

hyperparameters is greatly reduced, and a wider range of values can be trialed.

Rather than a list of values to try for each parameter, a search space is provided and

the parameters are sampled from the search space. The objective function of the bayesian

optimisation is the cross validation evaluation score. If the chosen evaluation metric is

better the larger it is, the aim of the algorithm is to maximise the objective function. It

selects parameters to use based on Bayes’ theorem, giving the probability of objective

function score based on hyperparameters. A prior distribution is updated to a posterior

distribution every time a score from the objective function becomes available and so each

iteration of the algorithm it becomes a more accurate predictor of validation scores for

parameters [211].

2.6.6 Feature selection

Feature selection is an important part of classification in datasets with a large number

of features. Gene expression data has high dimensionality with a relatively low sample

size making feature selection particularly important to reduce complexity of models and

computational time [51]. There are three main approaches to feature selection: filter,

wrapper and embedded methods.

Selection of features using filter methods is done independent of any machine learning

algorithms and instead based on general characteristics of the data. Examples include

Pearson’s correlation, analysis of variance (ANOVA) and chi-square test. Although these

approaches are fast, they inherently ignore interactions with classifiers, so the features

selected may not be what is best to improve the classifier [212]. Wrapper methods involve

testing feature sets on machine learning algorithms to see which sets returns the best
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model. This approach returns a good feature set for use in classification, however has

a high computational cost. Additionally, wrapper approaches have a risk of overfitting,

however this can be reduced using cross validation. Embedded methods are implemented

by machine learning algorithms that have inbuilt feature selection and are relatively robust

to overfitting, however are computationally demanding much like wrapper methods.

2.6.6.1 Recursive feature elimination (RFE)

Recursive feature elimination (RFE) is a wrapper style feature selection approach. RFE

works to recursively eliminate the most unimportant feature until a feature set remains.

Briefly, an estimator is trained to find the importance of features in the dataset and the

least important feature is removed. This is repeated recursively on the feature set until the

data is pruned to the desired number of features, usually the number that gives the best

performance evaluation scores from the estimator. RFE is computationally expensive and

has a huge time consumption particularly in highly dimensional data like gene expression

data. To combat this, Li et al. [213] proposed an approach called variable step size RFE

(VSSRFE).

The pseudo code for VSSRFE is shown in table 2.3. Rather than eliminate features

one at a time, an initial step size is set. This step size is the number of genes eliminated

at each step in RFE. Once the number of features in the dataset has been halved the step

size is also halved until the step size is one. With gene expression data only a small

proportion of the huge number of genes will be related to the disease and so if a gene has

a low importance when the number of features is large, it is not likely to become more

important throughout RFE.

2.6.6.2 Least absolute shrinkage and selection operator (LASSO)

LASSO regression is a supervised learning approach with an embedded feature selection

approach. LASSO is an adaptation of linear regression that uses shrinkage. All data

points are shrunk to a central point to encourage a simple model with fewer parameters.

Although it can be used for classification, LASSO does particularly well at feature se-

lection, shrinking feature importance of unimportant features down to 0 so they can be
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Table 2.3: Pseudo-code for VSSRFE. Adapted from Li et al. [213]

Recursive Feature Elimination with variable step size (VSSRFE)

1. Given a set of genes, X ; labels of sample, Y ; number of genes to select, n select;
initial step size, s initial

2. Get total quantity of genes from X , n total
3. Temp = n total; N = n total; S = s initial
4. While N>n select:

(1) N = N–S;
(2) If temp / N >= 2 and S >1:

Temp = N;
S = S / 2;

(3) Train classification algorithm with X and Y and get sorted weights vector W;
(4) Delete features according to W and S, and update X ;

5. Return X .

removed for classification [214]. This makes it particularly suitable for high dimension-

ality data [175].

LASSO performs L1 regularisation, which adds a penalty to features which is equal

to the absolute value of the magnitude of coefficients. The cost function (sum of squares

of the difference between the actual and predicted value) that is minimised for LASSO is

RSS+λ

p

∑
j=1
| w j | =

n

∑
i=1

(
yi−w0−

p

∑
j=1

w jxi j

)2

+λ

p

∑
j=1
| w j | (2.16)

where a dataset has n samples and p features from x feature matrix, and RSS is residual

sum of squares [178]. w represents the weights of importance of features. λ is the tuning

parameter that controls the L1 penalty strength. The greater the value of λ the stronger the

penalty and greater number of feature coefficients are set to zero. Setting λ too high will

increase bias of results, and setting too low will increase the variance so it is important

that λ is tuned to be optimal for the model.

2.7 Immunohistochemistry (IHC)

Immunohistochemistry (IHC) is a immunostaining technique used to identify expression

of proteins in the cells of a tissue section. Antigens in cells are identified and bound to

by antibodies that can be visualised through staining. Tissue sections are fixed to slides,
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primary antibodies that bind to the antigen of interest are washed over the tissue and

secondary antibodies are bound to the primary antibodies. An enzyme that catalyses the

oxidation of substrate molecules to a coloured product is bound to the secondary antibody

(shown in figure 2.11). For example, in 3,3’-diaminobenzidine (DAB) staining, DAB is

oxidised by hydrogen peroxide catalysed by peroxidase to produce a dark brown product.

Staining can then be observed under a microscope and quantified to calculate the optical

density of protein in the tissue.

Figure 2.11: The basic principle of immunohistochemistry (IHC). A fixed tissue is
washed using a primary antibody that is directed towards a specific antigen of interest. A
secondary antibody is bound to the primary antibody and carries the peroxidase enzyme

which catalyses the transformation of a substrate to a coloured product, which can be
quantified.

IHC is very accessible, has a very low cost and is quick to perform making it a very

effective and efficient way of investigating protein expression in tissue. However, there

are some limitations to IHC. Investigation is limited to known proteins and antibodies that

are available can vary in quality. Sourcing quality antibodies requires previous knowledge

and research to ensure staining is possible and the research is reproducible.
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Chapter 3

Gene expression analysis of

Huntington’s disease

3.1 Abstract

Although it is known that HD is caused by the CAG expansion in HTT, understanding

transcriptional dysregulation in the HD brain will give an insight into how mHTT modu-

lates gene expression. Gene expression changes in the prefrontal cortex were investigated

to identify important dysregulated genes, pathways and protein interactions in HD. Re-

sults identified DSP as an important key gene in HD and potential therapeutic target, and

this was confirmed through investigation using IHC. Immune response and inflammatory

pathways were shown to be dysregulated in HD brains, particularly involving astrocytes

and microglia. The genes NFE2L2 and PITX1 were identified as potential therapeutic

targets in HD brain inflammation.

3.2 Background

Gene expression analysis in HD is important for multiple reasons. It gives an insight

into the mechanism of the disease and can identify potential gene and pathway targets

for treatment. Additionally, investigation into gene expression could elucidate the reason

some people with between 36 and 39 CAG repeats develop HD while others do not and
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elucidate confounding genetic causes of HD. Additionally, although the protein level of

mHTT toxicity in various pathways was extensively studied, the role of mHTT in gene

transcription level has not been well characterized.

Given mHTT toxicity is caused by the gain-of-function mechanism, it has been rec-

ognized that lowering mHTT level may be an effective approach to tackling HD [215]. In

fact, this strategy has been used in current clinical trials for HD therapy [216]. Autophagy

is important in the modulation of mHTT levels and enhancing autophagic flux has been

demonstrated as an effective approach to tackle HD pathology [217]. As such it is impor-

tant to perform network analysis to identify other processes or genes that could modulte

mHTT levels.

Neueder and Bates [218] used network analysis to investigate transcriptional dysreg-

ulation in four HD brain regions (BA4 and BA9 frontal cortex regions, cerebellum and

caudate nucleus). All brain regions shared common modules. Modules associated with

mitochondrial function, glycolysis, intracellular protein transport, proteasome and synap-

tic vesicles were negatively correlated with HD. In addition, metallothioneins and genes

involved in stress response pathways and angiogenesis were positively correlated with

HD. This data has been re-analysed by Mina et al. [219] with similar results. To fur-

ther investigate network analysis results, Neueder and Bates compared the human gene

expression networks to HD mouse models networks [218]. These mouse models did not

reflect some important aspects of HD, including inflammatory response, highlighting the

importance of combining gene expression studies and disease models when investigating

disease.

Labadorf et al. [220] used RNA-seq to investigate 20 HD and 49 neuropathologi-

cally normal brain tissue samples from the BA9 area of the frontal cortex. They identified

DEGs that implicate dysregulation of transcription, developmental processes and immune

response, highlighting the homeobox (HOX) gene family as deregulated. Some of their

results were confirmed using RT-qPCR which showed that four out of six genes tested

genes (AHNAK, SLC38A7C, TP53INP2 and PITX1) were differentially expressed in the

same direction in RNA-seq and RT-pPCR. However, in the last few years, mapping and

gene expression quantification have improved [151] so it is possible these previous analy-
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sis could be improved upon using new technologies. It remains a challenge to relate gene

expression to understanding molecular cause of HD.

Understanding the alteration of gene expression in HD is critical for the understanding

of the complex mechanisms that underlay such a devastating disease. In this chapter,

bioinformatics analysis of RNA-seq data is employed to comprehensively characterize

the gene expression modulated by mHTT in HD. Immunohistochemistry is also used to

identify novel HD associated genes and confirm expression changes in brain tissue.

3.3 Materials and methods

3.3.1 Data collection and pre-processing

The publicly available prefrontal cortex Brodmann area 9 (BA9) dataset comprising 20

HD and 49 neurologically normal samples was downloaded from the ENA (European

Nucleotide Archive) database (https://www.ebi.ac.uk/ena) from accession identifier

PRJNA271929. This dataset is the largest RNA-seq of brain tissue for HD.

FastqPuri was used to preprocess the paired-end RNA-seq data. Low quality (below a

default of 27) base callings at the beginning and end of reads were trimmed and any reads

that had over 5% low quality nucleotides were removed (--trimQ ENDSFRAC). Any N’s

were trimmed if found at the ends of reads (--trimN ENDS) and reads were discarded if

smaller than the minimum length of 31. Trimming was used in conjunction with minimum

read length to minimise unpredictable changes in expression estimates that trimming can

introduce [143].

Salmon (v1.2.1) [151] was used to quantify transcript expression of the human tran-

scriptome GRCh38 (Ensembl release 100). This was performed with selective align-

ment enabled (--validateMappings), GC bias correction (--gcBias) and sequence-specific

bias correction (--seqBias). Transcript-level abundance was imported and summarised for

gene-level analysis using the R package tximport [221].

Ensembl ID were then mapped to gene symbol using Ensembl version 86 [222, 223].

If multiple Ensembl IDs mapped to one gene symbol the Ensembl ID with the highest

57



median absolute deviation (MAD) was kept. MAD was used as the Ensembl ID with the

highest MAD had the greatest variability while being robust to outliers, and so likely had

the most information[224].

There was one sample missing post-mortem interval (PMI) information, which was

imputed using k-nearest neighbour (KNN). The optimum number of clusters was found

using the elbow method. The elbow method involves calculating the sum of squared errors

(SSE) for KNN with number of clusters from 1 to 15. The SSE is plotted and the number

of clusters where the SSE is low and begins to show diminishing returns for the reduction

of SSE for each extra cluster. The analysis workflow used in this study is shown in figure

3.1.
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Figure 3.1: Workflow of RNA-seq data analysis. The RNA-seq data was preprocessed
using FastqPuri [144] which trimmed read ends and then discards reads if they have over
5% low quality nucleotides and trims ends of reads with N’s. RNA-seq transcripts were

quantified using Salmon [151] and transcript level abundance converted to gene level
using tximport [221].

3.3.2 Differential expression analysis

Differential gene expression analysis was conducted in R using DESeq2 v1.24.0 [154].

DEGs were identified adjusting for age at death binned into intervals (0–54, 55–70,

71–106), RNA Integrity Number (RIN) and PMI. The p-values from DESeq2 were ad-

justed using independent hypothesis weighting (IHW) and genes with an adjusted p-
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value < 0.05 were considered differentially expressed [225]. The Nextflow [226] pipeline

and docker used to reproduce the analysis is available at https://doi.org/10.5281/

zenodo.4268860.

3.3.3 Identification of transcription factors, pathway analysis

It has been shown that choice of pathway databases can impact the results of pathway

enrichment analysis [227] so to identify the biological pathways that the DEGs repre-

sent multiple databases were searched. The gene ontology (GO) biological process, Ky-

oto encyclopedia of genes and genomes (KEGG) and the WikiPathways databases were

searched using the Enrichr web tool [228, 229] to perform pathway enrichment analysis.

Pathways were considered significant if they had a Bonferroni corrected p-value < 0.01.

To identify transcription factors (TFs) the DEGs were used to query the Encyclopedia

of DNA Elements (ENCODE) and chromatin immunoprecipitation (ChIP) Enrichment

Analysis (ChEA) Consensus TFs from ChIP-X found using the Enrichr web tool [228,

229]. TFs with a Benjamini–Hochberg adjusted p-value < 0.01 were considered signifi-

cant.

3.3.4 Protein-protein interaction network analysis

A protein-protein interaction network (PPIN) from the Human Protein Reference Database

(HPRD) was used to analyse the interaction of DEGs at the protein level. The HPRD

was built using known protein-protein interactions that were manually extracted from

the experimental literature by trained biologists [230]. The HPRD is comprehensive and

stringently selects interactions based on in vivo and in vitro research and includes protein

interactions with nucleic acids and small molecules.

The PPIN from the HPRD (release 9) was downloaded and was visualized in Cy-

toscape v.3.6.1 [231] to create a whole human PPIN with 9617 unique protein entries

(nodes) and 37,049 unique undirected interactions (edges). The top 30 most significant

DEGs were mapped to build a subnetwork.
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Table 3.1: Table showing the age and gender of samples.

Sample Age Gender
HD 70 F
HC 72 F
HD 67 F
HC 66 F
HD 66 M
HC 67 M

3.3.5 DSP immunohistochemistry

DSP levels were assessed by IHC staining. Age and gender matched prefrontal cortex

sections of control (CTL, n = 3) and HD (n = 3) (shown in table 3.1) brain tissue un-

derwent citric acid heat mediated antigen retrieval. Nonspecific background staining was

blocked by a 1-hour incubation in a solution containing 5% horse serum. Tissue sections

were then incubated overnight in Desmoplakin polyclonal antibody (PA5-89145; Ther-

moFisher). Sections were washed of primary antibody, then incubated with secondary

antibodies for 1-hour (biotinylated horse anti-mouse/rabbit IgG Vector Laboratories PK-

6100). After washing they were incubated in avidin–biotin complex (Vector Laboratories

PK-6100) for 30 minutes. Peroxidase activity was visualized with DAB and the slides

were counterstained with haematoxylin.

Sections were examined using a microscope equipped with a digital camera (Leica,

Germany), and the intensity of the staining was measured using the Fiji ImageJ2 Pro-

gram [232, 233]. Optical density of images was found using log (maximum intensity

value/mean intensity value). An independent Student’s t-test was applied to compare op-

tical density of DSP staining between age and gender matched HD and control samples

(statistical sig. = p < 0.05).

3.4 Results

3.4.1 Differential expression analysis

After IHW correction (IHW p-value < 0.05) 3106 DEGs were identified from the initial

pool of 35,412 genes, of which 1912 were upregulated and 1194 were downregulated.

61



Table 3.2: Top 30 most significant differentially expressed genes found in HD.

Gene Symbol Ensembl ID Mean Counts Fold
Change pval IHW corrected

pval

XKRYP6 ENSG00000237546 1.54 1.05e-9 8.92e-40 8.69e-35
CDC42P6 ENSG00000237350 1.77 1.37e-8 8.92e-40 1.25e-19
HOXA10 ENSG00000253293 3.39 35.01 4.43e-22 4.86e-18
POU4F2 ENSG00000151615 2.80 28.62 5.26e-21 3.88e-17
SLC16A12 ENSG00000152779 51.39 11.36 3.42e-19 1.25e-15
PITX1 ENSG00000069011 4.15 19.28 6.40e-18 3.07e-14
OR9H1P ENSG00000228336 1.01 1.07e+9 3.54e-17 5.59e-13
F13A1 ENSG00000124491 406.67 9.23 3.01e-15 5.41e-12
HOXA7 ENSG00000122592 3.21 30.47 5.21e-15 1.71e-11
BMP5 ENSG00000112175 76.24 28.45 8.61e-15 1.71e-11
OGN ENSG00000106809 476.13 20.18 1.31e-14 1.88e-11
NFKBIA ENSG00000100906 1506.10 2.12 1.95e-14 3.57e-11
HOXA11 ENSG00000005073 1.89 27.86 2.97e-14 6.98e-11
SLC38A2 ENSG00000134294 4607.57 2.30 6.26e-14 7.87e-11
ALKBH6 ENSG00000239382 501.50 0.60 8.45e-14 9.56e-11
VNN2 ENSG00000112303 22.44 7.03 3.82e-13 4.22e-10
IL18 ENSG00000150782 134.16 4.22 3.76e-13 4.22e-10
PNRC1 ENSG00000146278 1604.10 1.75 4.11e-13 4.78e-10
OTP ENSG00000171540 2.81 10.35 2.76e-13 4.78e-10
FCGR2B ENSG00000072694 64.71 9.69 5.17e-13 4.86e-10
DSP ENSG00000096696 351.19 6.81 7.18e-13 4.91e-10
CRABP1 ENSG00000166426 320.16 5.31 8.65e-13 7.24e-10
KRT17P2 ENSG00000186831 49.75 0.29 1.04e-12 8.29e-10
SLC6A20 ENSG00000163817 226.74 3.03 1.23e-12 9.25e-10
MT1M ENSG00000205364 1056.70 3.35 1.47e-12 1.18e-09
MRC1 ENSG00000260314 134.02 5.30 2.19e-12 1.41e-09
SYTL4 ENSG00000102362 423.32 4.03 3.73e-12 1.98e-09
AL118520.1 ENSG00000231034 0.20 1.07e+9 3.82e-17 2.11e-09
C2orf66 ENSG00000187944 0.20 1.07e+9 3.72e-17 2.11e-09
HOXD10 ENSG00000128710 2.36 33.90 2.50e-12 2.55e-09

A full list of the 3106 DEGs are shown at https://doi.org/10.6084/m9.figshare.

13237253.v1. Table 3.2 lists the top 30 most significant DEGs, sorted by IHW adjusted

p-value. The fold changes smaller than 1e-3 represent very large downregulation of genes

and fold changes larger than 1e+3 are massive upregulation of the gene. This could be

due to a gene being expressed in controls and not in those with disease or a gene being

only expressed in disease patients respectively.
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3.4.2 Pathway analysis, identification of transcription factors

As choice of pathway database can affect the results of pathway enrichment analysis

[227], multiple pathway databases were searched using Enrichr [228, 229]; GO biolog-

ical processes, KEGG and WikiPathways pathways. The top 10 significant pathways

identified in each database are shown in table 3.3.

Figure 3.2 shows the top 10 statistically significant GO biological processes for the

3106 DEGs by Benjamini-Hochberg corrected p-value. Pathways identified include Neu-

trophil mediated immunity (adjusted p-value = 5.87e-08, ratio = 129/487), Inflamma-

tory response (adjusted p-value = 1.01e-06, ratio = 79/252) and Cellular response to cy-

tokine stimulus (adjusted p-value = 3.60e-05, ratio = 115/456). Figure 3.3 shows the top

10 statistically significant KEGG pathways for the 3106 DEGs by Benjamini-Hochberg

corrected p-value, including Cytokine-cytokine receptor interaction (adjusted p-value =

4.620e-4, ratio = 76/294) and Pathogenic Escherichia coli infection (adjusted p-value =

2.320e-3, ratio = 21/55). Figure 3.4 shows the top 10 statistically significant WikiPath-

ways pathways for the 3106 DEGs by Benjamini-Hochberg corrected p-value, including

TYROBP Causal Network (adjusted p-value = 1.732e-9, ratio = 33/61) and Microglia

Pathogen Phagocytosis Pathway (adjusted p-value = 3.063e-4, ratio = 19/40).
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Table 3.3: Top 10 most significant pathways identified using all HD pre-frontal cortex
DEGs.

Pathway p-value Adj.
p-value

Genes in
pathway

DEGs/gene
ratio

GO Biological Process 2018
Neutrophil mediated immunity 2.301e-10 5.870e-7 129 0.26
Neutrophil degranulation 6.001e-10 7.656e-7 126 0.26
Neutrophil activation involved

in immune response 5.276e-10 8.974e-7 127 0.26

Inflammatory response 1.984e-10 1.013e-6 79 0.31
Cytokine-mediated signaling pathway 1.063e-8 1.085e-5 152 0.24
Cellular response to cytokine stimulus 4.231e-8 3.598e-5 115 0.25
Positive regulation of cell differentiation 4.993e-8 3.640e-5 60 0.31
Response to molecule of bacterial origin 2.317e-7 1.314e-4 36 0.37
Positive regulation of cell proliferation 2.256e-7 1.439e-4 106 0.25
Regulation of cell proliferation 1.265e-6 6.458e-4 163 0.22

KEGG Human 2019
Cytokine-cytokine receptor interaction 3.000e-6 4.620e-4 76 0.26
TNF signaling pathway 5.413e-6 5.557e-4 36 0.33
Transcriptional misregulation in cancer 2.064e-6 6.358e-4 54 0.29
Pertussis 4.478e-5 2.299e-3 26 0.34
Pathogenic Escherichia coli infection 3.767e-5 2.320e-3 21 0.38
Osteoclast differentiation 7.247e-5 2.790e-3 37 0.29
Legionellosis 3.767e-5 2.901e-3 21 0.38
NF-kappa B signaling pathway 6.767e-5 2.977e-3 30 0.32
Mineral absorption 1.284e-4 4.393e-3 19 0.37
TGF-beta signaling pathway 1.553e-4 4.784e-3 28 0.31

WikiPathways Human 2019
TYROBP Causal Network 3.669e-12 1.732e-9 33 0.54
Microglia Pathogen Phagocytosis Pathway 1.947e-6 3.063e-4 19 0.48
Nuclear Receptors Meta-Pathway 3.058e-6 3.609e-4 81 0.25
Spinal Cord Injury 1.701e-6 4.014e-4 39 0.33
Adipogenesis 9.184e-6 7.225e-4 40 0.31
Complement and Coagulation Cascades 7.803e-6 7.366e-4 23 0.40
IL1 and megakaryocytes in obesity 1.367e-5 9.214e-4 13 0.54
Pathogenic Escherichia coli infection 3.767e-5 2.223e-3 21 0.38
Macrophage markers 5.829e-5 2.751e-3 7 0.78
Platelet-mediated interactions with

vascular and circulating cells 5.445e-5 2.855e-3 10 0.59
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Figure 3.2: Top 10 most significant GO biological process pathways by
Benjamini-Hochberg corrected p-value identified using the HD prefrontal cortex DEGs.
The DEGs/gene ratio shows which proportion of genes in the pathway are differentially
expressed in this work. Benjamini-Hochberg corrected p-value have been transformed to

a minus log scale for better visualisation.

Figure 3.3: Top 10 most significant KEGG pathways by Benjamini-Hochberg corrected
p-value identified using the HD prefrontal cortex DEGs. The DEGs/gene ratio shows
which proportion of genes in the pathway are differentially expressed in this work.

Benjamini-Hochberg corrected p-value have been transformed to a minus log scale for
better visualisation.
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Figure 3.4: Top 10 most significant Wikipathways pathways by Benjamini-Hochberg
corrected p-value identified using the HD prefrontal cortex DEGs. The DEGs/gene ratio

shows which proportion of genes in the pathway are differentially expressed in this
work. Benjamini-Hochberg corrected p-value have been transformed to a minus log

scale for better visualisation.

The top 10 significant pathways identified in each database using the 1912 upregu-

lated DEGs only are shown in table 3.4. Using the downregulated DEGs, no significantly

perturbed pathways were identified by applying multiple testing. All DEGs, only down-

regulated DEGs and only upregulated DEGs were used to look for enriched TFs (BH

p-value < 0.01) in the CHEA and ENCODE Consensus TFs from ChIP-X database us-

ing Enrichr [228, 229]. These are shown in table 3.5. Using all DEGs, the TF SUZ12

from the CHEA database (adj. p-value = 2.324e-5, ratio = 67/334) was identified. Using

upregulated genes, only one TFs was identfied, REST (adj. p-value = 5.23e-04, ratio =

46/383). Using upregulated DEGs SPI1 in the CHEA database (adj. p-value = 1.162e-7,

ratio = 24/159) was identified.

3.4.3 Protein-protein interaction network analysis

A PPIN was created to understand relationships among top DEGs at a protein level. From

the top 30 DEGs, 18 were mapped to the PPIN and first neighbour nodes (FNN) extracted.

66



Table 3.4: Top 10 most significant pathways identified using upregulated HD pre-frontal
cortex DEGs.

Pathway p-value
Adj.

p-value

Genes in
pathway

DEGs/gene
ratio

GO Biological Process 2018
Neutrophil mediated immunity 6.822e-21 3.481e-17 116 0.24
Cytokine-mediated signaling pathway 5.511e-20 7.031e-17 136 0.21
Neutrophil activation involved

in immune response 3.235e-20 8.254e-17 114 0.24

Neutrophil degranulation 4.960e-20 8.437e-17 113 0.24
Cellular response to cytokine stimulus 6.867e-18 5.841e-15 105 0.23
Inflammatory response 6.277e-18 6.406e-15 72 0.29
Positive regulation of transcription,

DNA-template 6.100e-17 4.447e-14 194 0.17

Regulation of cell proliferation 3.935e-14 2.008e-11 136 0.18
Positive regulation of cell proliferation 3.676e-14 2.085e-11 92 0.22
Regulation of transcription from

RNA Polymerase II promoter 3.553e-14 2.266e-11 229 0.15

KEGG Human 2019
Cytokine-cytokine receptor interaction 4.233e-13 1.304e-10 70/294 0.24
Transcriptional misregulation in cancer 8.672e-12 1.335e-9 50/186 0.27
Osteoclast differentiation 5.509e-9 5.656e-7 35/127 0.28
Legionellosis 1.195e-8 9.204e-7 21/55 0.38
TNF signaling pathway 2.282e-8 1.406e-6 31/110 0.28
Pathways in cancer 4.707e-8 2.071e-6 90/530 0.17
Proteoglycans in cancer 4.652e-8 2.388 e-6 45/201 0.22
NF-kappa B signaling pathway 1.495e-7 5.756e-6 27/95 0.28
Complement and coagulation cascades 1.845e-7 6.314e-6 24/79 0.30
Malaria 2.617e-7 8.059e-6 18/49 0.37

WikiPathways Human 2019
TYROBP Causal Network 2.314e-18 1.092e-15 33 0.54
Microglia Pathogen Phagocytosis Pathway 7.134e-10 1.684e-7 19 0.48
Nuclear Receptors Meta-Pathway 1.252e-9 1.969e-7 66 0.21
Adipogenesis 2.904e-9 3.427e-7 36 0.28
Human Complement System 1.504e-8 1.420e-6 29 0.30
Spinal Cord Injury 3.736e-8 2.519e-6 32 0.27
Complement and Coagulation Cascades 3.580e-8 2.816e-6 21 0.36
IL1 and megakaryocytes in obesity 4.863e-8 2.869e-6 13 0.54
Platelet-mediated interactions with

vascular and circulating cells 6.453e-7 3.384e-5 10 0.59

PI3K-Akt Signaling Pathway 1.065e-6 5.027e-5 61 0.18
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Table 3.5: Top five most significant TFs found using all DEGs, downregulated DEGs and
upregulated DEGs. The CHEA and ENCODE Consensus TFs from ChIP-X database

was searched using Enrichr [228, 229]. The bracketed database indicates which database
the TF was identified in.

Transcription Factor Pvalue AdjPvalue
Number of

target molecules
DEGs/gene

ratio

All DEGs
NFE2L2 (CHEA) 3.061e-8 3.183e-6 223 0.22
SUZ12 (CHEA) 4.470e-7 2.324e-5 334 0.20
KLF4 (CHEA) 3.948e-5 1.027e-3 199 0.20
SALL4 (CHEA) 3.538e-5 1.226e-3 84 0.24
ESR1 (CHEA) 1.295e-4 2.694e-3 42 0.27

Downregulated DEGs
REST (ENCODE) 5.025e-6 5.226e-4 46 0.12

Upregulated DEGs
NFE2L2 (CHEA) 8.955e-11 9.313e-9 161 0.16
SUZ12 (CHEA) 1.949e-9 1.013e-7 233 0.14
SPI1 (CHEA) 3.351e-9 1.162e-7 159 0.15
STAT3 (ENCODE) 1.136e-7 2.363e-6 113 0.18
SALL4 (CHEA) 1.007e-7 2.618e-6 66 0.19

This subnetwork contained 167 nodes and 439 edges, shown in figure 3.5. The top 10

hubs, which had the greatest number of first neighbour connections, are shown in table

3.6. Within the network, six HOX family genes were identified (HOXA10, HOXD10,

HOXA7, HOXB7, HOXA11, HOXA9) all of which were upregulated. Figure 3.6 shows a

subnetwork created using the FNN of the HOX protein family in the top 30 DEG PPIN.
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Table 3.6: Top 10 hubs found in the PPIN subnetwork created using the top 30 HD
DEGs.

Gene name Number of First neighbour nodes

NFKBIA 62
ESR1 24
DSP 23

CREBBP 22
RELA 21

NFKB1 20
TP53 20
SRC 19
AR 18

CHUK 18

Figure 3.6: Protein-protein interaction subnetwork created using the first neighbour
nodes of the HOX protein family in the DEG PPIN. There were 11 DEGs that mapped to

this, with red nodes indicating upregulated genes and green nodes indicating
downregulated genes. Octagons denote genes that were in the top 30 DEGs. This first
neighbour network contains 18 nodes and 33 edges. Darker edges indicate connection

between two DEGs.

3.4.4 DSP immunohistochemistry

DSP is within the top 30 DEGs and top 3 hubs found in the PPIN subnetwork created using

the top 30 PD DEGs. Figure 3.7 shows a subnetwork created using the FNN of the DSP

protein in the top 30 DEG PPIN. DSP has been shown to be expressed in brain endothelial
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cells [234] and have an important role in maintaining the function of epithelial barriers

[235]. It is a key component of restoration of lung epithelial function after injury [235] and

it is possible it has a similar role in the brain during HD. Additionally, the shortening of

leukocyte telomeres is associated with HD [236] and DSP has a role in protecting against

telomere DNA damage. As DSP is present in the top DEGs and PPIN, has previous

literature that supports a potential role in HD and is novel in HD research, IHC staining

was used to further investigate whether DSP is expressed in HD brain samples.

Representative images of DSP staining in control and HD human prefrontal cortex

samples is shown in figure 3.8. A Student’s t-test was applied to compare optical density

of DSP staining between age and gender matched control and HD samples, shown in

figure 3.9. All age and gender matched samples showed a significant difference (p-value

< 0.01) in optical density, however two showed higher intensity in HD samples, and one

showed higher intensity in control samples.

Figure 3.7: Protein-protein interaction subnetwork created using the first neighbour
nodes of the DSP protein in the DEG PPIN. There were 10 DEGs that mapped to this,
with red nodes indicating upregulated genes and green nodes indicating downregulated

genes. Octagons denote genes that were in the top 30 DEGs. This first neighbour
network contains 23 nodes and 45 edges. Darker edges indicate connection between two

DEGs.
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Figure 3.8: DSP protein expression in human prefrontal cortex. Representative images
of control and HD. Tissue sections were immunostained with Desmoplakin polyclonal
antibody. Scale bars represent 40 microns. Samples are labelled with gender (M= male,

F = female) and age.

Figure 3.9: The optical density of DSP staining in prefrontal cortex samples from 3 sets
of age and gender matched control and HD samples. DSP intensity was significantly

(p-value < 0.01) higher in two (A and C) and significantly lower in one (B) of the
control and HD pairs.
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3.5 Discussion

Using 69 brain samples from prefrontal cortex samples, 3106 DEGs were identified in

HD. Using stringent data-preprocessing and the most up to date RNA-seq analysis pipelines

identified not only the HD DEGs, but also important pathways, upstream regulators and

proteins. There is a significant dysregulation in genes associated with immune response,

cell proliferation and cell signalling.

The gene DSP was identified within the top 30 most significant DEGs with a 6.81

fold increase in expression. In addition, it was one of the top hubs in the PPIN network

created using DEGs. DSP (desmoplakin), located at chromosome 6p24, is a major desmo-

somal protein. Desmosomes are protein complexes that regulate cell to cell adhesion and

maintain the mechanical integrity of tissues. DSP plays a role in both assembly and stabil-

isation of desmosomes and so is a critical component in sustaining tissue integrity. DSP

has an important role in maintaining epithelial barrier function [235] and has been shown

to be expressed in brain endothelial cells [234]. It has previously been associated with be-

ing a key component of lung repair and restoration of lung epithelial function after injury

[235]. It is possible that it has a similar function in HD response, being overexpressed as

a response to the disease. In addition, DSP has been previously identified as a potential

telomere binding protein [237], protecting against telomere DNA damage and cell apop-

tosis. Shortening of leukocyte telomeres has been associated with HD [236] and so it is

possible that DSP has a protective effect in HD.

There is further evidence that DSP plays a protective role in HD in the literature. DSP

has been shown to regulate the Wnt/β -catenin signaling pathway in cancer [238], and

Wnt Signaling modulation has been shown to correct for aberrant development in HD cell

cultures [239]. DSP is expressed in proliferating microglia [240] and microglia activation

is important in pathogenesis and progression of HD [241]. Additionally, DSP variants

are associated with malignant arrhythmia [171] and emphysema [242] highlighting its

importance in cell disorders. CRISPR/Cas9-mediated epigenome editing has been used

previously to regulate expression of DSP [235] so it has a potential as a therapeutic target

in HD.
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IHC was used to confirm the protein expression of DSP in the prefrontal cortex of

HD patients. DSP is expressed in the frontal cortex, and has a significantly higher stain-

ing intensity in some patients, however one of our age and gender matched samples had

significantly lower expression. This demonstrates that DSP expression is deregulated in

the HD brain. A possible explanation for the differing directions of staining intensity is

linked to the progression of HD in these patients. Having information on the severity of

their disease could give more information about the reason for differing DSP expression.

For example, it may be that DSP is overexpressed early in disease in a protective capacity

in HD, and expression reduces once severe cell death has taken place. This is supported

by the fact that loss of DSP results in shortened telomere DNA and induces DNA damage

response, leading to cell apoptosis [237].

Within the top 30 most significant DEGs there are four HOX family genes (HOXA10,

HOXA7, HOXA11, HOXD10) and six within the PPIN (HOXA10, HOXD10, HOXA7,

HOXB7, HOXA11, HOXA9), all of which are upregulated. This confirms the results of

Labadorf et al. [220]. HOX genes are known to be important in regulating development

[243] and processes that involve stem cells [244]. MicroRNAs (miRNAs) located in clus-

ters of HOX genes are associated with pathogenesis of HD and exhibit protective effects

[245].

These results show that immune response is a major pathomechanism in HD. Mul-

tiple neutrophil associated pathways are identified as enriched in the DEGs, including

neutrophil activation (adj. pvalue = 8.974e-7, ratio = 127/488) and neutrophil degranu-

lation (adj. pvalue = 7.656e-7, ratio = 126/485). Astrocytes and microglia are important

immune cells in the brain and here are shown to be dysregulated. Microglia and astrocytes

are crucial in regulating activity of neurons and maintaining an optimal environment for

neuronal function. Astrocytes are a type of glial cells in the CNS that envelop synapses

and regulate synapse formation, cell homeostasis and are integral in the blood brain bar-

rier, among many other healthy brain functions. PITX1 is identified as one of the top

DEGs, and dysregulation of PITX1 has been shown previously in HD [246]. As a tran-

scription factor, PITX1 is involved in the differentiation of astrocytes by regulating the

SOX9 gene [247]. The most significant TF NFE2L2 (adj. pvalue = 3.183e-6, ratio =
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223/1014) encodes NRF2, a major regulator of cellular antioxidant defenses. NRF2 ac-

tivates the metabolism of astrocytes and in AD astrocytes reduces the secretion of Aβ

secretion and normalises the release of cytokines [248]. In animal models of HD, NRF2

exhibits a protective effect, however signalling is impaired by mHTT [249]. Investigation

into NRF2 and its interactions with astrocytes in HD patients has been limited, and future

research may illuminate its potential as a therapeutic target.

Microglia are glial cells responsible for maintenance of neuronal networks and repair

of brain injury. In addition to DSP being expressed in proliferating microglia [240], the

microglia pathogen phagocytosis pathway (adj. pvalue = 3.063e-4, ratio = 19/40) and the

TYROBP causal network pathway (adj. pvalue = 1.732e-9, ratio = 33/61) were found to

be enriched in the DEGs. In the brain, TYROBP is localised primarily in microglia [250]

and is a key regulator of inflammation in AD, repressing microglia mediated cytokine pro-

duction. There are previous studies that show that activated microglia and astrocytes are

important in HD pathology as they transcriptionally activate pro-inflammatory pathways

and contribute to inflammation in HD brain [251]. Indeed, enrichment of the inflamma-

tory response pathway is identified (adj. pvalue = 1.013e-6, 79/255). NFKBIA is a top

DEG and one of the top hubs identified in the PPIN. NFKBIA regulates Nuclear factor-κB

(NF-κB), which plays a critical role in inflammatory response in NDs [252]. Normal HTT

transports NF-κB out of dendritic spines and maintains high levels of NF-κB in the nu-

cleus of neurons where it transcriptionally regulates many genes. This function of NF-κB

is impaired by mHTT [253], potentially being a trigger for inflammation in HD brains.

Targeting inflammation in the treatment of HD is a promising approach to therapeutics

[254], and here potential targets for future research are identified.

There are some limitations to this work. Although RNA-seq has many advantages

over alternative methods of detecting gene expression such as microarray, as discussed

in chapter 2.2.2, the sample sizes in this study are still relatively small. However, using

the best available mapping and qualification approaches to RNA-seq analysis will have

extracted the most value from the available data.

The pre-frontal cortex is not the main region of the brain effected in HD, however the

main brain areas effected in HD suffer from extreme tissue loss by the time symptoms
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manifest. Striatum tissue suffers from extreme neurodegeneration, for the most severe

stages of HD this can be over 90% tissue loss [109]. As tissue death is so high, gene

expression changes could reflect the processes of cell death or cell type composition dif-

ferences after tissue death as opposed to changes driven by disease mechanisms. The BA9

region of the prefrontal cortex is impacted in HD [255], and so using frontal cortex data

allows investigation of gene changes without severe cell death effecting results. However,

it is likely these results only reflect the changes at the point in time of disease and do little

to show the changes that reflect pathogenesis of development of disease.

IHC analysis showed dysregulation of DSP expression levels in HD brain tissue, how-

ever the direction of this dysregulation was not consistent. Improving the sample size of

the IHC analysis of DSP expression in HD brain tissue would give better indication as to

the DSP levels in HD patients overall. Importantly, additional data on severity of disease

in the patients and other phenotypic information would make interpretation of the results

much clearer as this may impact levels of DSP expression.

3.6 Conclusion

Using up to date approaches to RNA-seq data elucidates some important underlying genes

and pathways in HD. DSP gene expression is shown to be dysregulated in HD patients

and disrupted protein levels in HD prefrontal cortex tissue. Testing DSP levels in larger

cohorts could give more information as to its potential as a therapeutic target in HD.

In addition, dysregulation of immune response and inflammatory pathways in HD

brain are shown. In particular the importance of astrocytes and microglia, and potential

therapeutic targets such as NFE2L2 and PITX1, are highlighted.
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Chapter 4

Meta-analysis of gene expression for

Parkinson’s disease and the crosstalk

between Parkinson’s and Alzheimer’s

diseases

4.1 Abstract

In this chapter, a novel meta-analysis approach to combine multiple gene expression

datasets is used to identify important differentially expressed genes (DEGs) in PD mi-

croarray datasets comprising 69 PD and 57 control brain samples, the biggest cohort for

such studies to date. Pathway, upstream and protein-protein interaction analysis were per-

formed using identified DEGs. A total of 1046 DEGs were identified, of which a majority

(739/1046) were downregulated in PD. YWHAZ and other genes coding 14–3-3 proteins

are identified as important DEGs in signaling pathways and in PPIN. Perturbed pathways

also include mitochondrial dysfunction and oxidative stress. Additionally, meta-analysis

was used to investigate the common pathological and physiological links between PD and

AD, as understanding the cross-talk between them could reveal potentials for the devel-

opment of new strategies for early diagnosis and therapeutic intervention thus improving

the quality of life of those affected. A significant overlap in DEGs between PD and AD
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was identified, and over 99% of these were differentially expressed in the same up or

down direction across the diseases. REST was identified as an upstream regulator in both

diseases. This work demonstrates that PD and AD share significant common DEGs and

pathways, and identifies novel genes, pathways and upstream regulators which may be

important targets for therapy in both diseases.

The work in this chapter has been published in Molecular Brain in 2019 [256].

4.2 Background

There is increasing evidence that PD and AD both have several common characteristics

[257]. Around 80% of PD patients develop dementia over time, with the average time

from onset of PD to dementia being 10 years [258]. PD and AD are both age-related

diseases that have hallmarks of protein aggregation, indeed α-synuclein is found as a

non-amyloid component within AD amyloid plaques and over 60% of AD cases are ac-

companied by the formation of Lewy bodies [259].There are certain genetic variants that

increase both PD and AD risk, for example the strong risk factor for AD, APOEε4, has

been shown to be related to cognitive decline in PD [260]. There is evidence that molec-

ular pathways, including mitochondrial function, oxidative stress and inflammation un-

derlie the pathogenesis of both AD and PD, however, the pathogenic mechanisms of both

diseases have not been entirely explained [257]. There has been found a co-occurrence

of Aβ , tau and α-synuclein pathology within neurons and oligodendrocytes from post-

mortem brain tissue derived from those with AD and PD [261]. Complex interactions

between these proteins can seed the aggregation of each another, though the underlying

cause of this is not yet understood [261].

In PD brain tissue, it has been shown that microarray and RNA-seq have a difference

in DEG detection, however the enriched pathways shared between the two were similar

[262]. This suggests that well performed microarray studies can elucidate the mechanisms

of PD in the brain along with more advanced RNA-seq.

The largest RNA-seq study in the PD brain was performed using prefrontal cortex tis-

sue, and subset of these samples were tested using proteomics [263]. This study gives
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excellent insight into the transcriptomic and proteomic changes that occur within the

frontal cortex of PD patients highlighting disruptions in protein folding, mitochondrial

pathways and ubiquitin conjugation pathway, reflecting processes that are characteristic

of PD. However, as the prefrontal cortex is not the primary brain region effected in PD,

in some cases the PD could have had a minimal effect [264]. The sample size, although

largest for the area of study, were still relatively small and imbalanced. In addition, the

age of death of the PD samples was significantly later than the control groups and so some

detected changes may be a result of age differences.

PD effects different areas of the brain in different ways and so ideally an understand-

ing of the changes in each area would give a greater understanding of how the disease

effects the brain. Zhang et al. [265] identified that MKNK2 expression was significantly

upregulated and a significant increase in the metallothionein gene group across multiple

brain regions in PD, however this study only investigated three regions (SN, putamen,

and BA9 area of frontal cortex) and using very small sample sizes with microarray, and

so the study had very low statistical power. More recently, Riley et al. [262] investigated

the striatum, cortex and SN regions of the brain using microarray and RNA-seq. Inter-

estingly, much like Zhang et al. [265] they also identified upregulated causal pathways

of metal homeostasis driven by robust expression of the metallothionein genes across

all three brain regions, highlighting potential importance of metallothionein genes in PD

brain. However, they also had an extremely small sample size.

A recent review has highlighted the previous transcriptomics studies published about

PD [161]. This review highlights the limitation of small samples sizes in many tran-

scriptomic studies of PD even when not restricted to the SN, demonstrating the need for

meta-analysis to increase the power of these previous studies. In addition, it has been

shown that there are low similarities between results of previous PD microarray studies

in both human and animal tissues, due to the small sample sizes and differing microarray

platforms used across studies [266]. Use of meta-analysis methods to increase the sta-

tistical power of studies as a result of increasing sample size has been successful in the

past in identifying PGC-1α as a potential therapeutic target in PD [267]. Other previous

brain microarray meta-analyses have used data from all brain regions available, ignoring
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region differences in the brain. Making the data independent to a brain region is important

as processes involved in PD can occur dependent on region. However, several previous

meta-analysis studies have included repeated samples from patients being analysed us-

ing multiple different platforms [268] or multiple areas of the SN being analysed in the

same patients. Including these, as previous meta-analyses have done [269, 270, 271], may

introduce bias of results towards these individuals.

In this chapter an integrated study is performed to give insight into the genomics,

genetics and molecular mechanisms that underlie the features of PD, and reveal the re-

lationship with AD. A novel meta-analysis approach proposed by Li et al. [162] is ap-

plied to discover DEGs in PD and then a comparison is made to AD. This meta-analysis

approach avoids relying exclusively on the genes that have expression data for each con-

stituent study, as previous PD SN meta-analysis have done [163, 164], therefore may lead

to novel discovery. The data of the SN was chosen for this meta-analysis as degeneration

of neurons in the SN is a hallmark of the disease [257] and has the largest amount of

microarray data available.

4.3 Materials and Methods

4.3.1 Data collection and pre-processing

The arrayExpress (https://www.ebi.ac.uk/arrayexpress/) and NCBI GEO (http:

//www.ncbi.nlm.nih.gov/geo/) databases were searched using the keywords “Parkin-

son AND substantia nigra” to find mRNA expression studies of human post-mortem brain

tissue from the SN related to PD. Studies were included if they: (1) used clinically diag-

nosed idiopathic PD patients; (2) used brain tissue samples and (3) had cohorts with more

than three samples in either disease or control conditions. If a patient had duplicate sam-

ples analysed using different platforms or multiple samples from within the SN, only one

of them was used.

Data processing is shown in figure 4.1. All work was done in the R programming lan-

guage [272]. The identified datasets were downloaded and raw CEL file data were loaded

into R using the affy package available on bioconductor (http://www.bioconductor.
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org) [273]. Boxplots and density plots were used to identify any outlier samples that were

subsequently removed. The datasets were then normalized using the RMA approach in

the affy R package. Probesets were first mapped to Entrez Gene IDs using manufacturer-

supplied annotation files. Probesets that mapped to multiple genes were removed, and

for any genes that mapped to multiple probesets only the probeset that had the largest

absolute estimated effect size was kept [162].

Figure 4.1: Workflow of data processing. Outlier samples were removed, and data
normalized before the detection (Present/Absent) call algorithm was used to remove data

that was not reliably detected. For each study, probesets with absent calls across a
chosen percentage of samples were removed. This was repeated in 5% intervals

removing probesets with 5% up to 95% of samples absent. The percentage absent cut-off
used was set to optimize the normal distribution of the data. After this, the bottom 5% of

average expression values across samples was removed and meta-analysis performed.

The first step of pre-filtering was using detection (Present/Absent) call generated by

the affy microarray suite version 5 (MAS5) algorithm to remove data that was not reliably

detected. For each study, probesets with absent calls across a chosen percentage of sam-

ples were removed. This was repeated in 5% intervals removing probesets with 5% up to

95% of samples absent. The percentage absent cut-off used was set to minimize the p-

value of the Anderson-Darling normality test using the nortest R package [274] and give

optimum Quantile-Quantile (Q-Q) plots of the meta-analysis z-score results. This was
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done to reduce how arbitrary the selected filtering parameters are. After this, the bottom

5% of average expression values across samples was removed to reduce low expression

data noise.

The Genotype-Tissue Expression (GTEx) database [275] contains RNA-seq data for

SN tissue which were used to test robustness of the control data. The RNA-seq Gene

TPM from GTEx analysis v7 were downloaded (available at https://gtexportal.

org/home/datasets). Genes that mapped to more than one gene symbol and any dupli-

cated gene symbols were removed. All RMA normalized microarray control data were

merged using the ComBat function [276] from the sva R package [277]. The Pearson

correlation coefficient between the average expression levels for the microarray and the

average log2 TPM of the RNA-seq was then calculated.

4.3.2 Comparing microarray and RNA-seq data

To see if the microarray data used in this study had a similar quality to that of previous

RNA-seq data, the gene expression values was compared to the healthy SN RNA-seq data

in the GTEx database [275]. Average absolute expression level of RNA-seq log2(TPM)

of SN tissue from GTEx database was correlated with the RMA normalised and filtered

intensity of control and PD data separately to see if gene expression patterns between

RNA-seq and microarray are similar.

4.3.3 Meta-analysis

Meta-analysis was performed using the novel metaUnion R package previously proposed

by Li et al [162] (available at https://github.com/chingtoe365/metaUnion). This

meta-analysis method calculates the combined effect size across studies to identify DEGs

with the assumption of a normal distribution of the data. This approach works on the

combined gene sets from all the studies included in the meta-analysis, rather than the

genes that are common between all datasets as other approaches have done [163, 164].

The metaUnion package is adapted to include age and gender as covariates in the model,

implemented using limma [278].
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4.3.4 Identification of activated transcriptional regulators, pathway

analysis and protein-protein interaction network analysis

The QIAGEN Ingenuity® Pathway Analysis (IPA®, QIAGEN Redwood City, www.qiagen.

com/ingenuity) software was used to analyse canonical pathways and upstream reg-

ulator analysis (URA) [279] of the DEGs. The canonical pathways with Benjamini-

Hochberg corrected p-values < 0.05 and upstream regulators with p-values < 0.01 are

considered significant.

A PPIN was used to analyse the interaction of DEGs at the protein level. The PPIN

from the Human Protein Reference Database (release 9) was downloaded and visualized

in Cytoscape v.3.6.1 [231] to create a whole human PPIN with 9617 unique protein entries

(nodes) and 39,240 unique undirected interactions (edges). The DEGs and known risk loci

for PD identified by a recent GWAS meta-analysis were mapped to the PPIN to build a

subnetwork [280].

4.3.5 Comparison to Alzheimer’s data

These results were compared to a previous study using similar methodology on AD frontal

cortex microarray data [162]. The significance of the DEGs shared between AD and

PD was determined using a two-tailed Fisher’s exact test and DEGs in common were

tested for significant distribution of up or down regulation using a Sign test. Pathways

perturbed in both PD and AD in addition to those unique to each disease were identified.

Furthermore, pathway analysis was done on DEGs unique to each disease and DEGs

shared between diseases.

4.4 Results

4.4.1 Data sets collected for this study

The search criteria identified 7 Affymetrix chip datasets which included 69 PD and 57

control samples. Information about the datasets is shown in table 4.1. After several rounds

of calculation with different filtering threshold, the optimal detection call threshold was
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identified as 15% absent as it gave data the closest to normal distribution (shown in figure

4.2).
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Figure 4.2: The percentage of studies called absent in a mas5 present absent call for each
probe was calculated, and threshold determined by minimizing Anderson-Darling

normality tests and giving optimal Q-Q plot of the Z-scores after meta-analysis. The
Q-Q plot for (A) 5%, (B) 10%, (C) 15%, (D) 20% and (E) 30% filtering. After 15%

filtering A-D p-values were minimized (F) and the 15% Q-Q plot gave closest values to
normality. A-D is Anderson-Darling normality test.

4.4.2 Comparing microarray and RNA-seq data

SN RNA-seq data from the GTEx database [275] were correlated with the control and PD

data to see if the microarray data was of a similar quality to RNA-seq data. Results are

shown in figure 4.3. The Pearson correlation coefficient between the control microarray

data and healthy RNA-seq data was 0.70 (pvalue < 2.2e-16), between the PD microar-
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ray and healthy RNA-seq was 0.73 (pvalue < 2.2e-16). It would be expected that the PD

microarray data would have a lower correlation to healthy RNA-seq than healthy microar-

ray due to the DEGs. However, when using only DEGs, correlation between the healthy

RNA-seq and the control and PD microarray data reduced to 0.65 (pvalue < 2.2e-16) and

0.66 (pvalue < 2.2e-16) respectively. This suggests the unexpected higher correlation

between PD microarray and healthy RNA-seq was likely due to larger sample size of the

PD data.

Figure 4.3: RNA-seq vs microarray Average absolute expression level of RNA-seq log2
(TPM) of SN tissue from GTEx database plotted against RMA normalised and filtered

intensity of microarray control and PD data used in this meta-analysis. The Pearson
correlation coefficient between the control microarray data and healthy RNA-seq data
(A) is 0.70 (pvalue < 2.2e-16) showing that the expression values of genes between

microarray and RNA-seq are correlated and expression data distribution is similar. The
Pearson correlation between the healthy RNA-seq and PD microarray data (B) is actually
higher than between RNA-seq and control microarray at 0.73 (pvalue < 2.2e-16), when

it would be expected to be lower due to some genes being differentially expressed. When
using only DEGs, correlation between healthy RNA-seq and control microarray (C) and

PD microarray (D) data this difference in correlation is minimised to 0.65 (pvalue <
2.2e-16) and 0.66 (pvalue < 2.2e-16) respectively, suggesting that the difference in

correlation could be due to the larger sample size of the PD data.
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4.4.3 Meta-analysis

Meta-analysis identified 1046 DEGs from the initial pool of 10,362 genes after false dis-

covery rate (FDR) correction (FDR p-value < 0.05), of which 307 were upregulated and

739 were downregulated. A full list of the 1046 DEGs are shown at https://doi.

org/10.6084/m9.figshare.7252145. Table 4.2 lists the top 30 most significant DEGs,

sorted by FDR adjusted p-value, of which only three are up-regulated.

The metaZscore is the Z score of the gene, it shows how many standard deviations

there are in effect size between conditions across all studies a gene is included in. This

is important as it is used to calculate p-value and gives information as to if the DEG is

up or down regulated and the variability in gene expression. Full explanation of how

metaZscore is calculated is given by Li et al. [162]. The metaZscore was used to calcu-

late the meta-analysis p-value using metaPval = 2∗ (1pnorm(abs(metaZscore))). As the

metaZscore is used to calculate the p-value, for a gene to be differentially expressed at

a statistically significant level it needs to be consistent within each condition group and

these groups need to be quantitatively different. As a result of this, genes with a higher

fold change at the same standard deviation between replicates will often have a lower

p-value.

A recent meta-analysis of GWAS data identified 69 risk genes for PD [280] only 49

of which were present in the initial gene pool and 9 were identified as DEGs, including

SNCA, ANK2 and MAPT (shown in table 4.3). DEGs were more likely to contain disease

associated variants than non-DEGs, however the significance of this is not very strong

(OR=2.25, 95% CI 0.96 ∼4.72, p-value=0.041, Fisher Exact test).
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Table 4.2: Top 30 most significant differentially expressed genes found by meta-analysis.
metaZscore shows how many standard deviations there are in effect size between

conditions across all studies a gene is included in.

Gene name Entrez ID Average FC a metaZscore Effect b FDR corrected
pval

YWHAZ 7534 0.52 -6.26 ------- 4.09e-6
SNCA 6622 0.57 -6.00 ------- 1.03e-5
DCLK1 9201 0.52 -5.91 ------- 1.08e-5
GBE1 2632 0.43 -5.88 -?----- 1.08e-5
PAIP1 10605 0.53 -5.61 ------? 4.06e-5
TMEM255A 55026 0.39 -5.58 -??---? 4.06e-5
OLFM1 10,439 0.48 -5.33 --?---? 1.31e-4
OPA1 4976 0.59 -5.32 ------? 1.31e-4
HPRT1 3251 0.45 -5.30 ------- 1.31e-4
PPP3CB 5532 0.54 -5.25 ------- 1.41e-4
PDXK 8566 0.67 -5.24 ------- 1.41e-4
SLC18A2 6571 0.31 -5.24 -?-?--- 1.41e-4
MDH2 4191 0.60 -5.21 ------- 1.50e-4
CHN1 1123 0.54 -5.17 ------- 1.77e-4
RAB2A 5862 0.62 -5.10 ------- 2.37e-4
RUFY1 80230 1.27 5.04 ++?+++? 3.01e-4
CDH8 1006 0.47 -5.00 -????-? 3.47e-4
UBE2N 7334 0.66 -4.93 ------- 4.55e-4
ENSA 2029 0.67 -4.93 ------- 4.55e-4
SERINC3 10955 0.63 -4.89 ------- 4.86e-4
FGF13 2258 0.41 -4.88 ------- 4.86e-4
ATP6V1D 51382 0.57 -4.87 ------- 4.86e-4
FRRS1L 23732 0.54 -4.87 --?---? 4.86e-4
CDK14 5218 0.67 -4.86 --?---- 4.86e-4
LHPP 64077 1.43 4.86 ++?++++ 4.86e-4
AASDHPPT 60496 0.60 -4.81 ------- 5.97e-4
SH3BP4 23677 1.34 4.80 ++?+++ 6.08e-4
REEP1 65055 0.45 -4.75 --?---? 7.41e-4
FBXO9 26268 0.65 -4.74 ------? 7.47e-4
APLP2 334 0.72 -4.72 ------- 8.04e-4

a Average Fold Change
b ‘+/-/?’ indicates up/down and missing in each individual study
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Table 4.3: Differentially expressed genes identified in the meta-analysis that have been
identified as PD risk genes in a recent GWAS meta-analysis [280].

Gene name Entrez ID Average FC metaZscore FDR
corrected Pval

SNCA 6622 0.57 -6.00 1.03e-5
ANK2 287 0.61 -4.21 2.33e-3
ALAS1 211 0.76 -3.52 1.12e-2
SH3GL2 6456 0.64 -3.46 1.31e-2

DLG2 1740 0.79 -3.34 1.68e-2
SCN3A 6328 0.56 -3.30 1.79e-2
MAPT 4137 1.23 3.15 2.45e-2

ATP6V0A1 535 0.85 -3.03 3.15e-2
VPS13C 54832 1.17 2.85 4.61e-2

4.4.4 Pathway analysis, identification of activated transcriptional reg-

ulators and PPIN analysis

After Benjamini-Hochberg correction IPA identified 54 canonical pathways that were

significant for the 1046 DEGs, shown in Appendix table A.1. Pathways identified in-

clude Sirtuin Signalling pathway (adjusted p-value=2.18e-7, ratio=34/283) and 14–3-3

mediated Signalling (adjusted p-value=9.56e-7, ratio=21/130). Using the downregulated

DEGs 81 significant pathways were found (shown in Appendix table A.2). The top ten

IPA pathways by Benjamini-Hochberg corrected p-value identified using the downregu-

lated DEGs are shown in figure 4.4.

90



Figure 4.4: Top 10 most significant IPA pathways by Benjamini-Hochberg corrected
p-value. Downregulated DEGs between PD and control patients in substantia nigra

tissue were used. The DEGs/gene ratio shows which proportion of genes in the pathway
are differentially expressed in this work. Benjamini-Hochberg corrected p-value have

been transformed to a minus log scale for better visualisation.

Using the upregulated DEGs, no significantly perturbed pathways were identified by

applying multiple testing. Using less stringent nominal p-value, ten pathways were identi-

fied (p-value<0.01), including Adipogenesis pathway (p-value=2.04e-4, ratio=9/132) and

STAT3 pathway (p-value=7.41e-4, ratio=7/97). Using down-regulated DEGs IPA iden-

tified 17 upstream regulators (shown in table 4.4) including TF REST (p-value=2.91e-

04), which regulates six down regulated genes (GAP43, INA, SCG2, SNAP25, TUBB3,

UCHL1). Using up-regulated DEGs IPA identified 25 upstream regulators including

HSF1 (p-value=1.57e-4) which regulates 8 upregulated DEGs.
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Table 4.4: IPA upstream regulator analysis for up and down regulated PD DEGs
analyzed separately.

Upstream Regulator Molecule type p-value
Number of

target molecules

Upstream regulators for Down-regulated DEGs

Lh complex 1.21e-08 27

FSH complex 7.25e-07 28

HSP90B1 other 8.38e-05 7

CUL4B other 2.03e-04 5

SBDS other 2.67e-04 11

REST transcription regulator 2.91e-04 6

SUZ12 enzyme 4.01e-04 11

LONP1 peptidase 6.46e-04 9

MMP12 peptidase 1.51e-03 7

INHBA growth factor 3.64e-03 10

NMNAT1 enzyme 4.84e-03 3

PRKAR1A kinase 4.84e-03 3

RBM5 other 5.10e-03 6

IL15 cytokine 5.16e-03 10

HNRNPA2B1 other 5.42e-03 12

CCND1 transcription regulator 5.87e-03 16

TP53 transcription regulator 7.91e-03 37

Upstream regulators for Up-regulated DEGs

HSF1 transcription regulator 1.57e-04 8

TGFBR2 kinase 5.16e-04 6

miR-346 (and other miRNAs w/seed GU-

CUGCC)

mature microrna 6.73e-04 2

TP73 transcription regulator 8.09e-04 9

SP4 transcription regulator 1.09e-03 3

MTOR kinase 1.20e-03 5

NPAT transcription regulator 1.33e-03 2

AREG growth factor 2.60e-03 5

COL18A1 other 3.18e-03 5

ZBTB10 other 3.27e-03 2

MYC transcription regulator 4.07e-03 10

miR-22-3p (miRNAs w/seed AGCUGCC) mature microrna 4.23e-03 3
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CD24 other 4.50e-03 6

ZNF652 other 4.53e-03 2

CCND1 transcription regulator 5.50e-03 9

GATA6 transcription regulator 5.86e-03 4

Cdk group 6.11e-03 3

SAFB other 7.26e-03 4

mir-122 microrna 8.41e-03 5

miR-155-5p (miRNAs w/seed UAAUGCU) mature microrna 8.42e-03 3

E2F1 transcription regulator 8.87e-03 8

KITLG growth factor 9.28e-03 3

CASP8 peptidase 9.42e-03 2

DDIT3 transcription regulator 9.42e-03 2

CBL transcription regulator 9.42e-03 2
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Table 4.5: Top 10 hubs found in the PPIN subnetwork created using the top 30 PD DEGs.

Gene name Number of First neighbour nodes

YWHAZ 122
YWHAB 62
YWHAG 62
YWHAE 42
YWHAQ 39

SNCA 38
YWHAH 32

TP53 25
AKT1 22
ABL1 19

A PPIN was created to understand relationships among top DEGs at a protein level.

From the top 30 DEGs, 21 were mapped to the PPIN and FNN extracted. This subnetwork

contains 248 nodes and 912 edges, and included 2 GWAS genes, SNCA and MAPT. The

top 10 hubs, which have the greatest number of first neighbour connections, are shown

in table 4.5. Of the top ten hubs, 6 belonged to the 14–3-3 family of proteins, including

14–3-3 zeta (YWHAZ) which is connected to 122 other genes in the subnetwork including

6 down and 4 upregulated DEGs. Figure 4.5 shows a subnetwork created using the FNN

of the 14–3-3 protein family in the top 30 DEG PPIN.

Of the 69 GWAS genes previously identified, 37 mapped to the PPIN created. The

subnetwork created had 331 nodes and 1245 edges that included 45 DEGs, including

SNCA, YWHAZ and MAPT. DEGs were over-represented in the GWAS PPI sub-network

(hypergeometric test, p-value=1.05e-6). The largest hub of the GWAS gene PPI subnet-

work was MAPT which had 46 mapped genes, followed by DLG4 and SNCA.

4.4.5 Comparison to Alzheimer’s disease

The PD DEGs identified in this study were compared to the 3124 AD DEGs previously

found [162]. Between PD and AD, there were 436 DEGs in common (shown at https://

doi.org/10.6084/m9.figshare.7252145), an overlapping analysis showed that is not

just a chance event (OR=4.32, 95% CI 3.79∼4.93, p-value=<2.2e-16, Fisher Exact test).

This means around 42% of PD DEGs were found in AD and around 14% of AD DEGs

were found in PD. Over 99% (432) of the shared DEGs were differentially expressed
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in the same up or down direction. PIK3R3, LIMK2, CD55 and MAPT were the only

genes not dysregulated in the same direction between diseases. It is interesting that the

majority of DEGs in common between AD and PD were significantly distributed towards

downregulation (two-tailed sign test p-value<2.2e-16) as can be seen in table 4.6.

IPA identified 54 affected pathways in PD and 107 pathways in AD, with 27 shared be-

tween these two (shown in Appendix table A.1). Interestingly, many of the top pathways

in PD were also dysregulated in AD, including Sirtuin Signalling pathway (AD adjusted

Figure 4.5: Protein-protein interaction subnetwork created using the first neighbour
nodes of the 14–3-3 protein family in the DEG PPIN. Six 14–3-3 family genes, YWHAZ,

YWHAB, YWHAG, YWHAE, YWHAQ and YWHAH, were in the top 10 hubs for the
subnetwork created from the top 30 DEGs found in this PD meta-analysis. A

subnetwork of these 14–3-3 family members and their first neighbours were created.
There were 18 DEGs that mapped to this, with red nodes indicating upregulated genes
and green nodes indicating downregulated genes. Blue nodes indicate 14–3-3 family

members that are not PD DEGs. Octagons denote genes that were in the top 30 DEGs.
Blue edges indicate connections between two DEGs. This first neighbour network

contains 139 nodes and 539 edges.
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Table 4.6: The direction of differential expression between the common DEGs found
between AD and PD.

PD upregulated PD downregulated Total
AD upregulated 114 3 117
AD downregulated 1 318 319
Total 115 321 436

p-value=3.39e-4) and 14–3-3-mediated Signalling (AD adjusted p-value=5.13e-3). The

top five pathways identified using DEGs unique to PD were all among the common path-

ways between AD and PD. In contrast, only two of the top ten pathways identified by AD

unique DEGs were also perturbed in PD (HIPPO Signalling and Sirtuin Signalling path-

way). Of the top five perturbed pathways for the 2688 AD unique DEGs, neuroinflamma-

tion signalling pathway, complement system and NF-κB signalling were not perturbed in

PD.

4.5 Discussion

By integrating 126 brain samples from seven microarray gene expression datasets, 1046

DEGs were identified in PD. To my knowledge this is the largest meta-analysis study on

microarray SN data about PD. This approach allows inclusion of all the genes across all

datasets included in this study. Only 267 out of the 1046 identified DEGs were included

in all datasets. If only the common genes were used for meta-analysis, as applied in

other previous gene expression meta-analysis about PD [164], it will have introduced

many false negative results. This is because potentially interesting genes would not be

identified when they are not common between studies. For instance, out of the top 30

identified DEGs, 14 would not have been identified, including GBE1 [164] and OPA1

[281] which have been associated with PD in previous studies.

The gene YWHAZ, coding for the 14–3-3 zeta protein, was the top DEG and six 14–3-

3 family proteins were important hubs in the PPIN. The 14–3-3 protein family has seven

isoforms that bind and regulate very diverse signaling proteins, including kinases, phos-

phatases, and transmembrane receptors [282]. They are highly expressed in brain tissue

and are important in development of the nervous system. Previously 14–3-3 proteins
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have been implicated in interactions with several proteins associated with PD including

α-synuclein, Parkin and LRRK2 [283] and targeting 14–3-3 PPI using small molecules

offers a promising strategy for PD and other NDs [284]. 14–3-3 theta phosphorylation at

S232 is observed in human PD brains to be pathogenic and contributes to the neurode-

generative process [285]. In Creutzfeldt-Jakob Disease (CJD) phosphorylation levels of

14–3-3 proteins have been used as a diagnostic biomarker clinically [283]. As dysregu-

lation of various 14–3-3 proteins are found in the post-mortem brain, further investiga-

tion into the potential of 14–3-3 protein dysregulation and phosphorylation levels as PD

biomarkers in CSF and plasma is warranted.

The previous chapter identified neuroinflammation as one of the key pathways in HD,

and previous work has identified that the extent of neuroinflammation is greater in PD and

AD patients [286]. NF-κB was shown to have a critical role in inflammatory response in

HD, and it is a known TF in AD, acting as a key regulator of reactive oxygen species

(ROS) production [162]. This can trigger a pro-inflammatory response. In this present

study, inflammation pathways and upstream TFs that are pro-inflammatory are not per-

turbed in PD, suggesting a reduced importance of inflammation in the brain of patients

with developed PD in comparison to AD. Degradation of dopamine is a major source of

ROS in nigral tissue in PD brains, and late into PD development a lot of the dopamine

producing cells are lost, potentially reducing inflammation levels [287]. Previously it has

been shown that particular inflammation markers are not present in Parkinson’s disease

dementia when compared to AD, suggesting that the neuroinflammatory mechanisms in

PD and AD differ [288].

Although the DEGs between the two diseases were significantly overlapped, PD had

a higher proportion that are also perturbed in AD. In addition, of the top five pathways

perturbed in PD all were also perturbed in AD, however of the top 5 pathways perturbed

in AD, only one was in PD. This suggests that the processes underlying the two diseases

are similar, however this is more apparent with PD. Interestingly, the shared DEGs be-

tween PD and AD are almost always differentially expressed in the same up or down

direction. This suggests that these genes could represent the crosstalk that is apparent

between PD and AD. MAPT is one of four genes not differentially expressed in the same
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direction between the two diseases, being downregulated in AD and upregulated in PD.

MAPT encodes the tau protein, and tau pathologies are important in both diseases [2,

289]. It has been shown that in three brain regions of AD patients there is a reduction

in MAPT expression [290], however for PD it has been proposed that brain regions ex-

pressing greater levels of MAPT are more susceptible to tau mediated neurodegeneration

[291]. This difference in MAPT and the role of tau pathology in both diseases warrants

further investigation as these processes are not greatly understood.

The transcriptional regulator REST was identified by IPA as an upstream regulator of

down-regulated PD DEGs. REST is of particular interest in PD as it has been identified

to be an important regulator in NDs, particularly in AD and HD [292], and there is es-

tablished research into the mechanisms of REST and how they are effected in AD [293].

Additionally, REST has been identified using IPA as an upstream regulator of AD brain

data in similiar meta-analysis previously [162]. Repressor element 1-silencing transcrip-

tion factor (REST) has been implicated as an important regulator of neurons in the normal

aging brain, closely correlating with cognitive longevity [293]. In AD and other demen-

tias, REST is lost from the nucleus and is found with misfolded proteins in autophago-

somes. In cell models of PD, abnormal levels of the REST neuronal splice form REST4

have been implicated in pathology of PD [294]. It has been suggested that overexpression

of α-synuclein affects the histone maker distribution on REST complex associated genes

and results in repression of the SNAP25 and L1CAM genes in both Drosophila and cell

line models [295]. Reduction in these genes has been implicated in contributing to synap-

tic dysfunction in PD [295]. Here both genes have shown to be downregulated DEGs in

PD supporting this mechanism underlying human PD pathogenesis.

The Sirtuin Signalling pathway was revealed to be perturbed in AD and PD and mod-

ulating their activities can alter the course of both diseases in both cell and animal models

[296]. In PD SIRT1 and SIRT3 have protective effects against degeneration of SN neurons

by neurotoxins, whereas activity of SIRT2 worsens the degeneration [296]. It is likely that

SIRT1 and SIRT3 modulate homeostasis of mitochondria and anti-oxidative mechanisms,

whereas activity of SIRT2 could result in adverse microtubule dynamics that disrupt clear-

ance of toxic waste including Lewy bodies. In AD, the pan-sirtuin activator resveratrol
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has been shown to be safe, well-tolerated, and alter the trajectory of some biomarkers in

a clinical trial [297]. Further research is needed to understand the therapeutic potential of

sirtuins [296].

The SN was chosen as the brain region of interest in this study as neuron degeneration

in this region is a hallmark of PD and it is the region with the most data for the meta-

analysis [257]. SN microarray study GSE54282 was excluded from this meta-analysis

due to low sample size and E-MEXP-1416 due to high variance in the data. There are

also many studies using SN dopaminergic neurons, however including a number of these

could lead the gene expression data to reflect these neuron types instead of the whole SN.

Although RNA-seq has demonstrated itself as a superior approach [298], there is not

much data available for PD, although there is likely going to be further applications in the

future. Microarrays are still very useful tools for measuring the gene expression and their

power is further increased by using meta-analysis. Our microarray data has correlated

gene expression values to the healthy SN RNA-seq data in the GTEx database [275],

demonstrating that the microarray expression data used in this study has the similar quality

to that of previous RNA-seq data.

For PD there has been a limited application of RNA-seq to identify DEGs, in fact for

the analysis of the SN only one RNA-seq study has been completed [262]. There are

minimal similarities between the results of this RNA-seq analysis and our meta-analysis

results. Only 70 of their 2961 identified DEGs are identified in our results, and only

three of our top 30 DEGs (SLC18A2, FGF13, AASDHPPT) are identified in their results.

However, pathways associated with oxidative phosphorylation, cardiac hypertrophy and

the cytoskeleton were shared. A possible explanation for this is the very low power of

the RNA-seq study, which only used three control and three PD samples and the fact that

these samples were not age and gender matched. This is particularly important as age and

gender are some of the largest risk factors for PD. The control samples had an average

age of 87.3 (±5.5) and were all females, and the PD samples had an average age of 79.0

(±5.6) and only one sample was female.

A limitation of this study is that the SN is affected early in PD development, and by
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the time symptoms manifest much of the SN can be lost. This means our results reflect

the perturbed genes and pathways present once the disease has been established, and not

the changes that take place that lead to PD. To investigate early changes in disease more

accessible tissues, such as blood and cerebrospinal fluid, would have to be investigated.

Currently, there is no reliable way of diagnosing PD before it has had a substantial ef-

fect. As a result, investigating the perturbed pathways at this point in the disease would

be difficult without development of effective early diagnosis biomarkers. Nonetheless

identifying genes and pathways perturbed in the later stages of the disease can still help

identify therapeutically important information and compare to similarly late stages of AD.

A large limitation in this meta-analysis is the limited number of PD samples. As only

69 PD and 57 control samples are included in this study, the statistical power would be

lower than that of the previous meta-analysis for AD which included 450 AD and 212

control samples [162]. This relatively low sample size could also introduce false positive

and false negative DEGs and pathways, nevertheless, meta-analysis will outperform in-

dividual microarray studies. Moreover, the PPINs would be best enriched by proteomics

data of PD if such datasets were publicly available.

4.6 Conclusion

In conclusion, this meta-analysis is the largest study of its type in PD SN tissue to date.

REST, which has been shown to perturb Wnt signalling [293], is highlighted as an impor-

tant upstream regulator in PD and AD. The results reveal the importance of YWHAZ and

14–3-3 proteins in PD, through their down regulation, involvement in perturbed pathways

and as hubs in PPIN. PD and AD are demonstrated to share a significant number of DEGs

that are differentially expressed in the same direction and perturbed pathways that indi-

cate some novel shared pathogenesis between the two diseases. These insights suggest

several new areas for mechanistic research into PD and cross-talk between AD and PD.
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Chapter 5

Network analysis to identify key

dysregulated processes and hub genes in

neurodegenerative diseases

5.1 Abstract

This chapter describes the largest network analysis of PD and AD based on gene expres-

sion in blood to date. In addition to identifying the deregulated processes that underpin

these diseases, it aims to identify if these processes are reflected in blood gene expres-

sion data. Gene interaction networks for AD and PD transcriptomics data were built and

modules that were not preserved between disease and healthy control networks were anal-

ysed. Within these non-preserved modules, important hub genes and transcription factors

in these modules were identified. A module in the PD network associated with insulin

resistance was not preserved in healthy control networks, and HDAC6 was identified as

a hub gene in this module. In AD, the AD module associated with regulation of lipoly-

sis in adipocytes and neuroactive ligand-receptor interaction was not preserved in healthy

and mild cognitive impairment networks and the key hubs TRPC5 and BRAP identified

as potential targets for therapeutic treatments of AD. This research expands on previous

work demonstrating that PD and AD share common disrupted genetics. In addition it

identifies novel pathways, hub genes and transcription factors that may be new areas for
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mechanistic research and important targets in both diseases.

The work in this chapter has been published in Aging in 2020 [299].

5.2 Background

As discussed in the previous chapter, there are many common characteristics that are

shared between PD and AD. They share significant common DEGs, disturbed pathways

including the sirtuin signaling pathway, and REST is an important upstream regulator in

both diseases.

The analysis of gene co-expression networks can uncover considerable information

that differential expression analysis cannot [165]. WGCNA has been used to find strong

evidence for mitochondrial dysfunction and chronic low grade innate immune response in

AD [170]. In addition, Chatterjee et al. [300] identified 11 hub genes by using WGCNA

in frontal cortex and SN brain samples of PD patients.

Blood gene expression data has been used previously to reflect changes that take place

in brain tissue in NDs. Microarray has been used to investigate blood gene expression

differences between rapid and slow progression PD [301], with rapid progression be-

ing classed as patients with postural instability. The expression of the top seven DEGs

(RAD18, ABCA1, FOXP1, AGAP1, PPAT, NUB1, AKT2, ABI2, APC, FHL1) were in-

vestigated in a dopaminergic-like cell model of PD [301]. Six of the seven DEGs were

differentially expressed in cell models suggesting that dysregulation in blood reflects cell

models of dopaminergic cell death in the brain.

Lunnon et al. [170] identified DEGs and built gene co-expression networks in blood

AD datasets to see if dysregulated brain pathways are reflected in blood. They identify

gene enrichment in mitochondrial dysfunction and inflammation pathways, known hall-

marks of AD [302] and shown consistently by brain transcriptomics studies [162, 303,

304]. Dysfunction in mitochondrial respiratory chain activity increases cellular stress and

increases the production of ROS which leads to cell apoptosis and ND. Immune response

is considered another important hallmark of AD [305], and as immune cells, including

lymphocytes and macrophages, are present in blood it is no surprise that it is dysregulated
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in blood gene expression data. The gene SORL1, which interacts with APP reducing sec-

retase activity and thus reducing Aβ levels [306], was identified as a hub within the blood

network module associated with immune response in AD patients.

Li et al. [52] support use of blood gene expression data to investigate changes in the

bran, as they identify a significant overlap in DEGs between blood data and various brain

regions, including prefrontal cortex, superior temporal gyrus and the inferior temporal

gyrus. Common pathways including mitochondrial dysfunction and oxidative phospho-

rylation were identified in concordance with previous studies [170].

To date there have been no studies investigating PD and AD using gene expression

network simultaneously to reveal potential shared biological process and pathology.Here,

gene co-expression networks are analysed based on PD and AD blood microarray data

and common genetic networks between both diseases identified. The analysis workflow

is illustrated in figure 5.1. Compared to brain tissues, blood tissue is easier to access from

patients with ND, and publicly available AD and PD blood datasets have a large enough

sample size to construct reliable and robust networks. This network analysis expands on

standard WGCNA and hub detection approach which can robustly find key processes and

genes that are associated with both PD and AD.
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Figure 5.1: Workflow of network analysis. Filtered and normalized microarray data
were separated into five datasets: AD disease (ADAD), healthy control (ADHC) and
mild cognitive impairment (ADMCI) data from the AD dataset, and the PD disease

(PDPD) and healthy control (PDHC) data from the PD dataset. On each dataset gene
co-expression networks analysis was performed using the WGCNA R package [166]. An
additional k-means correction step to reduce number of misplaced genes [172] was then
performed and module preservation between cohorts within AD and PD was found using
NetRep (v.1.2.1) [307]. The pathways associated with non-preserved modules were then
found using the Enrichr web tool [229, 228] and hub genes and transcription factors in
these non-preserved modules identified. The SCAN (single nucleotide polymorphism

(SNP) and Copy number ANnotation) database [308] was used to find SNPs associated
with the genes in each non-preserved module and these SNPs used to search the
MiRSNP database to find the SNPs at 3’ UTR of disease associated miRNAs.

104



5.3 Materials and Methods

5.3.1 Data preparation for PD and AD blood datasets

The publicly available peripheral venous whole blood dataset comprising 205 PD and 233

control samples was downloaded from the NCBI GEO database (http://www.ncbi.

nlm.nih.gov/geo/) with accession identifier GSE99039. This dataset is the largest of

its type and has a sample size enough to run WGCNA and reliably find hub genes [166].

Samples with known PD mutation genes (Parkin, DJ-1 and PINK1, ATP13A2, LRRK2,

SNCA) were removed to reduce biases introduced by these genes (see section ), and outlier

samples were detected and removed based on box and density plots of probe intensities.

This removed a total of one PD and three healthy control (HC) samples, leaving 204

PD and 230 HC samples. Data was then RMA normalized using the affy R package

[273]. Samples missing gender information (35 samples) were assigned sex by using

the massiR R package [309] which uses the information from microarray probes that

represent genes in Y chromosome to perform k-medoids clustering to classify the samples

into male and female groups. A probe-variation threshold of 4 was selected by inspecting

a probe-variation plot (figure 5.2) to select the Y chromosome probes to be used in the

sex classification process.
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Figure 5.2: The probe variation plot used to determine which genes to use in massiR
R package [309]. A threshold of 4 was selected as it encompassed the genes with the

highest variation and ignores genes with low variation that may be useful in classifying
samples

The ComBat function in the sva R package [277] was used to control the effect of

gender and running batch of the samples. After this, control probes and those without

Entrez gene annotation were removed. For any genes that mapped to multiple probes,

the probe with the highest MAD was kept. MAD was used as, similarly to inter-quartile

range, the probe with the highest MAD has the greatest variability and so likely has more

information [224]. Finally, the bottom 5% probes by average expression values across all

samples were removed.

For AD, the two independent peripheral venous whole blood datasets GSE63060 and

GSE63061, from the AddNeuroMed Cohort [310], were used to construct the blood gene

expression networks. As these two datasets were from the same cohort study and sample

collection and analysis was carried out using the same methodologies, except using differ-

ent biological samples and microarray platforms, they can be merged to produce a larger

dataset that can improve the power of the study. The two normalized datasets (generated

106



Table 5.1: Information on number of samples, sex and age of samples in datasets.

GEO dataset No. Samples Sex (male/female) Mean Age (± SD)

GSE99039 PD 204 97/107 NA
HC 230 150/80 NA
All 434 247/187 NA

GSE63060 + AD 245 166/79 76.5 (± 6.6)
GSE63061 MCI 142 79/66 74.9(± 6.3)

HC 182 110/72 73.6 (± 6.3)
All 569 352/217 75.2 (± 6.5)

by different Illumina platforms) were merged using the inSilicoMerging R package [311],

which removes the batch effects between these two, as has been done previously [52].

Patients of Western European and Caucasian ethnicity were extracted from the merged

dataset leaving a total of 245 AD, 142 mild cognitive impairment (MCI) and 182 HC to

reduce any potential genetic impact that ethnicity may have on AD. The effect of the age

and gender were controlled for using the ComBat function in the sva R package [277]. As

with the PD data, control probes and those without Entrez gene annotation were removed

and for any genes that mapped to multiple probes, the probe with the highest MAD was

kept. Finally, the bottom 5% probes by average expression values across samples were

removed. Information on number of samples, gender and age of samples is shown in table

5.1.

5.3.2 PD blood and brain DEG overlap

To see if there was a significant overlap between PD gene expression in blood and brain

as has been shown previously in AD [52], the PD blood data was compared to DEGs

previously identified in PD substantia nigra [256]. Using the normalised and filtered PD

data, DEGs were identified by applying limma with gender and running batch adjusted.

Slightly stringent nominal Pvalue<0.01 was used for significance as only one DEG could

pass multiple testing (FDR corrected Pvalue<0.05).
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5.3.3 Gene co-expression network construction

Gene co-expression networks were built using the WGCNA R package [166] as discussed

in section 2.5.The matrix of pairwise correlations were raised to a soft-thresholding power

to achieve a scale-free topology R2 of 0.85. Initial module assignments of genes was de-

termined using a dynamic tree-cutting algorithm (cutreeHybrid, using default parameters

except deepSplit of 3, minModuleSize of 10 and mergeCutHeight of 0.05) [166]. An

additional k-means clustering step was applied to improve the results of the hierarchi-

cal clustering in WGCNA as proposed by Botı́a et al [172] which has been reported to be

able to reduce the number of misplaced genes and improve the enrichment of GO pathway

terms. All analysis was conducted in R3.5.2 [272].

5.3.4 Calculation of module preservation

NetRep (v1.2.1) [307] was applied to identify modules that are not preserved between

conditions within datasets using a permutation test procedure on seven module preser-

vation statistics. This was permuted 10,000 times. The ‘alternative’ parameter was set

to ‘less’ to test whether each module preservation statistic is smaller than expected by

chance in order to identify these non-preserved modules which are extremely different in

the two networks. If all seven module preservation statistics had a Pvalue < 0.05 then that

module was determined to be significantly non-preserved between conditions.

5.3.5 Pathway enrichment analysis

GO and KEGG pathway enrichment analysis (KEGG 2019) using the Enrichr web tool

[229, 228] was performed to identify the biological pathways that the modules repre-

sented. Pathways and GO terms with a Pvalue < 0.05 were considered significant.

5.3.6 Hub gene identification

Generally, detecting hub genes in co-expression networks has been done using module

membership (MM), which is the correlation of a gene to its eigengene (the first principle

component calculated using the expression data of genes in each module) [312]. Be-
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tweenness centrality (BC) of a gene is the number of shortest paths connecting all gene

pairs that pass through that gene [313], and genes with high BC were considered as ‘high

traffic’.

Here hub detection has been expanded to include multiple other hub detection methods

frequently used in network analysis. In addition to MM and BC, closeness centrality

[314], Kleinberg’s hub centrality score [315] and the PageRank algorithm [316] are used,

which will reduce the chance of missing any important hub genes that regulate the network

that may be missed by applying individual methods. Genes with high closeness centrality

scores have the shortest path to all other genes in the module and are placed to influence

the entire network quickly [314]. PageRank emphasizes nodes that are connected to other

nodes with high Pagerank scores [316]. Kleinberg’s hub centrality score [315] is similar

to the PageRank algorithm, however, the small differences between the two widens the

net for identifying important hubs.

A novel hub detection permutation test was developed to obtain Pvalues for each hub

detection store and determine if they are statistically significant. Briefly, the gene ID

labels on the adjacency matrix were randomly re-labelled and hub score recalculated 1000

times to obtain a statistical distribution. The Pvalue was calculated by dividing the number

of recalculated permutation hub scores that are higher than the observed hub score in the

original network by the number of permutations. Genes were considered significant hubs

if any hub scores had a Pvalue < 0.01. This was performed for all modules not preserved

between PD and HCs in the PD dataset, and the modules not preserved between any of

the AD, MCI and HCs networks in the AD dataset. BC, closeness centrality, PageRank

and Kleinberg’s hub centrality scores were calculated using the igraph R package with

default settings without normalization [317]. The R code used for the novel hub detection

test is available at http://dx.doi.org/10.5281/zenodo.3686007.

5.3.7 Identifying transcription factors

To identify TFs that potentially regulate each module, the ENCODE and ChEA consen-

sus TFs from ChIP-X database was used through the Enrichr web tool [229, 228]. TFs

with a Pvalue < 0.01 were considered significant. If a TF was found significant in both
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ENCODE and ChEA then the lower Pvalue was assigned to the TF.

5.3.8 SNP and microRNA analysis of significant WGCNA modules

A two-tailed Fisher’s exact test was used to test the hypothesis that non-preserved modules

were more likely to contain Genome Wide Association Studies (GWAS) identified genes

than preserved modules. The risk loci for PD and AD were from recent GWAS, between

which only one GWAS gene was shared (KAT8) [280, 318].

Further insight into SNPs associated with non-preserved modules was gained using a

similar methodology to Chatterjee et al. [300]. The SCAN database [308] was used to find

all SNPs that have been shown to predict the expression of each gene within non-preserved

modules. For each non-preserved module, only SNPs that predicted gene expression with

Pvalues < 1.0e-4 and frequency > 0.10 within the CEU human samples of European

descent were selected.

Previous studies have revealed that differential expression of miRNAs were associated

with PD [319] and AD [320]. In addition, SNPs have been identified as disease prognostic

markers by association to miRNAs [321]. SNPs found to be associated with genes from

the PD related modules were used to search the MirSNP [322] database in order to find

which SNPs were associated with the 83 experimentally confirmed PD related miRNAs

in the HMDD v3.0 database [323]. The same process was done for genes within the

AD related modules and the 57 experimentally confirmed AD related miRNAs in the

HMDD v3.0 database. The MirSNP database identified the SNPs that are present at the

3’ untranslated region of miRNA target sites, and so narrowed down the selection of SNPs

to those that likely effect known miRNAs associated with the disease.

5.3.9 Comparison of PD and AD results

The processes associated with non-preserved modules in AD and PD were compared to

see if any processes were similar between diseases. Hub genes and TFs identified in non-

preserved modules were also compared between AD and PD to see if any were shared.

In addition, the hypothesis that AD and PD share SNPs associated with disease related
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miRNAs identified in non-preserved modules was tested.

5.4 Results

5.4.1 Gene co-expression network construction

After quality control, there were 19176 genes in the PD dataset which included 204 PD

and 230 HC samples, meanwhile there were 13661 genes in the AD dataset which in-

cluded 245 AD, 142 MCI and 182 HC samples. WGCNA [166] was applied to build the

networks and the soft threshold power to define the adjacency matrix of each dataset based

on approximate scale-free topology R2 of 0.85 was selected (Figure 5.3). In this method,

highly correlated nodes are placed into a single module or cluster which are thought to be

regulated by similar TFs and represent certain biological processes. These networks were

constructed for the ADAD, ADHC and ADMCI data from the AD dataset, and the PDPD

and PDHC data from the PD dataset separately. In total, there were 27, 54, 29, 32 and 58

modules in PDPD, PDHC, ADAD, ADMCI, ADHC networks respectively.
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Figure 5.3: Scale free network topology (signed R2) for different soft-thresholding
powers of data. A soft thresholding power that achieved a scale-free topology of R2 of
0.85 was chosen to define approximate scale-free topology. (A) ADHC data achieved
approximate scale-free topology at a soft thresholding power of 6 and the (B) ADMCI

and (C) ADAD data at a soft thresholding power of 4. The (D) PDHC data reached
approximate scale-free topology at a soft thresholding power of 10 and (E) PDPD data at

a soft thresholding power of 13.

5.4.2 PD blood and brain DEG overlap

In the PD blood dataset 360 DEGs were identified (nominal Pvalue<0.01, available

at https://doi.org/10.6084/m9.figshare.14512116) and compared to the DEGs

identified in the meta-analysis study about PD in substantia nigra region in chapter 4. An

overlap of 21 genes were found including LRRN3, BASP1 and TPM3. However, a Fisher

Exact test was not significant for the overlap showing that this was likely by chance (OR

= 1.08, 95% CI 0.65 1.72, Pvalue = 0.72, Fisher Exact test).
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5.4.3 Identification of non-preserved modules

In the network analysis, if the relationships and correlation structure between nodes com-

posing each module were not replicated, then they were considered non-preserved. In the

case of healthy and disease networks, non-preserved modules suggested the expression

pattern and regulation of the genes in these modules vary between disease and healthy

conditions. On the other hand, modules preserved between disease and healthy networks

represented processes that are not affected by disease status. Non-preserved modules

which may help to reveal the disease mechanism and so are the main focus of results.

Table 5.2 shows the non-preserved modules between PDHC and PDPD networks and

the biological processes associated with these modules. Three of the 54 modules in the

PDPD network were not preserved in PDHC network, and one of those 27 PDHC modules

was not preserved in the PDPD network. The GO and KEGG terms that were significantly

enriched within non-preserved modules (Pvalue <0.01) were found using the Enrichr web

tool [229, 228]. The PDPD salmon module was found to be associated with insulin signal-

ing (KEGG pathway, Pvalue = 0.0030, 7/108 overlap). The PDPD darkseagreen4 module

was found to be associated with antigen processing and presentation (KEGG pathway,

Pvalue = 5.38e-16, overlap = 14/77) and natural killer cell mediated cytotoxicity (KEGG

pathway, Pvalue = 2.94e-15, overlap = 10/41).

Table 5.3 shows the non-preserved modules between the ADHC, ADMCI and ADAD

networks. Of the 29 ADAD modules, one was not preserved in both ADHC and ADMCI

networks. In addition, one of the 32 ADMCI modules was not preserved in ADAD and

ADHC networks. Moreover, three of the 58 ADHC modules were not preserved in both

ADAD and ADMCI networks and one non-preserved in ADMCI networks. The ADAD

blue module was not preserved in ADHC and ADMCI networks and was associated with

regulation of lipolysis in adipocytes (KEGG pathway, Pvalue = 6.24e-4, overlap = 10/55)

and neuroactive ligand-receptor interaction (KEGG pathway, Pvalue = 0.005070, overlap

= 30/338). The ADHC darkolivegreen module was associated with sensory perception

(GO biological process, Pvalue = 1.83e-4, overlap = 8/55).
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Table 5.2: List of non-preserved modules found between PD and HC.

Module Colour Pvalue of
NetRep

Processes associated with module found using
Enrichr

No. genes
in module

PD modules not preserved in HC

Darkseagreen4 9.99e-5 Antigen processing and presentation, Natural killer
cell mediated cytotoxicity, cellular defense re-
sponse, regulation of immune response

150

Navajowhite2 9.99e-5 Cellular response to misfolded protein 150

Salmon 9.99e-5 Insulin resistance, regulation of protein ho-
mooligomerization

351

HC modules not preserved in PD

Purple 9.99e-5 Antigen processing and presentation, VEGF sig-
naling pathway, regulation of intracellular trans-
port

606

5.4.4 Identifying hub genes

Hubs are genes that are highly interconnected or important within a module and likely

have functional significance [324]. Hubs have a role in maintaining the structure of the

gene network of the module and the biological processes associated with the module.

In this study, hub genes were identified using five approaches: BC, PageRank, MM,

closeness centrality and Kleinberg’s centrality. Any gene with a Pvalue<0.01 in any

hub detection method was considered a significant hub gene. Using multiple methods for

identifying hubs allowed for hub identification that may otherwise have been missed by

use of just one method. To demonstrate hub score distribution, figure 5.4A shows an ex-

ample of betweenness hub score distribution across all genes in the PDPD darkseagreen4

module which was non-preserved in PDHC network and the (figure 5.4B) distribution of

the significant GINS2 (Pvalue = 0.005) BC scores across the 1000 iterations of the hub

permutation test.
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Table 5.3: List of non-preserved modules found between AD and HC.

Module Colour
Pvalue of

NetRep
Processes associated with module found using
Enrichr

No. genes
in module

AD modules not preserved in HC

Blue 9.99e-5 Regulation of lipolysis in adipocytes, Neuroactive
ligand-receptor interaction, detection of chemical
stimulus involved in sensory perception of smell,
extracellular matrix organization

1076

AD modules not preserved in MCI

Blue 9.99e-5 Regulation of lipolysis in adipocytes, Neuroactive
ligand-receptor interaction, detection of chemical
stimulus involved in sensory perception of smell,
extracellular matrix organization

1076

MCI modules not preserved in AD

Sienna3 8.59e-3 Regulation of lipolysis in adipocytes, axonal fasci-
culation, hippo signaling

770

MCI modules not preserved in HC

Sienna3 9.99e-5 Regulation of lipolysis in adipocytes, axonal fasci-
culation, hippo signaling

770

HC modules not preserved in AD

Darkolivegreen 9.99e-5 sensory perception, regulation of potassium ion
transmembrane transport

584

Darkorange2 0.011 Peroxisome, amide transport 248

Skyblue 0.015 establishment of epithelial cell polarity 187

HC modules not preserved in MCI

Darkolivegreen 9.99e-5 sensory perception, regulation of potassium ion
transmembrane transport

584

Red 9.99e-5 Regulation of lipolysis in adipocytes, bicellular
tight junction assembly

704

Darkorange2 2.99e-4 Peroxisome, amide transport 248

Skyblue 0.022 establishment of epithelial cell polarity 187
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Figure 5.4: An example of hub score distribution in networks. (A) The distribution of
betweenness scores for each gene in the darkseagreen4 module. Many genes have a

betweenness score of 0 indicating they do not act as hubs in regard to betweenness in
this module. After the hub permutation test, one gene was found to be significant

(GINS2, Pvalue = 0.005). (B) The distribution of betweenness scores for GINS2 over the
1000 iterations of the hub permutation test. The betweenness score of GINS2 in the

original darkseagreen4 module network is highlighted.

In modules not preserved between the PDPD and PDHC networks 34 hubs were iden-

tified (shown in Appendix Table B.1) and 92 hubs in the non-preserved modules between

ADAD, ADMCI and ADHC networks (shown in Appendix Table B.2). It was expected

that larger modules may have more hubs than smaller ones, for example the PDHC pur-
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ple module contained 606 genes, of which 17 were found to be hubs (e.g. FAM110C,

PAK4, NEB), and the smaller salmon PDPD module contained 351 genes, of which only

10 were hubs (e.g. HDAC6, TYSND1). The PD salmon module was associated with in-

sulin resistance and was not preserved in PDHC network shown in Figure 5.5A, where

hub genes are highlighted. Interestingly, it includes HDAC6 which has been shown to in-

fluence tau phosphorylation and autophagic flux in AD [325]. The blue AD module which

was associated with regulation of lipolysis in adipocytes and neuroactive ligand-receptor

interaction and was not preserved in ADMCI and ADHC networks (Figure 5.5B) which

included TRPC5 and BRAP as hub genes. Networks were visualized in Gephi [326].

Figure 5.5: Network visualization of PD and AD modules. (A) Visualization of
WGCNA network connections of the PDPD salmon network module found to be

associated with insulin resistance and not preserved in the PDHC network. It shows
network connections whose adjacency is above 0.2, including all 351 nodes and 595 of

61776 edges. (B) Visualization of WGCNA network connections of the ADAD blue
module found to be associated with regulation of lipolysis in adipocytes and neuroactive
ligand-receptor interaction and not preserved in ADHC and ADMCI networks. It shows
network connections whose adjacency is above 0.55, including all 1076 nodes and 1458

of 1157776 edges. Hub genes are in the center of the network and are labelled with
names. Networks visualized in Gephi [326].

5.4.5 Identifying transcription factors (TFs)

Genes that are clustered together by WGNCA likely are regulated in a similar way, thus

which TFs potentially regulate the gene expression of each module were identified. The
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Table 5.4: Significant TFs (Pvalue<0.01) associated with each non-preserved module
between PD and healthy control networks found using Enrichr (ENCODE and ChEA

Consensus TFs from ChIP-X) [229, 228].

Module Colour Significant TFs P-value Gene overlap

PD modules not preserved in HC

Darkseagreen4
FOXM1 4.004e-08 9/95

E2F4 8.131e-08 21/710

Navajowhite2 RUNX1 0.008305 18/1294

Salmon FOXM1 0.006578 6/95
HC modules not preserved in PD

Purple

SIX5 0.0001626 55/1094
ZBTB7A 0.0002814 94/2184

SRF 0.0008434 20/299
CREB1 0.001402 64/1444
NFYB 0.004818 138/3715
PBX3 0.007364 54/1269

TFs that potentially regulate each non-preserved module (Pvalue<0.01) were identified

by using ENCODE and ChEA consensus TFs from the ChIP-X database by using the En-

richr web tool [229, 228]. A total of four TFs that regulated at least one of the three PDPD

modules were identified, including FOXM1 which regulated 6 genes in the salmon mod-

ules (Pvalue = 0.0066) and 9 in the darkseagreen4 module (Pvalue = 4.00e-08). Within

one PDHC module, there were a total of six TFs, including CREB1 which regulated 64

genes in the purple module (Pvalue = 0.001402). Table 5.4 shows the significant TFs

found in modules that were not preserved between PD and HC networks.

Two TFs were identified (SUZ12, EZH2) regulating non-preserved ADAD modules,

and one TF (SUZ12) regulating 115 genes in the ADMCI sienna3 module (Pvalue =

8.24e-10). Furthermore, 18 TFs that regulated at least one of four non-preserved ADHC

modules were identified. This included REST which regulated 20 genes in the darko-

livegreen (Pvalue = 0.0092) and SUZ12 which regulated 68 genes in the darkolivegreen

(Pvalue = 0.0039) and 107 genes in the red module (Pvalue = 1.21e-09). In addition,

CREB1 regulated 29 genes in the ADHC darkorange2 module (Pvalue = 0.007005). Ta-

ble 5.5 shows the significant TFs for modules that were not preserved between ADAD,

ADMCI and ADHC.
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Table 5.5: Significant TFs (Pvalue<0.01) associated with each non-preserved module
between AD, MCI and healthy control networks found using Enrichr (ENCODE and

ChEA Consensus TFs from ChIP-X) [229, 228].

Module Colour Significant TFs P-value Gene overlap

AD modules not preserved in HC and MCI

Blue
SUZ12 3.36e-10 150/1684
EZH2 0.0004579 26/237

MCI modules not preserved in AD and HC
Sienna3 SUZ12 8.24e-10 115/1684
HC modules not preserved in AD and MCI

Darkolivegreen
SUZ12 0.00392 68/1684
REST 0.009205 20/383

Darkorange2

IRF3 0.000002884 24/663
SP2 0.000006359 30/994

NFYB 0.0000105 74/3715
GABPA 0.00001689 48/2082
BRCA1 0.0003388 61/3218
CTCF 0.0003775 39/1790
NFYA 0.0004409 46/2250
PBX3 0.0005193 30/1269
SIX5 0.00115 26/1094

SMC3 0.003293 26/1181
NR2C2 0.004466 11/350

FOS 0.006121 16/637
CREB1 0.007005 29/1444

Skyblue RCOR1 0.002542 15/702
BCLAF1 0.006338 16/851

HC modules not preserved in MCI

Red
SUZ12 1.21e-09 107/1684
EZH2 0.0001041 21/237
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5.4.6 SNP analysis of significant WGCNA modules

As non-preserved modules contain genes which play a role in processes that were as-

sociated with AD or PD, they may have been more likely to contain disease associated

variants than preserved modules. Each non-preserved PD module was searched for known

GWAS genes associated with PD [280]. There are 69 known GWAS genes, of which four

(TMEM163, TLR9, ITIH4, TUBG2) were in the salmon module and two (TMEM175,

STAB1) were in the navajowhite2 module.

Significant enrichment of GWAS genes within modules that were not preserved com-

pared to preserved networks was observed (OR = 2.96, 95% CI 1.04 6.88, Pvalue = 0.02,

Fisher Exact test). Furthermore, the non-preserved PDHC purple network contained five

GWAS gene (KAT8, BIN3, TLR9, ITIH4, TUBG2), however the non-preserved HC mod-

ules were not more likely to contain GWAS genes (OR = 2.61, 95% CI 0.08 6.47, Pvalue

= 0.052, Fisher Exact test). The same analysis was performed for the non-preserved AD

modules, however, no AD associated GWAS genes were found within any non-preserved

modules.

In addition to searching for known GWAS genes in non-preserved modules, the SCAN

database (http://www.scandb.org/) [308] was used to identify SNPs corresponding to

the genes in each non-preserved module. These SNPs were used to search the MirSNP

[322] database to identify SNPs associated with known PD or AD miRNAs dependent on

the dataset of the module.

Across all non-preserved modules in the PD dataset 29 SNPs associated with 9 PD

related miRNAs were identified (shown in table 5.4.7). Across the non-preserved modules

in the AD dataset, 27 SNPs associated with 8 AD related miRNAs were identified (shown

in table 5.4.7).

5.4.7 Comparison of AD and PD results

There is increasing evidence that PD and AD share several common characteristics [257],

thus the shared processes associated with non-preserved modules were investigated in

both the AD and PD dataset to see which were important in both diseases. The biological
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Table 5.6: SNPs associated with non-preserved PD modules. SNPs in bold are shared
between PD and AD.

Chromosome SNPs Associated PD
related miRNAs

Modules with SNP associated
gene Genes

1 rs12140193 hsa-miR-495 PD darkseagreen4 METTL13

2

rs1138729 hsa-miR-495 PD salmon RRM2
rs12603 hsa-miR-543 HC purple EPB41L5

rs2058703 hsa-miR-1283 HC purple; PD salmon BCL11A
rs4852735 hsa-miR-4271 PD navajowhite2 TEX261
rs707718 hsa-miR-543 HC purple CYP26B1

3
rs1135750 hsa-miR-147a PD navajowhite2 IQCB1

rs11551405 hsa-miR-203 HC purple DCP1A

4 rs3805317 hsa-miR-203 HC purple CLGN
5 rs2561659 hsa-miR-543 HC purple AHRR

6 rs12528857 hsa-miR-203
HC purple; PD darkseagreen4;
PD salmon; PD navajowhite2

TDRD6

rs1966 hsa-miR-543 HC purple; PD darkseagreen4 PSORS1C1

7 rs1044718 hsa-miR-147a
HC purple; PD darkseagreen4;

PD salmon
PARP12

8 rs2929969 hsa-miR-133b;
hsa-miR-203

PD darkseagreen4 WISP1

9 rs7047770 hsa-miR-133b HC purple; PD navajowhite2 C9orf139
rs818055 hsa-miR-147a HC purple; PD navajowhite2 LAMC3

10 rs1042192 hsa-miR-376b HC purple CYP2C18

11

rs10832733 hsa-miR-543 HC purple PIK3C2A
rs2512676 hsa-miR-147a PD darkseagreen4; PD salmon DLG2
rs7126647 hsa-miR-543 PD navajowhite2 MRGPRX2

rs9444 hsa-miR-495 HC purple RNF169

14 rs1054195 hsa-miR-543 PD navajowhite2 CLMN
16 rs1568391 hsa-miR-495 PD darkseagreen4 IRF8
17 rs3744711 hsa-miR-203 HC purple; PD salmon DHX33

18 rs1790974 hsa-miR-203 HC purple DOK6

rs3745067 hsa-miR-4271
HC purple; PD darkseagreen4;

PD salmon
ONECUT2

19 rs36621 hsa-miR-376b PD navajowhite2 TSEN34
20 rs1060347 hsa-miR-134 HC purple PCMTD2
22 rs712979 hsa-miR-203 HC purple C22orf39
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Table 5.7: SNPs associated with non-preserved PD modules. SNPs in bold are shared
between AD and PD.

Chromosome SNPs Associated PD
related miRNAs

Modules with SNP associated
gene Genes

1 rs6660019 hsa-miR-433
AD blue; HC darkolivegreen;

MCI sienna3
SASS6

2
rs12603 hsa-miR-543 HC darkorange2 EPB41L5

rs707718 hsa-miR-543
AD blue; HC darkolivegreen;

HC red; MCI sienna3
CYP26B1

3

rs1135750 hsa-miR-147a HC skyblue IQCB1

rs11551405 hsa-miR-203
AD blue; HC darkorange2; HC

red
DCP1A

rs340833 hsa-miR-433 HC skyblue IL5RA
rs6792607 hsa-miR-153 HC skyblue EIF5A2

4
rs3805317 hsa-miR-203 AD blue; HC red; MCI sienna3 CLGN

rs8336 hsa-miR-203 AD blue SMARCAD1

6

rs10864 hsa-miR-433 AD blue; HC red; MCI sienna3 BCKDHB

rs12528857 hsa-miR-203
AD blue; HC darkorange2; HC

red; MCI sienna3
TDRD6

rs1966 hsa-miR-543 AD blue; HC red; MCI sienna3 PSORS1C1
rs4709266 hsa-miR-433 AD blue; HC red; MCI sienna3 TAGAP

7 rs1044718 hsa-miR-147a HC red PARP12

8
rs1042992 hsa-miR-495 HC darkorange2 BNIP3L

rs2929969 hsa-miR-133b;
hsa-miR-203

AD blue WISP1

rs732338 hsa-miR-134 AD blue; HC red; MCI sienna3 LZTS1

10 rs7071789 hsa-miR-495 HC darkolivegreen TRUB1
11 rs10832733 hsa-miR-543 HC darkorange2 PIK3C2A
14 rs1054195 hsa-miR-543 AD blue; MCI sienna3 CLMN
16 rs7294 hsa-miR-147a HC darkolivegreen VKORC1
17 rs3744711 hsa-miR-203 HC darkorange2; HC skyblue DHX33

18
rs1046699 hsa-miR-433 AD blue; HC red; MCI sienna3 C18orf54
rs608823 hsa-miR-433 AD blue; HC red; MCI sienna3 ONECUT2

21 rs243609 hsa-miR-543 AD blue; HC red; MCI sienna3 C21orf91

22
rs137124 hsa-miR-134 AD blue CYB5R3
rs17032 hsa-miR-495 HC darkolivegreen SUN2
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processes found to be associated with significant modules in AD and PD were compared

to see which were important in both diseases. No significant modules were found that

were common between these two. However, some similarities between AD and PD were

identified. The PDHC purple module and the ADHC darkorange2 module had four sig-

nificant TFs which regulate both modules (SIX5, CREB1, NFYB, PBX3). Of the 29 PD

SNPs and 27 AD SNPs identified, 12 were common between the two. The genes asso-

ciated with these SNPs were: EPB41L5, CYP26B1, IQCB1, DCP1A, CLGN, TDRD6,

PSORS1C1, PARP12, WISP1, PIK3C2A, CLMN, DHX33 which are highlighted in tables

and .

5.4.8 Data accession

The hub scores for each gene in PD modules not preserved in HC networks can be ac-

cessed and downloaded from https://jack-kelly.shinyapps.io/pdpd_hubs/. The

same information for HC modules not preserved in PD networks can be found at https:

//jack-kelly.shinyapps.io/pdhc_hubs/.

The hub scores for each gene in the AD modules not preserved in HC or MCI networks

can be found at https://jack-kelly.shinyapps.io/adad_hubs/. The same for

MCI modules not preserved in HC or AD networks can be found at https://jack-kelly.

shinyapps.io/admci_hubs/ and for HC modules not preserved in MCI or AD net-

works at https://jack-kelly.shinyapps.io/adhc_hubs/.

5.5 Discussion

In this study, by using gene co-expression network analysis many important biological

processes and key genes in PD and AD blood samples, and the common results between

them, were identified. This is the largest network analysis of AD and PD blood to date.

Insulin resistance was found to be associated with PD and HDAC6 may play an important

role in this process. The overlap in disease miRNA associated SNPs that are shared

between PD and AD is highlighted, suggesting similarities in genetic risk factors between

the diseases. This approach used blood data, as the available blood datasets have a large
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enough sample size to construct robust and reliable networks and blood samples are easily

accessible in ND patients. Previously DEGs in AD blood have been shown to be more

likely to be DEGs in AD brain tissue [52]. However, in this study, DEGs in blood were

not more likely to be DEGs in brain tissue for PD, nevertheless it has been shown that

changes in blood gene expression did reflect changes in PD [301].

The PD network module associated with insulin resistance is not preserved in HCs.

Insulin resistance is increasingly being shown to be important in PD as a potential thera-

peutic target [327] and insulin receptor signaling pathways are disturbed in PD as shown

in chapter 4 [256]. Within this module HDAC6 was identified as a hub gene which pro-

motes the formation of inclusions from α-synuclein toxic oligomers [328]. HDAC6 can

promote insulin resistance by deacetylating phosphatase and tensin homolog (PTEN) in

ovarian OVCAR-3 cells [329], and PTEN has in turn been shown to be involved in the

pathophysiology of PD [330]. HDAC6 has a role in influencing tau phosphorylation and

autophagic flux in ND [325]. In addition, insulin signaling promotes the DNA-binding

activity of FOXM1, identified as a significant TF in the insulin resistance module, which

regulates pathways to promote adaptive pancreatic β cell proliferation [331], but its role

in ND is not clear.

The PD module associated with cellular response to misfolded proteins was also not

preserved in HC networks. PD is characterized by accumulation of misfolded α-synuclein

and a failure of the proteasome to degrade these and other large protein aggregates [332].

The hub gene SNRNP70 has been shown to be differentially expressed in PD blood

previously [333]. Additionally, SNRNP70 encodes the small nuclear ribonucleoprotein

snRNP70 which co-localizes with tau in AD [334], and as tau aggregation is shown in

50% of PD cases snRNP70 may colocalize in PD cases [289].MIR142 was also identified,

which encodes miRNA-142, as a hub. miRNA-142 has been identified as an important

miRNA in PD, regulating GNAQ, TMTC2, BEND2, and KYNU [335].

The AD module associated with regulation of lipolysis in adipocytes and neuroac-

tive ligand-receptor interaction was not preserved in both MCI and HC networks. Aβ ,

a key molecule in AD brain pathology, can induce lipolysis within human adipose tis-

sue [336]. In addition, lipolysis is promoted by insulin resistance and in turn lipolysis
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generates ceramides further impairing insulin signaling, which is becoming increasingly

more important in AD [337]. TRPC5 was identified as a hub in this module, which along

with other transient receptor potential canonical (TRPC) proteins assembles to form non-

selective Ca2+ permeable channels. Another hub, BRAP, has a polymorphism associated

with obesity and other metabolic traits, which can play a role in effecting insulin signaling

and aging [338]. Interestingly, a module in the HC network that was not preserved in AD

and MCI networks was also associated with regulation of lipolysis in adipocytes. This

suggests that these processes are occurring in both healthy and AD conditions, however

the enrichment pathways are different between the two. As no hubs are shared between

the regulation of lipolysis in adipocytes modules in healthy and AD networks they are

likely regulated differently.

The module associated with sensory perception in the HC network was not preserved

in AD and MCI networks. Sensory dysfunction may precede the cognitive symptoms of

AD [339], particularly olfactory impairment [340]. OR5AS1 was identified as a hub gene

within the module which encodes a member of the olfactory receptor family and plays a

role in triggering response to smells [341]. The TF REST was identified as a regulator of

the module and has been shown to regulate olfactory systems [342]. In chapter 4, REST

was identified to be an important upstream TF for DEGs identified in both AD and PD

previously, and as an important potential therapeutic target [256]. Future work to validate

the identified hubs and TFs in both AD and PD disease models would further elucidate

their potential as targets for disease treatment.

Although no common non-preserved modules in the AD and PD cohorts were identi-

fied, there were other similarities shared in the results. Four TFs were shared between the

PDHC purple and the ADHC darkorange2 module (CREB1, NFYB, PBX3, SIX5). These

two modules were associated with different transport pathways in HCs which were not

preserved in the disease networks, suggesting that the roles of these TFs are dysregulated

in both AD and PD. In addition to this, 12 SNPs that were shared between the 29 PD

miRNAs associated SNPs and 27 AD miRNAs associated SNPs were identified. This

number of shared SNPs is highly significant, which suggests that there are potential risk

factors that underlie both diseases.
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Several studies have applied WGCNA in ND studies for gene expression and pro-

teomics analysis. For example, Seyfried and colleagues studied proteomic data of cortical

tissue of asymptomatic and symptomatic AD [343]. They found that there was a modest

overlap between networks at RNA and protein level. If a larger dataset becomes avail-

able, expanding the methods to proteomic data could give further understanding into the

mechanisms of AD and PD and enable the investigation into the link between genomics

and proteomics. Chatterjee et al. [300] have performed network analysis of PD brain

tissue, however they only performed WGCNA on DEGs found in the data, which built

very limited networks that removed potentially important gene interactions and disease

regulators and introduced a bias of modules and hubs towards these DEGs. In addition,

they used tissue from multiple brain regions which would all be affected differently by

the disease [344].

A limitation of this study is that, although it has been shown that AD blood DEGs

are more likely to be DEGs in the brain [52], these results suggest this is not the case

for PD. Because of this, these results may not reflect major changes that take place in the

brain. However, network analysis approach emphasizes the interactions of genes which

univariate methods like differential expression does not. Similarly to AD, there is dis-

ruption that happens in the blood brain barrier (BBB) of PD patients [345]. Hence, it is

likely that changes that take place in the brain could be reflected in the blood and vice

versa. Additionally, a lot of the biological processes and genes found in the PD network

have been implicated in the PD brain in the previous chapter. Tau and Aβ are hallmarks

of both AD and PD in the brain and have potential as blood biomarkers in both diseases

[346, 347], suggesting that changes in the brain are reflected in blood. Leukocytes have

been shown to impact progression of NDs. An interaction between brain and systemic

inflammation has been implicated in PD progression by an association between leukocyte

apoptosis and central dopamine neuron loss [348]. Increased mitochondrial respiratory

activity in leukocytes has been shown in PD patients, potentially impacting progression

of neurodegeneration [349] and elevated leukocytes in CSF are significantly associated

with shorter survival of patients [350]. Peripheral leukocytes have been discussed as po-

tential biomarkers for AD previously [351], and gene expression changes in leukocytes
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have been shown to be closely associated with AD progression [352]. In AD animal mod-

els circulating leukocytes have been shown to cross a dysfunctional blood brain barrier

and impact brain integrity [353].

Recently limbic-predominant age-related TDP-43 encephalopathy (LATE) has been

reported to be under-recognized and often misdiagnosed as AD as they share common

pathogenetic mechanisms and present similarly in patients [354]. There is the potential

that patients in the AD cohort may have been misdiagnosed and actually have LATE,

however as LATE is seen with increasing frequency over the age of 85, and less than 6%

of the AD samples were over the age of 85 this likely had little effect on the results.

The greatest risk factor for both AD and PD is age. Adjusting AD data by age be-

fore WGCNA ensured any changes found were reflective of disease state. The PD data,

however, does not include samples’ age information, thus the effect of age could not be

removed technically. As a result of this, the PD results may have been biased towards

changes as a result of aging if there was a significant difference in age between PD and

HC cohorts. However, the samples were age matched in the original design which should

reduce such biases [355].

From the PD dataset patient samples with known PD mutations were removed. Al-

though the biological pathways underlying familial and sporadic forms of PD are likely

to be shared, known PD mutations may impact pathways to disease or regulators of dis-

ease [356]. Removal of samples with known PD mutations prevented these mutations

from having an impact on results, however had little impact on sample size due to the

low number of samples with mutations. AD samples were not screened for known mu-

tations, which could have had an impact on the results. For example, nearly 19% of the

familial late onset AD population carry 2 APOE ε4 alleles which only occurs in about

1% of normal Caucasian controls [23]. This and other known mutations may impact the

progression and regulators of AD, and knowing which samples had these mutations could

have improved the findings.
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5.6 Conclusion

In conclusion, this network analysis is the largest study of its type using AD and PD

blood data to date. The non-preserved module in PD associated with insulin resistance,

and the hub HDAC6 identified in this module is highlighted. These results reveal that

a large proportion of disease miRNA associated SNPs are shared between PD and AD,

suggesting similarities in genetic risk factors between the diseases. The hub genes that

are identified have the possibility to be further investigated as potential biomarkers for

disease. These insights suggest several new areas for mechanistic studies in PD and AD

research fields.
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Chapter 6

Identify blood biomarkers of

neurodegenerative diseases by machine

learning

6.1 Abstract

This chapter aims to identify blood-based biomarkers for AD and PD by applying machine

learning approaches. Multiple feature selection methods are used including a knowledge-

based feature pool incorporating genes identified in previous chapters of this thesis. These

consequently derived feature sets are used with various classification algorithms to iden-

tify the best approach and biomarkers for AD and PD datasets individually. Additionally,

deep learning algorithms are applied to reduce the feature dimensionality of data to eval-

uate their potential in future work on gene expression biomarkers.

To AD the best random forest model trained with 159 genes identified using VSSRFE

with logistic regression (ROC AUC = 0.886) while to PD, the best random forest model

is identified with all genes included in the dataset (ROC AUC = 0.743). CNN with a

softmax classifier performs consistently well across both AD and PD datasets, suggest-

ing its good potential in gene expression biomarker detection. Using knowledge-based

feature pools did not inherently improve classification performance over using all genes

in the dataset, suggesting that when looking for biomarkers of ND a genes importance in
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pathophysiology of the disease does not translate to biomarker potential.

6.2 Background

Blood tissue is simple and easy to access and changes in blood gene expression reflect

the disease processes that occur in the brain during disease as demonstrated in the pre-

vious chapter. Therefore, in addition to identifying DEGs and important pathways and

processes in disease, transcriptomics data is an important omics data type for diagnostic

study of human disease.

There is a lack of reliable blood-based biomarkers for both AD and PD diagnosis. α-

synuclein and DJ-1 have been investigated as blood biomarkers for PD and demonstrated

a high potential to be used in the clinic [82, 89, 90], however have both failed in further

studies [97, 98, 93, 92]. No blood biomarkers for AD have been used clinically to date,

with research identifying Aβ42/40 ratio levels [42] and NfL blood concentration [43, 44]

as blood biomarkers not being validated further.

Blood gene biomarkers for NDs are particularly interesting as they have a high acces-

sibility and are relatively cheap to perform. Identifying AD gene expression biomarkers

in blood has been difficult in the past due to small sample sizes [357]. The use of statis-

tical learning has been of particular interest for investigating blood gene biomarkers due

to the high dimensionality of gene expression data. Machine learning algorithms can be

use for feature selection to identify gene sets that can be best used to classify between

disease and control patients. This panel of genes can then be used to train classification

algorithms that can identify if new unlabelled data are from disease or control samples.

Long et al. [5] applied a SVM to small AD datasets and returned good results, and

later used a larger dataset with LASSO feature selection and SVM classifier to get a good

biomarker model with a ROC AUC of 0.87. More recently, Lee and Lee [194] used

multiple feature selection and classification algorithms on multiple datasets and identified

models that worked well within datasets, but performed poorly between datasets.

Shamir et al. [355] conducted the largest gene expression analysis of PD tissue in

whole blood, including 205 PD patients and 233 health patients. They used a SVM ap-
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proach to classify PD patients from healthy controls using an 87 gene signatures and ob-

tained an ROC AUC of 0.79. Wang et al. [50] analyzed this data, taking a random forest

approach to classify PD patients from healthy control, and achieved an ROC AUC of 0.74.

With the limited approaches to classification used on such a relatively large dataset, there

is a large potential for investigating other methodologies to see if this can be improved.

As with AD, testing multiple different feature selection and classification algorithms may

potentially improve these results.

This chapter applies a multitude of feature selection and machine learning approaches

to AD and PD blood transcriptomics data. See the analysis workflow illustrated in figure

6.1. This includes a knowledge-based feature pool that includes important genes identi-

fied in chapter 4 and 5 of this thesis, to validate the hypothesis that context of existing

biological knowledge improves classifying models of NDs. Additionally, deep learning

approaches to dimensionality reduction and classification are applied in biomarker detec-

tion using microarray data.
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Figure 6.1: Workflow for identification of blood biomarkers. For the AD blood
biomarker study, GSE63061 was used as the training dataset and GSE63060 as the test
dataset. For the PD blood biomarker study, the GSE99039 dataset was randomly split

into 70% training and 30% test data. Training and test datasets were standardised
separately. Feature selection is applied to training data to generate five feature sets of
genes (all genes, knowledge based genes, VSSRFE, LASSO and VAE). Each of these
feature sets is used to train five classification models to identify control and disease

patients (LR, SVM, XGBoost, RF and MLP). The feature set and classification model
combinations are evaluated in test datasets. Additionally, a VAE and CNN, which have

built in dimensionality reduction, are trained on the standardised training data and
classification performance evaluated in test datasets.

6.3 Materials and Methods

6.3.1 Data processing

The GSE63061 and GSE63060 AD datasets were used as independent training and test

datasets. They were processed separately using the same previous methodology how-

ever, the mild cognitive impairment patients were removed from each dataset before they

were annotated. Additionally, since low expression genes have been shown to be impor-

tant features in previous machine learning based microarray analyses [358], the bottom

5% of probes by average expression value in datasets was not discarded. The processed

GSE63061 was used as the training dataset and the GSE66060 as the test.
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The GSE99039 PD dataset was processed using the previous methodology without re-

moving the bottom 5% of probes by average expression value. This dataset was randomly

divided into a training and a testing dataset so that 70% of samples were for training and

30% for testing. This process was done by using the train test split() function in pythons

sklearn library [359]. All AD and PD datasets were scaled using StandardScaler() in

sklearn [359], which transforms each features distribution to a mean value of 0 and stan-

dard deviation of 1.

t-SNE was used to visualise local structures of the high dimensionality data and iden-

tify any clear groups by dimensionality reduction. t-SNE was created using the TSNE()

package in sklearn [359] and 5 runs with perplexity set to 5, 15, 30, 40 and 50 run over

1000 iterations. They were then visualised using the tsneplot() function in bioinfokit

(v0.9) [360].

6.3.2 Feature selection

The following multiple approaches for feature selection were considered in model training

process:

• Knowledge-based feature selection

• Variable step size RFE with Logistic regression

• LASSO

• VAE

Bayesian optimization with 5-fold cross validation (CV) was applied in the feature selec-

tion process. CV was performed to optimise the precision-recall AUC (prAUC). prAUC

was used for optimisation as it is less sensitive to unbalanced classes that may be present

in the data [207]. This was done using BayesSearchCV() in the scikit-optimize python

library. The subset of features that are selected are used in the training and test data to

apply the machine learning algorithms later. The python code used for feature selection

is available at https://doi.org/10.5281/zenodo.4483751.
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6.3.2.1 Knowledge-based feature selection

To investigate whether feature selection under the context of existing biological knowl-

edge can improve classification performance and yield better classifying models, a set of

genes based on previous knowledge of the disease was included. In addition, genes with

high variances across all samples are included as well.

For the PD dataset, the following sources were used to identify knowledge-based

genes:

• DEGs identified in meta-analysis described in chapter 4 (1046 genes)

• Genes in control network modules not preserved in PD networks described in chap-

ter 5 (606 genes)

• Genes in PD network modules not preserved in control networks described in chap-

ter 5 (651 genes)

• PD GWAS genes (70 genes) [280]

• Genes from the KEGG ’KEGG PARKINSONS DISEASE’ pathway [361, 362,

363] (128 genes)

In addition to these, the top 3000 genes by MAD in the PD training dataset were included.

For the AD dataset, the following sources were used to identify knowledge-based

genes:

• DEGs identified in meta-analysis of AD frontal cortex performed by Li et al. [162]

(3124 genes)

• Genes in control network modules not preserved in AD networks described in chap-

ter 5 (1019 genes)

• Genes in AD network modules not preserved in control networks described in chap-

ter 5 (1076 genes)

• AD GWAS genes (30 genes) [318]

• Genes from the KEGG ’KEGG ALZHEIMERS DISEASE’ pathway [361, 362,

363] (165 genes)

• Risk genes from the Alzgene database (Alzgene.org) (680 genes)
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In addition to these, the top 3000 genes by MAD in the AD training dataset were included.

6.3.2.2 Recursive feature elimination with variable step size

VSSRFE works to recursively eliminate the most unimportant feature until a feature set

remains, as described in section 2.6.6.1. Briefly, an estimator is trained to find the impor-

tance of features in the dataset and the least important features are removed. The number

of feature removed at the first step is determined by the initial step size, and as the num-

ber of features in the dataset is halved, the step size is also halved until the step size is

one. This is repeated recursively on the feature set until the data is pruned to the desired

number of features, usually the number that gives the best performance evaluation scores

from the estimator.

As all of the datasets are a similar size, the initial step size is set to 100 for all. The fea-

ture weights used in VSSRFE are found using LR. The parameter controlling the strength

of regularization of LR is tuned on the whole training datasets before VSSRFE using

Bayesian optimisation with 5-fold CV.

6.3.2.3 Feature reduction using LASSO

LASSO and elastic net reduce number of features using regularisation. Regularisation

approaches to feature selection are able to shrink some coefficients of features to zero and

remove these features from the model.

The LASSO algorithm was applied with the sklearn python library [359] to reduce the

dimensions of the data. The α constant that multiplies the L1 term was optimised so that

the full feature set was reduced to best subset of features.

6.3.2.4 Variational autoencoder

As microarray data generally has a high dimensionality with a large number of features

and relatively low sample numbers, VAE has great potential to reduce the dimensionality

of data [175]. The basic VAE architecture based on the VAE from Zhang et al. [175]

is shown in figure 6.2. The encoder reduces the number of features to 128 at the latent

space, which was used with the machine learning classification algorithms.
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The VAE is built using the keras module in python with each layer using a ReLU

activation function and compiled using an Adam optimiser and categorical cross-entropy

loss function with an early stopping of 10, so if loss function does not improve across

for 10 epochs the training is stopped. The optimum VAE architecture was found using

five-fold CV, identifying the model with best average accuracy from its softmax classifier.

Accuracy is used to evaluate the model as opposed to prAUC as softmax does not give

probabilities for classification.

Three architectures of VAE were tested:

• Basic VAE architecture based on the VAE from Zhang et al. [175] shown in figure

6.2.

• Basic VAE architecture including batch normalisation at each layer of the VAE

• Basic VAE architecture including batch normalisation at each layer of the VAE and

dropout layers of 20% to prevent overfitting

Figure 6.2: Diagram showing the basic architecture of VAEs. This particular example
of number of layers and nodes for microarray data is based on Zhang et al. [175]. The

VAE has three sections, the encoder, the classifier and the decoder. The input and output
have the number of features in the dataset. The latent space has 128 features.
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6.3.3 Machine learning for classification

Optimisation of classification algorithms was performed on training datasets using bayesian

optimisation with 5-fold CV to optimise the prAUC. Table 6.1 shows the classification al-

gorithms used on various feature sets for PD and AD training datasets. It also shows

the base python code to run the algorithms and the parameters that are tuned to optimise

the algorithm to training data. These algorithms were tuned and trained on all features

in the training datasets and the feature sets found using the six feature selection methods

discussed above to identify which feature set each classification method performs best on.

In addition to these approaches, neural network approaches that have built in dimen-

sionality reduction and classification were used. The optimum VAE architecture found

in section 6.3.2.4 was used to reduce the feature down to 128 and softmax classifier to

assign samples as disease or controls.

A CNN model was built based on based on CNN applications in computer vision

[196]. CNNs are similar to MLPs, however have some changes that allow CNNs to work

well when built with more layers than MLPs and good at reducing data dimensionality

[195]. The CNN inputs gene expression data is reshaped to a two-dimensional space that

is similar to how image data is input. After a two-dimensional convolutional layer a ReLU

activation function is applied to data. This data is then passed to a maxpooling layer and

flattened before it is passed to a dense layer with a ReLU activation function. Softmax is

then used as a classifier. This CNN is compiled using a stochastic gradient descent (SGD)

optimiser and categorical crossentropy loss function.

The performance of all classification models was assessed using ROC-AUC (plotted

using the roc curve function in the sklearn [359] python package) and prAUC (plotted

using precision recall curve function in sklearn [359]). The python code used for classi-

fication is available at https://doi.org/10.5281/zenodo.4483751.
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Table 6.1: Classification models and the parameters that were tuned on training data

Classification
algorithm

Python
library Base python code Parameters tuned

LR sklearn [359]
LogisticRegression( random state=2,

class weight=’balanced’, penalty=’l2’,
solver=’liblinear’)

• C

SVM with radial kernel sklearn [359]
SVC( random state=142, kernel = ’rbf’,

class weight = ’balanced’)
• C
• gamma

XGBoost xgboost [364] XGBClassifier(random state=42)

• scale pos weight
• learning rate
• n estimators
• max depth
• min child weight
• gamma
• colsample bytree
• subsample
• reg alpha
• reg lambda

RF sklearn [359]
RandomForestClassifier(

random state=10,
class weight=’balanced’)

• max depth
• min samples leaf
• n estimators
• min samples split
• max features

MLP sklearn [359]
MLPClassifier( random state=10,
max iter = 10000, tol = 0.00001)

• activation
• hidden layer sizes
• solver

VAE keras

model.compile( optimizer=’adam’,
loss=’categorical crossentropy’,

metrics=[ metrics.AUC( name=’PR’,
curve =’PR’)])

• batch normalisation
• dropout layers

CNN keras
model.compile(loss =

’categorical crossentropy’, optimizer =
’sgd’, metrics = [’categorical accuracy’])

• dense layer sizes
• filters
• kernel size
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Table 6.2: Information on number of samples in training and test datasets for AD and PD
datasets

GEO dataset Disease Control

AD Train GSE63061 137 131
Test GSE63060 143 104

PD Train GSE99039 (70% split) 141 162
Test GSE99039 (30% split) 68 63

6.4 Results

6.4.1 Data processing

After pre-processing the PD GSE99039 dataset is randomly split into a training dataset

of 141 PD and 162 controls and test dataset of 68 PD and 63 controls, all of which have

20183 features. The GSE63061 dataset being used the training dataset for AD had 137 AD

and 131 control samples, and the test dataset (GSE63060) has 143 AD and 104 controls,

all with 19147 features. Information on number of samples in training and test datasets

for AD and PD datasets is shown in table 6.2.

Local structures in the data and outlier samples were identified by reducing dimen-

sionality using t-SNE. The t-SNE plots with perplexity of 30 are shown in figure 6.3

indicating no outliers in the data. The perplexity of 30 was chosen as it gave the clearest

visualisation of the data. Plots of PD and AD data show no clear distinction between

disease and control samples suggesting that simple classification may be difficult.
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Figure 6.3: t-SNE plots for training and test data of PD and AD. PD training (A) and
test (B) datasets and AD training (C) and test (D) datasets show no outliers and no clear

distinction between disease and control samples.

6.4.2 Feature selection

Six approaches to feature selection were used on the AD and PD training datasets to

identify the best panel of genes to use in classification algorithms. The python code

including optimising the hyperparameters of models used in feature selection approaches

is available at https://doi.org/10.5281/zenodo.4483751
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6.4.2.1 Knowledge-based feature selection

To see if they yield better classification models, a set of features based on existing biolog-

ical knowledge was used. In the PD dataset, a combination of the 2500 knowledge-based

features and 3000 highest MAD features returned 4981 unique features in the dataset. In

the AD dataset, a combination of the 5953 knowledge-based features and 3000 highest

MAD features returned 7520 unique features in the dataset.

6.4.2.2 Recursive feature elimination with variable step size

Feature weights in VSSRFE are found using LR. On AD training data VSSRFE identified

a panel of 159 genes which gave a prAUC, ROC-AUC and accuracy of 1.00 (shown in

figure 6.4A). On PD training data, VSSRFE identified a panel of 5 genes (DGKK, PTGDS,

LSP1, PDLIM7 and KIR2DL3) that gave the maximum prAUC of 0.686, ROC-AUC of

0.704 and accuracy of 0.690 (shown in figure 6.4B).

Figure 6.4: Evaluation scores for different numbers of genes selected using
VSSRFE. VSSRFE identified a panel of 159 genes on AD data (A) and a panel of 5

genes on PD data (B) that gave the best prAUC, ROC-AUC and accuracy scores.

6.4.2.3 Feature reduction using LASSO

The number of features were reduced by regularization using LASSO. LASSO identified

a gene set of 2 genes (NDUFS5, RPL36AL) that gave the best model (prAUC = 0.8191)

using the AD dataset. Using the PD dataset, LASSO identified a gene set of 19 genes that

gave the best but still poor model (prAUC = 0.5861).
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6.4.2.4 Variational autoencoder (VAE)

Dimensionality of the data was reduced using a VAE. Multiple VAE architectures based

on VAE proposed by Zhang et al. [175] were tested to identify the best model for the

data by using the in-built softmax classifier to see which architecture was most effective

at classifying the data using 5 fold CV.

On the AD training data, the basic VAE architecture performed the best (accuracy

of 0.623) over VAE with batch normalisation (accuracy of 0.537) and dropout layers

(accuracy of 0.560). The number of features was reduced to 128 by a VAE using this

architecture. The learning rate for the VAE had to be reduced to 0.00001 as the model

did not converge at 0.001. On the PD training data, the VAE with batch normalisation

and dropout layers gave the greatest accuracy (0.554), though not much more than either

VAEs without dropout, which both had an accuracy of 0.548.

6.4.3 Machine learning for classification

Optimisation of all classification algorithms was performed using bayesian optimisation

with 5-fold cross validation. Python code of tuned models are available at https://doi.

org/10.5281/zenodo.4483751. Five classification algorithms (LR, SVM with radial

kernel, RF, XGBoost, MLP) were optimised and ran using each of the gene sets identified

using the feature selection approaches. Additionally, a VAE and a CNN were optimised

and used to reduce dimensionality and classify data.

For the PD dataset, the evaluation scores of each classification algorithm is shown in

table 6.3. The ROC curves for each classification algorithm is shown in figure 6.5. All

models except one (MLP using VAE feature selection) had an accuracy higher than the

proportion of the largest observed class (non-information rate) of the test data (0.519).

The RF model trained using all genes gave the best accuracy (0.702), ROC AUC (0.743)

and prAUC (0.762), however had a much lower sensitivity (0.571) than specificity (0.824).

The confusion matrix summarising the performance of this best model is shown in table

6.4. This may be advantageous for biomarkers as a false negative diagnosis is much

preferred to a false positive. The CNN performed well with consistently high scores
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across all evaluation approaches.

Figure 6.5: ROC curves for each classification algorithms on PD data. The
classification algorithms used are logistic regression (A), SVM (B), random forest (C),

XGBoost (D), and MLP (E).

The evaluation scores of each classification algorithm for the AD dataset is shown

in table 6.5. The ROC curves for each classification algorithm is shown in figure 6.6.

All models except two (MLP and SVM using VAE feature selection) had an accuracy

higher than the non-information rate of the test data (0.579). The RF model trained using

the 159 feature set identified using VSSRFE gave the best accuracy (0.810), ROC AUC

(0.889) and prAUC (0.919). The confusion matrix summarising the performance of this

best model is shown in table 6.6.
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Table 6.3: Evaluation of classification algorithms on PD data. The results for each
classification approach using all feature sets identified in feature selection is shown.

There were 20183 genes in the PD dataset and 4981 in the knowledge genes feature set.
VSSRFE feature selection selected 5 features(DGKK, PTGDS, LSP1, PDLIM7 and

KIR2DL3), LASSO selected 19 features and VAE reduced all features to a representative
128 features. CNN and VAE classifiers inherently reduce feature dimensions so do not

require feature selection.

Classification
algorithm Feature selection Accuracy Sensitivity Specificity ROC-AUC prAUC

LR

All genes 0.664 0.571 0.750 0.706 0.714
Knowledge genes 0.672 0.540 0.794 0.696 0.710
VSSRFE 0.672 0.587 0.750 0.692 0.681
LASSO 0.641 0.571 0.706 0.674 0.682
VAE 0.656 0.587 0.721 0.658 0.694

SVM

All genes 0.626 0.476 0.765 0.668 0.668
Knowledge genes 0.565 0.397 0.721 0.670 0.665
VSSRFE 0.641 0.460 0.809 0.703 0.696
LASSO 0.641 0.556 0.721 0.682 0.689
VAE 0.618 0.540 0.691 0.625 0.592

XGBoost

All genes 0.588 0.556 0.618 0.678 0.679
Knowledge genes 0.618 0.524 0.706 0.693 0.698
VSSRFE 0.679 0.603 0.750 0.681 0.675
LASSO 0.588 0.556 0.618 0.629 0.642
VAE 0.550 0.540 0.559 0.591 0.567

RF

All genes 0.702 0.571 0.824 0.743 0.762
Knowledge genes 0.672 0.476 0.853 0.716 0.737
VSSRFE 0.672 0.603 0.735 0.684 0.682
LASSO 0.641 0.556 0.721 0.668 0.671
VAE 0.573 0.508 0.632 0.637 0.666

MLP

All genes 0.603 0.540 0.662 0.649 0.609
Knowledge genes 0.618 0.540 0.691 0.685 0.663
VSSRFE 0.672 0.556 0.779 0.701 0.684
LASSO 0.626 0.556 0.691 0.663 0.626
VAE 0.511 0.444 0.574 0.517 0.504

CNN 0.695 0.667 0.721 0.715 0.710

VAE 0.672 0.556 0.779 0.713 0.712
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Table 6.4: Confusion matrix summarising the the performance of a best
classification model on PD data. The RF model trained using all 20183 genes in the

dataset gave the best evaluation scores (accuracy = 0.702, ROC AUC = 0.743, prAUC =
0.762)

True
Positive

True
Negative Total

Predicted
Positive 56 12 68

Predicted
Negative 27 36 63

Total 83 48 131

Figure 6.6: ROC curves for each classification algorithms on AD data. The
classification algorithms used are logistic regression (A), SVM (B), random forest (C),

XGBoost (D), and MLP (E).

6.5 Discussion

Diagnosis of AD and PD are still challenging in the clinic, partly due to a lack of acces-

sible and accurate blood biomarkers. Here, classification algorithms are applied to tran-
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Table 6.5: Evaluation of classification algorithms on AD data. The results for each
classification approach using all feature sets identified in feature selection is shown.

There were 19147 genes in the AD dataset and 7520 in the knowledge genes feature set.
VSSRFE feature selection selected 159 features, LASSO selected 2 features and VAE

reduced all features to a representative 128 features. CNN and VAE classifiers inherently
reduce feature dimensions so do not require feature selection.

Classification
algorithm Feature selection Accuracy Sensitivity Specificity ROC-AUC prAUC

LR

All genes 0.737 0.811 0.635 0.821 0.848
Knowledge genes 0.713 0.783 0.615 0.802 0.830
VSSRFE 0.733 0.755 0.702 0.812 0.842
LASSO 0.777 0.790 0.760 0.859 0.899
VAE 0.648 0.657 0.635 0.661 0.692

SVM

All genes 0.769 0.853 0.654 0.842 0.860
Knowledge genes 0.737 0.797 0.654 0.800 0.822
VSSRFE 0.745 0.769 0.712 0.827 0.858
LASSO 0.769 0.797 0.731 0.858 0.898
VAE 0.579 0.497 0.692 0.615 0.661

XGBoost

All genes 0.599 0.559 0.654 0.724 0.764
Knowledge genes 0.741 0.713 0.779 0.841 0.875
VSSRFE 0.794 0.853 0.712 0.847 0.883
LASSO 0.725 0.587 0.913 0.858 0.902
VAE 0.628 0.839 0.337 0.660 0.709

RF

All genes 0.741 0.748 0.731 0.820 0.855
Knowledge genes 0.700 0.720 0.673 0.792 0.820
VSSRFE 0.810 0.818 0.798 0.889 0.919
LASSO 0.717 0.573 0.913 0.860 0.903
VAE 0.656 0.790 0.471 0.678 0.684

MLP

All genes 0.761 0.839 0.654 0.838 0.873
Knowledge genes 0.721 0.790 0.625 0.803 0.829
VSSRFE 0.757 0.804 0.692 0.828 0.863
LASSO 0.765 0.720 0.827 0.855 0.890
VAE 0.514 0.378 0.702 0.567 0.659

CNN 0.765 0.895 0.587 0.810 0.845

VAE 0.757 0.923 0.529 0.798 0.816
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Table 6.6: Confusion matrix summarising the the performance of a best
classification model on AD data. The RF model trained using the 159 features

identified using VSSRFE gave the best evaluation scores (accuracy = 0.810, ROC AUC
= 0.889, prAUC = 0.919)

True
Positive

True
Negative Total

Predicted
Positive 83 21 104

Predicted
Negative 26 117 143

Total 109 138 247

scriptomics data to identify a panel of genes and model that has a potential as a biomarker

for ND.

Using a diverse variety of feature selection and machine learning approaches the best

performing models on AD and PD blood data are identified. On the PD data, the best

performing model was RF on all genes (accuracy = 0.702, ROC AUC = 0.743, prAUC

= 0.762). The best AD model performed better than this, using a RF model trained on a

159 gene set identified using VSSRFE (accuracy = 0.810, ROC AUC = 0.889, prAUC =

0.919). This demonstrates the viability of biomarkers using gene expression data.

Many previous AD studies using machine learning to identify biomarkers in AD have

been done on small datasets [357]. Long et al. [5] used a novel feature selection approach

of SVM forward selection followed by classification using SVM. They identified a panel

of two proteins (ECH1 and ERBB2) which returned a ROC AUC of 0.895. This model,

however, was trained on a small dataset, comprised of only 30 AD and 30 control samples.

They addressed this in a later paper which used a much larger sample size of 143 AD

patients and 104 controls [52]. Here, they used LASSO feature selection to identify a

panel of four probes mapping to 3 genes (NDUFA1, MRPL51 and RPL36AL) which can

classify AD from control patients with a ROC AUC of 0.87 using a SVM classifier. The

three genes they identified as the optimum gene panel were included in the 159 gene set

used in the best AD model in this study. Although the AUC was lower, this studies result

has a greater power due to the much larger sample size.

A recent study by Lee and Lee [194] tested various feature selection and classification
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approaches to three AD datasets. The highest ROC AUC of 0.874 was identified by using

deep neural network with DEGs with a high convergent functional genomics score [365].

However, they also validated models between datasets and no combination of feature

selection and classification algorithms they used achieved a ROC AUC above 0.580 using

the datasets used in this study.

Many of the models built outperformed previous studies. The random forest trained on

the feature set identified by VSSRFE with logistic regression gave very promising results

with the best accuracy (0.810), ROC AUC (0.889) and prAUC (0.919). This model had

a relatively balanced sensitivity and specificity (0.818 and 0.798 respectively). Better

specificity was found in other models, with multiple models having a specificity of 0.913,

however this came at the cost of sensitivity. This set of 159 features has the potential as a

diagnosis panel of AD if validated in the future.

Various previous studies have worked to identify blood-based gene expression vari-

ations and signatures associated with PD. Jiang et al. [366] performed feature selec-

tion on PD blood trancriptomics data by identifying DEGs, reducing dimensions using

LASSO and then performing recursive feature addition with a SVM on the remaining fea-

tures. This identified a panel of 9 genes (PTGDS, GPX3, SLC25A20, CACNA1D, LRRN3,

POLR1D, ARHGAP26, TNFSF14 and VPS11) which were used with SVM, random forest

and decision tree model classifiers. PTGDS and LRRN3 were the only genes from their

feature set that were in any of the feature selection method used in this study, with the

former being identified in all feature selection approaches and the latter only present in

genes based on previous knowledge. They identified the best classification approach to be

random forest with a ROC AUC of 0.777, however this study has many limitations. Their

limited approach to feature selection that involved only using DEGs likely removed many

key features early before LASSO could be applied. The largest limitation of their study

is the small size of the test dataset, which can introduce bias that result in performance

estimations that do not reflect the true quality of the model. Work by Shamir et al. [355],

who achieved a ROC AUC greater than those found in this study using the same dataset,

also had this limitation.

Falchetti et al. [367] used much larger test datasets by performing a meta-analysis of
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four PD blood datasets. For feature selection, they selected the top 100 DEGs by absolute

effect size and used RFE to identify a 59 gene set that was used with 9 classification

algorithms. Using an 80% training, 20% test split of the data they had a more balanced

split of data than previous studies. The best model they identified was a SVM with radial

kernel which achieved a ROC AUC of 0.791, although many of their models outperformed

those created in this study. Datasets used by Falchetti et al. were combined by merging

after re-scaling each gene in each dataset which, although made the sample size much

greater, may have introduced covariates to the data, especially with high levels of technical

noise present in microarrays.

The large sample size of the train and test data that have come from the same datasets

used in this study avoids many of the limitations that these previous studies have had.

Despite this, the PD models in this study underperform compared to some previous re-

sults. Although the models perform worse, the larger sample size increase the likelihood

that the results are reproducible, which is extremely important for diagnostic study. The

best PD model identified had a low sensitivity but high specificity. A high specificity is

important in biomarkers, as it ensures that patients who do not have the disease are not

misdiagnosed or overdiagnosed.

The results show that VAE feature selection performs relatively poorly at capturing a

representation of microarray data that can be used for classification. Previous work has

also shown that VAE approaches lose important information in ND microarray data [194].

This is likely due to the complex nature of gene expression in blood for NDs. When used

in tissue that is more impacted by disease, VAE has been an effective way of reducing

feature dimensionality while retaining feature information [368]. This is possible in dis-

ease in which the impacted tissue can be directly biopsied such as cancer, however is not

practical in NDs. CNNs, on the other hand, performed well for classification. Tradition-

ally applied to imaging data, CNNs work well with many layers making them suited to

reducing data dimensionality and classification [195]. Previously, they have been shown

to work well in classifying various cancer types [196]. On AD data, the CNN had high

sensitivity and low specificity. This makes them good for detecting actual cases of dis-

ease, however they have a high rate of false positives. This can be advantageous for
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biomarkers as those predicted to have ND can undergo further testing and diagnosis, and

healthy people can have ND ruled out quickly by healthcare professionals. CNNs can be

built to be extremely complex, and improving CNN for classification in NDs would be an

interesting approach for potential future work.

These results describe potential future diagnostic biomarkers for NDs, however there

are some limitations throughout the study. Studies to identify gene expression biomarkers

require very large sample sizes to identify a reliable diagnostic signature [369]. The

datasets used in this study are the largest that are publicly available and so should give

comprehensive results, however would likely require validation in thousands of samples

[369].

Additionally, information on other variables that can impact the data would allow for

the impact of these on results to be reduced. Phenotypic information, such as age, gender,

smoking status, BMI and other factors that impact disease progression would be useful,

as would information that can affect data collection and processing, such as abundance

of blood cell types in samples. Further information on patients disease history and symp-

toms would make it possible to investigate the effect of ND as the disease progresses and

develop prognostic biomarkers. Additionally, it would be possible to create biomarkers

that predict risk of certain symptoms developing.

Misdiagnosis rates in ND are very high, for example, misdiagnosis rates of AD rang-

ing from 12% to 23% in pathologically confirmed studies [7]. Diagnosis of ND are gen-

erally based on clinical examination and ruling out other potential causes of symptoms

using PET scans and blood tests. As a result of this, there is also the potential that pa-

tients in the cohorts with which the model is being trained and tested on are misdiagnosed.

If misdiagnosed patients are present in the initial cohort to identify the model it is likely

the models will continue to misdiagnose patients with similar conditions. In the datasets

used in this study, diagnosis criteria are more strict than the minimal required for diag-

nosis in clinical settings, which should reduce the impact of this on the results of this

work.
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6.6 Conclusion

This study aimed to identify blood-based gene expression biomarkers for AD and PD. Ad-

ditionally, it aimed to assess whether feature selection under the context of existing bio-

logical knowledge can improve classification performance. The approach to feature selec-

tion and classification used in this study is the most thorough to date of ND data. The mod-

els shown in this chapter have successfully classified AD and PD patients from controls

with very good evaluation metrics and show promise as biomarkers for PD and AD. The

potential of deep learning, particularly CNNs, is also demonstrated in use for biomarker

detection using transcriptomics data, which can be improved and refined through future

work. The use of knowledge-based feature pools did not improve classification perfor-

mances suggesting that the pathophysiological importance in ND brain tissue does not

directly translate to biomarker potential in blood tissue, however there is still potential

for more data-driven approaches including feature weighting that would likely improve

feature selection.

These promising findings now need to be investigated in larger cohorts before their

clinical viability can be determined. Like most biomarkers, gene expression biomarkers

would work best when used as a tool in combination with other diagnosis approaches.
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Chapter 7

Conclusion

7.0.1 Final discussion

Gene expression data is important in the investigation of underlying processes of NDs.

One of the biggest risk factors for many NDs is age, and as number of over 65s in the

world increases the prevalence of NDs is growing [1]. Understanding NDs and elucidate

processes that are involved in these diseases can uncover new therapeutic approaches and

areas of investigation. Additionally, being able to accurately diagnose NDs is becoming

increasingly important. Misdiagnosis of NDs is high and so biomarkers are an invaluable

tool [7]. Many approaches to identifying ND biomarkers have been used in the past

including blood and CSF protein levels and neuroimaging techniques like PET and MRI,

with very little success. Gene expression data is a good target to identify biomarkers due

to accessibility and how they are related to disease.

Applications of differential expression analysis to RNA-seq data was used to identify

novel HD associated genes. Differential gene expression is the most common approach

to gene expression data and so the importance of using up to date techniques to iden-

tify DEGs is demonstrated by identifying dyregulation in known important pathways of

HD, such as Immune response and inflammatory pathways, and novel therapeutic tar-

gets within these pathways. The involvement of astrocytes and microglia in inflammatory

pathways that take place in HD brains is demonstrated, and NFE2L2 and PITX1 are iden-

tified as potential therapeutic targets of inflammation in HD brain.
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DSP was highlighted as an important gene in multiple facets of investigation, with

literature supporting its role in protecting against telomere DNA damage and cell apop-

tosis and a potential protective role in HD. IHC was used to confirm this dysregulation

of DSP protein expression in the prefrontal cortex of HD patients. There is potential for

desmoplakin to be investigated as a CSF or blood plasma biomarker for HD based on

previous literature. Desmoplakin levels in plasma have previously been shown to be a

potential early biomarker for statin responsiveness after ischemic stroke [370], and CSF

levels have been investigated as a biomarker to rule out false positive rates of 14-3-3

proteins in CJD [371]. One of the advantages of RNA-seq is that old data can be still

used with improved quality control and alignment software. In this thesis an approach to

RNA-seq data for identification of DEGs is discussed that identifies more known disease

pathways and DEGs than previous approaches, as well as uncovers novel results.

As gene profiling technology becomes more accessible and cheaper, the number of

available gene expression studies increases and meta-analysis becomes important in iden-

tification of important genes associated with NDs. A combined effect size approach has

been successful in meta-analysis of AD microarray data previously [162], which gives

the advantage of using all combined gene sets from all the studies included in the meta-

analysis rather than the genes that are common between all datasets as other approaches

have done [163, 164]. As this approach was successful on AD data, it was applied to

largest PD microarray cohort to date to identify underlying processes in disease and in-

vestigate the cross-talk between AD and PD gene expression.

YWHAZ and other genes coding 14–3-3 proteins are highlighted as important DEGs

in signaling pathways and in PPINs. 14-3-3 proteins have been shown to interact with α-

synuclein, Parkin and LRRK2 proteins [283] however are a novel target in investigation

of PD. The modulation of YWHAZ has been proposed for therapeutic approaches to can-

cer [372], although no functional domains that are druggable have been identified in the

structure of 14–3-3ζ [373]. However, a recent study has shown a novel small molecule

protosappanin A that can perform allosteric regulation of 14–3-3ζ [373] that has future

potential in therapeutic trials for diseases associated with YWHAZ dysregulation. Al-

though there is little research on using individual 14-3-3 proteins as biomarkers, there
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has been much on using 14-3-3 proteins as blood and CSF biomarkers for ischemic CNS

damage and NDs, especially CJD [374]. This opens up the possibility of research using

14-3-3 proteins as biomarkers of PD in blood and CSF samples. Additionally, 14-3-3 pro-

teins are not found in the CSF of people with other ND diseases, suggesting that 14-3-3

presence is not just as a result of brain cell death [374].

Perturbed pathways also include oxidative stress and mitochondrial dysfunction. In-

terestingly, of the 1046 DEGs identified a significant majority of 71% were downregu-

lated. Other NDs, including AD, do not have a significant difference in up and down-

regulated genes, suggesting that PD is driven by loss of gene function. Additionally,

investigating the cross-link between PD and AD elucidated the common pathological and

physiological links between the diseases. By doing this, known targets in AD can be

identified in PD, allowing for an application of research and future approaches to help in

investigating both diseases. For example, the sirtuin signalling pathway and the upstream

regulator REST have both been researched and investigated in AD, however are novel in

PD. Targeting sirtuins and REST in PD presents a strong therapeutic potential that had

been recognised in AD but is novel in PD.

As AD and PD cross-talk is shown to be important further research was required to fur-

ther understand the similarities, and differences, between the diseases. There is increasing

evidence in the literature [257] and it has been shown here that molecular pathways, in-

cluding mitochondrial function, oxidative stress and inflammation underlie the pathogen-

esis of both AD and PD. Investigating the similar pathogenic mechanisms of both diseases

allows for better understating of how biological changes lead to the similar symptoms of

NDs and how they develop as individual diseases. Additionally, it would allow for the

repurposing of drugs that target biological mechanisms that are shared between diseases.

The availability of blood gene expression data for both PD and AD allowed for similar

methodology to be applied to both and diseases. Using blood gene expression data, net-

work analysis identified a large proportion of disease miRNA associated SNPs are shared

between PD and AD, suggesting similarities in genetic risk factors between the diseases.

One of the key findings of the PD network was the insulin resistance module in PD

patients not being preserved in controls networks. Insulin resistance is known to be im-
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portant in PD [327] and a potentially very important therapeutic target. A recent approach

to PD and AD treatment has emerged where brain insulin function are enhanced via in-

tranasal delivery of insulin [375]. This approach bypasses the blood brain barrier and

ensure quick delivery to the brain and does not impact blood insulin level. This approach

requires much more work to see clinical applications, as optimal dosage to reduce any

side effects and improve disease symptoms has yet to be found [375].

Up until now, identifying hub genes in gene co-expression networks has been limited

to using single approaches with no indication of statistical significance. A novel hub de-

tection permutation test was developed which uses multiple approaches to identify the key

hubs within important disease subnetworks. Identifying hub genes increases understand-

ing of these subnetworks and the biological processes associated with them and offers

treatment targets in the future. Using this approach, HDAC6 was identified as a hub gene

in insulin resistance pathways dysregulated in PD. HDAC6 has been shown to promote

the formation of α-synuclein toxic oligomer inclusions [328] and the PD risk gene Parkin

has been shown to degrade impaired mitochondria via HDAC6 pathways [376], highlight-

ing its importance. HDAC6 inhibitors have been proposed as a treatment of AD, and have

been shown to re-establish memory and recognition in AD models [377]. However, within

treatment in humans, the safety profile of HDAC6 inhibitors are currently being improved

for use in treatment of cancer and AD [378]. This research into HDAC6 inhibitors can be

applied to PD and potentially other NDs in the future as a therapeutic approach.

A lipolysis subnetwork was present in AD patients but not in MCI and control patients.

Lipolysis is promoted by insulin resistance and in turn impairs insulin signalling. TRPC5

and BRAP are identified as hubs in lipolysis subnetwork and have both been previously

associated with insulin signalling [338, 379]. With this identification of novel pathways

and hub genes that present new areas of mechanistic research and important targets in both

diseases, the potential of blood gene expression for identification of biomarkers became

clear.

In the future, network approaches can be expanded upon by inferring causality be-

tween genes. Undirected networks give insight into if there is a relationship between

genes and how these change in disease, however, finding the direction of edges can give
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further insight into potential therapeutic targets and disease pathways. As more genetic

data become available and methodologies are developed for inferring causality in gene

networks, these approaches will become increasingly important.

Blood tissue is very accessible and blood gene expression biomarkers have been

shown to have promise for diagnosis of disease [5, 52]. As transcriptomics data mea-

sures the expression of thousands of genes, and approaches become more accessible,

a panel of genes where the expression can be objectively measured to classify control

and disease is potentially more obtainable than measurement of individual proteins or

molecules. Although I show that DEGs in PD brain and blood samples were not signifi-

cantly overlapped, my network analysis of blood PD data demonstrated that many of the

biological processes identified were similar between the two and so blood gene expres-

sion can reflect changes that are taking place in the brain. When looking for biomarkers,

it is more of interest if changes can be used for diagnosis than if the individual genes used

play an important role in disease processes in the brain. The large datasets that are used

in this work allow for a better opportunity to develop more accurate blood biomarkers.

Using the large gene expression datasets used in network analysis, a large selection

of feature selection and statistical learning classifiers were trained to diagnose ND. These

approaches aimed to identify a novel panel of gene biomarkers that can effectively classify

disease from control patients. One of the key strengths of this approach is that multiple

genes are used as biomarkers. Single biomarkers often forgo specificity for sensitivity or

vice versa and so are not as effective as using multiple biomarkers [380]. This is especially

true for gene expression data as a result of the large amount of noise present in microar-

ray data. The models built and novel gene sets identified in this thesis demonstrated a

great ability to classify disease from control patients. The best model distinguishing AD

from control patients was shown with a high performance of 0.919 prAUC and the best

classifier for PD and control shown to have a 0.762 prAUC. Random forest was identified

to be the optimum classifier in both diseases, trained on a 159 gene set identified using

VSSRFE in the AD data and all genes in the PD data.

This work also demonstrates the importance and value of revisiting and reanalysing

publicly available. With the development of novel and superior computational and statis-
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tical approaches, patterns and information in previously analysed data can be identified.

Approaches such as meta-analysis can combine the information from a number of smaller

old studies to identify novel disease knowledge. Additionally, as new approaches to gene

expression profiling like RNA-seq become available and accessible it does not mean older

approaches like microarray analysis become redundant and in fact can still offer a fantas-

tic approach to gene expression analysis with large sample sizes and advanced analysis

approaches.

7.0.2 Future work

The aim of the work undertaken in this thesis was to investigate approaches to gene ex-

pression data to elucidate underlying processes of NDs and use statistical learning to

identify potential biomarkers. This was achieved, identifying many novel processes and

important genes that regulate ND and identifying models that can accurately classify ND

patients from healthy people. These results open up many areas of future research.

This work elucidates the underlying common characteristics between AD and PD.

Particularly, REST was identified as a regulator in both diseases. Research has been done

investigating the role of REST in AD [293] which has the potential to be applicable to PD

after further research. Future work on particular common pathways or key genes that are

shared between AD and PD may find a target for therapeutic intervention in both diseases,

or allow for established knowledge or treatments approaches in one disease to be applied

to the other.

The promising gene expression biomarkers detected in this study would need to be

investigated in larger cohorts to determine their clinical viability. Additionally, new tech-

nologies are being refined that can speed up the detection of a gene expression biomarker

panel. Graphene-based biosensors have been used in cancer diagnosis for quantitative de-

tection of DNA, miRNA and proteins [381]. Although they are very early in research they

have been shown to have great potential and could be used with gene expression panels

and models found in this work. Additionally, protein and methylation array data could be

used in tangent with biosensors to have high sensitivity of ND diagnosis.

157



This work also shows CNNs worked well in reducing dimensionality and classifying

data in both AD and PD, demonstrating their future potential in biomarker detection for

ND research. As CNNs reduces dimensionality from all features it can include informa-

tion that other feature selection approaches do not. CNNs can be built with very custom

architectures for the problem they are addressing. They have been successfully used with

neuroimaging data for many years and are still improving [382] and so it stands to reason

that with more work they could be greatly improved with their use on gene expression

data as well [196]. Even with a limited number of architectures tried in this work CNNs

performed well, achieving a ROC-AUC of 0.810 on AD data.
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A.1 Table of significant pathways identified using PD DEGs
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A.2 Table of significant pathways identified using down-

regulated PD DEGs

Table A.2: IPA canonical pathway analysis for significant pathways identified using
down-regulated PD substantia nigra DEGs.

Ingenuity Canonical Pathways DEGs
Genes in
Pathway

Ratio Adj. Pval

Breast Cancer Regulation by Stathmin1 32 204 0.157 1.86e-09

Phagosome Maturation 23 138 0.167 2.19e-07

Sirtuin Signaling Pathway 34 284 0.120 2.19e-07

Mitochondrial Dysfunction 24 166 0.145 9.55e-07

14-3-3-mediated Signaling 21 130 0.162 9.55e-07

Remodeling of Epithelial Adherens Junctions 15 67 0.227 9.55e-07

Oxidative Phosphorylation 18 105 0.173 2.82e-06

Axonal Guidance Signaling 39 447 0.087 3.39e-05

Gap Junction Signaling 22 192 0.115 1.17e-04

CDK5 Signaling 15 99 0.153 1.32e-04

Huntington’s Disease Signaling 25 248 0.101 2.14e-04

Sertoli Cell-Sertoli Cell Junction Signaling 20 173 0.116 2.34e-04

Germ Cell-Sertoli Cell Junction Signaling 19 170 0.112 5.13e-04

Cardiac β -adrenergic Signaling 17 141 0.121 5.13e-04

Glycolysis I 7 24 0.292 5.37e-04

Epithelial Adherens Junction Signaling 17 143 0.119 6.03e-04

Synaptic Long Term Potentiation 15 120 0.126 8.51e-04

PI3K/AKT Signaling 15 123 0.122 1.17e-03

Iron homeostasis signaling pathway 15 128 0.118 1.62e-03

Neuropathic Pain Signaling In Dorsal Horn Neurons 14 114 0.123 1.74e-03

Dopamine-DARPP32 Feedback in cAMP Signaling 17 161 0.106 1.91e-03

Rac Signaling 14 116 0.121 1.95e-03

Dopamine Receptor Signaling 11 76 0.145 1.99e-03

Role of NFAT in Cardiac Hypertrophy 20 216 0.093 2.88e-03

Signaling by Rho Family GTPases 22 252 0.088 2.95e-03

TCA Cycle II (Eukaryotic) 6 24 0.250 3.24e-03

Protein Kinase A Signaling 29 386 0.075 3.80e-03

Gluconeogenesis I 6 25 0.240 3.80e-03

HIPPO signaling 11 86 0.128 4.79e-03

GNRH Signaling 16 162 0.099 5.01e-03
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p70S6K Signaling 14 131 0.107 5.01e-03

AMPK Signaling 19 215 0.088 5.62e-03

ERK/MAPK Signaling 18 199 0.091 5.89e-03

Amyloid Processing 8 50 0.160 5.89e-03

Gαi Signaling 13 121 0.108 6.17e-03

Opioid Signaling Pathway 20 237 0.084 6.46e-03

fMLP Signaling in Neutrophils 13 122 0.107 6.92e-03

Clathrin-mediated Endocytosis Signaling 18 206 0.087 7.59e-03

CREB Signaling in Neurons 18 211 0.086 8.91e-03

Gαq Signaling 15 160 0.094 8.91e-03

Protein Ubiquitination Pathway 21 265 0.080 8.91e-03

RhoGDI Signaling 16 177 0.091 8.91e-03

Melatonin Signaling 9 70 0.129 1.10e-02

Calcium Signaling 17 198 0.086 1.12e-02

α-Adrenergic Signaling 10 85 0.118 1.12e-02

Synaptic Long Term Depression 15 168 0.089 1.38e-02

Actin Cytoskeleton Signaling 18 222 0.081 1.38e-02

BMP signaling pathway 9 74 0.122 1.41e-02

Aspartate Degradation II 3 7 0.429 1.41e-02

B Cell Receptor Signaling 16 189 0.085 1.48e-02

Insulin Receptor Signaling 13 137 0.095 1.48e-02

Regulation of eIF4 and p70S6K Signaling 14 155 0.091 1.48e-02

IGF-1 Signaling 11 106 0.104 1.55e-02

Reelin Signaling in Neurons 10 92 0.109 1.70e-02

Fcγ Receptor-mediated Phagocytosis in

Macrophages and Monocytes
10 93 0.108 1.82e-02

Parkinson’s Signaling 4 16 0.250 1.86e-02

Pyridoxal 5’-phosphate Salvage Pathway 8 64 0.125 1.86e-02

CCR3 Signaling in Eosinophils 12 127 0.095 1.86e-02

Cardiac Hypertrophy Signaling 18 232 0.078 1.86e-02

Phototransduction Pathway 7 52 0.137 1.91e-02

Salvage Pathways of Pyrimidine Ribonucleotides 10 96 0.105 1.91e-02

D-myo-inositol (1,4,5)-Trisphosphate Biosynthesis 5 28 0.185 2.00e-02

Cdc42 Signaling 12 130 0.093 2.08e-02

Tight Junction Signaling 14 167 0.084 2.40e-02

Chemokine Signaling 8 68 0.118 2.40e-02

Aldosterone Signaling in Epithelial Cells 14 168 0.084 2.45e-02

D-myo-inositol (1,4,5)-trisphosphate Degradation 4 19 0.222 2.45e-02
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P2Y Purigenic Receptor Signaling Pathway 12 134 0.090 2.45e-02

PAK Signaling 10 100 0.100 2.45e-02

Role of CHK Proteins in Cell Cycle Checkpoint Control 7 57 0.123 3.09e-02

G Protein Signaling Mediated by Tubby 5 32 0.161 3.16e-02

Renin-Angiotensin Signaling 11 122 0.091 3.16e-02

Inhibition of Angiogenesis by TSP1 5 33 0.156 3.63e-02

Xenobiotic Metabolism Signaling 19 273 0.070 3.80e-02

G-Protein Coupled Receptor Signaling 19 275 0.069 3.98e-02

GDNF Family Ligand-Receptor Interactions 8 77 0.105 3.98e-02

IL-1 Signaling 9 93 0.098 3.98e-02

Ceramide Signaling 9 93 0.097 4.17e-02

Arsenate Detoxification I (Glutaredoxin) 2 4 0.500 4.37e-02

CXCR4 Signaling 13 164 0.079 4.37e-02

Mevalonate Pathway I 3 12 0.250 4.68e-02

205



Appendix B

Network analysis to identify key

dysregulated processes and hub genes in

neurodegenerative diseases

B.1 Table of significant hubs identified in non-preserved

modules between PD and healthy controls using net-

work analysis
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B.2 Table of significant hubs identified in non-preserved

modules between AD, MCI and healthy controls us-

ing network analysis
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