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Abstract

As an important part of the manufacturing industry, redundant robots can undertake heavy and tough tasks, which human operators are difficult to sustain. Such onerous and repetitive industrial manipulations, that is, positioning and carrying, impose heavy burdens on the load bearing for redundancy robots’ joints. Under the circumstances of long-term and intense industrial operations, joints of redundant robots are conceivably to fall into functional failure, which may possibly cause abrupt joint lock or freeze at unknown time instants. Therefore, task accuracy by end-effectors tends to diminish considerably and gradually because of broken-down joints. In this paper, a sparsity-based method for fault-tolerant motion planning of redundant robots is provided for the first time. The developed fault-tolerant redundancy resolution approach is defined as L1-norm based optimization with immediate variables involved to avoid discontinuity in the dynamic solution process. Meanwhile, those potential faulty joint(s) can be located by the designed fault observer with the proposed fault-diagnosis algorithm. The proposed fault-tolerant motion planning method with fault diagnosis is dynamically optimized by resultant primal dual neural networks with provable convergence. Moreover, the sparsity of joint actuation by the proposed method can be enhanced by around 43.87% and 36.51%, respectively, for tracking circle and square paths. Simulation and experimental findings on a redundant robot (KUKA iiwa) prove the efficacy of the developed defect tolerant approach based on sparsity.

1. Introduction

Nowadays, redundant robots have been widely applied to ease the burdens of workers or reduce labor costs in many areas of the manufacture industry [1]. With the help of redundant robots, which persist in undertaking repetitive and heavy industrial operations over long periods, practitioners’ productive forces can be emancipated on large scales. After excessive industrial manipulations, some joints of redundant robots might unexpectedly lapse into fault states such as joint lock or joint freeze, causing joint control tasks unable to continue accurately. In this situation, the manipulation performance of end-effectors can be significantly degraded. However, as these joints are falling into unpredictable failure suddenly, the end-effectors of redundant robots are still expected to possess the ability to track desired paths with tolerant accuracy. Fault-tolerant motion planning solutions can be used to self-repair/recover from joint failures [2] or be integrated in advance of failures [3] in the motion planning category. The purpose of the former is to change the robot’s mobility strategy in the event of a failure, allowing the robot to compensate for the malfunction and complete its work without the need for hardware repair. After robot manipulators fail to adjust for the motion of the locked joints, the motion of the healthy joints must be replanned [4]. The object of the latter situation is to retain the robot in a configuration that ensures good performance in the event of a failure. Even after an arbitrary joint failure, the robot should be able to reach all task sites for point-to-point activities. This may be achieved by ensuring that none of the robot’s joints extends beyond the ranges of the self-motion manifolds assigned to each task point.
In order to guarantee accurate motion tracking of redundant robots that encounters a joint failure, generating the residual joint angular variables from the desired path of the end-effector in its workspace is still essential and seems the only manner for redundancy resolution [5]. In this case, joint angular variables of fault joints may not be directly involved in the redundancy resolution without any additional constraints. It is different from the way of processing in good working status for redundant robots, that is, motion planning and control of end-effectors in the workspace can be done through directly seeking control actions of all the joints in the way of redundancy resolution [6, 7, 8], and motion planning and control of redundant robots in normal working conditions have already achieved great success [9] with many efficient approaches have been developed under different scenarios [10, 11]. Some academics have developed fault-tolerant analysis and motion planning methodologies in the past several years in order to find realistic solutions for redundant robots to overcome the difficulties of generalizing analytical solutions from Cartesian space to joint space. Pseudoinverse-based fault-tolerant redundancy resolution algorithms have been developed [12, 13], but the conventional pseudoinverse-based methods might be not efficient to deal with Jacobian matrices’ local singularities from fault joints. As a representative analysis work, Ben-Gharbia et al. analyzed Jacobian matrices of planar manipulators under different joint fault cases [14], by enumerating all conceivable optimum resolution configurations from the perspective of mechanisms. Constrained optimization-based methodologies for fault-tolerant synthesis have been developed to improve computational capabilities for real-time implementation while also meeting other performance criteria. For instance, Xie et al. [15] analyzed different joint failure probabilities to optimally generate the fault-tolerant Jacobian matrix of redundant robots for kinematics modeling. Li et al. [16, 17] reformulated a unified optimization problem for motion planning of redundant robots, with additional constraints which contain joint lock/freeze information. In order to improve solution efficiency with the elimination of unnecessary constraints in optimization, Li et al. [18] proposed a fault-tolerant motion planning method for redundant robots by redefining a new solution set including joint failure information.

Fault-diagnosis methods and their applications in numerous industrial processes and systems have generated successful findings during the previous four decades. Fault diagnosis can be broadly divided into model-based fault diagnosis and signal-based fault diagnosis, according to ref. [19]. Models of the robots must be accessible in order to use model-based methodologies, which may be obtained using either physical principles or systems identification techniques. Instead of using specific input−output models, signal-based approaches use observed signals [19]. In realistic application cases, redundant robots may more frequently encounter joint failure situations. However, current motion planning and redundancy resolution works are mostly focused on redundant robots in normal working conditions. Furthermore, among the existing fault-tolerant motion planning methods based on optimization paradigms for handling redundant robots with joint failures, all of the approaches constructed optimization formulation in a nonsparse manner [16, 18], which might induce the residual joint variables still at the full level of actuation and result in kinetic energy out of gauge. In addition, being aware of which joint goes into failure simultaneously is also important for promptly maintaining the working conditions of redundant robots [19, 20].

Sparsity is a term used in AI inference and machine learning to describe a matrix of numbers that contains numerous zeros or values that have no substantial influence on a calculation [21]. For years, researchers have attempted to extract as many unnecessary parameters from the model as possible – all while maintaining AI’s remarkable accuracy. In ref. [22], the authors proposed an improved RRTConnect algorithm based on sparse dead point saved strategy to improve the speed of motion planning, and their experimental studies show the strong robustness. Polvara et al. [23] employed the sparse reward for the proposed Deep Q-Networks to be the high-level navigation policy of the landing problem of an unmanned aerial vehicle, the simulation works validated their proposal with great robustness. Bascetta et al. [24] developed a closed-form dynamic model of flexible manipulators, where its performance was to improve by leveraging the sparsity of matrices for real-time control purposes. All of these works have shown their advantages in high speed computing and robustness by integrating the sparsity into robotics fields; however, to the best of our knowledge, there is presently almost no relevant
work on a sparsity-based fault-tolerant strategy for motion planning of redundant robots with defect diagnostics. In order to supplement current motion planning and redundancy resolution strategies on redundant robots, which are primarily considered in normal running states, we are attempting to make breakthroughs in this paper by proposing a sparsity-based fault-tolerant motion planning (SFTMP) with the ability to diagnose redundant robots with possible joint failure. The developed method is expressed as a constrained $L_1$ optimization problem with a custom diagnostics detector for joint fault states. This paper’s contributions are summarized as follows:

1) This is the first paper to present the SFTMP strategy for redundant robots that includes concurrently recognizing and localizing the defective joint(s).
2) A dynamic fault-diagnosis paradigm is proposed to detect which joint(s) can be falling into a fault state with theoretical results on convergence presented.
3) Simulation and experiment findings on a KUKA iiwa robot platform with unanticipated locked/frozen joints indicate the efficiency of the proposed joint fault tolerance control scheme optimized by sparsity, with task accuracy of motion planning satisfied and joint motion sparsity increased.

2. Problem formulation
The motion of an end-effector of a redundant robot is reflected by a forward kinematics chain model with joint angular variable $\theta$ as the input. In the normal working conditions, for a redundant robot whose joints are not falling into failure situations during the entire motion process, its coordinate data $r(t) \in \mathbb{R}^m$ in Cartesian space can be expressed as a coupled-nonlinear relationship in the workspace shown below [18]

$$r(t) = f(\theta(t))$$

where $\theta(t) \in \mathbb{R}^n$ denotes its joint angle variables, and $f(\cdot)$ denotes the nonlinear mapping function array $f(\cdot)$ which reflects the redundant robot’s geometrical and mechanistic profiles. Correspondingly, the optimized joint angles are produced by solving the following inverse kinematics problem [18]:

$$\theta(t) = f^{-1}(r(t))$$

where $f^{-1}(\cdot)$ denotes the inverse kinematics mapping function array. In such normal working conditions, each joint angle $\theta_i(t)$ with $i \in \{1, 2, \cdots, n\}$ does not encounter failures so there are no failure-related solution sets or constraints appeared in the joint resolution process. The connection between values in joint space and Cartesian space, respectively, ought to be turned into velocity values by deriving across both halves of (1) regarding the time $t$ in order to resolve the inverse kinematic problem in a dynamic manner that is associated with variations in joint velocity:

$$\dot{r}(t) = J \dot{\theta}(t)$$

the Jacobian matrix is denoted as $J \in \mathbb{R}^{m \times n}$. The aforementioned derivations are aiming at normal manipulation of a redundant robot, for instance, the joint motion velocity $\dot{\theta}(t) \in \mathbb{R}^n$ does not affect any fault scenarios like being locked/frozen or increased/decreased abruptly from certain time instants.

When some joint(s) fall(s) into the failure status, the joint velocity variables $\dot{\theta}(t) \in \mathbb{R}^n$ may become uncontrolled by the servo controllers and actuators or are even difficult to predict through encoders during motion planning and control. In this situation, such abnormal working conditions have impacts on getting the right $\dot{\theta}(t) \in \mathbb{R}^n$ to generate the exact position vector to track the desired path $r_d(t) \in \mathbb{R}^m$ of the end-effector, and the desired tracking accuracy might be not be achieved based on the velocity kinematics equation only. This is due to that the fault joint velocities exert a new restriction for inverse solving velocity kinematics equation, that is, [18],

$$J \dot{\theta}(t) = \dot{r}_d(t)$$
where some joint velocity variables \( \dot{\theta}(t) \subset \dot{\theta}(t) \in \mathbb{R}^n \) encounter that \( \dot{\theta}_j(t), \ldots, \dot{\theta}_{j+q}(t) \) with \( j \in \{1, 2, \cdots, n\}, q \in \{1 - j, 2 - j, \cdots, n - j + 1\} \) become arbitrary values after time instant \( t \geq t_f \). Additionally, as the input for the Jacobian matrix \( J = J(\dot{\theta}) \) is \( \dot{\theta} \) which is integrated by \( \dot{\theta} \), the Jacobian matrix is also evidently perturbed in joint failure situations, which makes the joint resolution becoming more complicated.

In this paper, we consider the \( j \)th joint velocity \( \dot{\theta}_j(t_f) = 0 \) represents that the \( j \)th joint goes to failure after time instant \( t_f \). The type of joint failure is joint lock/freeze. The joint resolution formulation with such joint lock/freeze situation can be described generally as follows:

\[
\text{Joint failure:} \begin{cases} 
\dot{\theta}_j(t_f) = 0 \\
\vdots \\
\dot{\theta}_{j+q}(t_f) = 0 \\
t_{f_1}, \ldots, t_{f_q} \in [0, T] 
\end{cases}
\]

where some joints like joints \( j, \ldots, j + q \) may lose their velocity and become locked or frozen at certain time instants \( t_{f_1}, \ldots, t_{f_q} \) throughout \([0, T]\). From the motion planning and control formulation with joint lock/freeze, the identical equations on the joint velocity \( \dot{\theta}_j(t_f) = 0, \ldots, \dot{\theta}_{j+q}(t_f) = 0 \) may appear suddenly with different time instants and disturb solution of velocity kinematics equations \( J\dot{\theta}(t) = \dot{r}_d(t) \). Another issue is that we have to know which identical equation(s) appear(s) by constructing fault-diagnosis functions for monitoring.

### 3. SFTMP with fault diagnosis

#### 3.1. Fault-tolerant motion planning in a sparsity perspective

In order to fulfill the same types of motion control tasks as the cases in normal working conditions for redundant robots with fault joints, in this work, we propose to make the joint motion resolution by taking advantage of the sparsity of joint actuation. Inspired by the sparse representation in optimization \([25, 26]\) - the output of \( L_1 \) norm produces a sparse model that can be used for feature selection while also preventing overfitting, the following \( L_1 \) norm (\( \|\cdot\|_1 \)) based optimization is proposed as follows \([18]\):

\[
\begin{align*}
\text{minimize} & \quad \|\dot{\theta}\|_1 \\
\text{subject to} & \quad J\dot{\theta} = \dot{r}_d \\
& \quad -\eta \leq \dot{\theta} \leq \eta \\
& \quad \dot{\theta} \in \Omega_{FT}
\end{align*}
\]

where \( \eta \in \mathbb{R}^n \) denotes the joint velocity boundary variable, and \( \Omega_{FT} = \{ \dot{\theta} \in \mathbb{R}^n \|\dot{\theta}_1( t > t_{f_1}) = 0, \dot{\theta}_{t_2}( t > t_{f_2}) = 0, \ldots, \dot{\theta}_{t_{j+m}}( t > t_{f_{j+m}}) = 0 \} \) denotes the solution set for the fault-tolerant redundancy resolution. The index \(-\|\dot{\theta}\|_p, 0 < p < 2\) can be used to evaluate the sparsity of the joints \(-\|\dot{\theta}\|_p, 0 < p < 2\), where \(\|\cdot\|_p\) denotes the \(p\) norm of a vector.

As direct computing the partial derivative of Lagrange function associated the \( L_1 \) objective function may result in discontinuity on the dynamic equations, thus the optimization paradigm based on \((4)\) might not efficient. In order to remedy this, a new immediate variable \( w \) is involved to equivalently reformulate the original optimization as \((5)\), which keeps the convexity and adopts an additional constraint between the joint angular variable and the immediate variable. To this end, we present a novel equivalent
optimization formulation to make the optimization issue (4) well handled by the primal dual neural network

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{n} w_i \\
\text{subject to} & \quad J\dot{\theta} = \dot{r}_d \\
& \quad -\eta_i \leq \dot{\theta}_i \leq \eta_i \\
& \quad -w_i \leq \dot{\theta}_i \leq w_i \\
& \quad \dot{\theta} \in \Omega_{FT}
\end{align*}
\] (5)

where \( w_i \) is a vector which belongs to \( [w_1, w_2, \ldots, w_i, \ldots, w_n] \), denotes the newly constructed variable to be optimized, and dynamically adjusts the new boundaries of \( \dot{\theta}_i \).

The new optimization problem above can be further equivalently transformed into the following optimization formation:

\[
\begin{align*}
\text{minimize} & \quad l^T w \\
\text{subject to} & \quad J\dot{\theta} = \dot{r}_d \\
& \quad -\eta \leq \dot{\theta} \leq \eta \\
& \quad -w \leq \dot{\theta} \leq w \\
& \quad \dot{\theta} \in \Omega_{FT}
\end{align*}
\] (6)

where

\[
l = \begin{bmatrix} 1 \\ 1 \\ \vdots \\ 1 \end{bmatrix} \quad \text{and} \quad w = \begin{bmatrix} w_1 \\ w_2 \\ \vdots \\ w_n \end{bmatrix}
\]

Optimization problem (6) can be further rewritten as follows:

\[
\begin{align*}
\text{minimize} & \quad l^T w \\
\text{subject to} & \quad J\dot{\theta} = \dot{r}_d \\
& \quad \dot{\theta} \in \Omega
\end{align*}
\] (7)

where a new solution set has been defined \( \Omega = \{ \dot{\theta} \in \Omega_{FT} \cap \Omega \} \) with \( \Omega = \{ -\eta \leq \dot{\theta} \leq \eta \text{ and } -w \leq \dot{\theta} \leq w \} \). An optimizing formula (7) is prepared to solve the sparse optimizing problem of \( L_1 \)-norm based on (4) by inserting a \( w \) variable to simultaneously limit the joint velocity \( \dot{\theta} \).

For the purposes of optimization problem (7) solving, the following Lagrange function has been defined:

\[
L = l^T w + \lambda^T (J\dot{\theta} - \dot{r}_d)
\]

The following partial derivative equations can then be obtained by differentiating the above Lagrange function with respect to the unknown variables \( z = [\dot{\theta}^T \ w^T]^T \)

\[
\begin{align*}
\frac{\partial L}{\partial z} = \begin{bmatrix} J^T \lambda \\ l \end{bmatrix} \\
\frac{\partial L}{\partial \lambda} = J\dot{\theta} - \dot{r}_d
\end{align*}
\] (8)
Then, based on the basic design method of the primal dual neural network for solving convex optimization issues, we have the following unique primal dual neural network solver for fault-tolerant sparse optimization of redundancy resolution:

$$\begin{cases}
\epsilon \dot{z} = -z + P_\Pi \left\{ z - Kz - \begin{bmatrix} J^T \lambda \\ l \end{bmatrix} \right\} \\
\epsilon \dot{\lambda} = J \dot{\theta} - \dot{r}_d
\end{cases} \tag{9}$$

where the solution set cone $\overline{\Omega} = \bigcup_{i=1}^n \overline{\Omega}_i$ with $\overline{\Omega}_i = z_i$ with boundaries $-\eta_i \leq \dot{\theta}_i \leq \eta_i$ and $-w_i \leq \dot{\theta}_i \leq w_i$, $\epsilon > 0$ denotes the network convergence scaling parameter, and $K \in \mathbb{R}^{2n \times 2n}$ denotes a coefficient diagonal matrix with all of its entries $k$ being nonnegative. For the newly presented $P_\Pi(\cdot)$ linear projection features with a newly divided solution set $\overline{\Omega}$, we obtain

$$P_\Pi(z) = \bigcup_{i=1}^n P_\Pi(z_i) \tag{10}$$

and we can then extend its subparts by the following way [18]:

$$P_\Pi(z) = \begin{bmatrix}
\dot{\theta}_i \\
w_i
\end{bmatrix}, |\dot{\theta}_i| \leq \eta_i \text{ and } |\dot{\theta}_i| \leq w_i
$$

$$\begin{bmatrix}
\eta_i \\
w_i
\end{bmatrix}, \dot{\theta}_i \geq \eta_i \text{ and } w_i \geq \eta_i
$$

$$\begin{bmatrix}
-\eta_i \\
w_i
\end{bmatrix}, \dot{\theta}_i \leq -\eta_i \text{ and } w_i \geq \eta_i
$$

$$\begin{bmatrix}
\eta_i \\
\eta_i
\end{bmatrix}, w_i \leq \eta_i \text{ and } \dot{\theta}_i \geq -w_i + 2\eta_i
$$

$$\begin{bmatrix}
-\eta_i \\
\eta_i
\end{bmatrix}, w_i \leq \eta_i \text{ and } \dot{\theta}_i \leq w_i - 2\eta_i
$$

$$\begin{bmatrix}
\frac{\dot{\theta}_i + w_i}{2} \\
\frac{\dot{\theta}_i - w_i}{2}
\end{bmatrix}, |w_i| \leq \dot{\theta}_i \leq -w_i + 2\eta_i
$$

$$\begin{bmatrix}
\frac{\dot{\theta}_i - w_i}{2} \\
\frac{-\dot{\theta}_i + w_i}{2}
\end{bmatrix}, w_i - 2\eta_i \leq \dot{\theta}_i \leq -|w_i|
$$

$$\begin{bmatrix}
0 \\
0
\end{bmatrix}, |\dot{\theta}_i| \leq -w_i$$

As compared with the previous work [18], a novel linear piece-wise projector feature with a newly proposed solution set $\overline{\Omega}$ is developed in this paper. The new $\overline{\Omega}$ solution expands the previous three divided solution subsets with a further five. During these operations, the primary dual neural network solution can keep its convergence capacity.

**Theorem 1.** For motion planning of the redundant robot with joint lock/freeze which described by (3), the proposed sparse optimization solver (9) replaces the kinematics calculus and even optimizes the solution of (4).
Proof. Because the developed $L_1$ sparse optimization problem is convex, the optimal solution may be achieved by solving the following equations, regarding the well-known Karush−Kuhn−Tucker method [27]

\[
\begin{cases}
\frac{\partial L}{\partial \lambda} = 0 \\
P_{\Pi} \left( z - \frac{\partial L}{\partial z} \right) = z
\end{cases}
\]

i.e.,

\[
\begin{cases}
P_{\Pi} \left( z - Kz - \begin{bmatrix} J^T \lambda \\ l \end{bmatrix} \right) = z \\
J\dot{\theta} - \dot{r}_d = 0
\end{cases}
\]

The cone operator $N_\Pi(z)$ contains $\frac{\partial L}{\partial z} \in N_\Pi(z)$. The equivalent expression (12) may be obtained using the property on the linear projection to the cone [28, 29]. The solution to the nonlinear equation (12) is the same as the answer to the optimization issue (4) for the redundant robot’s fault-tolerant manipulation scheduling. It is difficult to derive an analytical solution directly for the nonlinear problem (12). As a result, a primal dual neural network must be built to tackle the problem (12), with the Lyapunov stability theory proving its convergence. The complete evidence is excluded here, and interested readers can consult theoretical literature [28, 29].

3.2. Fault joint diagnosis

Now we have addressed that the sparse optimization (9) is able to plan the manipulation of the redundant robot with fault tolerance functions under the joint lock/freezes situation. Although such motion planning can be achieved with a new sparse solution paradigm, another issue still needs to be solved: which joints are at fault. Through observing and recording the joint velocity, the dynamic states of joints can be used to confirm whether the joints are locked or not. In this subsection, in addition to proposing the SFTMP method for redundant robots, a fault-diagnosis paradigm is also provided simultaneously as an enhanced comprehensive solution. In order to formulate the dynamic fault-diagnosis model for potential fault joints, firstly the following variant sparse optimization solver is constructed as:

\[
\epsilon \dot{z} = -z + P_{\Pi} \left( z - Kz - \Xi \int v dt \right)
\]

\[
= -z + P_{\Pi} \left( z - Kz - \begin{bmatrix} J^T \\ l \end{bmatrix} \int \begin{bmatrix} J\dot{\theta} - v_d \\ \hat{\alpha} \end{bmatrix} dt \right)
\]

\[
= -z + P_{\Pi} \left( z - Kz - \begin{bmatrix} J^T(r - r_d) \\ w \end{bmatrix} \right)
\]

where

\[
\Xi = \begin{bmatrix} J^T \\ l \end{bmatrix} \text{ and } v = \begin{bmatrix} J\dot{\theta} - v_d \\ \dot{\hat{\alpha}} \end{bmatrix} = \begin{bmatrix} \dot{r} - \dot{r}_d \\ \dot{\hat{w}} \end{bmatrix}
\]

The variant sparse optimization solver above can be further rewritten as

\[
\epsilon \dot{z} = -z + P_{\Pi} \left( z - Kz - \begin{bmatrix} J^T(r - r_d) \\ w \end{bmatrix} \right)
\]

(13)
Next, for monitoring the joints whether are locked or not at certain time instants, we construct the following dynamic observer equations for estimation of joint velocity:

\[
\begin{aligned}
\hat{\dot{z}} - \Lambda \hat{z} &= 0 \\
\ddot{\hat{z}} - \Lambda \ddot{z} &= 0
\end{aligned}
\]  

(14)

where \(\hat{\dot{z}}\) denotes the estimated joint velocity, and \(\Lambda\) which is a diagonal matrix with its element \(\sigma_j\) being either zero or a non-zero scalar denotes the diagnosis matrix. For example, when the \(j\)th joint falls into the locked state from some time instant, \(\sigma_j = 0\) will appear. When the \(j\)th joint is in a normal state, \(\sigma_j \neq 0\) can keep existing. Therefore, we establish the following sparse optimization solver with fault-diagnosis ability for fault-tolerant motion planning:

\[
\epsilon \hat{\dot{z}} = \hat{\Lambda} \left[ -z + P_{\pi} \left( z - K z - \frac{J^T(r - r_d)}{w} \right) \right]
\]  

(15)

Through the dynamic estimator (15), we can readily find which joint is being locked by knowing \(\sigma_i = 0\) or \(\sigma_i \neq 0\). At this stage, we construct the auxiliary system equations for the sparse optimization solver as follows:

\[
\begin{aligned}
\epsilon \hat{\dot{z}} &= \hat{\Lambda} \left[ -z + P_{\pi} \left( z - K z - \frac{J^T(r - r_d)}{w} \right) \right] - K_1 (\hat{\dot{z}} - \dot{z}) \\
\epsilon \hat{\Lambda} &= K_2 \left[ -z + P_{\pi} \left( z - K z - \frac{J^T(r - r_d)}{w} \right) \right] (\hat{\dot{z}} - \dot{z})^T
\end{aligned}
\]

where \(K_1\) and \(K_2\) are the new convergence scaling parameter matrices which are also diagonal with their elements being \(k_1 > 0\) and \(k_2 > 0\), respectively.

In order to get the diagnosis results, the convergence of the estimated joint velocity variables should be investigated. Under these considerations, the following distance variables are defined as \(\tilde{z} = z - \hat{z}\) and \(\tilde{\Lambda} = \hat{\Lambda} - \hat{\Lambda}\) to evaluate whether the estimated variables can converge to the real variables.

Next, combining all aforementioned equations, the form of distance system formulas can be written as follows:

\[
\epsilon \hat{\dot{z}} = -\tilde{\Lambda} \left[ -z + P_{\pi} \left( z - K z - \frac{J^T(r - r_d)}{w} \right) \right] - K_1 \tilde{z}
\]  

(16)

and

\[
\epsilon \hat{\Lambda} = K_2 \left[ -z + P_{\pi} \left( z - K z - \frac{J^T(r - r_d)}{w} \right) \right] (\hat{\dot{z}} - \dot{z})^T
\]

(17)

where the estimated values \(\hat{\dot{z}}\) and \(\hat{\Lambda}\) are expected to track the corresponding real values during the fault-diagnosis process, respectively, which means that the distance variables \(\tilde{\dot{\theta}}\) and \(\tilde{\Lambda}\) can converge to zero in the steady state [18]. To substantiate this point, the sequential theories are presented.

**Theorem 2.** Distance parameters \(\tilde{z}\) and \(\tilde{\Lambda}\) in the distance system formulas (16) can globally converge to zero, which means that estimated value \(\hat{\dot{z}}\) converges to the real value \(z\), which is synthesized by sparse optimization solver (9).

**Proof.** Let us see the first distance system equation in fault-tolerant motion planning

\[
\epsilon \hat{\dot{z}} = -\tilde{\Lambda} \left[ -z + P_{\pi} \left( z - K z - \frac{J^T(r - r_d)}{w} \right) \right] - K_1 \tilde{z},
\]

first of all, the Lyapunov candidate function is defined as

\[
V = \|\tilde{z}\|^2/2 + k_2^{-1} \text{tr} \left( \tilde{\Lambda}^T \tilde{\Lambda} \right) / 2 \geq 0
\]

where \(\text{tr}(\cdot)\) indicates the square matrix trace that calculates the sum of all the diagonal elements.
The temporal Lyapunov function derivative $V$ is determined

$$
\dot{V} = \dot{\tilde{z}}^T \dot{\tilde{z}} + \text{tr} \left( \tilde{\Lambda}^T \tilde{\Lambda} \right) k_1^- \epsilon
$$

As (16) is obtained previously, we have

$$
\dot{\tilde{z}} = -\dot{\tilde{\Lambda}} \left[ -\tilde{z} + P_{\pi}(\tilde{z} - K \tilde{z} - \beta) \right] / \epsilon - K_1 \tilde{z} / \epsilon
$$

where we define

$$
\beta = \left[ J^T (r - r_d) \right]/w
$$

The temporal Lyapunov function derivative $V$ thus further expands

$$
\dot{V} = \dot{\tilde{z}}^T - \tilde{\Lambda} \left[ -\tilde{z} + P_{\pi}(\tilde{z} - K \tilde{z} - \beta) \right] / \epsilon
$$

$$
+ \text{tr} \left( \tilde{\Lambda}^T \left[ -\tilde{z} + P_{\pi}(\tilde{z} - K \tilde{z} - \beta) \right] \tilde{z}^T \right) \epsilon
$$

$$
= -k_1^- \tilde{z}^T \tilde{z} - \frac{1}{\epsilon} \tilde{z}^T \tilde{\Lambda} \left[ -\tilde{z} + P_{\pi}(\tilde{z} - K \tilde{z} - \beta) \right] / \epsilon
$$

$$
+ \text{tr} \left( \tilde{\Lambda}^T \left[ -\tilde{z} + P_{\pi}(\tilde{z} - K \tilde{z} - \beta) \right] \tilde{z}^T \right) / \epsilon
$$

$$
= -k_1^- \| \tilde{z} \|^2 / \epsilon \leq 0
$$

Thus, we would now see that the $V$ function of Lyapunov is positive and its temporal derivative $\dot{V}$ is negative. According to the well-known Lyapunov stability theory, the distance parameters $\tilde{z}$ is able to globally converge to zero while $t \rightarrow +\infty$. Since $\tilde{z} = z - \hat{\tilde{z}}$, the estimated $\hat{\tilde{z}}$ can converge to $\theta$ as $t \rightarrow +\infty$ in the first distance system (16). The proof is thus complete.

For the second distance system (17) in joint failure diagnosis, we would further have the following theoretical results.

**Theorem 3.** The joint lock/freeze status of the redundant robot system can be detected during motion planning, provided that there exist(s) non-zero element(s) $\tilde{\sigma}_j$ in matrix of $\tilde{\Lambda}$ in the second distance system (17).

**Proof.** For the second distance system

$$
\epsilon \dot{\tilde{\Lambda}} = K_2 \left[ -\tilde{z} + P_{\pi}(\tilde{z} - K \tilde{z} - \beta) \right] \tilde{z}^T,
$$

according to Theorem 2, $\tilde{z}$ converges to zero, that is, $\lim_{t \rightarrow +\infty} \tilde{z} = 0$, applying Lasalle invariant set theory, we would have

$$
\lim_{t \rightarrow +\infty} -\tilde{\Lambda} \left[ -\tilde{z} + P_{\pi}(\tilde{z} - K \tilde{z} - \beta) \right] / \epsilon = 0
$$

For the sake of fault-tolerant manipulation of the redundant robot, the sparse optimization solver guarantees the $j$th coefficient of $-\tilde{z} + P_{\pi}(\tilde{z} - K \tilde{z} - \beta)$ converges to zero to achieve finishing path tracking. To satisfy

$$
-\tilde{\Lambda} \left[ -\tilde{z} + P_{\pi}(\tilde{z} - K \tilde{z} - \beta) \right] / \epsilon = 0
$$

the $j$th coefficient $\tilde{\sigma}_j$ of $\tilde{\Lambda}$ should not converge to zero. That is to say, once $\tilde{\sigma}_j \neq 0$ exists, then the corresponding joint is found to be locked/frozen. Otherwise, no joint(s) can be found to be falling into the fault state. \qed
Algorithm 1. Fault-diagnosis algorithm of recognizing locked/frozen joint(s) of the redundant robot.

Input: Forward kinematic equation $f(\cdot)$; Jacobian matrix $J$; desired path $r_d$; parameters $\epsilon$, $K$, $K_1$ and $K_2$; joint velocity boundary $\eta$; initial joint angle $\theta(0)$

Output: Matrix $\Lambda$

1. while $-z + P_{\Omega}(z - Kz - \beta)$ converges to zero do
2.   if $\tilde{\sigma}_j \neq 0$ then
3.     Prompt: the $j$th joint is locked/frozen!
4.   else
5.     Prompt: No joints are found to be locked/frozen.
6.   end
7. end

---

Figure 1. Flowchart of SFTMP.

According to Theorems 2 and 3 with related analysis, the following fault-diagnosis algorithm (Algorithm 1) is developed for recognizing the locked/frozen joint(s). A flowchart can be found in Fig. 1 to illustrate the entire presented algorithm.
Table I. \(D-H\) parameters for the KUKA iiwa robot.

<table>
<thead>
<tr>
<th>Link</th>
<th>(a_i) (m)</th>
<th>(\alpha_i) (degree)</th>
<th>(d_i) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>-90°</td>
<td>0.340</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>90°</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>90°</td>
<td>0.400</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>-90°</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>-90°</td>
<td>0.400</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>90°</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0°</td>
<td>0.126</td>
</tr>
</tbody>
</table>

Figure 2. Model diagram of the KUKA redundant robot with \(D-H\) parameters annotation.

4. Simulation studies

In this phase, we firstly evaluate the performance of the proposed SFTMP method and then evaluate its fault-diagnosis performance. The validation is performed based on the KUKA redundant robot (LBR IIWA type, 7 revolute joints and 7 links). Its \(D-H\) parameters are shown in Table I and the model diagram of KUKA iiwa is shown in Fig. 2. The forward kinematics model is established based on homogeneous matrix chains with parameters configured in the \(D-H\) table. For the tracking tasks, the desired motion targets are circle and square (rectangular) paths. The radius of the circle path is 0.15 m, and the length of the square path is 0.20 m. The converging factor \(\epsilon\) of the primary double network resolver for the developed system is set to 0.0001 and control gains of the fault-diagnosis algorithm (Algorithm 1) are set to \(k = 1, k_1 = 10\) and \(k_2 = 10\). The initial joint angle vector of the redundant robot is set as \(\theta(0) = [\pi/12 \pi/4 0 - \pi/2 0 - \pi/12 \pi/9]^T\). The motion process lasts 30/40 s for the path tracking tasks.

4.1. Path tracking performance with locked/frozen joints

Fig. 3 shows the joint angles \(\theta\) of the KUKA iiwa robot during its end-effector’s path tracking process, and the desired paths are receptively a circle and a square. In the circle drawing task, as shown in Fig. 3(a), joint 3 will be locked with an immediate speed of \(\dot{\theta}_3\) (after 5 s), joint 5 will be locked with 10 s, its velocity \(\dot{\theta}_5\) will be set to 0, joint 7 will keep locked/frozen constantly leaving all the other to work
Figure 3. Joint angular values $\theta$ of the KUKA iiwa robot while performing circle and square drawing tasks by SFTMP. Joint 3 and joint 5 are locked after 5 and 10 s, respectively. Joint 7 keeps locked/frozen in the entire motion process.

Figure 4. Execution of the circle and square drawing tasks of the KUKA iiwa robot with joint locks by SFTMP.

as normal, whose joint angles will be operated by the proposed sparse-based optimizer. In the tracing of the square path (Fig. 3(b)), joints 3 and 5 are locked after 5 and 10 s immediately with a 0 joint velocity $\dot{\theta}_3$ and $\dot{\theta}_5$, respectively. We keep joint 7 being locked/frozen constantly and all the other joints work as normal, which are controlled by our proposed method. Seen again from Fig. 3, only joints 1, 2, 4, and 6 work normally to fulfill the circle and square drawing tasks, and joint 6 is not actuated in the whole motion process but is not locked. Under these circumstances, Figs. 4 and 5 further, respectively, show the circle and square trajectories generation/execution tasks tested on the KUKA iiwa platform, driven by our proposed fault-tolerant manipulation method optimized by sparsity, with locks on joint 3 and joint 5 at their failure time instants, respectively. The piece-wise blue straight lines indicate the body of the connections with the redundant KUKA iiwa robot in Fig. 4(a) and (b) and the red lines depict the end-effector’s motion trajectory created by the approach described in this paper. It can be observed that using the developed SFTMP, the end-effector of the KUKA iiwa robot can trace the appropriate circular and square trajectories with the optimized joint angles. Figure 5 further reveals the positioning failure of the
end-effector of the KUKA iiwa robot in order to evaluate the accuracy of the proposed motion planner and the controller, and we can observe that the position errors are below $10 \times 10^{-4}$ m in both scenarios. As observed again from Fig. 3, joint 6 is keeping the idle status during the motion control process, but it is not belonging to the joint failure cases, this might be owing to that the proposed sparse optimization-based redundancy resolution can produce sparse solutions for joint velocity $\dot{\theta}$. Moreover, the developed sparsity-based technique with joint lock can still ensure the path tracking accuracy as predicted, which is proved by the path tracking performance and the optimized joint angles of the KUKA iiwa robot. These all simulation results indicate the effectiveness of the proposed fault-tolerant motion planning mechanism for a redundant robot with an unanticipated joint lock/failure. In the meantime, sparse joint resolutions can be generated as well.
4.2. Fault diagnosis of joints

After validating SFTMP for the KUKA iiwa robot, further simulation studies on the recognition of locked joints by the proposed simultaneous fault diagnosis scheme are presented. Investigating again from the optimized joint angles by SFTMP in the previous subsection, we can see that joint 6 also “seems” to fall into a joint lock situation, but it is not a fault joint. To avoid the incorrect judgment of locked joints only from joint angle observations, we apply the proposed fault-diagnosis algorithm to distinguish which joints are real locked joints. Figure 6 shows the performable results of the proposed fault-diagnosis method (Algorithm 1) for locked joint recognition. The circle drawing case in Fig. 6(a) shows that $\tilde{\sigma}_3$, $\tilde{\sigma}_5$, and $\tilde{\sigma}_7$ cannot converge to zero in the steady state. Nevertheless, other values $\tilde{\sigma}_1$, $\tilde{\sigma}_2$, $\tilde{\sigma}_4$, $\tilde{\sigma}_6$ in $\tilde{\Lambda}$ can converge to zero. Such phenomena of these values indicate that joints 3, 5, and 7 are fault joints, which is sealed by Fig. 3(a). Similarly, in the square drawing case from Fig. 6(b), $\tilde{\sigma}_3$, $\tilde{\sigma}_5$, and $\tilde{\sigma}_7$ cannot converge to zero finally and other values $\tilde{\sigma}_1$, $\tilde{\sigma}_2$, $\tilde{\sigma}_4$, $\tilde{\sigma}_6$ in $\tilde{\Lambda}$ can converge to zero finally, which indicates that joints 3, 5, and 7 are fault joints, and this point is sealed by Fig. 3(b). All of these results demonstrate that the designed algorithm (Algorithm 1) is an efficient alternative to detect and locate the locked joints during the motion process and preserve the ability to avoid incorrect fault joint judgment. Therefore, the proposed sparsity-based method possesses the dual capability of fault-tolerant motion planning and simultaneous fault joint diagnosis.

4.3. Sparsity comparison

Figure 7 shows the sparsity comparison results between the proposed sparsity-based method and the original method without sparsity formulation [18] for the same aforementioned path tracking tasks. Evidently, we could observe that, both in the circle and square drawing cases, the proposed method presents better sparsity as it shows lower magnitude values of the sparsity index. Table II further shows the quantitative comparisons of the average sparsity among the computed sparsity with different index parameters $p = 0.4, 0.6, 0.8, 1, 1.5, 2$. Specifically, for the circle drawing, the average sparsity by the proposed method is $-3.6811 \pm 1.4823$ which is lower than the average sparsity $-6.5591 \pm 4.7162$ by the original method; for the square drawing, the average sparsity by the proposed method is $-1.6614 \pm 0.5468$ which is lower than the average sparsity $-2.6172 \pm 3.9801$ by the original method. We see that lower average amplitudes of sparsity values can be achieved by the proposed method as compared with the original method [18], and the sparsity of joint actuation by the proposed method can be enhanced by around 43.87% and 36.51%, respectively, for tracking tasks of circle and square paths. All of these results reveal that, under the same types of path tracking targets, not only the proposed method can fulfill the fault-tolerant motion planning and control, but also it can enhance the sparsity performance of the redundant robot system and decrease unnecessary joint liveness.

5. Experiment results

In this section, a further experimental study on the real robot platform of the KUKA iiwa has been conducted, after verifying it from the aspect of simulation. As a circular route with a radius of 0.15 m the intended route for motion planning and control is established, the aforementioned sparsity-based technique utilized to summarize the newly proposed primary dual neural network resolver to achieve the ideal joint angles for the KUKA iiwa robot. A pen is fitted to draw the circle and the working period for data capturing is restricted to 300 sampling frames.

Figure 8 presents the experimental snapshots of executing the desired circle drawing task of the KUKA iiwa robot. It can be seen that the end-effector of the KUKA iiwa robot successfully accomplishes the designed circle trajectory to finish drawing for recordings. In Fig. 8, the final recorded trajectory of the KUKA iiwa robot by SFTMP is shown, and it can be observed that the robot well tracks the circle path eventually. Furthermore, from Fig. 9 we can see, joint failure occurs in joints 3 and 5 at
Table II. Average sparsity of joints of the redundant robot system during motion planning and control.

<table>
<thead>
<tr>
<th>Desired path</th>
<th>The proposed method</th>
<th>Without sparsity formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circle path</td>
<td>$-3.6811 \pm 1.4823$</td>
<td>$-6.5591 \pm 4.7162$</td>
</tr>
<tr>
<td>Square path</td>
<td>$-1.6614 \pm 0.5468$</td>
<td>$-2.6172 \pm 3.9801$</td>
</tr>
</tbody>
</table>

Figure 7. Sparsity index comparison between the proposed sparsity-based method and the original method [18]. The sparsity indices $\|\dot{\theta}\|_p$ (amplitude values) of the proposed method are generally lower than those of method [18].

particular times during the KUKA iiwa robot motion execution with its velocity reaching 0. In particular, after approximately 100 sampling frames, joint 3 falls into the lock condition and joint 5 keeps locked at the start of the motion process. Table III shows the positions of 12 sampled points in the actual path and 12 sampled points the desired path, respectively, and it can be seen that the position errors $(|X_d - X|, |Y_d - Y|)$ can be within $1.5 \times 10^{-3} \text{ m}$ which is rather small as compared with the radius of the circle path to track. We may deduce that, in conjunction with path tracks as illustrated in Fig. 8, with
Table III. Twelve samples of the coordinates of the designed and actual trajectories, respectively.

<table>
<thead>
<tr>
<th>Point #</th>
<th>$(X_d, Y_d)$ (mm)</th>
<th>$(X, Y)$ (mm)</th>
<th>Position error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(448.2, 471.9)</td>
<td>(447.6, 472.7)</td>
<td>$(0.6, 0.8) \times 10^{-3}$</td>
</tr>
<tr>
<td>2</td>
<td>(610.9, 447.3)</td>
<td>(610.4, 446.4)</td>
<td>$(0.5, 0.9) \times 10^{-3}$</td>
</tr>
<tr>
<td>3</td>
<td>(656.9, 365.3)</td>
<td>(655.8, 364.3)</td>
<td>$(0.9, 1.0) \times 10^{-3}$</td>
</tr>
<tr>
<td>4</td>
<td>(659.7, 325.8)</td>
<td>(658.6, 325.6)</td>
<td>$(1.1, 0.2) \times 10^{-3}$</td>
</tr>
<tr>
<td>5</td>
<td>(580.2, 202.4)</td>
<td>(579.1, 203.4)</td>
<td>$(1.1, 0.1) \times 10^{-3}$</td>
</tr>
<tr>
<td>6</td>
<td>(537.2, 187.4)</td>
<td>(536.8, 188.5)</td>
<td>$(0.4, 0.9) \times 10^{-3}$</td>
</tr>
<tr>
<td>7</td>
<td>(450.8, 197.1)</td>
<td>(451.0, 197.5)</td>
<td>$(0.8, 0.4) \times 10^{-3}$</td>
</tr>
<tr>
<td>8</td>
<td>(398.5, 435.3)</td>
<td>(397.7, 435.8)</td>
<td>$(0.8, 0.5) \times 10^{-3}$</td>
</tr>
<tr>
<td>9</td>
<td>(505.0, 484.9)</td>
<td>(505.7, 486.3)</td>
<td>$(0.7, 1.4) \times 10^{-3}$</td>
</tr>
<tr>
<td>10</td>
<td>(547.6, 480.1)</td>
<td>(547.8, 481.6)</td>
<td>$(0.2, 0.5) \times 10^{-3}$</td>
</tr>
<tr>
<td>11</td>
<td>(374.9, 269.7)</td>
<td>(375.1, 270.0)</td>
<td>$(0.2, 0.3) \times 10^{-3}$</td>
</tr>
<tr>
<td>12</td>
<td>(361.6, 357.3)</td>
<td>(361.2, 357.7)</td>
<td>$(0.4, 0.4) \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Figure 8. Snapshots from experiments of the KUKA iiwa robot while drawing a circle path with locked joints based on SFTMP.
Figure 9. Illustration of the actual joint angles of the KUKA iiwa robot. Joint 5 keeps locked throughout the entire motion process and joint 3 comes into being locked after around 100 sampling frames.

two joints being trapped into the lock states at some unexpected time instants, the KUKA iiwa robot can still keep to let its end-effector track the path well based on SFTMP.

The effectiveness of the proposed algorithm has been well validated by both the simulation and experimental studies. From the simulation result, the simulated KUKA iiwa robot was able to execute the circle and rectangle drawing tasks under the circumstance that two of the seven joints are at fault; the experiment was also conducted on the real-world robot platform and the KUKA iiwa could also complete the drawing tasks well with fault tolerance, which would not be feasible if the proposed algorithm was
not built in the controller of the KUKA iiwa robot. The employment of SFTMP seeks the help of the redundancy where not all the joints are involved in while performing certain tasks. To draw a conclusion, the efficacy of the developed sparse technique for the fault-tolerant function-driven manipulation of redundant robots is demonstrated by all these experimental findings.

6. Conclusion

In this work, in order to manage potential joint lock situations frequently encountered in redundant robots in ordinary industrial operations, a new fault-tolerant motion planning method in a sparsity perspective is proposed for motion control of redundant robots, and a simultaneous fault-diagnosis paradigm is developed with the proposed sparsity-based method to adaptively detect the lock joints. The promising completion with smoothness of the circle and square drawing tasks by SFTMP can be archived under joint lock situations happen. Simulation and experimental studies on the KUKA iiwa robot platform show SFTMP’s effectiveness on the joint locking problems of redundant robots. The future works will be focused on the effectiveness of the method along other random paths than circle and square path and the implementation of SFTMP into real-time control of a robot.
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