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Abstract

Land-cover changes have a clear impact on local climates via biophysical effects. European land cover has been affected by human activities for at least 6000 years, but possibly longer. It is thus highly probable that humans altered climate before the industrial revolution (AD 1750 to 1850). In this study, climate and vegetation 6000 years (6 ka) ago is investigated using one global climate model, two regional climate models, one dynamical vegetation model, pollen-based reconstruction of past vegetation cover using a model of the pollen-vegetation relationship and a statistical model for spatial interpolation of the reconstructed land cover. This approach enables us to study 6 ka climate with potential natural and reconstructed land cover, and to determine how differences in land cover impact upon simulated climate. The use of two regional climate models enables us to discuss the robustness of the results. This is the first experiment with two regional climate models of simulated palaeo-climate based on regional climate models.

Different estimates of 6 ka vegetation are constructed: simulated potential vegetation and reconstructed vegetation. Potential vegetation is the natural climate-induced vegetation as simulated by a dynamical vegetation model driven by climate conditions from a climate model. Bayesian spatial model interpolated point estimates of pollen-based plant abundances combined with estimates of climate-induced potential un-vegetated land cover were used for reconstructed vegetation. The simulated potential vegetation is heavily dominated by forests: evergreen coniferous forests dominate in northern and eastern Europe, while deciduous broadleaved forests dominate central and western Europe. In contrast, the reconstructed vegetation cover has a large component of open land in most of Europe.
The simulated 6 ka climate using reconstructed vegetation was 0-5 °C warmer than the pre-industrial (PI) climate, depending on season and region. The largest differences are seen in northeastern Europe in winter with about 4-6°C, and the smallest differences (close to zero) in southwestern Europe in winter. The simulated 6 ka climate had 10-20% more precipitation than PI climate in northern Europe and 10-20% less precipitation in southern Europe in summer. The results are in reasonable agreement with proxy-based climate reconstructions and previous similar climate modelling studies. As expected, the global model and regional models indicate relatively similar climates albeit with regional differences indicating that, models response to land-cover changes differently.

The results indicate that the anthropogenic land-cover changes, as given by the reconstructed vegetation, in this study are large enough to have a significant impact on climate. It is likely that anthropogenic impact on European climate via land-use change was already taking place at 6 ka.

Our results suggest that anthropogenic land-cover changes at 6 ka lead to around 0.5 °C warmer in southern Europe in summer due to biogeophysical forcing.

1 Introduction

Land-use and land-cover change (LULCC) as a means of climate-change mitigation has received an increasing interest in recent years (e.g. Smith et al., 2016a; Williamson, 2016; Griscom et al., 2017). Emissions scenarios compliant with the goal of the Paris Agreement to limit global warming to “well below 2 degrees” (UNFCCC, 2010; UNFCCC, 2015) are partly reliant upon different ways to achieve carbon uptake, capture and sequestration (IPCC, 2018). Meeting these targets implies that LULCC will need to change drastically at the global scale over the coming decades. In theory, afforestation as mitigation measure could limit global warming because increased biomass would decrease the amount of carbon dioxide (CO₂) in the atmosphere via biogeochemical processes, primarily carbon fixation by plants via photosynthesis. Further, bioenergy with carbon capture and storage (BECCs) has become to be considered as one of the most realistic and cost-effective
technologies for negative emissions as it combines the use of biomass with geological storage of CO₂. However, changes in land-cover also have biogeophysical effects affecting the albedo, surface roughness and heat fluxes (e.g. plant evapotranspiration), which in turn will influence regional climate and may limit the positive effect of a wide-spread application of such mitigation measures (e.g. Smith et al., 2016a). The biogeophysical effects have been less studied than the biogeochemical ones. However, several studies have shown that regional climatic responses to LULCC can differ depending on the season and the geographical location (e.g. Jia et al., 2019; Strandberg & Kjellström, 2019). Thus, the overall positive global effects of land cover-based mitigation strategies may have negative regional effects.

Henceforth, we use the term LULCC primarily to describe deforestation by humans, i.e. replacement of tree vegetation by low vegetation (herbs and low shrubs), although past land-use changes have had other consequences on land cover, such as transformation of grazing and cultivated land into woodland due to shifting cultivation or land abandonment. LULCC is thus synonym of “anthropogenic land-cover change” (ALCC) (e.g. Kaplan et al., 2009), a term also commonly used in the literature. The identification of the most suitable climate-change mitigation strategies still requires a better understanding of the biogeophysical effects of LULCC on climate, and a better estimate of the net effects (biogeo-physical and – chemical). This can be achieved with idealized climate model simulations, e.g. evaluating the effect of complete afforestation or deforestation of a large area of the globe such as a continent (e.g. Boysen et al., 2020; Davin et al., 2020). It can also be studied with palaeoclimate model simulations using reconstructions of past LULCC over long time periods, and either Global Climate Models (GCMs) (He et al., 2014; Smith et al., 2016b; Gilgen et al., 2019) or regional climate models (RCMs) (Strandberg et al., 2014; Russo and Cubash, 2016; Velasquez et al., 2021). Such studies have the advantage to investigate the effects of realistic LULCC on past climate, and climate-model simulations can be evaluated with palaeoclimate proxies. However, such studies are few; moreover, it has also been argued that the study of LULCC as a climate forcing requires the use of high-resolution RCMs to better account for
the biogeophysical forcing of LULCC that operates at a regional scale rather than at a global scale (e.g. Gaillard et al., 2010; Strandberg et al., 2014). The higher density of the horizontal grid spacing in RCMs (usually 10-50 km) than in GCMs (usually 100 - 200 km) (e.g. Rummukainen, 2016) is also an advantage in palaeoclimate modelling if the model output is to be compared with proxy data that generally represent local scale climate (Ludwig et al., 2018; Ludwig et al., 2019; Giorgi, 2019). Only two such studies using RCMs exist for Europe (Strandberg et al., 2014; Russo and Cubash, 2016). These studies were first attempts at evaluating the potential of RCMs to study climate conditions during the Holocene at the European scale. They provided new insights on temperature difference (Strandberg et al., 2014) and temperature changes (Russo & Cubash, 2016; Russo et al., 2021) between 6000 years BP (henceforth 6 ka; Mid Holocene conditions) and 1750 CE (200 years BP, henceforth 0.2 ka). Strandberg et al. (2014) also investigated the effect of LULCC at 6 ka and 0.2 ka. Both studies demonstrated the need for more RCM studies of Holocene climate to better understand past climate change and climate forcings at a regional scale, and in particular further elucidate the regional effect of LULCC in Europe.

In this study, we revisit the climate in Europe at 6 ka (representing Mid Holocene and the “Neolithic Revolution”) and 1850, a pre-industrial time slice commonly used to represent a base line for the most recent climate that is little influenced by human activities (henceforth PI). The objective is to investigate the sensitivity of regional climate models (RCMs) (in terms of simulated climate) to the first substantial LULCC in Europe related to the “Neolithic revolution”, i.e. the introduction of crop cultivation and cattle grazing (e.g. Bocquet-Appel, 2011), in comparison with no LULCC (i.e. climate-induced, natural vegetation, also termed “potential vegetation”). The 6 ka climate (with and without LULCC) is then compared with PI climate; a recent period that is still not that affected by anthropogenic greenhouse gas emissions. The major differences between this new study and that of Strandberg et al. (2014) are (a) the use of two RCM models instead of one and (b) pollen-based LULCC reconstructions as land-use forcing, rather than LULCC scenarios such as the commonly used KK10 (Kaplan et al., 2009) or HYDE (Klein Goldewijk et al., 2017) scenarios. The
latter are largely based on population growth models and hypotheses. It is the first time that the use of more realistic LULCC reconstructions (based on empirical pollen data) is tested at the scale of Europe. We use the latest pollen-based REVEALS land-cover reconstruction for Europe (Githumbi et al., 2021), i.e. an extension of the reconstruction by Trondman et al. (2015) both in terms of number of pollen records used and spatial coverage. It is a gridded reconstruction with a spatial scale of one degree. REVEALS is a model of the pollen-vegetation relationship integrating models of dispersion of small particles in the air and their deposition (Sugita 2007). Such pollen-based REVEALS datasets of past land cover have not been used in climate modelling thus far, although these reconstructions now exist for over most of the northern hemisphere (e.g. Dawson et al., 2018). Because of the gaps in the spatial distribution of pollen records, the gridded REVEALS reconstruction is interpolated into a continuous gridded land-cover dataset for its use in RCM simulations. This is achieved with spatial statistical models (e.g. Pirzamanbein et al., 2014; 2020). Potential vegetation, i.e. land cover without LULCC, is simulated by a dynamic vegetation model (DVM).

Comparison between 6 ka and PI climates at the regional scale has also an interest within the ‘Holocene temperature conundrum’ (HTC) debate (e.g. Liu et al., 2014; Bader et al., 2020). HTC refers to the disagreement between the Holocene expected global warming due to increasing greenhouse gases and retreating ice sheets as simulated by global climate models, and the Holocene cooling shown by the first global palaeoecological reconstruction of Holocene climate (Marcott et al., 2013). Among the explanations of the HTC, both deficiencies in climate models and in the analysis of climate-model outputs, as well as biases in the palaeoecological global reconstruction have been proposed (e.g. Liu et al., 2014). Both HTC and regional data-model inconsistencies have also been hypothesised to be partly a consequence of not adequately accounting for LULCC from c. 6 ka in Europe (e.g. Kaplan et al., 2010; Ruddiman et al., 2015; Stocker et al. 2017; Harrison et al., 2018, 2020). In this paper, we also revisit this question in the light of our results.
2 Models and data

2.1 Model chain

This study builds upon a chain of model simulations (see detailed model descriptions below).

Within the first step, 6 ka and pre-industrial (1850 CE, hereafter PI) climate conditions are simulated by the GCM EC-Earth using present day vegetation (Fig. 1 and Table 1). These climate conditions are then used to force the RCMs RCA4 and HCLIM over the European domain; thus, simulating the climate at the same periods as the GCM, but at higher horizontal resolution and with their own physical parameterisations. For each RCM, the model output includes a high-resolution climate simulation for 6 ka and PI respectively (6k-0 and PI in Table 1). The two representations of 6 ka climate, as simulated by the RCMs, are used to force the DVM LPJ-GUESS to estimate a potential vegetation cover consistent with each simulated climate. Under 6 ka climate condition, two simulated potential vegetation cover reconstructions are estimated, one based on EC-Earth+RCA4+LPJ-GUESS (L1 in Table 1) driven by climate simulated by RCA4 and one based on EC-Earth+HCLIM+LPJ-GUESS (L2 in Fig. 1 and Table 1) driven by climate simulated by HCLIM. In this context, ‘potential’ refers to vegetation that is allowed to grow freely without human intervention, i.e. it is the natural climate-induced vegetation as simulated by the DVM. These two vegetation covers are then fed back to both RCA4 and HCLIM to simulate 6 ka climate with vegetation cover consistent with simulated mid-Holocene climate (6k-L1 when land cover L1 is used and 6k-L2 when L2 is used). PI vegetation is assumed to be the same as the present vegetation, and is not simulated by LPJ-GUESS.
Figure 1 Description of the model chain for 6 ka. All RCM simulations read boundary conditions from EC-Earth. A first set of simulations are made with current land cover (0), these climate scenarios are used in LPJ-GUESS to provide the 6 ka potential natural land cover (L1, L2) subsequently used in the RCMs. A Bayesian spatial model is used to reconstruct 6 ka land cover (R) that is also used in the RCMs.

In parallel, the 6 ka vegetation is reconstructed at a 1° spatial scale using multiple pollen records and the REVEALS model (Sugita, 2007; Githumbi et al., 2021). Proxy-based vegetation cover is not available for all 1° grid cells due to the irregular distribution of pollen records. Therefore, pollen-based vegetation cover is interpolated over the entire grid covering Europe using spatial statistics (Pirzamanbein et al., 2018) and additional co-variates including simulated vegetation from LPJ-GUESS (driven by the EC-Earth simulation) and the KK10 anthropogenic land-cover scenario for 6 ka (Kaplan et al, 2009). This reconstruction (6k-R in Fig. 1 and Table 1) represents the “actual” 6 ka vegetation, i.e. a combination of climate-induced potential vegetation and human-induced vegetation.
The benefit of this approach compared to coupled simulations is that it is possible to carry out sensitivity tests using different vegetation cover estimates in otherwise similar simulations. This allows us to study the effect of vegetation on climate, and how this effect is simulated in different RCMs. It also allows a multi-model estimate of 6 ka vegetation and climate to be produced.

Table 1. The combination of models and land cover (LC) used in each simulation. The DVM is driven by climate conditions from RCA4(6k-0) and HCLIM(6k-0) which yields the new LCs L1 and L2 respectively; these are then used in subsequent climate simulations.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Time</th>
<th>GCM</th>
<th>RCM</th>
<th>LC</th>
<th>DVM</th>
<th>New LC</th>
</tr>
</thead>
<tbody>
<tr>
<td>RCA(PI)</td>
<td>PI</td>
<td>EC-Earth3-LR</td>
<td>RCA4</td>
<td>Current veg.</td>
<td>LPJ-GUESS</td>
<td>→L1</td>
</tr>
<tr>
<td>HCLIM(PI)</td>
<td>PI</td>
<td>EC-Earth3-LR</td>
<td>HCLIM</td>
<td>Current veg.</td>
<td>LPJ-GUESS</td>
<td>→L2</td>
</tr>
<tr>
<td>RCA(6k-0)</td>
<td>6 ka</td>
<td>EC-Earth3-LR</td>
<td>RCA4</td>
<td>Current veg.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCLIM(6k-0)</td>
<td>6 ka</td>
<td>EC-Earth3-LR</td>
<td>HCLIM</td>
<td>Current veg.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCA(6k-L1)</td>
<td>6 ka</td>
<td>EC-Earth3-LR</td>
<td>RCA4</td>
<td>L1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCA(6k-L2)</td>
<td>6 ka</td>
<td>EC-Earth3-LR</td>
<td>RCA4</td>
<td>L2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCLIM(6k-L1)</td>
<td>6 ka</td>
<td>EC-Earth3-LR</td>
<td>HCLIM</td>
<td>L1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCLIM(6k-L2)</td>
<td>6 ka</td>
<td>EC-Earth3-LR</td>
<td>HCLIM</td>
<td>L2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCA(6k-R)</td>
<td>6 ka</td>
<td>EC-Earth3-LR</td>
<td>RCA4</td>
<td>Reconstruction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCLIM(6k-R)</td>
<td>6 ka</td>
<td>EC-Earth3-LR</td>
<td>HCLIM</td>
<td>Reconstruction</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.2 EC-Earth3-LR
The lateral boundary conditions for the RCMs are taken from simulations with the fully coupled general circulation model EC-Earth version 3.1 (Hazeleger et al., 2010) with active atmosphere (IFS), land (H-TESSEL), ocean (NEMO3.6), and sea-ice (LIM3) components. The atmospheric component has T159 horizontal spectral resolution (approximately $1.125\degree \times 1.125\degree$) with 62 vertical levels. The Ocean model NEMO (Madec, 2008) has a horizontal resolution of approximately $1\degree \times 1\degree$ and 46 vertical levels. The ocean surface part is coupled with the sea-ice model LIM3 (Vancoppenolle et al., 2009). The atmospheric (IFS) and oceanic models (NEMO-LIM) are coupled through the coupler OASIS3 (Valcke, 2013) every three hours. In past years, the EC-Earth3-LR has been used to study the mid-Holocene climate change e.g. the climate response to a greening of Sahara (Muschitiello et al., 2015, Pausata et al., 2016, Lu et al., 2018).

The PI (1850 CE) and 6 ka simulations are performed following the PMIP4 protocol (Otto-Bliesner et al., 2017). For the 6 ka simulation, the changes in climate forcing are orbital parameters and CO$_2$ and methane concentration. The orbital forcing is calculated in the model according to Berger (1978) for PI and 6 ka. The CO$_2$ concentration is 284.7 ppm, for PI and 264.4 ppm, for 6 ka, and methane concentration is 760 ppb, for PI and 650 ppb, for PI. All other climate forcing factors (i.e. aerosols) and boundary conditions (i.e. land-sea mask, orography) are the same in PI and 6 ka. The vegetation cover used in PI and 6k-0 simulations was prescribed based on modern satellite observations (ECMWF, 2009). The model setup for PI and 6 ka with EC-Earth3-LR is the same as the PMIP4 simulations as described in Zhang et al. (2021). The 6 ka simulation is run for a 500 year period, the initial conditions are from a 700-year PI spin-up run. The climate quasi-equilibrium (defined as a global mean surface temperature trend of less than 0.05 °C per century and a stable Atlantic meridional overturning circulation (Kageyama et al., 2018)) is reached after 200 years and we use 6-hourly data as the lateral boundary condition for the RCMs.

2.3 RCA4 and HCLIM
The use of regional climate models (RCM) adds geographical details and improves the simulation of climatic processes as the horizontal grid spacing is denser in RCMs (usually 10-50 km) than in GCMs (usually 100 - 200 km) (e.g. Rummukainen, 2016). The Rossby Centre Atmosphere model (RCA4, Strandberg et al., 2015; Kjellström et al., 2016) has been widely used for modelling future climate; mainly over Europe, but also for many other parts of the world (e.g. Dosio et al., 2020, Rana et al., 2020). RCA3, the predecessor of RCA4, has also been used in studies of palaeoclimate (MIS 3, Kjellström et al., 2010; LGM, Strandberg et al., 2011; 6 ka, Strandberg et al., 2014; the last millennium, Schimanke et al., 2012). Here, RCA4 is run with 24 vertical levels and a time step of 20 min, made possible by semi-Lagrangian discretisation (Källén, 1996). Radiation is parameterised with the Savijärvi Hirlam radiation scheme (Savijärvi, 1990), turbulence with the CBR turbulent kinetic energy based scheme (Marquet, 2008), condensation and convection with the Bechtold-KF scheme (Bechtold et al., 2001). Land surface processes are parameterised with the RCA land-surface scheme (Samuelsson et al., 2006).

The HCLIM38-ALADIN (HCLIM, Belušić et al., 2020) has been used in future climate simulations for European, African and Arctic domains (Belušić et al., 2020; Lind et al., 2020). HCLIM is run with 65 vertical levels and a time step of 20 min, made possible by a semi Lagrangian scheme (Ritchie et al., 1995; Robert et al., 1972; Simmons et al., 1978; Temperton et al., 2001). Convection is parameterised with KFB (Bechtold et al., 2001; Bazile et al., 2012), micro-physics from Lopez (2002) and Bouteloup et al. (2005), turbulence with CBR (Cuxart et al., 2000), land surface processes with SURFEX (Masson et al., 2013) and radiation with RRTM_LW, SW6 (Mlawer et al., 1997; Iacono et al., 2008; Fouquart and Bonnel, 1980).

Both RCMs are run on a horizontal grid spacing of 0.44° (corresponding to approximately 50 km) across Europe (the CORDEX EUR-44 domain (Jacob et al., 2014)). Every 6 h, the RCMs read humidity, temperature, wind and surface pressure from EC-Earth3-LR along the lateral boundaries of the model domain, and sea surface temperature and sea ice extent within the model domain. Changing orbital forcing is not an option in the current versions of the RCMs used here. The solar
constant and amount of greenhouse gases are maintained at pre-industrial levels in all experiments. The RCMs should nevertheless be able to reproduce 6 ka climate as the climate to a large degree is governed by the GCM (Kjellström et al., 2018; Vautard et al., 2020; Strandberg & Lind, 2021) even with different insolation (Kjellström et al., 2010). For PI, a simulation of 30 years is analysed, for 6 ka a 50 year period. We calculate the average of the nominal season’s winter (December, January and February; henceforth DJF) and summer (June, July and August; henceforth JJA).

2.4 LPJ-GUESS

The dynamic vegetation model (DVM) LPJ-GUESS (Lund-Potsdam-Jena General Ecosystem Simulator) used in this study is an individual-based ecosystem model optimized for regional studies (Smith et al., 2001; Sitch et al., 2003; Smith et al., 2014). Model performance in terms of reproducing vegetation, hydrological and biogeochemical cycles for past applications has been tested in several studies (Miller et al., 2008; Garreta et al., 2010; Lu et al., 2018). The model has been repeatedly applied and benchmarked for European conditions (Miller et al., 2008; Hickler et al., 2012). LPJ-GUESS has been run together with RCA3 for different time periods (Kjellström et al., 2010; Strandberg et al., 2011; Strandberg et al., 2014).

In order to simulate potential natural vegetation cover for Europe at 6 ka, LPJ-GUESS used the climate input scenarios from the GCM and RCMs described above. LPJ-GUESS reads temperature, precipitation (amount and number of days) and radiation (in- and outgoing short- and longwave) from the climate models. The spatial resolution of the simulations was inherited from the climate inputs. The CO₂ level was set to 265 ppm (Augustin et al 2004), which is almost the same concentration as the forcing set in EC-Earth3-LR 6 ka simulation. In order to reach a stable vegetation composition, a spin-up period of 300 years was implemented using the first 10 years of the simulation in a randomized way. A set of plant functional types (PFTs) based on major European tree species was applied (Hickler et al., 2012). Vegetation cover fractions were calculated based on the averaged output of PFT specific leaf area index (LAI) over the last 30 years of the
simulation period. The LAI was converted into fractional plant cover (FPC) using a simplified version of the Lambert-Beer’s law: \( FPC = (1.0 - \exp(-0.5 \times \text{LAI}_{PFT})) \) (Monsi & Saeki 1953, Prentice et al., 1993). The vegetation input for the RCMs was generated by summing the FPCs of the simulated PFTs into three land-cover types: summer-green trees (ST), evergreen trees (ET) and open land (OL) (Table 2). The fraction of non-vegetated area was estimated by subtracting summed vegetation cover from one. For usage as co-variate in the spatial interpolation model, the vegetation cover fractions were proportionally reduced by the anthropogenic land-cover deforestation estimate at 6 ka derived from the ALCC model KK10 (Kaplan et al., 2011).

Table 2 Groups of land-cover types used in this study. Ericaceae*(MTSE): the pollen productivity used for Ericaceae pollen in the REVEALS reconstruction represents the mean pollen productivity of several species of which *Arbutus unedo, Erica arborea, E. cinerea* and *E. multiflora* are dominant. The genus *Calluna vulgaris* (heather, LSE) also belongs to the Ericaceae family but its pollen productivity has been estimated separately (Githumbi et al., 2021). Cerealia t.: all cereals except *Secale cereale* (rye) that is easily that is easily separated on the basis of pollen morphology and for which pollen productivity was estimated separately. Abbreviation: t = type of land-cover types (LCTs) and Plant Functionnal Types (PFTs) used in this study. **The most recent plant taxonomy has merged the family Chenopodiaceae into the family Amaranthaceae, i.e. "new" Amaranthaceae = "former" Amaranthaceae + Chenopodiaceae. Pollen analysts have mostly used the name Chenopodiaceae for this pollen-morphological type, but it includes all species from the two former families, therefore the name Amaranthaceae/Chenopodiaceae.

<table>
<thead>
<tr>
<th>Plant taxa/Pollen-morphological types</th>
<th>Land-cover types</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PFT</strong></td>
<td><strong>PFT definition</strong></td>
</tr>
<tr>
<td>TBE1</td>
<td>Shade-tolerant evergreen trees</td>
</tr>
<tr>
<td>TBE2</td>
<td>Shade-tolerant evergreen trees</td>
</tr>
<tr>
<td>IBE</td>
<td>Shade-intolerant evergreen trees</td>
</tr>
<tr>
<td>MTBE</td>
<td>Mediterranean shade-tolerant broadleaved evergreen trees</td>
</tr>
<tr>
<td>------</td>
<td>----------------------------------------------------------</td>
</tr>
<tr>
<td>MTSE</td>
<td>Mediterranean broadleaved tall shrubs, evergreen</td>
</tr>
<tr>
<td></td>
<td>Ericaceae* (heather family)</td>
</tr>
<tr>
<td>TSE</td>
<td>Tall shrub, evergreen</td>
</tr>
<tr>
<td>TBS</td>
<td>Shade-tolerant summer-green trees</td>
</tr>
<tr>
<td></td>
<td>Carpinus betulus</td>
</tr>
<tr>
<td></td>
<td>(common hornbeam)</td>
</tr>
<tr>
<td></td>
<td>Carpinus orientalis</td>
</tr>
<tr>
<td></td>
<td>(oriental hornbeam)</td>
</tr>
<tr>
<td></td>
<td>Castanea sativa (sweet chestnut)</td>
</tr>
<tr>
<td></td>
<td>Corylus avellana</td>
</tr>
<tr>
<td></td>
<td>(common hazel)</td>
</tr>
<tr>
<td></td>
<td>Fagus sylvatica</td>
</tr>
<tr>
<td></td>
<td>(European beech)</td>
</tr>
<tr>
<td></td>
<td>Fraxinus (ash species)</td>
</tr>
<tr>
<td></td>
<td>Alnus glutinosa</td>
</tr>
<tr>
<td></td>
<td>(common alder)</td>
</tr>
<tr>
<td></td>
<td>Betula (birch species)</td>
</tr>
<tr>
<td></td>
<td>Quercus evergreen t.</td>
</tr>
<tr>
<td></td>
<td>(evergreen oak species)</td>
</tr>
<tr>
<td></td>
<td>Juniperus communis</td>
</tr>
<tr>
<td></td>
<td>(common juniper)</td>
</tr>
<tr>
<td></td>
<td>Phillyrea (mock privet)</td>
</tr>
<tr>
<td></td>
<td>Pistacia (lentisk, mastic)</td>
</tr>
<tr>
<td></td>
<td>Pine)</td>
</tr>
<tr>
<td>TSD</td>
<td>Tall shrub, summer-green</td>
</tr>
<tr>
<td>-----</td>
<td>--------------------------</td>
</tr>
<tr>
<td>LSE</td>
<td>Low shrub, broadleaved evergreen</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Open land**

**OL** GL Grassland - all herbs
except *Secale cereale* (rye)

---

2.5 REVEALS

REVEALS (Regional Estimates of Vegetation Abundance from Large Sites) is a model that was developed to estimate regional vegetation cover at a scale of 10^4-10^5 km^2 using pollen records from large lakes (100-500 ha) (Sugita, 2007). REVEALS requires dates, records of pollen counts, relative pollen productivities of plants, values of fall speed of pollen, and a model of pollen dispersal and deposition. The output is plant percentage cover with an associated standard error. The REVEALS model can also be applied on pollen records from multiple small sites (lakes and bogs), the standard error will however be larger than with pollen data from large lakes (Sugita 2007; Trondman et al., 2015; Trondman et al., 2016). For use in climate modelling, REVEALS estimates of plant cover are achieved at a 1° grid scale using all suitable (see below) pollen records available in each grid cell. A REVEALS land cover reconstruction was previously performed for a large part of Europe (Trondman et al., 2015). The requirements and criteria for pollen records to be suitable are listed in Trondman et al. (2015) as well as all details on the pollen data handling and parameter settings for the REVEALS application (Mazier et al., 2012; Trondman et al., 2015, Appendix S2: The LandClim protocol). For the purpose of this study, we increased the coverage of the REVEALS reconstruction southwards to the Mediterranean area and eastwards to western Russia and the Middle East, and incorporated pollen records from new sites across the entire study region. The dataset increased from 636 pollen records (Trondman et al., 2015) to 1138 pollen records (Githumbi et al., 2021).

2.6 Spatial statistics
The spatial statistics estimation (see Pirzamanbein et al., 2018 and Pirzamanbein et al., 2020 for a complete description) uses computer intensive statistical inference methods (Roberts & Stramer, 2002; Brooks et al 2011) to interpolate REVEALS model outputs (i.e. gridded pollen-based land-cover at a 1 degree grid) to all grid cells; providing complete vegetation cover across Europe. The spatial interpolation is a modified generalized linear mixed model with spatially dependent residuals. It has three main components:

1) The vegetation cover is modelled as compositional data (Aitchison, 1986) using a Dirichlet distribution (the generalized part of the generalized linear mixed model). This ensures that the interpolated fractions of vegetation cover are between 0 and 1 and sum to 1; thus 2) Large-scale features in the interpolation are modelled by regressing the REVEALS outputs onto a set of covariates (the linear component). The covariates used here consist of elevation and potential vegetation from LPJ-GUESS, driven by the EC-Earth climate model, and adjusted for the KK10 anthropogenic land cover. The regression essentially computes correlations between REVEALS outputs and covariates and then scales the covariates according to the correlation. Thus, the regression uses the spatial patterns of the covariates, but not their absolute values. A sensitivity study (Pirzamanbein et al., 2020) showed that the interpolation is reasonably insensitive to different possible covariates. 3) The spatial mixed effect, modelled using a Gaussian Markov Random Field (Lindgren et al., 2011), captures any spatial patterns in the REVEALS outputs, which are not found in the covariates. The final interpolation is subsequently a statistically optimal combination of these spatial patterns and the covariate information.

The spatial model provides pollen-based estimates of vegetation cover, and only accounts for vegetated areas. The final reconstructed land-cover (R) is obtained by adjusting the output from the statistical model with the fraction of bare ground from LPJ-GUESS simulated potential natural vegetation using EC-Earth derived 6 ka climate data. This adjustment enhances land cover openness.
in sparsely vegetated areas, such as the OL (open land) fraction of the REVEALS-based vegetation reconstruction in grids with simulated bare ground, such as in mountainous regions in the Alps and northern Scandinavia and along northern coasts.

3 Results

3.1 Simulated vegetation

The potential vegetation cover of Europe at 6 ka, simulated by LPJ-GUESS, is dominated by forests according to all modelled scenarios (Fig. 2). Evergreen trees (ET) prevail in central and eastern Europe, while summergreen trees (ST) dominate western Europe. The simulated land cover of southern Europe is largely open, depending on the model scenario. The simulation using the coarser-scale EC-Earth climate data as the input does not show dominance of bare ground anywhere. The high-resolution RCM-based simulations L1 and L2 suggest that large parts of the Scandinavian mountains were covered by very sparse vegetation. This difference between the global and regional models is related to differences in elevation where the high-resolution RCMs have higher elevations in the mountainous regions, and therefore also represent colder and less favourable conditions. This is also indicated by larger fractions of non-vegetated areas in other mountainous regions including the Alps. There are also important differences between L1 and L2 in Scandinavia. This is a consequence of the different climate scenarios simulated by RCA4 (L1) and HCLIM (L2). L1 shows larger areas of bare ground in the mountain range, and a generally more open landscape in northern Sweden and Finland; while L2 shows more extensive bare ground in the Kola peninsula (in the far north east of the domain), as well as forests dominated by ET extending further north.

The reconstructed land cover (R) shows less latitude-dependant zonal vegetation composition than model-simulated vegetation across all of Europe. Mixed forests with both ST and ET are dominant, with ET more abundant in northern and eastern Europe, while ST is more abundant in western
Europe. Moreover, R indicates more open land (larger cover of OL) than simulated by LPJ-GUESS, except in the southernmost regions. Although the EC-Earth/LPJ-GUESS-simulated bare ground has been accounted for in R, by increasing OL at the expense of ET and ST, the overestimation of ET (mainly pine), in the Alps, the Scandinavian mountains and northernmost Scandinavia is a pollen-based bias not entirely corrected by REVEALS (Binney et al., 2011; Trondman et al., 2015), which is not completely removed.

Figure 2 Composite maps of LPJ-GUESS simulated potential natural vegetation cover using climate inputs derived from different climate models (L1 – RCA4, L2 - HCLIM, EC-Earth) and reconstructed vegetation cover (R) of Europe at 6 ka.
3.2 Simulated climate

Figure 3 shows the simulated differences between 6 ka and PI climate. Here we discuss only the 6k-R runs (based on REVEALS reconstructed vegetation) since they use the most realistic land-cover data. The impact of different vegetation is discussed in section 3.3. In winter, all simulations concur that 6 ka was warmer than the PI period, and all simulations provide a similar pattern, with the smallest differences in temperature at 2 metre over the Iberian Peninsula (0.5-1.5 °C) and the largest in north-eastern Europe (4-7 °C). EC-Earth is in the lower end of this range, showing differences of around 1°C less than RCA4 and around 2°C less than HCLIM for most of Europe. In parts of Scandinavia and Russia the differences in HCLIM are smaller than in RCA4, and for some locations even smaller than in EC-Earth. In summer the smallest differences are also found over the Iberian Peninsula and western Europe, and the largest differences are found in south-eastern Europe as well as in areas close to the sea-ice margin in the far north. The difference between RCA4 and HCLIM is larger in summer, although the temperature pattern is similar in both models. While the temperature differences between 6k-R and PI span 0.5-3.5 °C in HCLIM, the differences in RCA4 are close to zero in western Europe, and not more than 2 °C in the southeast. EC-Earth lies between
the RCMs with very small variations between parts of Europe.

**Figure 3** Temperature difference (°C) between 6k-R and PI for winter (DJF, top row) and summer (JJA, bottom row) for EC-Earth (left), RCA4 (middle) and HCLIM (right).

Generally, 6k-R is wetter than PI in winter, especially in western and northern Europe where 6 ka is 10-25 % wetter in all three models (Fig. 4). Some regions in central Europe and the Mediterranean have small or even negative differences of up to 10 %. In summer, there is a clear distinction
between northern and southern Europe. In most of northern Europe 6 ka is wetter by more than 25 %, whereas in large parts of southern Europe 6 ka is at least 25 % drier. The precipitation patterns are similar in all three models, although with higher amplitudes in the RCMs, which suggests that precipitation is mostly governed by the driving GCM and less by the RCMs. This strong dependency of precipitation changes on the large-scale circulation as given by the GCMs is a well-known feature seen also in projections of future climate change (e.g. Kjellström et al., 2018; Christensen and Kjellström, 2020).
Figure 4 Precipitation difference (%) between 6k-R and PI for winter (DJF, top row) and summer (JJA, bottom row) for EC-Earth (left), RCA4 (middle) and HCLIM (right).

Figure 5 shows sea level pressure (SLP) at PI and the difference between 6ka and PI. In winter the SLP over Scandinavia is clearly lower in the RCMs compared to in EC-Earth. This indicates that low-pressure systems have a stronger influence in eastern parts of the Atlantic sector in the RCMs than in EC-Earth. Comparing the two time periods it is clear that SLP is lower at 6 ka over Scandinavia and northeastern Europe, which implies enhanced cyclone activity. This tendency of lower 6 ka SLP differs between EC-Earth and the RCMs: it is stronger in EC-Earth over the easternmost parts of the domain while both RCMs show stronger negative anomalies over large parts of the north Atlantic. Such differences between the RCMs and the driving global climate model may partly explain differences in precipitation anomalies between the models. For instance, the stronger SLP anomaly over the easternmost part of the domain in EC-Earth compared to the RCMs may be related to the larger positive precipitation anomaly in that region (cf. Fig. 5). The RCMs, on the other hand, show that stronger precipitation anomalies are further north, including the Baltic Sea area. Over parts of the North Atlantic, the RCMs indicate more precipitation associated with lower SLP.

In summer, the Icelandic low is located further to the south at 6 ka, which means stronger westerlies on average and increased low pressure activity over the North Atlantic and western Europe. This is reflected in the higher precipitation seen at 6 ka in western Europe (cf. Fig. 4). The larger precipitation anomalies seen in the RCMs correspond to larger pressure anomalies. SLP is also slightly lower in the Mediterranean region. In this region, higher temperatures lead to a decrease in soil moisture, and therefore do not lead to increased precipitation. In the far north, on the other hand, the somewhat higher sea level pressure at 6 ka is indicative of a weaker pressure gradient and,
consequently, less cyclonic activity which can partly be seen as reduced rainfall in some areas – close to the Norwegian coast and west of Iceland.

Figure 5 PI sea level pressure (hPa) in winter (DJF, first row) and summer (JJA, second row).

Difference in sea level pressure (hPa) between 6k-R and PI in winter (DJF, third row) and summer (JJA, fourth row). EC-Earth (left), RCA4 (middle) and HCLIM (right).

3.3 Climate response to changes in vegetation – the importance of ALCC
In this section the 6k-R runs described in section 3.2 will be used as the reference and compared to the 6k-L1 and 6k-L2 runs, i.e. we discuss the climate difference (6k-L1) – (6k-R) and (6k-L2) – (6k-R), abbreviated L1-R and L2-R below (Table 1). In this way we will see how RCA4 and HCLIM respond to the changes in vegetation indicated by Fig. 2. Here we show the surface temperature instead of the diagnostic 2 m-temperature, which is defined in different ways depending on the model, and may represent different things (Breil et al., 2020). Surface temperature has a common definition, and correlates better to differences in radiation and heat fluxes.

Differences are tested using a student's t-test with Bonferoni (1936) correction for multiple testing. The resulting procedure has a 5% family-wise error rate, i.e. the probability of one or more false positives among all grid cells is 5%; instead of the 5% false positive rate for each individual grid cell obtained when no correction is applied.

L1-R differences in winter surface temperatures are very small in both RCA4 and HCLIM simulations in western and southern Europe, which is expected given the small differences in L1 and R vegetation in these regions. L1-R temperature differences are within ±0.5°C, if at all significant. In areas with more pronounced L1-R differences in land cover, such as central and north-eastern Europe and the Alps, the L1-R differences in winter temperature are larger, up to 1°C in RCA4 and 2 °C in HCLIM (Fig. 6). In Scandinavia and to some extent the Iberian Peninsula, 6k-L1 and 6k-L2 are colder than 6k-R. The response in 6k-L2 in HCLIM is particularly strong, up to 3 °C colder.

For both L1 and L2 the albedo difference is similar, but not the same, in RCA4 and HCLIM. The most notable differences are found around the Mediterranean, where the L1-R and L2-R albedo difference is negative in RCA4 and positive in HCLIM (Fig. 7). The differences in winter and spring surface temperatures are correlated with the differences in albedo (Fig. 7). Surface temperatures are generally reduced where albedo is increased and increased where albedo is reduced. RCA4 is not very sensitive to differences in albedo between L1, L2 and R in winter, and
shows significant L1-R and L2-R differences in temperature only in the Alps and the Carpathians. Since these are mountainous regions, it seems likely that the temperature differences are connected to snow cover rather than directly to the albedo of different vegetation types. Landscapes that are more open are more readily covered with snow, which means that albedo is extra high during the snow season. This will further increase the difference in winter and spring albedo between forests and open land; which in turn increases the difference in temperature (e.g. Gao et al., 2014; Strandberg & Kjellström, 2019; Davin et al., 2020). HCLIM shows a stronger response in winter temperature. Both L1-R and L2-R differences are 0.5-1 °C in large parts of central and eastern Europe. The largest differences in albedo are seen in the Scandinavian mountains. In the L2 vegetation a large part of the Scandinavian mountain range is non-vegetated (Fig. 2). Therefore, the L2-R albedo differences, and thus the L2-R temperature differences, are larger than the L1-R differences. The L1 vegetation used in the 6k-L1 simulations has larger vegetation-covered areas in the Scandinavian mountain range. At high latitudes the albedo effect is strongest in spring, since the snow season is longer and the winter insolation is weak. In HCLIM 6k-L1 is 0.5-1.5°C warmer than 6k-R in central Scandinavia in spring (March-May, see Fig. S1 in Appendix A), corresponding to a negative L1-R albedo difference in the region. 6k-L2 is 1-3°C colder than 6k-R in the Scandinavian mountain range, corresponding to a positive L2-R albedo difference in this region (Fig. S1 in Appendix A).

In summer, RCA4 and HCLIM respond differently to changes in vegetation (Fig. 8). The differences are small, but significant for large parts of Europe. For RCA4, both 6k-L1 and 6k-L2 are around 0.5 °C colder than 6k-R. The only large difference between 6k-L1 and 6k-L2 for RCA4 is over the Scandinavian mountains. This region is less forested in 6k-L2 than in 6k-L1, which leads to even larger temperature differences compared to 6k-R, which shows the smallest fraction of open land in this area. In HCLIM, both 6k-L1 and 6k-L2 are warmer than 6k-R in summer in central and
eastern Europe, and colder in the south and north. The differences are rather small, mostly within ±0.5 °C.

Differences in summer surface temperature are opposite to differences in evapotranspiration in both RCA4 and HCLIM (Fig. 9). A larger forest fraction gives increased evapotranspiration, which lowers surface temperature. Conversely, a smaller forest fraction gives decreased evapotranspiration, which elevates the surface temperature. In southern Europe 6k-L1 and 6k-L2 are colder than 6k-R due to positive L1-R and L2-R differences in evapotranspiration from the denser forest in 6k-L1 and 6k-L2 compared to 6k-R; 5-15% more evapotranspiration in HCLIM and up to 20% more in RCA4. In northern Scandinavia, 6k-L1 and 6k-L2 are colder despite the smaller forest fraction and lower evapotranspiration. The mountain regions do sometimes have snow during summer, which means that albedo is also an important factor in summer (JJA). In addition, the cold climate generally leads to reduced evapotranspiration and thus reduces the potential for changes in land cover to affect temperature.

Significant L1-R and L2-R summer evapotranspiration differences are seen in northern Scandinavia and around the Mediterranean. In Scandinavia, less evapotranspiration in L1 and L2 is connected to the larger degree of open land. In the South, only RCA4 shows large-scale significant differences. Positive L1-R and L2-R evaporation differences are connected to more extensive forest fractions in this region. Strandberg et al. (2014) noted that the albedo effect also dominates in southern Europe in summer in their study based on RCA3. The already dry soils prevent changes in evapotranspiration regardless of changes in land cover. We see a tendency towards such an effect in small areas in the southwestern part of the Iberian Peninsula in RCA4 and parts of Italy and southwestern Iberia in HCLIM. This effect is suggested to be stronger when the forest fraction is reduced to below 20% (Strandberg et al., 2014), which is not the case in these simulations.
The studied vegetation changes have only little effect on precipitation (Figs. S2 & S3 in Appendix A). With larger forest fraction, the surface roughness is higher. The increased friction leads to stronger convergence, which in turn leads to more precipitation (Belušić et al., 2019). There is such a tendency, but differences in precipitation are essentially insignificant everywhere.

**Figure 6** Difference in surface temperature (°C) in winter for RCA4 (top row) and HCLIM (bottom row) between 6k-L1 and 6k-R (left column) and 6k-L2 and 6k-R (right column). Only grid cells that show a significant difference on a 0.05 level are coloured.

**Fig 7** Difference in albedo in winter for RCA4 (top row) and HCLIM (bottom row) between 6k-L1 and 6k-R (left column) and 6k-L2 and 6k-R (right column). Only grid cells that show a significant difference on a 0.05 level are coloured.
Fig 8 Difference in surface temperature (°C) in summer for RCA4 (top row) and HCLIM (bottom row) between 6k-L1 and 6k-R (left column) and 6k-L2 and 6k-R (right column). Only grid cells that show a significant difference on a 0.05 level are coloured.

Fig 9 Difference in evapotranspiration (%) in summer for RCA4 (top row) and HCLIM (bottom row) between 6k-L1 and 6k-R (left column) and 6k-L2 and 6k-R (right column). Only grid cells that show a significant difference on a 0.05 level are coloured.

4 Discussion

4.1 Differences in land-cover descriptions – cause and effects

Simulated (L1 and L2) and reconstructed (R) land cover exhibit clear compositional differences. It must be kept in mind that the DVM simulated potential natural vegetation in this study is entirely determined by prescribed simulated climate, i.e. the simulations do not account for the effects of LULCC. The reconstructed land cover, in contrast, is a pollen-based reconstruction of the actual vegetation, that is a product of complex interactions between several natural and anthropogenic factors including the actual climate. However, LULCC do not explain all differences between R and
L1 or L2. L1 and L2 are two sets of DVM simulated natural potential vegetation differing only in input climate that is taken from two different RCMs. The pollen-based reconstructed land cover R is a result from the actual climate at 6 ka and human impact on vegetation. Thus, differences between R and L1 or L2 can also be due to differences between the actual climate and the RCM-simulated climates. This implies that some differences can be due to LULCC while others can be due to differences between simulated and actual climates and to weaknesses in the applied methods. The R land cover suggests that the largest LULCC at 6 ka occurred in southern and western Europe, in agreement with an earlier REVEALS reconstruction of land cover in Europe (Trondman et al., 2015) and with LULCC scenarios (Kaplan et al., 2010, Kaplan et al., 2017). Thus, it is unlikely that the differences between R and L1 or L2 in Scandinavia mainly are caused by LULCC. Therefore, the difference in climate in this region between 6k-R and 6k-L1 or 6k-L2 is most probably not an effect of anthropogenic changes in this part of Europe, but rather an effect of how 6 ka climate is represented in LPJ-GUESS and REVEALS. In southern Europe, however, differences in climate might be a response to LULCC. The 6 ka – PI difference in summer temperature is amplified by 0.5 degrees when R vegetation is used. The extent of this effect is highly model dependent. The RCA4-simulated 6k-R climate is warmer in most of southern Europe, while the HCLIM-simulated 6k-R climate exhibit significant temperature differences only in parts of the Iberian and Balkan Peninsulas.

4.2 RCM simulated climates compared to proxies

In the comparison between model results and reconstructed climate, we first exclude purely pollen based proxies, as our results are based on pollen data to some extent. This allows us to avoid circular reasoning in model-data comparison. Studies of diatoms (Korhola et al., 2000; Rosén et al., 2001; Bigler et al., 2006; Heinrichs et al., 2006; Shala et al., 2017), tree rings (Grüdd, 2002; Helama et al., 2002) and chironomids (Rosén et al., 2001; Bigler et al., 2003; Hammarlund et al., 2004; Laroque and Hall, 2004; Velle et al., 2005; Heinrichs et al., 2008; Luoto et al., 2010; Shala et al.,...
indicate a 6 ka – PI difference in summer temperature of 0.5–2 °C in Scandinavia, which corresponds with our simulations (cf. Fig. 3). Evidence from the presence of Mediterranean ostracods in the coastal waters of Denmark suggests that winter temperatures at 6 ka were up to 4–5 °C above present (Vork and Thomsen, 1996). Our model results do not show such a large temperature increase, but it is nevertheless clear that the difference 6 ka – PI is larger in winter than in summer. Non-pollen proxies are scarce in central Europe. Diaconou et al. (2017) report around 0.5 °C colder summers in Romania based on chironomids, while Larocque-Tobler et al. (2009) and Heiri and Lotter (2005) found 0.5-1 °C warmer summers in Switzerland. Persoiu et al. (2017) do not present quantitative estimates, but based on stable isotope analysis they report warmer winters in central Europe and colder winters in eastern Europe. This is somewhat in conflict with our model results as 6 ka is simulated to be warmer than PI during all seasons for practically all of Europe. Proxy records of relative precipitation indicate a drier climate at 6 ka than at PI in Scandinavia (Digerfeldt, 1988; Ikonen, 1993; Snowball and Sandgren, 1996; Hammarlund et al., 2003; Borgmark, 2005; Olsen et al., 2010), northern Germany (Niggeman et al., 2003), the UK (Hughes et al., 2000) and the western Mediterranean (Walczak et al., 2015; Persoiu et al. 2017), while there is no detectable difference in the Alps (Magny, 2004) and wetter conditions in eastern Europe (Persoiu et al., 2017; Galka and Apolinarska 2014). This contrasts with the present model results that show wetter conditions in the north and west and drier in the south. This is not explained by the fact that many estimates based on biological proxies reflect effective precipitation (the relationship between precipitation and evapotranspiration). The models yield small differences or increases in effective precipitation, depending on model and season. The fact that the models indicate warmer and wetter conditions than the proxies is a general feature of the CMIP5/PMIP3 global simulations of the mid-Holocene PI climates (Harrison et al., 2015; Barthlein et al., 2017). The accepted explanation for this is the too weak zonal flows, and thus too weak moisture transport in the GCMs; which is reasonable given the approximate 2°×2° resolution in PMIP3.
The only spatially extensive reconstructions are based on pollen data. Therefore, after having compared with other independent proxy data above, we make a deviation from the principle of not comparing with pollen-based data. This is done bearing in mind that the vegetation in our simulations is based on pollen data transformed into vegetation cover. Mauri et al. (2014) (henceforth M14) presented a gridded reconstruction of 6k-PI for all of Europe. M14 reveals the largest temperature difference in Scandinavia (especially in winter), and a gradient with smaller differences between 6 ka and PI towards the south west. In M14, 6 ka is colder than PI over the Iberian Peninsula and most of the Mediterranean. Our simulations show a similar pattern in northern Europe. In southern Europe the differences are small and mostly positive; other than for a few regions in RCA4 in summer (Fig. 3). Precipitation conditions in winter are generally wetter in the northeast, in line with our simulations, but drier in the west, which is in disagreement with our results. In summer M14 identified a near opposite pattern as those in our simulations with drier conditions in Scandinavia and wetter in the southeast of Europe.

The result showing that 6 ka was warmer and wetter (at least in winter) than PI in Fennoscandia is a robust outcome supported by most proxies and climate models. For the rest of Europe, the results presented here do not agree as clearly with other proxies and reconstructions. However, proxy reconstructions are sparse for central and southern Europe and also less consistent with each other. Both Perciou et al. (2017) and Peyron et al. (2017) state that the Mediterranean 6 ka climate was mostly wetter than PI, but with large geographical variation. This is in some conflict with the precipitation differences presented in this study, which are mostly drier.

4.3 Differences between 6 ka and PI climates - comparison with previous studies

The simulations presented here are compared with results from 9 PMIP3 models (Braconnot et al., 2012) as well as data from M14 and Strandberg et al. (2014, henceforth S14). The PMIP3 models used are: BCC-CSM1-1 (Wu et al., 2014); CNRM-CM5 (Voldoire et al., 2012); CSIRO-Mk3-6-0
(Rotstayn et al., 2012); FGOALS-GS (Li et al., 2013); GISS-E2-R (Schimdt et al., 2014); IPSL-CM5A-LR (Dufresne et al., 2013); MIROC-ESM (Watanabe et al., 2011); MPI-ESM-P (Stevens et al., 2013); and MRI-CGCM3 (Yukimoto et al., 2012). S14 simulated 6 ka climate with an approach similar to the present, for example, by using RCA3 in combination with LPJ-GUESS.

Figure 10 shows the differences in temperature and precipitation between 6 ka and PI for northern Europe (NEUR, -10 - 34 E, 50 - 70 N) and southern Europe (SEUR, -8 - 24 E, 35 - 50 N) from the GCM and RCMs (6k-R) used in this study, the PMIP3 and PMIP4 GCMs, the S14 RCM and the reconstruction from M14. There is some spread between the PMIP3 models and a larger spread between PMIP4 models, especially for temperature. The difference in precipitation between 6 ka and PI is at the most between -0.2 mm/day and +0.2 mm/day, with the exception of one PMIP4 model that reaches up to 0.4 mm/day. The difference in temperature is at the most between -1 °C and 2 °C. The models used here, EC-Earth3-LR, RCA4 and HCLIM give a considerably larger 6 ka-PI difference than the PMIP3 models, but is within the range of PMIP4 for except for winter in northern Europe. The temperature difference is never less than 1 °C, and in northern European winter this is almost 4 °C. In northern Europe, the precipitation differences are also considerably larger. RCA4 and HCLIM are in close agreement with the driving EC-Earth, but are not identical. Using different models would give different results, but not change the overall conclusions, although within the PMIP4 ensemble EC-Earth-LR is the model that shows the largest winter warming in northern Europe. In any case, it is difficult to say which model would be the best representing 6 ka climate conditions. Brierly et al. (2020) report a PMIP4 6 ka – PI precipitation difference similar to PMIP3 in Europe. For temperature, Brierly et al. (2020) show that PMIP3 and PMIP4 are similar; the largest exception is that the difference in summer temperature between 6 ka and PI in northern Europe is smaller in PMIP4 than in PMIP3.
Figure 10. Difference in temperature (°C) and precipitation (mm/day) between 6 ka and PI (6 ka – PI) in northern Europe (NEUR, top row) and southern Europe (SEUR, bottom row) for winter (DJF, left column) and summer (JJA, right column). The simulations in this study using 6k-R vegetation are represented by open circles (EC-Earth3-LR), filled squares (RCA4) and open squares (HCLIM). Red dots represent PMIP3 models, gold stars PMIP4 models, blue triangles data show from Mauri et al. (2014, M14) and green crossed squares show data from Strandberg et al. (2014, S14).

S14 simulated a 6 ka climate that was warmer than PI by 2-3 °C at the most (the largest differences were identified in northern Europe in winter and southern Europe in summer). For winter, we obtain a similar temperature difference between 6 ka and PI as S14 with a gradient from the northeast, which is around 3 °C warmer than the southwest where the 6 ka-PI difference is close to zero. In summer, we identify a small positive 6 ka-PI difference in the southwest, where S14 show a 6 ka
climate that is up to 3 °C warmer than PI. Since RCA3 and the driving ECHO-G in S14 simulate
similar climates (Fig. 12 in S14), the differences between S14 and the present study are mostly
explained by the different driving GCMs (EC-Earth in this study). For precipitation, the current
results agree with S14 in terms of wetter winter conditions at 6 ka than PI in the north and south and
6 ka-PI differences in precipitation close to zero in central Europe. Contrastingly, the results are
almost opposite for summer precipitation. While in this study 6 ka is characterized by wetter
conditions than PI in the north and drier in the south, S14 identified drier conditions in the north and
somewhat wetter in the southeast. Russo & Cubash. (2016, R16) simulated the 6 ka-PI difference by
using the regional climate model COSMO-CLM forced by ECHO-G (same GCM run as in S14).
For winter they simulated warmer 6 ka conditions in Scandinavia and the British Isles, and colder
conditions in the southeast of Europe. The results of the present study match the clearly warmer
conditions in Scandinavia and the small 6 ka-PI differences over the Iberian Peninsula. For summer,
R16 simulated warmer conditions across Europe at 6 ka comparable to both S14 and the present
study, but without any large variations between different parts of Europe.

Figure 10 summarizes the differences between 6 ka and PI climates from the studies described
above. All models agree that 6 ka was warmer than PI with the possible exception of southern
European winter where the PMIP3 ensemble and S14 is close to 0 °C. 6 ka is mostly wetter in
winter, while the summer precipitation differences are evenly spread around 0 mm/day. The only
dataset providing proxy-based area averages is M14. For precipitation, M14 is within the spread of
the models. For temperature, M14 is clearly different. In M14, 6k is colder than PI in large parts of
southern Europe. This obvious mismatch between model simulations and reconstructions points to
the issue of the ‘Holocene temperature conundrum’ (HTC, Liu et al., 2014; Bader et al., 2020).
There are regions with major discrepancies between simulated and reconstructed climates across the
globe (Mauri et al., 2014; Harrison et al., 2015; Bartlein et al., 2017). Our result support the idea
that 6 ka was clearly warmer than PI in Europe. The differences between the experiments in this
study, however, are minor compared to the differences to other studies. The inclusion of LULCC in the simulations does not affect this comparison. This shows how the simulated climate is highly dependent on the models used, especially when forcing conditions are less constrained compared to present climate.

4.4 Robustness of the results

Simulated climate scenarios depend on the climate model(s) used, but the response to differences in vegetation can also differ significantly between models. Natural internal variability may, therefore, be a reason for why our results differ from other model studies or from reconstructions based on proxy data. For current climate conditions, Davin et al. (2020) and Breil et al. (2020) studied the response to idealized vegetation changes in several RCMs (of which RCA4 was one). All models agree on the response in albedo and temperature in winter, but in summer the response in heat flux and temperature, for example, can have different signs. As an example, Russo et al (2021) show that a RCM can be sensitive to perturbations of the soil moisture, and that land-surface interactions can explain some of the discrepancies between models and proxies for mid-Holocene summer temperature in Europe. We would have reached different results if we had used other models. We try to limit the impacts by using two models with different model physics. We can, to some extent, describe uncertainty associated with responses to vegetation changes due to model physics, as we get the same kind of different responses as Davin et al. (2020) and Breil et al. (2020). However, we acknowledge that we do not represent the full uncertainty and envisage future more comprehensive studies including a larger variety of climate models to better assess these differences.

Summer insolation at 50°N was around 25 W/m² higher at 6 ka than at PI while winter insolation was 5-10 W/m² lower (Fischer and Jungclaus, 2011; Xu et al., 2020). Insolation changes explain differences between 6 ka and PI climate in summer (e.g. Russo and Cubash, 2016), although alterations in atmospheric circulation may also impact climate (e.g. Mauri et al., 2014). These differences in insolation are included in EC-Earth, but not explicitly in the RCMs. As lateral
boundary conditions and sea surface conditions used in the RCMs are taken from EC-Earth, the resulting climate in the RCMs indirectly takes into account part of the differences in insolation between the two periods. Similar inconsistencies between RCMs and their driving GCMs has been discussed for other forcing agents and other time periods. Differences between present-day and future climate conditions in RCMs with constant concentrations of greenhouse gases or aerosols has been shown to differ from that of their driving GCMs where these are changed with time (e.g. Jerez et al., 2018; Boé et al., 2020). From our results we note that the RCMs have smaller temperature differences than EC-Earth in western Europe in summer (Fig. 3), which could potentially be a result of the smaller insolation differences. For eastern Europe the results are ambiguous, with RCA4 showing smaller temperature differences compared to EC-Earth while HCLIM shows larger differences. These differences indicate that the results are sensitive not only to changes in forcing factors, but also model-specific formulations of physical processes, resulting in different feedback. For most ocean areas differences between EC-Earth and the RCMs are small, as the RCMs are strongly governed by the EC-Earth sea-surface temperatures. We conclude that the missing description of accurate insolation at 6 ka in the RCMs affects the simulated 6 ka climate. For parts of the domain, this has likely an impact on the results. Determining the extent of this impact, and how it may differ between different seasons and locations, is beyond the scope of this study and requires separate further work. Different insolation could potentially also affect the simulated land cover since insolation has a direct effect on vegetation. Figure 2 shows vegetation simulated using RCM climate and present insolation (L1 & L2), vegetation simulated using GCM climate and 6 ka insolation (EC-Earth) and reconstructed vegetation (R). The differences between L1 and L2 tell us that simulated vegetation can be different even with the same insolation, because of differences in temperature and precipitation. Differences to the EC-Earth and R vegetation are the result of the forcing climate and insolation (and, in the case of reconstructed vegetation, the method used). It seems that the
simulated vegetation is more affected by climate than insolation, but we have to acknowledge it as an uncertainty and suggest assessing sensitivity in vegetation models as a topic for future work.

5 Conclusions

This study describes mid-Holocene (at 6 ka) vegetation and climate as simulated by one GCM, two RCMs, one DVM and according to one reconstruction of 6 ka vegetation based on pollen data, statistical interpolation methods and climate model results, which indicates how climate is influenced by vegetation and LULCC, and how sensitive RCMs are to differences in land cover.

The models simulate a 6 ka climate that was warmer than PI climate. The largest differences are seen in Scandinavia in winter where the simulated 6 ka climate is 2-4 °C warmer than PI, a signal that is shared with proxy data and previous model studies. In summer, the difference between the simulated 6 ka and PI climates is smaller (0-3 °C) with the smallest differences in the southwest of Europe. The simulated 6 ka climate is wetter than PI by 10-30 % in the north and the west. Around the Mediterranean, the simulated 6 ka climate is up to 20 % drier in summer, but with a precipitation level similar to PI in winter. There is less agreement with other proxy records for precipitation, but the proxy datasets are also less consistent with one another. The PMIP3 ensemble also have members that give a positive 6 ka – PI precipitation difference as well as negative. There is at least some agreement between models and proxies regarding wetter 6 ka conditions in Scandinavia during winter, while for summer, models and proxies reveal opposite signals. The signal of a generally warmer 6 ka shown in this study matches other model studies (even though the magnitude of the difference is unusually large here), but not all proxy reconstructions. The mismatch between models and proxies connects to the issue of the HTC. This study cannot be used to make inferences about global temperature or temperature trends throughout the Holocene, but it clearly supports the notion of 6 ka being warmer (and wetter) than PI in Europe.
Simulated potential vegetation is dominated by forests: evergreen coniferous forests dominate in central and eastern Europe, while deciduous broadleaved forests dominate western Europe.

Reconstructed land cover, however, shows mixed forests in northern and eastern Europe, and deciduous broadleaved forests in western Europe. Furthermore, compared to simulated potential natural vegetation, reconstructed vegetation cover is considerably more open in most of Europe.

The choice of vegetation has a significant impact on the simulated temperature. Winter and spring temperatures are closely related to albedo, which is largely the same in both RCMs, and which is strongly affected by vegetation in both. In summer, the RCMs used in this study respond somewhat differently to vegetation differences, showing that not only the choice of land cover, but also the choice of model, is important for the simulated climate. Summer temperatures are strongly related to differences in heat fluxes between the atmosphere and the ground. Since the response in heat fluxes to differences in land cover depends on model physics, it is more likely that models respond differently in summer than in winter. HCLIM responds more strongly to the imposed differences in vegetation than RCA4. This explains some of the differences between the climate conditions simulated by RCA4 and HCLIM, and also means that the choice of vegetation is even more important in HCLIM. It is unfortunately difficult to assess which model has the most realistic response. Proxy datasets are not consistent and have large uncertainties, and proxy-based climate reconstructions, especially quantitative records, are sparse for the 6 ka period. Furthermore, model performance is dependent on many other factors: such as large-scale circulation, parametrisations and resolution to name a few. The best way to manage this model uncertainty is to use several models to try to capture the range of possible climates. It should be noted that the choice of GCM is also an important contribution to the simulated climate. We were able to use only one GCM in this study, but we show that the use of another GCM would give different, but still comparable, results.

The importance of the combination of GCM and RCM has been emphasised previously (e.g. ...
Kjellström et al., 2018; Sørland et al., 2018), but has not been acknowledged sufficiently in downscaling exercises for past climates, even though there are recent studies using several GCMs or perturbed physics ensembles (Russo et al., 2021; Stadelmeier et al., 2021). The importance of model and vegetation choice calls for caution when designing palaeo climate experiments. Here we show that it is essential to have a good, well-motivated description of vegetation to simulate the same climate with different models in a model ensemble.

The climate change between 6 ka and PI is not only explained by variations in land cover. The distinctions are mainly explained by strong differences in solar insolation (e.g. Wanner et al., 2008; Renssen et al., 2009). This means that all models of quality will simulate similar 6 ka conditions, largely regardless of land cover. The differences in climate are small compared to other uncertainties in models and proxies. Nevertheless, the amount of LULCC used in this study (the difference between potential and reconstructed land cover) is large enough to exert a significant impact on the simulated climate. Consequently, it is likely that there was already an anthropogenic impact on European climate at 6 ka. We suggest that LULCC at 6 ka made parts of southern Europe around 0.5 °C warmer in summer. These relatively strong responses have some important implications:

i) Anthropogenic land cover changes may have already affected European temperatures at 6 ka.

ii) Simulated climate is sensitive to land cover. It is therefore important to use a land cover reconstruction that is both realistic and consistent with the simulated climate.

iii) Models respond to changes in land cover in different ways. It is therefore important to estimate model uncertainty by using model ensembles.
iv) Land cover-changes are also important for understanding future climate and should be included in simulations of the future.

Data availability

RCM data is available via the Bolin Centre Database [https://doi.org/10.17043/strandberg-2022-landclim-ii-1].

DVM produced estimates of 6k land cover are stored in DataGURU ([https://dataguru.lu.se/]).
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Appendix A. Supplementary figures

Fig S1. Difference in surface temperature (°C) in spring (March – May) for RCA4 (top row) and HCLIM (bottom row) between 6k-L1 and 6k-R (left column) and 6k-L2 and 6k-R (right column). Only gridboxes that show a significant difference on a 0.05 level are coloured.
Fig S2. Difference in precipitation (%) in winter for RCA4 (top row) and HCLIM (bottom row) between 6k-L1 and 6k-R (left column) and 6k-L2 and 6k-R (right column). Only gridboxes that show a significant difference on a 0.05 level are coloured.
Fig S3. Difference in precipitation (%) in summer for RCA4 (top row) and HCLIM (bottom row) between 6k-L1 and 6k-R (left column) and 6k-L2 and 6k-R (right column). Only gridboxes that show a significant difference on a 0.05 level are coloured.