
University of Plymouth

PEARL https://pearl.plymouth.ac.uk

01 University of Plymouth Research Outputs University of Plymouth Research Outputs

2021-05

Analytic integrability of certain resonant

saddle

Christopher, Colin

http://hdl.handle.net/10026.1/18775

10.1016/j.chaos.2021.110821

Chaos, Solitons and Fractals

Elsevier

All content in PEARL is protected by copyright law. Author manuscripts are made available in accordance with

publisher policies. Please cite only the published version using the details provided on the item record or

document. In the absence of an open licence (e.g. Creative Commons), permissions for further reuse of content

should be sought from the publisher or author.



Chaos, Solitons and Fractals 146 (2021) 110821 

Contents lists available at ScienceDirect 

Chaos, Solitons and Fractals 

Nonlinear Science, and Nonequilibrium and Complex Phenomena 

journal homepage: www.elsevier.com/locate/chaos 

Analytic integrability of certain resonant saddle 

Colin Christopher a , Jaume Giné b , ∗

a School of Computing, Electronic and Mathematics, Plymouth University, Plymouth, UK 
b Departament de Matemàtica, Universitat de Lleida, Av. Jaume II, 69, Lleida, Catalonia 25001, Spain 

a r t i c l e i n f o 

Article history: 

Received 28 October 2020 

Revised 23 February 2021 

Accepted 24 February 2021 

Available online 13 March 2021 

MSC: 

Primary 34C05 

Secondary 37G05 

34C20 

Keywords: 

Blow-up 

Resonant saddle 

Saddle constants 

Formal first integral 

a b s t r a c t 

We provide sufficient conditions of analytic integrability for a family of planar differential system with 

a p : −q resonant saddle at the origin. The conditions are then shown to be necessary in several finite 

dimensional families where the calculations can be performed explicitly. It is conjectured that the condi- 

tions are in fact complete for all families. 

Though the form of the equations is quite simple, their study merits further attention as they exhibit 

an interesting dichotomy between finite and arbitrary dimensional components of the center variety. 

© 2021 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 

1

e

x

w

t

x  

w  

1  

f

s

1

r

i  

a

i

t

x  

j

w

t

V

n  

a

a

e

T

i

h

f

c

c

f

t

h

0

. Introduction and main results 

The classical center problem at the origin for real planar differ- 

ntial systems 

˙ 
 = −y + P (x, y ) , ˙ y = x + Q(x, y ) , 

here P, Q are analytic functions without constant and linear 

erms, can be generalized to study the integrability problem of a 

p : −q resonant singular point at the origin of systems 

˙ 
 = p x + F 1 (x, y ) , ˙ y = −q y + F 2 (x, y ) , (1)

ith p, q ∈ N and where F i (0 , 0) = ∂ x F i (0 , 0) = ∂ y F i (0 , 0) = 0 for i =
 , 2 . In the case that F 1 and F 2 are specific polynomials and

or some particular resonance ratios, the integrability problem of 

ystem (1) has been studied by several authors [1,2,8,10,11,13–

5,17,21] . However few results are known for arbitrary resonance 

atios p : −q . The order of the resonant saddle is recently studied 

n Dong et al. [3] , Dong and Yang [4] , Dong et al. [5] for polynomi-

ls of arbitrary degree. 

In this paper we aim to give a characterization of the analytic 

ntegrable resonant saddles at the origin of the complex differen- 

ial system in C 

2 , 

˙ 
 = p x, ˙ y = −qy + f (y ) x, 0 � = p, q ∈ N , (2)
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here f (y ) = 

∑ 

i ≥1 a i y 
i is an analytic function without constant 

erm. The resonance 1 : −1 of system (2) was studied in Giné and 

alls [12] . Some specific polynomial systems (2) with p : −1 reso- 

ance have been studied in Fer ̌cec and Giné [7] . If system (1) has

 analytic integrable saddle at the origin we say that the origin is 

 generalized center. 

The main theorem is the following obtained studying the nec- 

ssary conditions for low values of p, q and the degree of f . 

heorem 1. System (2) has an analytic integrable saddle at the origin 

f one of the following conditions holds: 

(1) a i = 0 for i ≤ n with n = 1 + � p/q � ; 
(2) a i = 0 for i ≥ n with n = 1 + 	 p/q 
 ; 
( 3 k ) a i = 0 for i � = 1 and i � = k + 1 and p does not divide k . 

In order to investigate the universality of these conditions, we 

ave taken a system of reasonably large degree ( f of degree 6) and 

or a range of p and q have obtained the necessary and sufficient 

onditions to have an analytic integrable saddle for system (2) . The 

alculations grow rapidly in complexity for higher degrees of f or 

or large values of p and q . However, we have been able to verify 

he following after explicit computations. 

heorem 2. If f is a polynomial of degree at most 6, then conditions 

1–3) of Theorem 1 are the necessary and sufficient conditions for a 

eneralized center for all p, q ≥ 1 with p + q ≤ 7 . 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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roof. Theorem 1 establishes the sufficiency of the conditions. A 

umber of necessary conditions were then computed using two 

pproaches. The first is detailed in the next section. The second 

as a more traditional approach seeking a first integral of the 

orm x q y p + . . . . Finally, a Groebner Basis computation was carried 

ut to simplify the computed expressions to the ones given in 

heorem 1 . �

These results strongly suggest the following conjecture. 

onjecture 3. If f is a polynomial, conditions (1–3) of Theorem 1 are 

he necessary and sufficient conditions for a generalized center for all 

p, q ≥ 1 . 

Although the system (2) is of a very simple form, the com- 

leteness of the conditions in Theorem 1 is not at all obvious. Fur- 

hermore, the nature of the conditions is quite unusual—exhibiting 

n interesting dichotomy between finite codimension components 

cases 1 and 3 k ) of the center variety and arbitrary (resp. infinite) 

imensional components (case 2) in the polynomial (resp. analytic) 

ase. 

emark. A further investigation of this system would be of much 

nterest—especially to understand to what extent the conjecture 

olds when f is an analytic function. Furthermore, if the analytic 

ase is indeed more general, is it possible to write the additional 

enter conditions in an explicit form? 

. Method to find the necessary conditions 

The necessary conditions are usually obtained proposing a 

ower series as a formal first integral of system (2) . However we 

ill see that this is not the case in this work. Any p : −q reso-

ant saddle can be written, doing a rotation and a change of time 

f necessary, as system (1) . If we propose a formal first integral 

or system (1) , the leading term h 0 (x, y ) of this formal first inte-

ral must a first integral of the linear part of the system (1) . Then

e look for a formal first integral of the form H(x, y ) = x q y p + . . .

here the dots denotes the higher order terms. Hence the deriva- 

ive of H along the trajectories of system (1) give us 

˙ 
 (x, y ) = 

∂H 

∂x 
˙ x + 

∂H 

∂y 
˙ y = v 1 h 

2 
0 (x, y ) + v 3 h 

3 
0 (x, y ) + . . . , (3)

here v i are polynomials in the coefficients of system (1) called 

esonant saddle quantities of system (1) at the origin. We have for- 

al integrability at the origin when all of the v i are zero and in

his case the system has a formal integrable resonant saddle at the 

rigin, see [9,20,22] . Moreover the formal integrability around an 

solated singular point implies local analytic integrability around 

t, see for instance [16] . Other methods to study integrability of a 

esonant saddle and the recursive formulas to compute resonant 

addle quantities were also investigated in Wang and Huang [17] , 

ang et al. [18] , Wang and Liu [19] . 

However we are not going to construct the formal first integral 

round the origin of system (2) . We are going to use the blow-up

ethod described in Fer ̌cec and Giné [6,7] . The method is based 

n applying the blow-up (x, y ) → (x, z) = (x, y/x ) at the origin of

ystem (1) . Doing this blow-up the origin is replaced by the line 

 = 0 , which contains two singular points that correspond to the 

eparatrices at the origin of system (1) . We call these new singular 

oints p 1 and p 2 which are (p + q ) : −p and (p + q ) : −q resonant

addles, respectively. In [9] the following results are proved that 

e will use to derive the method for computing the necessary in- 

egrability conditions of system (1) around the origin. 

heorem 4. The p : −q resonant singular point at the origin of sys- 

em (1) is analytically integrable if and only if one of the points p 1 
r p are analytically integrable. 
2 

2 
roposition 5. The first nonzero necessary condition for integrability 

f the p : −q resonant singular point at the origin of system (1) is

he same that the first nonzero necessary integrability condition of the 

oints p 1 or p 2 . 

Hence, we apply the blow-up (x, y ) → (x, z) = (x, y/x ) , to sys-

em (1) and in the variables (x, z) we get a system of the form 

˙ 
 = −(p + q ) z + x F(x, z) , ˙ x = p x + x 2 G(x, z) , (4)

here F(0 , 0) = 0 . The most powerful of the method is that now

e can propose the power series 

˜ 
 = 

∞ ∑ 

i ≥1 

f i (z) x i , (5) 

s a formal first integral of system (4) , where f i (z) are functions of

. However we will see that in the case that we have an integrable 

esonant saddle at the origin of system (4) these f i (z) will be poly- 

omials of degree at most i . Now we compute the derivative of ˜ H 

long the trajectories of system (4) , i.e., 

˙ ˜ 
 = 

∂ ˜ H 

∂z 
(−(p + q ) z + x F(x, z)) + 

∂ ˜ H 

∂x 
(p x + x 2 G(x, z)) , 

nd we get a system of equations defined by the coefficient of 

ach power of x . The constant term gives the differential equation 

p f 1 (z) − (p + q ) z f 1 
′ (z) = 0 , whose solution is f 1 (z) = c 1 z 

p/ (p+ q ) .
aking into account that to have formal integrability f 1 (z) must 

e a polynomial then we have that c 1 = 0 which implies that 

f 1 (z) = 0 . 

The power x 1 has as a coefficient the differential equa- 

ion is 2 p f 2 (z) − (p + q ) z f 2 
′ (z) = 0 , whose solution is f 2 (z) =

 2 z 
(2 p) / (p+ q ) , which implies, either (2 p) / (p + q ) ∈ N or c 2 is zero

nd f 2 (z) too. From the fact that p, q ∈ N then exist f k 0 (z) such

hat (k 0 p) / (p + q ) ∈ N or (k 0 q ) / (p + q ) ∈ N (taking the other sad-

le point p 2 ). From here, for the next powers of x we have the

ollowing ordinary recursive differential equation 

 p f k (z) − (p + q ) z f k 
′ (z) + g k (z) = 0 , (6)

here g k (z) is a polynomial in z which depends on the previous 

olynomials f i for i = k 0 , . . . , k − 1 . The solution of the differential

q. (6) takes the form 

f k (z) = c k z 
kp 

p+ q + z 
kp 

p+ q 

∫ z s −1 − kp 
p+ q 

p + q 
g k (s ) ds, (7) 

here c k is an arbitrary constant. In order to have formal integra- 

ility, f k (z) must be a polynomial. The integral that appears in 

xpression (7) can give a logarithmic term and this term is the 

erm that prevents formal integrability of system (4) and conse- 

uently by Theorem (4) of the original system (1) . The logarithmic 

erm appears, in fact, by the power s −1 with nonzero coefficient 

n the integrant of the integral of (7) . The first nonzero coefficient 

f the power s −1 coincides with the first nonzero resonant saddle 

uantity defined in (3) . However if the resonant saddle quantity is 

ero then coefficient of the power s −1 is also zero and the method 

lways gives a polynomial attending to the computation of f k in 

7) . Therefore the blow-up method always gives polynomials and 

ometimes also logarithmic terms. In fact this is true if we do not 

se the blow-up method presented here. More specifically, system 

1) can be formal integrable around the origin but if we propose 

 formal first integral in the original variables (x, y ) the recursive 

rocedure can do not give always polynomials for the functions f i , 

ee for instance [6] and references therein. 

Usually, induction method works to prove that, for any arbi- 

rary i, if certain f i (z) does not have the logarithmic term then 

ext function f i +1 (z) does not have them either. However, some- 

imes this is not the case. Nevertheless, in Fer ̌cec and Giné [6] , it is
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hown that if we add certain property P that must satisfy any pre- 

ious f i , for i = k 0 , . . . , k − 1 , then f k does not have a logarithmic

erm. This method was applied to system (2) to find the necessary 

onditions that give the proof of Theorem 2 . 

. Proof of Theorem 1 

Since ˙ x = px, the integrability and linearizability conditions of 

2) are the same. 

.1. Case (1) 

Under the assumptions of statement (1) of Theorem 1 , system 

2) takes the form 

˙ 
 = p x, ˙ y = −qy + f (y ) x = −qy + 

( 

∞ ∑ 

i = n +1 

a i y 
i 

) 

x, (8)

here n = 1 + � p/q � . Hence the condition implies that f (y ) =
 

n +1 h (y ) for some analytic function h (y ) . Choosing the new vari-

ble Y = y n x, the system (2) takes the form 

˙ 
 = (p − nq ) Y + x 2 y n −1 f (y ) = Y (p − nq + Y h (y )) , 
˙ 
 = (−q ) y + Y yh (y ) = y (−q + Y h (y )) . 

(9) 

ince n = 1 + � p/q � , we have n − p/q > 0 . Hence the system

9) has a node and can have no resonant terms because as it 

as two analytic separatrices. Consequently there exist a change 

f variables which linearizes the node. In particular, there is a 

unction Z = Y φ(y, Y ) , with φ(0 , 0) = 1 such that ˙ Z = (p − nq ) Z.

f we substitute Z = Y φ(y, Y ) into ˙ Z = (p − nq ) Z we find that ˙ φ =
nh (y ) Y φ. 

Hence, from Y = y n x, we find that W = yφ1 /n (y, y n x ) satisfies
˙ 
 = −qW and (x, W ) becomes a linearizing change of coordinates. 

.2. Case (2) 

Under the assumptions of statement (2) of Theorem 1 , system 

2) takes the form 

˙ 
 = p x, ˙ y = −qy + (a 1 y + a 2 y 

2 + . . . + a n y 
m +1 ) x. (10)

here m = n − 2 = 	 p/q 
 − 1 > 0 . If m = 0 then there is a first

ntegral H = x q y p e −a 1 x and a linearizing change of coordinates 

x, ye −a 1 x/p ) . 

If m > 0 then we perform the change of coordinates X = x 1 /m 

nd Y = yx 1 /m , bringing the system (10) to the form 

˙ 
 = 

p 

m 

X 

˙ Y = Y 

(
p 

m 

− q + F (X, Y ) 
)
, (11) 

here Y F (X, Y ) = x (1 /m )+1 (a 1 y + . . . + a n y 
m +1 ) = xY f (y ) /y . System

11) has a linearizable node at the origin because there are two 

nalytic separatrices and the ratio of eigenvalues is 

p/m − q 

p/m 

= 

q 

p 
(−m + 

p 

q 
) > 0 , for m = 	 p/q 
 − 1 . 

ence, there is an analytic function φ(X, Y ) with φ(0 , 0) = 1 so

hat, taking Z = Y φ(X, Y ) , we have ˙ Z = (p/m − q ) Z. On substituting

or Z = Y φ into ˙ Z = (p/m − q ) Z we obtain 

˙ φ = −F (X, Y ) φ. Thus 

˙ (x 1 /m , yx 1 /m ) = −F (x 1 /m , yx 1 /m ) 

(x 1 /m , yx 1 /m ) = −x ( f (y ) /y ) φ(x 1 /m , yx 1 /m ) . 

learly φ(w 

k x 1 /m , w 

k yx 1 /m ) will also have the same property for w

 primitive m th root of unity. And so, replacing φ by 

˜ = 

( m −1 ∏ 

i =0 

φ(w 

i x 1 /m , w 

i yx 1 /m ) 
)1 /m 

, 

f necessary, we can assume that φ is analytic in x and y . 

Finally, if we take W = yφ(x 1 /n , yx 1 /n ) we see that ˙ W = −qW 

nd (x, W ) is a linearizing change of coordinates. 
3 
.3. Case ( 3 k ) 

Under the assumptions of statement ( 3 k ) of Theorem 1 , system 

2) takes the form 

˙ 
 = p x, ˙ y = −qy + x (a y + b y k +1 ) . (12)

System (10) has associated a Bernoulli equation. In this case we 

eek a Darboux factor of the form � = 1 + y k g(x ) , for some analytic

unction g(x ) . Then � has cofactor k � = kbxy k if and only if 

pxg ′ (x ) + k (ax − q ) g(x ) = kb x. 

he solution to this linear differential equation is 

 = e −ak/p x qk/p 

∫ 
kb 

p 
e ak/p x −qk/p dx. (13) 

f p does not divide qk then the exponential can be expanded as 

 power series and the integral can be evaluated term by term to 

xpress g as a power series in x . It is straight forward to show that

his series must be convergent. On the other hand, if p divides qk, 

hen there will be terms in log (x ) in the series for g arising from 

erms of the form x −1 in the integrand of (13) . Thus, assuming p

nd q are coprime, a sufficient condition for the existence of g, and 

ence �, is that p does not divide k . 

It is easy to construct a Darboux first integral from the Darboux 

actors x, y, e x and � . In fact the cofactors are k x = p, k y = −q +
 (a + by k ) , k e x = px and k � = kbxy k and a Darboux first integral will

e given by 

 = x q y p e ax (1 + y k g(x )) p/k . 

Furthermore, we can use these factors to construct an explicit 

inearizing change of coordinates. Indeed, if H = x q y p ψ(x, y ) is the

rst integral then X = x and Y = yψ 

1 /p linearizes the system. 

. Conclusions 

For system (2) we have computed the necessary conditions 

o have formal integrability using the new method developed in 

er ̌cec and Giné [6,7] for certain degrees of the function f (x ) . The 

ain result ( Theorem 1 ) gives the sufficiency of such conditions 

sing different methods for each case, as the blow-up method to a 

ode, as well as the recursive method used in the last case. 

The are several methods to find the necessary conditions but 

here is no global method to find the sufficiency and in this work 

e propose some new techniques to find the sufficiency which are 

iven in the proof of Theorem 1 . 

A conjecture is given for the analytic case of f (x ) . Furthermore, 

f the analytic case is indeed more general, it is open if such addi- 

ional center conditions can be written in an explicit form. 
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