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An increasing number of Internet application services are relying on encrypted traffic to offer adequate consumer privacy. Anomaly detection in encrypted traffic to circumvent and mitigate cyber security threats is, however, an open and ongoing research challenge due to the limitation of existing traffic classification techniques. Deep learning is emerging as a promising paradigm, allowing reduction in manual determination of feature set to increase classification accuracy. The present work develops a deep learning-based model for detection of anomalies in encrypted network traffic. Three different publicly available datasets including the NSL-KDD, UNSW-NB15, and CIC-IDS-2017 are used to comprehensively analyze encrypted attacks targeting popular protocols. Instead of relying on a single deep learning model, multiple schemes using convolutional (CNN), long short-term memory (LSTM), and recurrent neural networks (RNNs) are investigated. Our results report a hybrid combination of convolutional (CNN) and gated recurrent unit (GRU) models as outperforming others. The hybrid approach benefits from the low-latency feature derivation of the CNN, and an overall improved training dataset fitting. Additionally, the highly effective generalization offered by GRU results in optimal time-domain-related feature extraction, resulting in the CNN and GRU hybrid scheme presenting the best model.

1. Introduction

The ongoing development in the Internet of Things (IoT), data science, machine learning, and Internet services has resulted in a significant increase in network-related applications and services for end users. The continuous rise in user applications has also increased the number of threat vectors seeking to compromise the security and privacy of users [1, 2]. Applications are, therefore, increasingly relying on encryption schemes to provide adequate level of privacy and user confidence in Internet-based services. A consequence of encrypted traffic is the limitation of existing intrusion detection and prevention systems to analyze network traffic at the edge by Internet service providers (ISPs) and mitigate network-related attacks. Machine learning (ML) techniques have, therefore, seen increasing applicability in understanding (encrypted) network traffic patterns and providing anomaly inference capabilities. The simultaneous advancement in hardware and reduction in costs have furthered the analytical capability and scope of ML applications in several fields including network traffic analysis. Of particular interest is the deep learning (DL) paradigm, gaining further adoption in data science, developing artificial intelligence that influence a wide array of research and development [1, 3]. Although still relatively nascent, deep learning primitives are being used to dynamically extract experience models from datasets generated under different environments and infer the underlying logic.

The applications of deep learning methods in network security are also gaining prevalence. Network administrators and service providers are researching and deploying state-of-the-art security solutions and are turning to deep learning and ML-based incorporation in their security devices. The use of sophisticated encryption techniques in network traffic...
to enhance user privacy and security has also created an environment where hackers and miscreants are using the same traffic obfuscation techniques to launch cyberattacks [1, 4]. Although several studies have sought to classify and address network security threats, the analysis of encrypted traffic to identify malicious threats is an ongoing research challenge. Acquiring training data for the same is also a major problem in research studies. Encrypted data are usually trusted and are not decrypted to maintain data integrity and privacy. Encrypted traffic, however, if not inspected, can be exploited by attackers which can lead to successful network compromise(s) [1–3]. Deep learning technology offers a new perspective on the problem where data traffic does not require decryption, but the characteristics of the traffic are analyzed to deal with malicious traffic [1, 4]. The low latency offered by DL solutions, minimum human intervention, and timely response can allow respective solutions to be deployed for detecting attack traffic.

To this end, the present work proposes different encrypted traffic identification models using deep learning techniques to achieve high classification accuracy. The main contributions of this work are as follows:

(1) The present work uses multiple deep learning network structures independently as well as in hybrid assembly to assess and summarize the features of normal and encrypted malicious attack traffic. Each model uses its underlying algorithm to automatically adjust and improve weights for accurate classification while minimizing the loss function.

(2) A significant number of prior studies in DL-based traffic classification such as [5–7] have mostly relied on hand-crafted and manually intensive feature selection. The present work in comparison utilizes complex (raw) network traffic as input to dynamically extract fixed data characteristics. The approach allows greater automation in learning network data and discriminating abnormal behavior embedded in encrypted traffic by fully exploiting the feature selection for capability of DL structures.

(3) During validation, the proposed deep learning approach is tested on three publicly available datasets, namely, NSL-KDD [8], UNSW-NB15 [9], and CSE-CIC-IDS 2017 [10]. Employing different traffic datasets provides an accurate representation of application and service heterogeneity inherent in existing real networks for traffic classification purpose.

(4) The present work, therefore, compared to earlier efforts [6, 11–13], benefits researchers by undertaking encrypted traffic classification using DL techniques on a wider variety of publicly available traffic data, aiming to circumvent (any) inflated classification accuracy cofounded by the use of single or private datasets as well as hand-crafted input (traffic) features.

The rest of this paper is organized as follows: Section 2 gives the related work in utilizing deep learning technologies in cyber security. Popular neural network structures are overviewed along with a discussion of the most relevant literature review of deep learning approaches and their performance limitations. Section 3 provides the adopted methodology and specifics of the applicable neural networks in detail. Section 4 details the datasets and evaluation benchmarks. Section 5 analyses the experimental results. Section 6 draws final conclusions and comments on future work.

2. Related Work

The present section describes some of the recent advances in deep learning applications in the cyber security domain. Furthermore, some of the prominent studies related to present work, using DL approaches in network traffic classification for identifying network threats, are discussed.

2.1. Cyber Security and Neural Networks. Significant advancement in artificial intelligence made by the contributions of Hinton [4], LeCun [14], and Rosenblatt [15] has made deep learning one of the mainstream technologies. The developments in ML have led to several engineering and biomedical avenues employing deep learning to solve complex problems. The field of cyber security has no exception and is subject to evolving challenges that also aim to use DL algorithms for problem resolution [2, 16–20]. Deep learning, however, requires sufficient processing power, and the performance improvements of GPU architectures have helped in making cyber security-related DL applications on the ever-increasing Internet data volumes practical and fruitful [21, 22]. Research in academia, therefore, is paying more attention to the use of DL algorithms in facilitating robust cyber security. There have been several studies using deep learning in the security domain to research malware and threat mitigation, considered to be more effective than traditional machine learning procedures that may generate higher error rate and have limited ability to recognize masqueraded threats. The implementation scope of deep learning offers an added advantage, not relying on manual feature selection, allowing greater automation in finding hidden attack vectors. The applications are although nascent, and further perfection is needed to fully adapt deep learning technologies in the cyber security domain. The main deep learning structures continuing to gain traction in the cyber security field are convolutional neural networks (CNNs), deep belief networks (DBNs), auto encoding (AE), and recurrent neural network (RNN) with underlying variations in parameter selection and operational considerations [23, 24]. Not all deployments are, however, robust, and the DL structures also suffer from confidentiality issues where miscreants can exploit derived models to recover and investigate original input data [25].

Typical machine learning often presents higher requirements for feature derivation, and the efficacy of training and learning by the subsequent model(s) depends on the quality of extracted feature vectors. The learning model is, therefore, constructed based on feature vectors
[26]. For example, to detect botnets used in advanced persistent threat (APT) campaigns requires extraction of time, packet, and protocol related features to extract and train ML models [1, 23, 26]. In contrast, the feature engineering in deep learning is automatic saving manual efforts and generating high-quality models that can allow greater threat monitoring and classification accuracy. Malicious traffic that is encrypted presents an additional challenge to the security research community. Encrypted attack traffic (ET) can be identified using two methods presently available: (1) the recognition of attacks after decryption of network traffic and (2) nondecryption-based detection where traffic patterns are investigated and utilized to recognize threats. Production devices in service provider and user environments employ traffic classification for attack detection that would typically require significant computing resources to decrypt and (re)encrypt data in real-time affecting the network throughput, delay, and overall user experience. The costs of associated techniques such as deep packet inspection (DPI) are also substantial in terms of equipment and resources that these are not considered readily adoptable [27, 28]. The encryption and decryption of network traffic is not only resource intensive but also a challenging task for network managers in adequately preserving the privacy of end-users. Decrypting traffic logs may need to be stored on network storage that would be subject to privacy laws and compliance directives, making it even more difficult for service providers and network managers to contain information leaks and face regulatory penalties. Laws and regulatory concerns may also prevent the decryption of network traffic altogether [29]. The second approach is that of utilizing traffic patterns to identify attack vectors in encrypted traffic without performing any decryption. Encrypted traffic (ET) analysis provides an opportunity for research community and the industry to further the application of deep learning without compromising on data integrity or affect user experience [26, 29]. Encrypted traffic analysis using DL-based approaches, therefore, promises an important research direction explored in the present work.

2.2. Encrypted Traffic Analysis Using Neural Networks.

Deep learning neural networks based on convolutional and recurrent algorithms have been gaining applicability in data science avenues over the past few years. Convolutional neural networks can be traced to biological preceptors associated with neurons capable of facilitating vision. The operation is based on a convolution-based algorithm and has been over time proved excellent in computer vision and image recognition. Studies have also used the CNN for text and natural language processing [22, 24]. The working principle of CNN describes a basic (convolution) layer being responsible for feature extraction and a pooling layer for minimizing features to obtain a generalization. Neuron numbers in the hidden layer(s) are directly proportional to the learning ability at the expense of greater computational cost. The time latency involved in feature extraction is relatively quick, relying on learning not only a single sample but creating associations between data. In a typical implementation, the first (few) convolutional layers determine and learn the simpler data features (e.g., edges and colour distribution in image processing) and the secondary layer(s) that is responsible for extraction of complex features. The complex features sometimes signify the correlations and relationships between the input data.

Recurrent neural networks are often employed to process ordered data in time, where special neurons can remember data that were previously processed [30]. Some backpropagation neural networks including CNN only consider input to output mapping without necessarily considering the order of an occurrence, i.e., the time dimension. Significantly, different from other network structures, the RNN includes memory function to consider input of the previous instance. The output, therefore, is a consequence of pre- and post-timing output and the overall structure employs feedback. If the data sequence is relatively long, then RNNs may suffer from short-term memory problem where there is latency and deviation in transferring signal(s) from an earlier time (iteration) to the latter. The gradient may disappear due to missing information at the beginning or become so small that learning can be suboptimal. Variations in RNN include the long-short term memory (LSTM) and gated recurrent unit (GRU) algorithms that seek to address the vanishing gradient and short-term memory issue [31]. RNNs are inspired by cognitive functions of humans and typically applied to handwriting recognition, while their applicability in traffic classification is not adequately mature at present.

Important contributions using different schemes of neural network structures in encrypted traffic classification and intrusion detection, along with performance caveats, are summarized in Table 1 and further discussed in the leading paragraphs.

An increasing number of challenges and opportunities in analyzing deep learning application modeling for threat monitoring and mitigation have been described by Zhang et al. [32]. The challenges can be categorically divided into the technical difficulties presented by effectively training neural network, feature processing issues, and acquiring labeled data in unsupervised learning. The research work highlighted the susceptibilities involved in countering threats and the suboptimal cooperative modeling to ensure sufficient privacy against attacks.

In some of the preliminary works, Wang et al. [5] tested convolutional neural networks (CNNs) for traffic classification. The study proved that the convolutional approach is effective in network traffic classification. However, whether the CNN structures can be used to identify attacks incorporated in encrypted and nonencrypted traffic was not specifically considered or any experimental evidence presented for the same. Complimentary works include one-dimensional (1D) CNN applied for encrypted traffic classification [7] on the publicly available ISCX VPN and non-VPN dataset [40, 41]. The method, however, used biased inputs limiting the implementation scope in wider network settings and only partially exploiting the automated feature selection capability offered by DL network structures.

RNN, specifically the long short-term neural network, was used by Ge et al. [34] to classify encrypted traffic (ET).
The work used long short-term memory (LSTM) to account for sequential characteristics in network traffic. While the system promised high accuracy in relatively smaller private network environments, the feature itself is not considered scalable and can be diluted in classifying traffic in larger networks. Lopez-Martín et al. [6] proposed a combinatorial scheme comprising of LSTM and two-dimensional (2D) CNN. The approach was evaluated on traffic available from an academic network and showed high accuracy (>90%). The authors illustrated penalties that are associated with using packet interarrival times along with port numbers as an input feature. The work, however, again used inputs that comprised of flow-level statistical information, ports, time-series feature vector, and deep packet inspection (DPI) for class labeling of ground truth data. The approach, therefore, only partially utilized the DL benefit of automating feature selection and significantly relied on manually crafted input features that bias the classification accuracy. Moreover, encrypted traffic classification and intrusion detection was not specifically considered in the evaluation.

Liu et al. [13] also utilized the recurrent neural network in tandem with a flow sequence network (FS-Net) for encrypted traffic classification. Using multilayer and bidirectional RNN (encoder and decoder), the FS-Net automatically learns classifying features from raw traffic flows eliminating the need for manual selection. The decoder layer (GRU) uses reconstruction to boost the discriminatory characteristics between traffic flows. A campus traffic dataset comprising of a limited number of applications (18) was employed for testing purposes reporting a high accuracy (99%). Despite the significantly high accuracy, dataset limitations and focus on certain applications require further benchmarking and scalability evaluation of FS-Net on a wider dataset comprising diverse network traffic.

Similarly, Zeng et al. [35] also proposed the use of DL for automated feature selection from raw traffic for models: CNN, LSTM, and stacked autoencoding (SAE). The CNN was used to learn spatial features, while LSTM focused on time-related aspects and SAE to capture coding characteristics. Two datasets comprising of VPN [40] and non-VPN [41] traffic were used for evaluation. The traffic classification and intrusion detection accuracy of DFR surpassed conventional decision tree ML methods (C4.5, KNN) as well as 1D-CNN models on the preprocessed datasets. While autoencoding (AE) aids in reducing the dimensionality of input data, complexity of relationship between the dataset and features which is quite common in ET classification problem can also result in imperfect decoding and misunderstanding of important data variables. An additional caveat is the use of stacked autoencoding to circumvent imperfections in dimensionality reduction at the cost of higher processing times.

In addition to conventional networks, mobile network traffic presents a unique challenge for network providers due to increasing demand for offering value-added services according to user demand and an evolving traffic mix, while privacy concerns require accurate classification and filtering of encrypted traffic. Aceto et al. [11] discussed the fusion of DL techniques such as stacked autoencoding (SAE), CNN, and LSTM for traffic classification in mobile networks. Using mobile traffic data from three (human) users, incorporating several Android and iOS applications, a performance comparison of multidimensional CNN, shallow ML, and CNN+LSTM was evaluated. 1D-CNN reported highest accuracy for Android and 2D-CNN for iOS systems, respectively. In a similar work [12], multimodal dependencies between the traffic classification objects are utilized to exploit sophisticated DL layers (inception and residual neuron connections) increasing the efficiency of traffic classification for iOS applications using heterogeneous input data. It was observed that pretraining can lead to improved transfer learning by using unsupervised data and the ability to cope with challenges such as traffic bursts for different input types. Overall, in these complimentary traffic classification approaches, the researchers were of the view that recognition of hyperparameter importance in DL algorithm implementations along with the use of hybrid architectures requires further investigation [11, 12].

An extrapolation of the same multimodal approach considered in [12] was investigated in the context of multitasking [37]. Multitasking refers to an inductive transfer to boost learning in one task using the information contained in training (signals) of related tasks [43, 44]. Multitask learning may yield a single comprehensive model using

---

**Table 1: Neural network-based traffic classification.**

<table>
<thead>
<tr>
<th>Network structure</th>
<th>Description</th>
<th>Traffic classification (normal and ET)</th>
<th>Performance parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolutional [5, 7, 22, 24, 33]</td>
<td>Biological inspired preceptors</td>
<td>✓</td>
<td>DFTDUCAEELVFUVYUPFW</td>
</tr>
<tr>
<td>Recurrent [31, 33, 34]</td>
<td>Representation in animal cognition</td>
<td>✓ ✓</td>
<td>✓ ✓ ✓ ✓ l, h ✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Hybrid [6, 11–13, 35]</td>
<td>Hybrid structure (CNN, RNN, etc.)</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
<td></td>
</tr>
<tr>
<td>DPI + NN [33, 36]</td>
<td>DPI-facilitated ground truth</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
<td></td>
</tr>
<tr>
<td>Miscellaneous [12, 37–39]</td>
<td>Multimodal approach</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multitasking/inductive inference</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Federated models: locally trained</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
<td></td>
</tr>
</tbody>
</table>

**Note.** LL: low latency; ETC: encrypted traffic classification capability; FB: feedback mechanism; UC: use-case in (1) isolation (I) and (2) hybrid (H); AE: autoencoding; EF: efficiency, 1, high (h); 2, low (l); and 3, diluted (d); VG: vanishing gradient; VY: algorithm variety; UP: database update required; FW: further investigation needed; ∆: testing on limited or private dataset or applications; γ: statistical or manually engineered input features resulting in inflated classification accuracy; f: black-box algorithms requiring further testing of input datasets (with parameter tuning) on several models.
parallel execution reduces computational overhead while building a classifier that can offer better generalization. The time complexity and overall accuracy when tested on wide variety of datasets may require further evaluation to appreciate the level of visibility such generalization can allow. Huang et al. [38] also used multitask learning to solve malware detection and intrusion detection using the 2D-CNN model on the dataset obtained from CTU-13 [45] and VPN [40, 41]. However, similar to [7], biased inputs were used that may limit the applicability of proposed approach on complex data and not fully appreciate the significance of DL in automating feature extraction.

Model building using federated learning has been proposed by Zhao et al. [39]. To address privacy concerns, model learning is carried out in a distributed way where local trace data are not shared, but only the learnt models to generate a complete model. The use of statistical features using bidirectional flows again only partially utilizes the feature learning capability offered by DL algorithms, biasing the input for certain neural network models. The performance improvements due to federated learning using in [39] although reported a satisfactory increase in accuracy along with reduction in training time as compared to nonfederated approaches.

Mohammad et al. [36] used deep packet inspection (DPI) in tandem with neural networking to detect the encrypted network traffic. The results showed highly promising discrimination between encrypted and non-encrypted traffic. However, the detection and recognition of encrypted attack traffic from normal traffic was not distinctively considered. Surveys such as Rezaei et al. [33] categorize at length the application of deep learning algorithms in various encrypted traffic classification scenarios. DPI in general provides the best detection accuracy albeit processing cost and difficulty in relying on building and continuously updating raw payload patterns to classify encrypted traffic.

Industry and academia are recognizing deep learning as an important area offering prospects for the network security arena [5, 33]. Deep learning is used to classify network traffic, but also it allows researchers to develop methods for accurate and timely detection of attacks embedded in Internet application traffic. While the implementation of deep learning frameworks has allowed for greater reliability in traffic classification, research on encrypted traffic threat detection using DL technologies is relatively nascent. It is also noted the black-box nature of most DL algorithms, where the impact on accuracy due to specific selection of inputs is not predictable and remains an open challenge [11]. To understand binary data as well as perform flow-based security analysis, the viability of deep learning methods still needs to be investigated and benchmarked across different network environments. Existing approaches offer limited maturity in applying DL structures to achieve unbiased conclusions where the reported accuracy is not inflated due to data input [37]. A significant number of previously proposed solutions are limited by (1) the variety of datasets on which these are tested to prove classification/intrusion detection viability real network environments and (2) ignoring a fundamental aspect of DL-based classification which is to allow the use of raw input in contrast to manual feature selection and achieve higher classification accuracy while reducing human intervention.

The present paper employs deep learning to aid in the automated extraction of precise features, allow greater dimensional analysis of (network) data, and extract the feature vectors pointing to anomalies, focusing on four publicly available datasets from a wider mix of network traffic. The paper uses neural networks, including convolutional, recurrent, and shallow network structures preceded by preprocessing of data to optimally train model(s). The proposed methodology is considered in detail in the following section.

3. Proposed Methodology and Neural Network Structures

In the present work, different deep learning methods are used to analyze the attack detection capability on encrypted traffic. The first algorithm used is CNN allowing low-latency training and providing the weightage(s) after initial parameters are set. CNN reduces high-dimensional features using maximum pooling to determine the most characteristic features needed. Subsequently, the RNN algorithm is employed to extract the time-series-related characteristics of use in small-scale network environments. During validation, the same testing data will be used to determine the efficiency of different models, aiming to combine the benefits and develop a new hybrid model.

A brief background of the network structures, along with detailed construction specific and illustrations, is discussed in the following sections.

3.1. Convolutional Neural Network (CNN). The convolutional layer kernel is like a filter functioning to extract the most important feature(s) from input data. Each convolution of input data results in a feature graph, where each convolution kernel provides a different feature. The next layer in turn is pooling used to compress features and select the most applicable. As layers increase, the number of parameters also changes exponentially. Having too many parameters may affect the performance of the network. The network culminates in a final connectivity layer at the end to combine and categorize the results. The overall error rate is predicted using loss functions, cross entropy, etc. The output depends on three parameters: convolutional kernels directly proportional to the volume of output, short and long step size dictating the amount of data processed at a time, resulting in fine grained or coarse feature selection, and filling to keep learning step constant and smooth. The convolution operation uses the following formula:

\[
B(i, j) = \sum_{m=0}^{M} \sum_{n=0}^{N} K(m, n) \cdot A(q - m, j - n).
\]

A total of 4 convolutional layers are used in the present study, and the size of kernel is 3 × 3, which is able to extract the relevant features. The first layer has 32 neurons, containing fewer parameters and used to process data initially.
Each of the subsequent two layers has 64 neurons to improve model learning. The aim of the next dropout layer is to improve the overfitting problem as best as possible. Feature filtering is done by the maximum pooling layer (desired and differentiated features). The convolutional layer processes final features that are compressed and mapped by the final dense layer. The specifics and parameters for the convolution network used in the present study are given in Figure 1.

3.2. Recurrent Neural Network (RNN). In the RNN model, the neurons in the same layer are connected to each other and the output of previous (hidden) layer will be considered in calculating the input of the next layer similar to the input layer. To cater for a greater understanding of time-series traffic classification and threat analysis, RNN may offer a special ability [3, 33], shown in Figure 2. The processed data (traffic) are stored and referenced while processing the present data affecting the result. However, as mentioned earlier, direct application of RNN may suffer from gradient disappearance.

Gated recurrent unit (GRU) and long short-term memory (LSTM) may solve the short-term memory issue by keeping track of dependencies over a longer run for the input. The GRU uses two vectors: update gate and reset gate that are trained to decide and keep the information that needs to be provided to the output. The update gate determines the amount of information (past) that would require to be sent to the future partially or wholly and thereby eliminate the vanishing gradient issue. Similarly, reset gate is used to determine the amount of past information that needs to be forgotten. LSTM, in contrast, aids in filtering the previous states based on RNN, so that previous states having greater influence of the present can be selected, rather than just using the latest [8]. Although there can be variations in the implementation of GRU and LSTM network, however, the sigmoid activation function is usually considered as best in filtering signal(s) and producing output through a tangential (TanH) function [31, 46].

In the present work, we employ LSTM- and GRU-based models having a similar network structure. The input is fed to the first layer of an RNN followed by the dropout layer, adding uncertainty to the network. The hidden layers incorporate both GRU and LSTM neurons. GRU is more in number because LSTM neurons employ a greater number of training parameters. Excessive neurons will reduce training speed. Reduction in LSTM neurons in the hidden layer still outnumbered those for GRU. The final layer in the two models will be a dense layer to process the data. The formulae for GRU and LSTM are provided in (2)–(4) and (5)–(8), respectively. Common nonlinear activation functions sigmoid and rectified linear unit (ReLU) by (9)–(12), respectively [47]. The corresponding illustrations are provided in Figure 3:

Gated recurrent unit (GRU) model input and variables.

\[ r_t = \text{sigmoid}(W_r [h_{t-1}, x_t] + b_r), \]  
\[ z_t = \text{sigmoid}(W_r [h_{t-1}, x_t] + b_z), \]  
\[ i_t = \sigma(W_i [h_{t-1}, x_t] + b_i), \]  
\[ o_t = \sigma(W_o [h_{t-1}, x_t] + b_o), \]  
\[ f_t = \sigma(W_f [h_{t-1}, x_t] + b_f), \]  
\[ C_t = \text{tanh}(W_C \cdot [h_{t-1}, x_t] + b_C). \]  

Long short-term memory (LSTM) model input and variables are as follows:

\[ i_t = \sigma(W_i [h_{t-1}, x_t] + b_i), \]  
\[ o_t = \sigma(W_o [h_{t-1}, x_t] + b_o), \]  
\[ f_t = \sigma(W_f [h_{t-1}, x_t] + b_f), \]  
\[ C_t = \text{tanh}(W_C \cdot [h_{t-1}, x_t] + b_C). \]  

Sigmoid function is as follows:

\[ g(z) = \frac{1}{1 + e^{-z}}. \]  

Rectified linear unit (ReLU) function is as follows:

\[ g(z) = \max(0, z), \]  
\[ g'(z) = \begin{cases} 1, & z > 0, \\ 0, & \text{otherwise}. \end{cases} \]  

The general loss function corresponding to weight adjustments is given by

\[ J(W) = \frac{1}{n} \sum_{i=1}^{n} L(f(x^{(i)}; W), y^{(i)}). \]  

For binary classification problems such as the prediction between normal and malicious traffic, binary cross entropy loss (softmax function) [48] can be used as given in

\[ J(W) = \frac{1}{n} \sum_{i=1}^{n} [y^{(i)} \log(f(x^{(i)}; W)) + (1 - y^{(i)}) \log(1 - f(x^{(i)}; W))]. \]  

In (13) and (14), \( y^{(i)} \) is the actual while \( f(x^{(i)}; W) \) is the predicted value.

4. Dataset and Evaluation Metrics

The present section discusses the datasets and the evaluation metrics used to benchmark the efficacy of proposed deep learning techniques for encrypted traffic classification.

4.1. Datasets. As discussed earlier, while reviewing the existing literature, using singular datasets may not comprehensively represent existing real networks. To provide an effective benchmark of the proposed methodology, three different datasets, namely, the NSL-KDD [49], UNSW-NB15 [9], and CIC-IDS-2017 [10], are employed. The number of records in each of the tested datasets is sufficient without the need to randomly select smaller portions in evaluating the consistency and comparability of our proposed structure in different network environments. Prior studies have widely
used the NSL-KDD dataset for cyber security research [49, 50]. It is an N revised version of the original KDD99 dataset. There are a total of 148,517 record samples, each having 42 feature values available in the NSL-KDD dataset [8, 49]. UNSW-NB15 [9] is substantial in comparison having a total of 2,540,043 record samples, each having 48 features. CIC-IDS-2017 [10] comprised of 83 traffic features, having a total of 2,827,263 records. To address scalability concerns,
we will not describe the individual features of each dataset and would refer the reader to the original source [9, 10, 49].

In the present study, the labeled data from each of the datasets will be sanitized according to binary classification and changed for subsequent experimentation. Binary classification requires distinguishing between encrypted malicious and other traffic. Focus will be on protocols used in the original dataset and relabeling the attack traffic over https and ssh, and any other encrypted protocol (tls, ftp, etc.) that can be used to carry attack traffic. Although encrypted traffic is a relatively small part of the three different datasets used in this work according to the summary information provided in Table 2, it conforms to real-world network environments. The data will be processed as follows: raw data will be processed using string updating, normalization followed by one hot coding before being used. The categories of binary and 4-class labeling of the resulting data for NSL-KDD, UNSW-NB15, and CIC-IDS-2017 and corresponding training and testing records are presented in Table 2(a), 2(b), and 2(c), respectively. The training and testing split for all datasets has been selected according to earlier findings [13, 35, 44] ensuring that the training and testing sets provide sufficient representation of encrypted and non-encrypted attack traffic. A visual description of traffic distribution in each of the datasets is given in Figure 4. Normal traffic (nonencrypted and encrypted) comprises bulk of the data in each traffic set (~50–85%). It is also notable that nonencrypted attack traffic is considerably substantial (~11–56%) in comparison with encrypted malicious traffic constituting only a minor part of each traffic set (~0.12–1.28%). The above traffic distribution highlights the relatively smaller percentage of encrypted attack traffic in overall network data in realistic network environments, making classification of malicious ET challenging as well as necessary to mitigate threats.

A further subapproximation of different protocols (tls, ssh, http, ipps, ldaps, ftp, etc.) constituting malicious traffic in the nonencrypted and encrypted categories for each dataset is provided in Figure 4. While the datasets represent variation in traffic volume (percentage) distribution among the above protocols, tls and ssh are most frequent across the encrypted attack traffic. For NSL-KDD, ssh protocol represents approximately ~30–60% of all encrypted attack traffic. In UNSW-NB15, a similar concentration of ssh (~10–15%) and tls (~20–28%) is recorded in the encrypted malicious traffic category. Similarly, in CIC-IDS-2017, ssh and tls usage in encrypted attack traffic amounts to around (~20–40%) each. Some of the other notable protocols in UNSW-NB15 and CIC-IDS-2017 include http, ftp, ipp, and ldap (and minor percentage of snmp, smtp, telnet, dns, etc. categorized as others) in encrypted and nonencrypted mode. The training and testing data in each protocol category for encrypted and nonencrypted attack traffic were split in approximately equal proportion as depicted in Figure 4. The

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Traffic type</th>
<th>Training data</th>
<th>Test data</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Dataset and features (KDD) [8, 49]</td>
<td>2-Dimensional</td>
<td>Normal</td>
<td>2344</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attack</td>
<td>1620</td>
</tr>
<tr>
<td></td>
<td>4-Dimensional</td>
<td>Normal</td>
<td>64896</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attack</td>
<td>57002</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
<td>125862</td>
<td>22565</td>
</tr>
<tr>
<td>(b) Dataset and features (UNSW-NB15) [9]</td>
<td>2-Dimensional</td>
<td>Normal</td>
<td>25109</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attack</td>
<td>2178</td>
</tr>
<tr>
<td></td>
<td>4-Dimensional</td>
<td>Normal</td>
<td>1462481</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attack</td>
<td>221639</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
<td>1711407</td>
<td>828636</td>
</tr>
<tr>
<td>(c) Dataset and features (CSE-CIC-IDS 2017) [10]</td>
<td>2-Dimensional</td>
<td>Normal</td>
<td>39793</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attack</td>
<td>2119</td>
</tr>
<tr>
<td></td>
<td>4-Dimensional</td>
<td>Normal</td>
<td>1505112</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Attack</td>
<td>469227</td>
</tr>
<tr>
<td>Total</td>
<td>—</td>
<td>2016251</td>
<td>811012</td>
</tr>
</tbody>
</table>
aim was to ensure that sufficient volume (percentage) of each protocol/attack vector is represented to account for common and uncommon traffic objects and optimize the overall classification accuracy.

4.2. Evaluation Metrics. The proposed neural network models are evaluated on the derived dataset to compute the accuracy, recall value, precision, false positive, and false negative rate.

True positive (TP) and true negative (TN) identify the (attack) samples correctly identified as belonging to anomalies and normal samples, respectively. False positive (FP) refer to the sample incorrectly identified as attack and false negative (FN) the samples incorrectly identified as normal traffic. The evaluation metrics are detailed in Table 3.

5. Experiment, Results, and Discussion

5.1. Performance Evaluation. As mentioned earlier, three different datasets are used with respective features after normalization. Multiple feature set (4-dimensional scheme) was used for classification over the relatively basic two-feature labeling to fully analyze the efficacy of tested models on each dataset.

We employ the model structure provided in Figures 1 and 2 for performance evaluation of all traffic (data) sets. The CNN model consists of 1 input layer having 64 neurons and 3 convolutional layers (again each having 64 neurons) in the
hidden layers, as well as the maximum pooling, dropout, and flattening layer. Dropout argument is set to the typical value of 0.5, and the activation function used is rectified linear unit ReLU [22, 24, 47]. The output is based on FATE layer (federated AI) [51]. The output is classified using softmax activation function [48]. The LSTM model consists of 1 input layer (64 neurons), 3 LSTM layers (each having 64 neurons), and dropout layers in the hidden layer. The dropout is again 0.5, activation function is ReLU, and output is FATE layer classified by softmax. Similarly, the GRU model consists of 1 input layer (64 neurons), 3 GRU layers (having 64, 128, and 138 neurons), and dropout layers in the hidden layer. The dropout is set to 0.5, and output is again FATE using softmax activation. As highlighted in the discussion on neural network structures, the GRU has overall a greater number of parameters than LSTM; however, the actual number of parameters is smaller.

The control variables are listed in Table 4, and the same criteria are used for each of the datasets independently. The epoch is set to 10 using trial and error. The input as well as the output dimensions are the same. The batch size uses the same number of classified classes, with size and number of categories also kept as the same. The classified optimizer is based on Nadam (Nesterov-accelerated Adaptive Moment Estimation) gradient descent algorithm to minimize the cost function [54]. Nadam accelerates model learning by summing the exponential reduction of moving averages for present and previous values of the gradient. Nadam is available in Keras and has been successfully used in prior traffic classification studies to reduce cost [55]. Similarly, the loss function used in the present study and provided by Keras is categorical_crossentropy [44] and given in (14). The objective function (loss function) provided in (13) and (14) is used to compute the loss quantity that any given neural network model would seek to minimize in the training phase.

The experiment was carried out using system features specified in Table 4. The hardware specification comprised of 64 GB RAM DDR4, with an Intel® Core i7-7700K CPU at 4.20 GHz. The operating system used was Ubuntu 18.04.5 LTS (64 bit). The test platform was built using Keras 2.4.0 (Python-based deep learning API) [52] along with TensorFlow library version 2.2.2 [53].

The efficiency of each model (per dataset) is reflected in Table 5, for the same classification/parameters. Overall, the training speed of the CNN model is minimum compared to the rest while reporting high accuracy and low failure. Other models are subsequently added to the testbed to compare and determine the optimal model.

5.2. Time Complexity. We analyze the run time of each of the deep learning models, focusing on the training time as an indicator of operational value. The summarized performance for each model according to the three different datasets is provided in Table 5. Each model was subjected to 10 training rounds, on each of the three datasets, each having the same initialization parameters. For the NLS-KDD, the CNN model processed 148,634 samples in about 19.34 s for each round, and the total training time was 170.6 s. The LSTM model completed the same in approximately 85 s for each round and a total training time of 856.8 s. For the GRU model, the training time was 88 seconds for each round, and a total completion time was 878.2 s. The training time of shallow learning is quite small, each round consuming approximately 2 s and total time duration of 16.54 s. The UNSW-NB15 and CIC-IDS-2017 datasets provided similar results albeit a variation in the overall processing time as the respective sizes of the traffic sets was substantially greater than the NLS-KDD. UNSW-NB15 training time for CNN was noted at 185.14 s while 215.61 s for the CIC-17, a minimum increase when compared to CNN training in NSL-KDD despite the greater number of samples processed. The LSTM model training time was significantly higher at 2516.7 s and 2981.2 s, respectively, for NB15 and CIC-17. The training time for the GRU model was 1515.2 s and 1425.3 s for the same. Shallow models continued to present the minimum training time. Unlike CNN structures, RNN models intend to build a relationship between the hidden vectors at each step resulting in an overall increase in latency [56]. Although LSTM and GRU allowed the modeling of sequential traffic data from each of the three datasets, interdependence between outputs from consecutive timesteps limits parallelism resulting in an increase in processing time for longer sequences.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>The ratio of number of samples correctly identified divided by the total</td>
<td>Accuracy = (TP + FN) / (TP + FP + TN + FN)</td>
</tr>
<tr>
<td></td>
<td>number of samples in the provided data test.</td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>Defines the positive predictions that were correctly identified by the</td>
<td>Precision = TP / (TP + FN)</td>
</tr>
<tr>
<td></td>
<td>classifier.</td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>The ratio of number of attacks correctly classified divided by the total</td>
<td>Recall = TP / (TP + FN)</td>
</tr>
<tr>
<td></td>
<td>number of attack samples.</td>
<td></td>
</tr>
<tr>
<td>F1-score</td>
<td>The metric is two times the mean value determined for precision and recall</td>
<td>F1-score = 2 × (precision × recall) / (precision + recall)</td>
</tr>
<tr>
<td></td>
<td>computation.</td>
<td></td>
</tr>
<tr>
<td>False positive (FP) rate</td>
<td>The metric is the ration of attack samples to normal samples.</td>
<td>FPR = FP / (FP + TN)</td>
</tr>
<tr>
<td>Normalization factor</td>
<td>The dataset is subjected to normalization as given in Figure 4. Where data values are greater than 1, all mappings are normalized between 0 and 1, to increase accuracy. The calculation method uses maximum and minimum values of input data column and then to each data.</td>
<td>Z = (z - min) / (max - min)</td>
</tr>
</tbody>
</table>
The hybrid CNN + GRU model reported a total training time of approximately 375.6 s for NSL-KDD, 595.61 s for NB15, and 741.42 s for CIC-17. The overall training duration of the hybrid model is relatively greater than that of CNN and significantly lower than that recorded for LSTM and GRU models, offering the inherent advantages of faster feature extraction (CNN) while also considering high dimensionality in features allowed by the GRU neural network.

During testing, all 22,544 samples in NSL-KDD can be validated in seconds. The CNN model reported 2.51 seconds, LSTM 4.34 seconds, and GRU 3.13 seconds, with the shallow model 1.5 seconds. CNN and GRU combination consumed approximately 3 seconds in testing. The CNN model testing on NB15 and CIC-17 recorded a two- and three-fold increase approximating at 6.1 seconds and 9.2 seconds, respectively. Similarly, the testing time for the hybrid model was 16.4 seconds and...
17.3 s for NB15 and CIC-17 due to a greater volume of testing samples. The testing time for shallow, LSTM, and GRU models was greater than that of the CNN and the hybrid model for each of the datasets. Although the execution time for DL models is relatively high compared to typical shallow and regression-based models due to training with larger datasets, once trained the testing phase takes lesser time. Since deep neural networks can reduce data dimensionality and learn the most critical features, the models such as hybrid (CNN + GRU) structure can be used in real network environments with relative ease.

5.3. Discussion and Comparison. A comparison is made between the different models, and results of the accuracy, precision, recall, and F-1 score are demonstrated in Figure 5. To determine the optimal model, CNN and RNN structures were used for each of the datasets. CNN provided the best overall results for NSL-KDD recording 93.56% accuracy, 94.61% precision, and 89.99% recall value. The false positive rate was only 0.019, and the F1-score was 0.91. The overall training time recorded was also better among all the deep learning models. Reported accuracy of CNN on NB15 and CIC-17 datasets was, however, lower (85–86%). Considering a relatively larger sample size of NB15 and CIC-17 traffic and implying a greater presence of temporal characteristics would require RNN structures for improved classification in attack analysis. We, therefore, observe that for the hybrid (CNN + GRU) model, the tested accuracy for both NB15 and CIC-17 surpasses (>90%) the recorded value for NSL-KDD. The CNN model operating on NSL-KDD offers best precision (94.61%) while the recall (90.29%) is better for the hybrid structure. Precision and recall values for the hybrid model exceed others in the remaining two datasets, slightly fairing better than CNN structure. Similarly, the FPR and F-1 values for the hybrid model exceed others in the remaining two datasets, slightly fairing better than CNN structure. The small(er) kernel can extract detailed features of encrypted attack traffic and provide a good weight representation. The subsequent extraction of compressed features in encrypted traffic can be reduced using the flattening layer.

5.4. Hybrid Approach. The overall difference in classification performance between CNN and GRU models is minimal. The GRU model has an added advantage of extracting time-domain features, which may be quite useful in understanding and classifying the encrypted attack traffic using temporal characteristics. However, the GRU will only be of benefit if time-dependent features are present in the data. In the absence of time-domain features in input samples, the CNN offers higher accuracy and GRU will not be of much use. To build a model that has high applicability in either scenario, we propose a scheme based on the CNN + GRU hybrid test model. The CNN aids in quick extraction of feature whereas GRU helps with the time dimensionality of data if available. The advantages of CNN and GRU are, therefore, combined in the hybrid model.

The overall training time of CNN + GRU is relatively shorter as compared to GRU alone, and the model efficiency, however, is improved. The GRU component can retain the time features, and quick extraction of the CNN is also applicable. A pooling layer is not needed to prevent time characteristics filtering. CNN and GRU present a high fit for training data while maintaining classification accuracy. The complete hybrid model is illustrated in Figure 6.

The hybrid model can quite effectively classify encrypted attack traffic and reduce the data features dimensionality, a quite labor-intensive task in traditional machine learning approaches. Deep learning can automatically learn the important features and the anomalies in network behavior during training. The training phase in comparison with testing as recorded in the experiment can be time consuming and is directly proportional to the size of data. A greater amount of training data (if available), however, can also increase effectiveness of the deep learning model. The ROC (receiver operating characteristic) curve showing the performance of CNN and CNN + GRU for each of the datasets is presented in Figure 7.

It is quite notable that the difference between CNN and CNN + GRU hybrid classification models is rather small at all classification thresholds. The practical applicability of the
hybrid approach for encrypted attack traffic classification would although be higher. The completeness in feature extraction ability of the CNN + GRU model would be useful for network managers aiming to classify the attack traffic in different types of small and large environments. Considering the prevalent networks in production, the CNN + GRU can be preferred over CNN, due to the inclusion of time-related features, and not eliminating any of the possible features that may prove useful in recognizing attack traffic.

The derived hybrid can be used with intrusion detection and prevention systems, firewalls, and any other access control machines to detect encrypted malicious traffic that cannot be discriminated using general purpose systems. A combination of the proposed hybrid model with a typical IDS is presented in Figure 8. The hybrid model has the ability to understand the structural features as well as time-related characteristics from network logging systems.
5.5. Advantages and Limitations. The proposed hybrid model has certain notable advantages. The hybrid approach allows for automated feature extraction reducing manually intensive interventions and improve the overall efficacy of the classification. Encrypted malicious traffic can be detected in different network environments, and provided training data are available. The model is applicable to varying network systems as it is able to recognize the attack traffic using temporal as well as correlative features. The model uses parameters selected and optimized during the training and can deal with noise and outliers. The primary limitation is the lower efficacy (although relatively minute) in comparison with the CNN model where data or network traffic being monitored offers minimum or altogether lack of (any) temporal features.

6. Conclusion and Future Work

The present work proposes a hybrid approach using deep learning neural networks to detect and classify encrypted malicious network traffic. Deep learning is applied to learn as well as automate the reduction of feature set dimensions and discriminate between normal and encrypted attack traffic. Different deep learning network structures are tested on three different datasets, the NSL-KDD, UNSW-NB15, and CIC-IDS-2017 offering a mix of network traffic to allow realistic evaluation of the proposed approach. The combination of convolutional (CNN) and gated recurrent unit (GRU) neural models results in quick feature extraction and learning. This hybrid model fits well on network traffic through optimal feature adjustment. The convolutional network can learn the representative characteristics of network traffic in a relatively short time compared to other models. The gated recurrent unit network can determine and classify based on the time dimension of network traffic. Together, the hybrid CNN+GRU model provides high accuracy and can be employed in different network environments to uniquely classify malicious traffic.

Our future work will focus on further testing of hybrid structures on publicly available datasets to comprehensively evaluate the viability of deep learning models in encrypted
traffic classification. Additionally, we aim to explore multimodalities in traffic, as well as multitasking in a federated learning context that may allow greater insight into traffic monitoring while preserving network (data) privacy.
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