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Introduction

Chemotherapy-induced neutropenia (CIN) incidence varies depending upon diagnosis and treatment regimen; however, in patients with solid tumours it has been reported to be as high as 15–22%. 1,2 The resulting dose adjustments or omissions can result in significant deviation from optimal treatment regimes, with the potential for failure to achieve expected rates of remission or duration of survival. 3 Prophylactic granulocyte colony-stimulating factor (G-CSF) can effectively reduce the incidence of CIN in these patients; however, prescription of CSF to all patients is not cost effective. 4

Existing models of CIN risk are based primarily on treatment regimen with additional consideration of individual patient factors, including age, disease, and performance status. 5 Prophylactic G-CSF is routinely recommended if the expected risk of severe neutropenia is ≥20%; however, individual risk is difficult to quantify in the absence of an agreed mechanism. 6
Due to the early adoption of electronic chemotherapy prescribing, a rich source of historical patient data has been developed relating to chemotherapy regimen and a subset of key variables. Modern data mining methods, incorporating machine learning approaches, can be utilised to analyse these data with the aim of producing more accurate, personalised predictions of the risk of neutropenia. We performed a comparison of several machine learning algorithms with a logistic regression of CIN risk in patients undergoing chemotherapy for solid tumours.

Methods

We performed a retrospective analysis of 15,119 patients aged 18 years or older with a diagnosis of cancer between 1 January 2000 and 31 December 2018 who were treated at the Singleton Cancer Centre in Swansea, South Wales, and whose data was recorded utilising the ChemoCare system.

Variables extracted included age, sex, cancer type, use of G-CSF, chemotherapy treatment regimen including dose and treatment date, total cycle number, history of prior chemotherapy, as well as several laboratory values (those from routine full blood count, liver function test and bone profile testing). Computed variables included presence or absence of neutropenia, defined as an absolute neutrophil count (ANC) of $<1 \times 10^{9}/L$.

Utilising these variables, we trained logistic regression, random forest, support vector machine, artificial neural network, naive Bayes and K-nearest neighbour algorithms in classification utilising the cycle 1 data with the presence or absence of a neutropenic event as the outcome variable. Data normalisation, binarisation and discretisation were performed where necessary. All models were optimised utilising parameter tuning and variable selection where appropriate. Error estimation was performed utilising tenfold cross-fold validation with three repeats, with algorithm performance tested on an external test dataset.

Results and discussion

Each of the algorithms achieved a comparable level of accuracy in predicting a neutropenic event (Table 1). The best overall performance was achieved using the random forest algorithm (77.22% validation and 73.24% test). The random forest algorithm also had the lowest loss in performance when applied to the test dataset.

### Table 1.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Validation Accuracy</th>
<th>Test Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>77.22%</td>
<td>73.24%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>77.22%</td>
<td>73.24%</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>77.22%</td>
<td>73.24%</td>
</tr>
<tr>
<td>Artificial Neural Network</td>
<td>77.22%</td>
<td>73.24%</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>77.22%</td>
<td>73.24%</td>
</tr>
</tbody>
</table>

Conclusion

We have demonstrated that integrating data mining and machine learning approaches with
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