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Abstract 

In this dissenarion a biologically plausible system of pitch estimation is proposed. The system is 

designed from the bottom up to be robust to challenging noise conditions. This robusmess to 

the presence of noise in the signal is achieved by developing a new representation of the speech 

signal, based on the operation of damped harmonic oscillators, and temporal mode analysis of 

their output. This resulting representation is shown to possess qualities which are not degraded 

in presence of noise. A harmonic grouping based system is used to estimate the pitch frequency. 

A detailed statistical analysis is performed on the system, and performance compared with some 

of the most established and recent pitch estimation and tracking systems. The detailed analysis 

includes results of experiments with a variety of noises with a large range o f signal to noise ratios, 

under different signal conditions. Situations where the interfering "noise" is speech from another 

speaker are also considered. The proposed system is able to estimate the pitch of both the main 

speaker, and the interfering speaker, thus emulating the phenomena o f auditory streaming and 

"cocktail party effect** in terms of pitch perception. The results o f the extensive statistical analysis 

show that the proposed system exhibits some very interesting properties in its ability of handling 

noise. The results also show that the proposed system*s overall performance is much better than 

any of the other systems tested, especially in presence o f very large amounts o f noise. The system 

is also shown to successfully simulate some very interesting psychoacoustical pitch perception 

phenomena. Through a detailed and comparative computational requirements analysis, it is also 

demonstrated that the proposed system is comparatively inexpensive in terms of processing and 

memory requirements. 
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Chapter 1 

I N T R O D U C T I O N 

The work that is described in this dissertation relates to the perception o f pitch when listening to 

speech. The topics that are explored include the perception o f pitch in speech by humans and 

emulation o f this perception through measurement, by computers. The main thrust of this 

research is to build a computational model of pitch measurement in speech this is both 

biologically plausible and more importandy, has a robust performance, especially in challenging 

high noise environments. 

Sensory systems like the auditory system have evolved because they pro\ade an advantage in the 

evolutionar)' process of selection. The advantage of any sensor)' system is that it pro\ndes 

information about what is going on in the environment and as such enables appropriate action 

and reaction. One can be sure about that because any sensory system that has once existed but 

was a failure in this respect was inevitably "filtered out'' by evolutionary selection [Terhardt, 

1991]. In \iew of these notions i t is not surprising that higher animals, such as man, possess an 

auditory system that is robust to the distortions that may diminish its ability to perform. 

Therefore, by learning from the way information is processed in the auditory system, one can 

develop models which axe similariy robust in their ability to handle challenging noise conditions. 

These "biologically inspired" techniques could then be used to make the computer based 

systems of speech processing similarly robust. On the other hand, such computer models of the 

auditory system help us to understand the biological auditory processes much better. 

The perception of pitch is related to the periodicity of the sound signal. A very concise definition 

of pitch is elusive, but most agree that "Pitch is the perceptual correlate o f the firequency of a 

simple tone" [Shroeder, 1999]. I t is the feature o f sound by which listeners can arrange sounds 

on a scale from "lowest" to "highest" on a frequency scale. For complex sounds like speech, the 

sensation o f pitch is more difficult to define, but is closely related to the lowest frequency of the 

sound, or the fiindamental frequency. Complex periodic sounds in a normal speech or music 



context have a pitch that covaries with the fundamental frequency" independently of the 

presence or absence of energy in the sound spectrum at this frequency [Shouten, 1940]. In the 

signal processing sense, the pitch or fundamental frequency of a periodic sound is defined as 

"the greatest common divisor of its harmonic components". Before continuing with the 

presentation of more advanced concepts, a few basic definitions are presented in the next 

section. 

1.1, Concepts related to speech signals and auditory processing 
This section briefly introduces concepts regarding speech signals that are used in this 

dissertation. Speech is produced by forcing air from the lungs through the oral and nasal ca\aries. 

Different sounds are created by changing the shape of the vocal tract (oral + nasal cavities) 

and/or changing the characteristics of the airflow from the lungs. The latter can roughly be 

either periodic, or noise-like, which leads to periodic (voiced) or noise-like (unvoiced) speech. An 

example of a voiced sound is /a / in father znd an unvoiced sound is / s / in see. A n imponant 

parameter for voiced speech is the repetition frequency which is called the pitch frequency. Male 

speakers have in general a lower pitch frequency (creating a deeper voice) that female and child 

speakers. Usually, the pitch frequency component is accompanied by several components at the 

frequencies which are integer multiples of the pitch frequency. These components are called the 

harmonics. The vocal tract can be viewed as an acoustic tube of varying diameter. Depending on 

the shape of the acoustic tube (mainly influenced by the tongue position), a sound wave traveling 

though it will be reflected in a certain way so that interferences will generate stronger resonances at 

certain frequencies than others. These stronger resonances are called formants. Their frequency 

determines the speech sound that is heard, and generally is not influenced by the pitch of the 

sound. The prosody of speech is the qualitative variation of stress, duration and pitch of the 

Utterance, and is usually a carrier of supplementary information in speech, like emotion and 

context. 

Audio data is generally present in the form of electric oscillations. These can either come from a 

microphone recording acoustic sound waves, from a tape or other storage device, or an 

electronic instrument or device. To convert these osdllarions to a form that can be treated by a 

In this dissertation, the terms "fundamental frequency" and "pitch" are somerimes used interchangeably. For most signals, and 
conditions that we deal with, this is true. Howc\'er, this not true for all signals under all condirions, and we shall point out in the 
text if such is the case. 



computer they have to be sampled^ which is a process of converting the analogue electrical signal 

into a digital signal. The sampling of sounds is performed at fixed rates called the sampling 

frequency or sanipUng rate. A higher sampling rate corresponds to a better quality signal, because it 

can contain more details about the original signal. The bandrvidth o f a sampled signal is the largest 

frequency information it may contain, and is half the sampling frequency, sometimes also called 

the Njquistfrequency. The sample resolution is equal to the number of computer bits used to store 

a single signal sample. Usually, this is a multiple of 8 (1 byte). 

The biological auditory systems employ a variety o f strategies and stages to analyse sounds. 

When the sound enters the ear canal, it hits the eardrum, which vibrates with a morion 

corresponding to the ripple of the sound wave. The motion of the eardrum is transported to the 

cochlea^ where there is a membranous structure called the basilar membrane [Moore, 1997]. This is 

attached to special sensory cells called the hair ceils. The cochlea pro\'ides a very fast response 

sound analyser, and can distinguish a very large range o f frequencies, ranging from 20 to 20000 

Hz. The hair cells are connected to the auditory nerve, which passes through several neural 

pathways to the auditory cortex. Different frequencies o f sound are represented in particular 

regions of the conex. This arrangement is called tonotopic representation, and is found throughout 

the auditory pathway, starting from the basilar membrane in the inner ear. The most medial 

portion o f the auditory cortex contains the representation o f the basal end o f the basilar 

membrane of the inner ear, while the apical end o f the basilar membrane is represented in the 

lateral portion of the auditory cortex. This arrangement is called place coding. The tonotopic 

organization of each auditory cortical sub-region remains unclear, but in general it appears that in 

each subfield that has been mapped, low tones are represented posteriorly, while the high tones 

more anteriorly. 

Although the human auditory system is capable of analyzing a large range of frequencies, most of 

the useful information in the speech signal has been shown to lie within the first three formants 

of the signal, which corresponds to a frequency range o f 150 Hz to 5000 Hz [Klatt, 1980]. In 

signal processing terms, the speech signal is defined as quasi-periodic and non-stationar)'. A quasi-

periodic signal is periodic for short amounts of time, but the periodicity changes over longer 

periods o f time. Another property resulting from the processing of the speech signals is that of 

amplitude modulation. I f the bandwidth of a single processing unit covers more than one frequency 



component or harmonic, then these components interact to produce an output which is a result 

of an interaction of these components, which itself contains components equal to the difference 

between these frequencies. This phenomenon of amplitude modulation at higher frequency 

components by in analysis of voiced speech sounds is used in some pitch estimation systems. 

The reader is referred to [Strope at al., 2001] for review of these ideas. 

1.2. Advances and Problems in Modeling Pitch Perception 
In the process of building and testing pitch perception models, one can draw on the wealth of 

existing knowledge about the types of signals that generate a pitch sensation, and the large 

amount of psychoacoustics data that has been collected by researchers. Psychoacoustical study as 

a recognized branch of science has been in existence for more than a century. Some of the 

earliest studies recognizable as psychological science in the 19^^ centur)^ were concerned with the 

perception of the loudness and pitch of sounds. However, even before scientific methods 

developed, philosophers engaged in speculation about the nature o f sound. Psychoacoustic 

thinking dates all the way back to Pythagoras, who is credited with recognizing that strings whose 

lengths are related as the ratio of small integers sound good when plucked at the same time 

[Singh, 1997]. Modem psychoacoustics, since the work o f Wegel, Fletcher and others in the early 

20ih century [Allen, 1996], has evolved a sophisticated understanding o f the early stages of 

hearing. Robust and well-tested models have been developed, especially o f single perceptual 

features (such as pitch and loudness) of simple stimuli, and the way in which one simple sound 

"masks" (hides) another depending on the time-frequency relationship between the two sounds 

[Plomp, 1976]. 

Although the field of psychoacousrics has given us a lot of insight into die perception of pitch 

and other related phenomenon, the computational models that are derived from the 

understanding of the data cannot always reproduce the results in complex sounds and 

environments. The early days of pitch research dealt primarily with understanding the exact 

capabilities and psychophysical discrimination accuracy for pitch; more recendy, research has 

focused on the construction of computational (or at least functional) models that mimic the 

human ability to determine pitch from acoustic signals [Slaney, Lyon, 1990], [Meddis, O'Mard, 

1997], [de Cheveigne, 1998]. In these latest attempts, there is also an attempt to reproduce the 

various psychoacoustic phenomena related to pitch. These include the missing-fundamental 



phenomenon, the percept of dichoticpitch, musical intelii^bility and the mtiltipk pitch stimuli effect. The 

missing fundamental [Shouten, et al, 1962] effect is experienced in its simplest form by most of us 

during a telephone conversation. The telephone signal is usually band-limited to frequencies 

above the voiced sounds pitch range, but we still perceive the pitch effortlessly [Hess, 1983]. The 

dichotic pitch phenomenon is demonstrated by presenting different sound signals to each ear. On 

their own, neither o f the signals produce a perception of pitch, but presented simultaneously to 

both the ears, listeners experience a definite pitch [van der Brink, 1974]. Mtisic intelli^bilify relates 

to the phenomena in which the pitch of complex tones made up o f a random number of 

harmonics can be heard equally well whether the subject is presented with them monotically (all 

in one ear) or dichotically (different harmonics sent to each ear) [Moore, 1997]. There have been 

psychoacoustical tests in which the subjects axe presented with two ox more vowels at one time, 

and depending on the differences in pitch and the identity of the vowels, different results are 

obtained. These experiments explored the role of differences between the fundamental 

frequencies o f concurrent voices on the perceptual separation o f those voices; all the frequency 

components o f one vowel share the same fundamental frequencj', allowing them to be 

perceptually grouped, but differ from those of the competing vowel, which can therefore be 

perceptually segregated. A difference in fiindamental frequency between two concurrent vowels 

(a "double-vowel" stimulus) is known to facilitate identification o f the vowels [Scheffers, 1983], 

[Meddis, Hewitt, 1992]. The improvement in identification was assumed to arise from a 

perceptual segregation process, which allowed the characteristic spectral features of the two 

vowels to be analysed separately, rather than as a confusing mixture. The role of the fundamental 

frequency in segregating natural speech is probably large, since the voiced portions of speech are 

important for intelligibility and since competing voices will differ in fundamental frequency most 

of the time [Culling et al, 1994]. Several computational models for the perceptual segregation of 

simultaneous voiced speech have been proposed, which measure the two fundamental 

frequencies using models of pitch perception and then separate the two vowels by selecting the 

frequency components which axe haxmonics of those two fundamentals. These simultaneous 

speech stimuli axe known as multiple pitch stimuli effects. These phenomena axe described in detail in 

[Terhardt, 1980]. 



1.3, Uses and Motivation for Pitch Analysis 
The percept of pitch is fundamental to the understanding o f the hearing processes in the ear and 

brain. Equally, a computational system for pitch detection and measurement is frandamental to 

the processing of the signal in an efficient way. Although pitch is one o f the most understood 

parts of speech processing in humans, with many different theories and computational systems, 

the systems cannot always provide an accurate measure o f the pitch o f the presented speech 

signal when it is adulterated with significant amount of noise. With the presence of other, 

interfering speaker(s) in the speech signal, the problem is compounded, and usually the systems 

designed for single pitch estimates have much reduced performance [Hermes, 1993]. Resolution 

of these problems is an active area o f research. Due to the problems faced by even the best pitch 

detection systems, the use of pitch as an important analysis parameter for real-worid applications 

of speech processing, apart from use in voicing detection, has remained dormant. 

Use of Pitch information in Robust Automatic Speech Recognition Systems: Most automatic speech 

recognition (ASR) systems use a hierarchy of non-stationary stochastic models operating at 

progressively longer intervals of speech analysis and statistical modeling at different 

representational levels (phonetic, word, phrase etc), in order to decipher the "what" content of 

the speech signal being analysed. However, ASR systems rarely use pitch or voicing information 

in this process. Linear prediction is used, for example, with a predictor polynomial that is 

significandy shorter than the pitch period. In Me! Frequency cepstral coefficients computation, 

the initial spectral estimate is averaged over multiple pitch periods, and then integrated across 

frequency, proN'iding the approximation o f auditory frequency selectivity [Rabiner, Juang, 1993]. 

In all these signal processing systems for ASR, there is a deconvolution o f the vocal tract transfer 

function and the driving fianction (periodic glottal pulses). Although deconvolution in this way is 

justified as segregation of "what*' information from the "how** information, doing so in the first 

stages o f analysis does not give the benefit o f this lost information to the later stages of the 

recognition process, where this information would be usefijJ in the presence o f noise. Speech 

communication has evolved to be robust to noise, and although the pitch information may be 

"redundant** in the tasks of ASR, i t plays a large part in defining the saliency o f speech and is 

robust to high levels of noise. Therefore, elimination of this information in the first stages may 

not be optimal [Scrope at al, 2001]. ASR systems in noisy speech have much lower performance 

when compared to natural speech recognition. Apan from analysis and recognition, pitch 



information, properly incorporated should also benefit the training of ASR systems. Currentiy, 

most ASR systems require a large amount o f speech from lots o f different speakers for statistical 

modeling of speech units. I f , however, these systems made use o f the noise robust 

representations by better utilization of redundancy in the speech signal, it may be possible to 

train these systems with much less data. Pitch processing also helps in the speech/ non-speech 

decision, which can be very hard in challenging noise conditions. 

Use of Pitch information in Speech Synthesis Systems: In speech production systems, the prosody of the 

speech to be produced has a huge impact on the intelligibility o f the result. A vast body of 

research has been devoted to the human speaking process, including high-speed motion pictures 

of the vocal tract, x-rays of mo\Tng articulators, myographic recording from the muscles that 

control the articulators, amongst many others. In addition neural networks have been trained to 

speak in order to gain further understanding of the processes involved in the production of 

speech [Sejnowski, Rosenberg, 1986], [ Guenther, 1995]. One of the most popular (and 

successful) ideas for machine based speech production is the concatenarive speech synthesis 

paradigm. Although whole-word concatenation is least complicated in terms o f co-arriculatory 

effects, it suffers from the problems of prosody in the larger sentence and context structure, and 

size-of-dictionary constraints. Typically, sub-word units are used in the process of generating 

concatenated speech. Units which minimize the co-articulation effect have been designed for this 

purpose, including demisyllables [Fujimura, 1979] (where the boundar)' for each unit is a steady 

state vowel), and diphone (vowel to post-vocalic consonant transitions). However, these units 

have been found to be language dependent, and usually have to be re-engineered for different 

languages. In current speech synthesis systems, like the festival system [Dusterhoff, Black, 1997], 

the quality of the speech is quite high, but the mechanical nature o f the speech sounds produced 

remains an anathema to most systems. These problems have most often been associated with 

prosody (or lack of it). Prosody in turn depends on the pitch for a large part, and researchers 

have been making use of this information to produce natural sounding speech [Silipo, 

Greenberg, 1999]. The use of prosody typically involves rules of pitch manipulation and 

constraints as an utterance evolves over time, based on the overall context. However, the use of 

pitch for these models of synthesis is not very well understood, especially the contribution of 

pitch to stress, and to take effective advantage of the various variables involved (i.e. the role of 



amplitude, duration and pitch, and their interplay in determination of prosody), [Bergem, 1993] 

in order to improve quality and intelligibility o f synthesised speech remains a difficult task. 

Use of Pitch in Computational Auditory Scene Analysis: Since the 1970s, the work of Bregman 

[Bregman, 1990], his collaborators, and others has resulted in a new body of psychoacousric 

knowledge collectively known as auditory scene analysis (ASA). The goal of this field is to 

understand the way the auditory system and brain process complex sound scenes, where multiple 

sources that change independently over time are present. Two sub-fields are dominant: auditory 

grouping theory, which attempts to explain how multiple simultaneous sounds are partitioned to 

form multiple "auditory images"; and auditory streaming theory, which attempts to explain how 

multiple sequential sounds are associated over time into individual cohering entities, called 

streams of sound. Both these groups of study in ASA make use of pitch information for the 

respective tasks. 

Pitch as a speaker characteristic: The pitch o f voiced speech varies with the speaker who produces it. 

Pitch for female speakers is significantly higher on average, compared to male speakers. Other 

speaker characteristics like vocal tract length (VTL) are used in conjunction with pitch in some 

speaker identification tasks. The problem of speaker identification based on the speech signal is 

hard to tackle with pitch alone because of the variability o f pitch based on the prosodic 

requirements of speech production. However, it can be seen as one o f the dimensions in the 

multi-dimensional speaker space [Furui, 1996]. 

Pitch and Music: Although not the domain of our research, pitch has been traditionally a central 

concept in the studies of western music. This includes the way multiple notes group horizontally 

into melodies, vertically into chords, and in both directions into larger-scale structures such as 

"harmonies" and "keys." The preponderance of formal music theory deals with the subsumption 

of notes into melodies and harmonic structures, and harmonic structures into areas of "key" or 

"tonality." I t is believed that an understanding of pitch in speech within challenging noise 

environments will have fruition in the study and processing o f music as well [Scheirer, 2000]. 

1.4. Dealing with adverse noise and multiple speaker environments 
The primary problem that faces the real word computer based speech analysis technology is to 

deal with noisy signals. Noise can be attributed to transmission and digitization noise, and to 



interfering sounds or environmental noise. The transmission and digitization processes are well 

controlled and compensation techniques have been developed to deal with these problems to 

some extent. Environmental noise without any a-priori knowledge of the source of such noise 

has proved to be a very hard problem, even with moderate levels o f noise. I n challenging noise 

conditions, where the signal to noise ratio (SNR) falls below 5 decibels, most analysis systems 

simply break down. Most ASR systems can only tackle the noise problem by including noisy data 

in training, which requires a-priori assumptions about the noise environment in general. 

Speech interface based applications in noisy environments provide a primary challenge for 

auditory research because of the move towards mobile devices with small form-factor, with very 

limited input/output interfaces. Although speech forms a very natural mode o f input/output for 

these small devices like mobile phones or "pocket computers", these devices have the added 

requirement of being used in everyday noisy emdronments like in railway stations or in cars. 

There is a great need to make the speech based interfaces more robust to noise. 

Although humans can handle multiple speaker environments quite effectiv^ely, pitch detection 

systems that can achieve this in real worid noisy signals have not yet been developed to a 

satisfactory accuracy level or can handle only certain types of noise. Pitch determination for 

signals with multiple speakers has traditionally been used in the computational auditory scene 

analysis research for segregation or streaming (more on these systems in the next chapter). 

However, it also has application in the field o f regular speech processing, by treating one of the 

speakers as the foreground speaker and the rest of the signal components, including other 

speakers, as noise. 

1.5. Original Contributions and Results 
In this dissertation, a new system of pitch estimation and tracking is proposed. The system is 

very simple in design and computationally efficient. 

The proposed pitch estimation system uses damped harmonic oscillators to model the tonotopic 

ordering of sounds by the basilar membrane. A temporal representation, based on the treamient 

of the output of the damped harmonic oscillator units on a "temporal pattern coding" basis 

rather than the more commonly used "channel based coding" is developed. The temporal 

pattern coding uses the fine temporal stmcture of the output signals, rather than the channel 



frequency, as is the case in Fourier transform and filter-bank based systems. This processing 

produces a representation that demonstrates properties similar to the "noise masking" properties 

observed in the auditory system (see chapter 3 for detailed discussion). A harmonic grouping 

based system for pitch frequency estimation is proposed that uses this representation's high 

frequency resolution. The system is based on the Barlowian approach to perception for 

minimization of representation [Barlow, 1959], and is not dependent on a-priori knowledge of 

the pitch frequency. In the Barlowian approach to the problem, the pitch would be an emergent 

property of the auditory system, in order to achieve some sort of minimal representation of the 

information contained in the sound stimulus. Similariy, in the proposed system, the pitch 

frequency arises as a product o f the need to group lower harmonics for coding and 

representation efficiency. The system is easily extended to multiple pitch frequency estimation 

for simultaneous speech from two speakers with different fundamental frequency. 

A detailed statistical analysis, and performance comparisons with selected pitch estimation 

systems in a large variety of noise conditions and different signal conditions is performed. This 

large scale analysis involving different error metrics for comparison of different pitch estimation 

systems on a single database, especially for noisy speech, has not been reported before, especially 

with different kinds of noises at many different SNR values. Some recent studies have attempted 

to address the dearth of comparative performance of pitch estimation systems in [de Cheveigne, 

Kawahara, 2002] and [Hermes, 1993], among others, but they have usually stopped short of 

publishing detailed results on all the error metrics so that a detailed comparative analysis on the 

merits of these systems may be carried out. 

This research has dealt with the modeling o f pitch perception in very tough environmental 

conditions, with high noise levels and low signal resolution. It may be pointed out that no 

attempts are made to put forward a new theory of auditory perception. The focus o f this work is 

to present a system that is developed firom the ground up to be robust to challenging noise 

conditions, has reasonable computational requirements, and is suitable for practical applications. 

1.6. Outline of the thesis based on chapters 
In the current chapter, the problem of pitch determination by computers was introduced. The 

motivation behind pitch analysis in speech was also presented. A brief introduction of pitch 

determination and related concepts was presented. The aims of the research carried out and 
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original contributions to this dynamic area of research were outlined, with the details addressed 

in the following sections o f the dissertation. 

In chapter two. Case Studies and Background, a detailed survey o f different pitch analysis models 

and theories behind them is presented. The systems chosen for analysis and evaluation of 

performance are described in detail. 

Chapter three presents a detailed analysis of the front end of the proposed system, along with the 

derivation of the equations that govern the dynamic behaviour o f this part of the system. We 

also present an analysis of controlled synthetic signals and speech signals to demonstrate the 

properties of the system, and explain the major reasons for the noise robusmess of the system. 

An empirical analysis of the properties of the systems is also presented. 

Chapter four gives a detailed account of the proposed pitch measurement and detection 

algorithms, as well as motivations for their design. The multiple pitch tracking system extension 

to the model is also presented. Some typical psychoacoustical phenomena are discussed, and a 

general discussion of the system's capabilities is presented. 

Chapter five comprises of a detailed benchmark study of the performance of the proposed 

system, and some of the chosen pitch estimation systems. Their performance in noise is 

compared for different types and levels o f noise, and a detailed error analysis of the results is 

presented. Multiple pitch track experimental results are also presented with detailed error 

analysis. 

Chapter six, Disaission, takes account of the results that are presented in the previous chapter, and 

provides arguments that explain the results. 

Chapter seven concludes this dissertation and highlights the main conclusions that can be drawn 

from this work and the results presented. 

The appendix 1 to this dissertation contains a computational complexity and requirements 

analysis of the various systems evaluated in the text and compares the results with the proposed 

system. Appendixes 2 and 3 contain detailed tabulated results for all the experiments discussed in 

the main text. 
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Ch apter 2 

C A S E S T U D Y A N D B A C K G R O U N D 

Most people are familiar with the general principles of hearing and speaking. By means of the 

speech organs, vibrations are produced, and depending on what needs to be conveyed, the 

\abrations have different characteristics. These signals are then transmitted through the air to the 

ears of the listener. There, the speech signal transfers its vibrational energy to the ear drum, and 

through an intricate mechanical coupling of the bones of the middle ear, the vibrations reach the 

inner ear. In the inner ear, the cochlea transforms the signal into neural impulses, which are sent 

to the brain for analysis and recognition. 

To trace the historical acquisition o f this knowledge, and the current state o f research in the area 

o f auditory processing and pitch analysis, we present a brief historical account o f the various 

stages of these developments to the current day. 

2.1. A Historical Account 
Pythagoras, who is credited with recognizing that strings whose lengths are related as the ratio of 

small integers sound good when plucked at the same time [Singh, 1997], is a fine example of our 

earliest fascination with the subject of auditory perception. However, a comprehensive theory of 

auditory analysis did not exist before Helmholtz (a translation o f his works is available 'Sensations 

of tones) [Helmholtz, 1870]). His theory dominated the field for some six decades. He realised 

that we have no difficulty in following the individual instruments in a concert, thus it follows that 

different streams of sounds are propagated without mutual disturbance, and that the ear can 

analyse a complex mix of these streams into its original constituents [Boer, 1977]. 

Helmholtz's explanation o f how the ear performs this complex analysis task was based on two 

earlier theories. He used Ohm's law of hearing to suggest that the ear performs a type of Fourier 

analysis to separate a complex tone into its corresponding sinusoidal components. He extended 

this concept to account for phenomena like 'difference tones' by suggesting a non-linearity in the 

analysis, that introduces new sinusoids corresponding to the difference tone, not present in the 

original signal. The other part was based on Muller's doctrine o f specific nerve energies. This 
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doctrine states that a particular type of sensation is related to the type of nerve fibres that are 

stimulated by the sound stimulus. Helmholtz explained this by assuming that every pitch that is 

discemable, corresponds to a different nerve, or a small group of nerves. Further assumption of 

a connection between these nerves and the cochlear segments resonating to specific tones 

enabled him to formulate a theory o f pitch perception [Moore, 1997]. 

Helmholt2*s simple explanations on auditory perception soon started to show inconsistencies. 

The greatest difficulty was the selectivity o f resonators. The fine frequency discrimination by the 

human ear would imply that the resonators in the inner ear were highly selective. However, 

selectivity and damping of resonators are inversely proportional and high selecti\'ity implies low 

damping. Lower damping would mean that tones presented even for short periods would have 

long persistence. This is certainly not the case, and doubts about the theory presented by 

Helmholtz started to grow, until 1900, when Gray suggested that nerve fibres maximally excited 

by the segments on the basilar membrane give rise to a sensation o f pitch, while the rest are 

suppressed. 

Von Bekesy made the first known measurements o f the \nbrations of the basilar membrane in 

1960 [von Bekesy, 1960]. He found that there is mechanical analysis in the cochlea, so that 

sinusoids are distributed along its length according to their frequency, i.e., particular sections of 

the basilar membrane respond to frequencies associated with them. He also found that based on 

the amplitude of the tone, each stimulating sinusoid displaces a large pan o f the membrane. In 

light o f these findings, Helmholtz*s theory became untenable, and new ideas about auditory 

analysis were sought, and found [von Bekesy, 1963]. 

Explanations of the perception of pitch can be found at the centre of the auditory analysis 

theories, and fall into two groups. These are the temporal models and the frequency models or the 

piace models. 

The temporal model assumes that the frequencies in the lower and middle regions of the 

spectrum are determined by the timing o f the neural impulses rather than the place of vibration 

on the basilar membrane. The main evidence for these theories comes from experiments which 

show that periodicity of the waveform may give rise to a pitch sensation, even though there is no 

corresponding frequency component present in the original signal [Licklider, 1956], [Boer, 1977]. 
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The place models postulate that the preliminary mechanical analysis at the basilar membrane is 

supplemented by a neural sharpening process that limits pitch perception to a small group of 

nerve fibres. Arguments for this model were invoked to explain the well-defined pitch of very 

short tones. However, it was later argued that the analysis time required by the place theory for 

inhibition processes would lead to difficulties in explaining the pitch perception of a 

simultaneous tone or a tone of different frequency just after the first small duration tone. This is 

because the establishment o f inhibition requires a duration of analysis larger than the time delay 

between two tones that have a different pitch [Whitefield, 1970]. 

Temporal analysis for pitch estimation and full auditory analysis has been encouraged by 

physiological studies demonstrating phase locking of the auditor^' nerve fibre activity to stimulus 

tone period [Kiang et al, 1965]. The sensitivity of the place methods to the formant structure of 

high amplitude speech sounds has also encouraged the detailed development of models of 

temporal representation of auditory nerve fibre activity. The major aim of these representations 

and models is to simulate a wide range of physiological phenomena linked to the perception of 

pitch, such as virtual pitch or the pitch o f the missing fundamental [Shouten, 1940], the pitch of 

inharmonic complexes [Plomp, 1976], [Moore et al, 1985], and repetition pitch [Bilsen, 1966]. 

These various psychophysical effects of pitch perception are discussed in chapter 4. 

In the present study, the emphasis is on speech signals, and their perceived pitch. The non-

stationary speech signal is much more interesting that stationary tonal signals and measurement 

o f pitch has much practical use in computer based speech analysis systems. Although 

measurement of pitch in speech signals is much more difficult than in pure tonal complexes, 

there are some features algorithms usually take advantage of, including a well known existence 

range of pitch for speech (usually 60 Hz to 350 Hz), and local continuity constraints inherent in 

speech production systems. The different systems that employ these models for measurement of 

pitch in speech signals shall be discussed in the following sections. 

2.2. Temporal Mode of Pitch Determination 
The methods and algorithms that are described in this section are rime-domain pitch detectors 

that operate direcdy on the speech waveform to estimate the pitch period. For these pitch 

detectors the measurements most often made are peak and valley measurements [Dubnowski, et 

al, 1976], zero-crossing measurements [Sondhi, 1968], and autocortelation measurements [Hess, 
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1983]. The basic assumption in these systems is that the signal has been previously suitably pre-

processed to remove any effects of formant structure so that the time domain structure provides 

good estimates of the period (the formants affect the peak in the ACF calculation by sometimes 

producing peaks larger than those due to the fiondamental firequency o f the signal). These 

techniques include methods like centre-clipping [Noll, 1967]. 

2.2.1. Time Domain Autocorrelation Based Methods 

A typical autocorrelation based pitch determination algorithm (PDA) consists o f three stages. 

The first stage is the pre-processing stage that operates on the original signal. The aim is to make 

the resulting signal spectrally flat. The second stage is windowing the signal and the calculation of 

the autocorrelation function over different lags for each windowed section. The third stage is the 

calculation of the maximum autocorrelation peak in the pitch range, and based on the strength of 

the peak, determining the period and the salience o f the period. I f the salience is high, the 

windowed section of the speech is temied voiced, otherwise it is termed un-voiced or silent. 

These three stages vary slighdy for different methods. We shall give a brief example of one of the 

systems described by Rabiner [Rabiner et al, 1976]. 

The speech waveform is low pass filtered to a low cut-off firequency near 1000 Hz frequency. 

The low-pass speech is then processed in sections o f 30 ms with an overlap between segments of 

no larger than 15 ms. The next stage of the process is centre-clipping. Centre-clipping is a simple 

technique that makes the values of the signal zero, when it's absolute value lies below a 

predetermined level. A clipping level C, is determined from the current segment of speech. The 

CL is usually set near to 60 % of the maximum peak of this portion o f the signal. Following the 

determination of the clipping level, the signal is centre clipped so that the resulting signal has 

three possible vales of + 1 , 0, or - 1 . I f the signal sample is greater that the C,_ then its assigned a 

value of 1, i f its below - C L , it is assigned a value of - 1 , and zero otherwise. 

Following centre-clipping, the signal autocorrelation fiancrion is evaluated over a range of lags, 

usually ranging for speech signals from 2 ms to 20 ms. Additionally, the autocorrelation is also 

computed at 0 lag for normalisation purposes. The autocorrelation values at various lags are then 

searched for a maximum normalised value. I f this maximum value exceeds a certain threshold, 

the current segment of speech is classified as voiced, and its fundamental frequency computed. 
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which is proportional to the lag at which the maximum occurs. The block diagram of the system 

is presented in figure 2.1. 
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Figure 2.1. A simple Autocorrelation based PDA.. 

A variant of this system uses inverse filtering instead o f centre clipping in order to achieve a 

spectrally flat signal for the autocorrelation analysis. In this case the signal is first low pass filtered 

to about 1000 Hz, and then decimated. The resulting 2 kHz signal is then inverse-filtered to give 

a spectrally flattened signal which is then auto-correlated. 

2.2.2. Zero Crossing and Peak and Valley Measurements 

The pitch detection algorithms discussed here, place pitch markers (noark the position of pitch 

related peaks in the rime waveform) on the low pass filtered speech and are therefore also called 

phase synchronous pitch detection algorithms [Sondhi, 1968]. 

In the pre-processing stage, speech signal is low pass filtered to about 1000 Hz. To obtain the 

appropriate pitch markers, the excursion cycles in the signal are detected by measurement o f the 

intervals between major zero-crossings. Then a heuristic approach is used to identify those 

excursion cycles that correspond to true pitch periods. This includes a series of steps involving 

the measurement of shon time energy, and anticipates syllabic rate pitch changes in the signal. 

A n error measure is used to provide continuity constraints in the pitch markers. Regions of 

unvoiced pitch are identifiable in this method by the lack o f pitch markers in the processed 

portion of speech. 

Another phase synchronous method of pitch detection uses autocorrelation based pitch 

estimates, and then uses the zero-crossings in the original signal for the measurement of the 
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phase synchronous pitch periods [Goodwin, 1992]. Firsdy, die output o f the autocorrelation 

system is assumed to be a running estimate o f the pitch periods o f voiced speech with proper 

time indices o f the evaluated window. The algorithm then searches for the first major zero 

crossing after a non-zero pitch period is detected (zero pitch period value is assumed for 

unvoiced). Then, the pitch period is interpolated between two pitch periods by the time instance 

o f the zero-crossing, at the zero crossing moment. This leads to an estimate o f the pitch at the 

zero-crossing moment, thus phase locking the pitch estimate with the signal itself 

Mathematically, i f is the first pitch period, and is the next pitch period, and the zero 

crossing measured at t^, then the period calculanon for P̂ , is given by the equation below. 

p^j^^M^Zloll^OoZlA 21 

2.3. Place or Frequency Model of Pitch Determination 

The systems described here are a class of frequency-domain pitch detectors which use the 

property that i f the signal is periodic in the time domain, its frequency representation will have a 

series of bands at the fiindamental frequency and its harmonics. Thus simple measurements can 

be made on the frequency-domain representation o f the signal (or a non-linearly transformed 

version of it as in the cepstral pitch detector) to estimate the pitch o f the signal. 

The first deliberate attempt to develop a pitch estimation system based on place theory was 

made by Duifhuis in [Duifhuis et al, 1982]. He implemented his system based on the Goldstein 

optimum processor [Goldstein, 1973]. Exact implementation o f the system as envisaged by 

Goldstein was very computationally demanding as it needed maximum likelihood estimation of 

the high resolution spectrum of the signal. TTie Gaussian widening required by Goldstein^s 

model to explain pitch perception in tones with nonharmonic partials, was replaced by a 

rectangular widening, in what is now termed a Harmonic Sieve. Al l spectral peaks contributed with 

an all-or-none principle to the pitch estimate, based on certain audibility and masking constraints. 

Making the all-or-none principle more relaxed with a gradual decrease in contribution of the 

estimate based on the position of the peaks, and their amplimdes, results in systems similar to a 

spectral comb [Goldstein, 1973], or the Sub-Harmonic Summation (SHS) [Scheffers, 1983]. 
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However, the most popular pitch detection technique belonging to this class of models is 

cepstral pitch estimation, first proposed by Noll in [Noll, 1967]. The Cepscrum is defined as the 

inverse Fourier transform of the logarithm of the Fourier transform of the windowed signal. In 

the case of cepstral pitch estimation, the signal is first windowed with a Hamming window of at 

least 512 points. The cepstrum of this signal is computed, and the peak cepstral value and its 

position determined. I f this peak exceeds a pre-determined threshold, the portion of the signal is 

declared voiced, and the position is used to compute the pitch period. I f the peak does not 

exceed the threshold, a zero-crossings count is made, and i f this exceeds a certain threshold, the 

section is termed unvoiced. Otherwise, it is called voiced and the period o f the cepstrum is 

determined by the maximum value position of the cepstrum. A heuristic decision loop is 

su^ested and often used for prevention of pitch doubling and pitch halving errors. 

Another system which is used in practical speech recognition systems (with some variations) is 

based on the Linear Predictive Coding (LPC) theory by Atal [Atal et al, 1971]. The first step in 

this pitch detection system is the voiced/unvoiced decision, which is actually performed by a 

trained pattern recognition system. The sampled speech is low pass filtered and decimated to 

about 2 kHz sampling rate. A 41-pole LPC analysis is done on this signal, and the resulting 

coefficients are spectrally flattened using a Newton transformation. The position of the peaks in 

this representation gives the pitch o f the signal at the 2 kHz rate, which is then interpolated to 

give a higher resolution. 

2.4. Mixed Mode Pitch Determination 
In 1951 Licklider proposed a dttplex theory of pitch perception [Licklider, 1951], to account for 

many properties of pitch perception, including the perception o f the missing fundamental as well 

as the pitch o f modulated noise. Licklider imagined a neural system that measured the running 

temporal autocorrelation in each auditory frequency channel. A frequency channel is simply a 

section of the basilar membrane that can be assigned its own characteristic frequency to which it 

maximally responds. The sensation of pitch is then determined by the common periodicities 

observed across channels. 

In 1983, Lyon simulated an implementation of the duplex theory [Lyon, 1983], and labelled the 

simulation output the comlogram. In general, simulations using these models provide a graphical 

output that correlates well with pitch. The time lag of the peak in the summary correlogram 
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(summation of the autocorrelation function analysis across channels) is usually found to be the 

reciprocal of the frequency of the perceived pitch and the height o f the peak is often correlated 

with pitch salience. 

Since the attempts by Lyon, this area of research in modelling the pitch perception has seen great 

actix-ity. Meddis [Meddis, Hewitt, 1991], [Nleddis, 0*Mard, 1997], formalised the simulations and 

added the final summary autocorrelation stage. Cariani [Cariani, Delgutte, 1996] also showed that 

similar processing o f measured auditory nerve impulses is sufficient to predict many pitch 

perception phenomena. Other researchers have replaced the autocorrelation ftincnon with 

different mechanisms that measure the temporal intervals in each channel [de Cheveigne, 1998], 

2.5. Multiple Pitch tracks from simultaneous speech 
A reliable algorithm for multiple pitch tracking is critical for many auditory processing tasks such 

as computational auditory scene analysis (CASA), prosody analysis, speech enhancement and 

recognition. This is because pitch is an important cue in the segregation of vowel sounds in 

speech [Meddis, Hewitt, 1992]. However, due to the difficulty of dealing with the interference 

from noise and mutual interference among multiple harmonic structures, the design of such an 

algorithm is very challenging and most existing pitch determination algorithms are limited to 

clean speech or a single pitch track in modest noise. Cenain speech related applications, like 

speech and speaker recognition, would greatiy benefit from a system which is able to detect 

speech from a target speaker, in the presence of other speaker(s). This target speaker's speech 

may not always be dominant (discontinuous background speech may be detected as foreground 

speech in certain instances). Therefore, a pitch estimation system that is able to detect and track 

pitch from one speaker may be used in these applications to ensure continuity of performance in 

the presence of background speech. 

A n ideal pitch estimation system for most applications should perform robustiy in a variety of 

acoustic environments. However, the restriction to a single pitch track limits the types of 

background noise in which these algorithms can perform usefijUy. For example, i f the noise 

background contains harmonic structures such as background music or voiced speech, a multiple 

pitch tracking algorithm is required for pro\nding usefral results. The background concurrent 

speech may be treated as noise in single pitch tracking systems, however, a streaming architecture 

is needed to make sure that the system can track the pitch o f a target speaker, and assign the 
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right pitch to each stream. This problem lies outside the scope of single pitch tracking systems, 

as there is no inherent concept of target, foreground or background streams. 

ITiere have been several proposals made for multiple pitch tracking systems, for example see 

[Assmann, Summerfieid, 1990], [Tolonen et al, 2000], [de Cheveigne et at, ] and [Weintraub, 

1986]. However, these systems are designed and tested for either vowels or synthetically 

generated signals, and have not been extensively evaluated in terms of statistical performance on 

a longer speech signals. Many of these systems are perceptual models o f the segregation of sound 

streams, and not necessarily multiple pitch period estimation systems. 

Most of the multiple pitch estimation systems, including the one proposed in this dissertation, 

are designed to estimate two simultaneous pitch tracks and have several processing stages in 

common. Here is a brief account o f the various stages involved in the estimation of two pitch 

tracks from simultaneous speech from uvo speakers with different fundamental frequencies. 

The first stage is to simulate the middle and outer ear low and high frequency attenuation effects. 

This is followed by simulation of mechanical frequency-selectivity of the basilar membrane. The 

third stage is simulation o f mechanical to neural transduction at the inner hair cells. This lead to 

an output comprising multiple "channels" of activity, almost always tonotopically distributed 

with frequency overlap between channels. The fourth stage is the calculation o f a running 

autocorrelation function in each individual channel. The fifth and the sixth stage differ in 

different models. In some models, like [Meddis, Hewitt, 1992], these stages involve first 

computation of a summary autocorrelation function by summing activity in all channels, and 

then picking up peaks as candidates of pitch (first and second peaks which are not harmonically 

related in case of Meddis and Hewitt). In other models, like that o f Wu et al [Wu et al, 2002], this 

process is more involved. It consists of picking up peaks and channels selectively, based on a 

certain statistical hypothesis, and then evaluation of that hypothesis, operating under some global 

constraint (explained later in this chapter in detail). 

2.6, Detailed Description Of Pitch Estimation Systems Used In This Study 
There are many different pitch estimation algorithms, and new ones continue to appear. 

However, most of them are based on similar principles and therefore share the same strengths 

and weaknesses. Nevertheless, the evaluation of most of these systems in different noise 
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conditions and signal resolutions appears to be lacking. Indeed, to the best o f our knowledge, the 

most prominent of these systems have yet to be tested under the above mentioned conditions. 

The main reason for the testing and analysis, such as that carried out in this thesis is to evaluate 

the practical usefiilness of these systems as noise robust pitch estimators. The auditory system in 

mammals has evolved over millions of years. The ability to perceive threats, prey and predators, 

and to communicate with others, are essential to sur\aval. The bam owl for example, perceives 

the slightest rusde in the field, in the presence of other noises, in order to hunt, with a very 

advanced and specially adapted auditor)' system pConishi, 1993]. The robusmess of auditory 

perception under such conditions is not only an advantage, it*s a requirement. 

It is therefore quite surprising that most of the models of auditory pitch perception have not 

been tested for their robusmess under challenging noise conditions. One o f the reasons for this 

situation is the fact that it has proved quite difficult to develop a model which can perform well 

(in comparison to the human subjects) even in situations where no noise is present. Also, too 

often too much effort has been spent on explaining all the different psychoacoustical quirks of 

human pitch perception, and robusmess in noise has been paid too litde attention. Most recent 

auditor)' pitch perception models have not been extensively tested in noise. Practical pitch 

perception systems, like the ones we shall describe next, have also not been extensively tested for 

robusmess in challenging noise environments. 

Multiple pitch tracking has proved to be a very difficult problem in its own right. Although there 

are systems that have been used in the context of computational auditory scene analysis to 

handle these problems, the approach has been to carry out streaming experiments, and the 

systems have not been extensively tested for their ability to produce accurate multiple pitch 

tracks, until recently [Wu et al, 2002]. This problem is also an interesting one for music 

applications. Therefore one of the aims of this work is to evaluate the reference systems that are 

describe below for both robusmess in noise, and their ability to track pitch in the presence of 

interfering speech. 

The systems that are described next are among the fore-front o f research in the area o f pitch 

estimation systems. Special anention to their description is paid here as their performance is 

evaluated and compared with the performance of the proposed system. 
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2.6.1. P R A A T - Window Normalised Autocorrelation Based Pitch Estimation 

The PRAAT pitch estimation algorithm proposed by Paul Boersma in [Boersma, 1993] is 

implemented in the publicly available package on the internet [Boersma, 2002]. I t is a simple 

periodicity detection system that operates in the autocorrelation (lag) domain, and produces 

accurate pitch estimates and harmonic to noise ratios (HNR). I t is better than other systems, in 

terms of finding the right peak in the lag domain, based on the autocorrelation principle because 

it performs normalisation of the autocorrelation domain representation o f the signal with the 

window function, before computation o f the pitch estimates. I t claims robustness in noise in 

principle, but in the original paper, only synthetic signals like pulse trains and sine waves were 

used to evaluate performance in noise, and not speech. It has been evaluated for speech signals 

elsewhere [de Cheveigne, Kawahara, 2002], however in those studies, no noise evaluation was 

carried out. 

Computation of Normalised Autocorrelation: 

The autocorrelation of a periodic and stationary signal x(t) is given by the equation 2.2. 

r,{r)^\x{t)x{t + r)dt . . .2.2 

The fionction r^(T) evaluated at lag t , corresponds to a frequency given by 1 / T. The fionction r^(T) 

at lag 0 is the power of the signal, and the normalised autocorrelation, r*,(t), is given by equation 

2.3. 

„ „ = ^ 

However, most of the speech signals are not stationary, and in order to use autocorrelation in 

this context, the signal is windowed. The window Sanction used is normally maximum in the 

middle portion o f the signal and tapered to zero towards the edges. In this system, in addition to 

using the normalised autocorrelation o f the windowed signal, the system also normalises the 

autocorrelation function r'^(T) with the normalised autocorrelation function of the window (r^(T)) 

which was used to make the portion of the signal under consideration stationary. 

22 



r , ( r ) = ^ ...2.4 

The reason for this further normalisation is to undo the tapering effect the windowing process 

has on the higher lags. In situations where the second harmonic of die fundamental is high in 

energy, the lack of this normalisation leads to octave jumps upwards on the frequency scale. This 

is a serious problem especially for telephone quabty speech, where the fundamental frequency 

component is usually missing. The actual computation of autocorrelation is done through a Fast 

Fourier Transform (FFT). 

Caktilation of Harmonics to Noise Ratio and Parabolic Interpolation: 

The autocorrelation of a signal at zero lag equals the power of the signal. For normalised 

autocorrelation, the maximum at represents the relative power of the periodic or the 

harmonic part of the signal, and its complement represents the relative power of the noise 

component. Thus the harmonic to noise ratio is given by equation 2.5. 

HNR = \OU,g^^{-!^Mf^) ...2.5 
^ V* max ) 

For perfecdy periodic sounds, the HNR is infinite. 

The HNR is used in this system to determine, based on the value of the ratio and a fixed 

threshold, whether a portion (frame over which HNR is calculated) is voiced (has a higher HNR 

with respect to the fixed threshold), or unvoiced (lower H N R with respect to the fixed 

threshold). 

This pitch detector aims to detect the fundamental frequency very accurately. However, the 

sampling rate of the digital signal places inherent restrictions on the accuracy with which the 

frequency of any o f its components can be measured, proportional to the sampling rate. These 

problems are overcome in the lag domain by up-sampling the signal in the frequency domain 

(which is the intermediate domain for calculation here). This interpolation is done both for the 

frequency domain representation of the window function, and the frequency domain 

representation of the signal, according to the parabolic interpolation of sin(x) / x equation, where 
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X is the frequency domain variable. This interpolation makes the system more robust to aliasing 

problems in higher frequency regions (close to the Nyquist limit). 

Precision and Figures of Performance: 

For pure periodic ftanctions, the accuracy of the algorithm is claimed to be 10"* in the lag domain. 

Undoubtedly, this makes the system the most accurate system for sampled data. However, for a 

sine wave with a frequenc)' of 206 Hz and a window of 40 ms, with noise (white) added at 20 dB 

SNR level, there are 40% local octave errors. I f the proposed global path finder is used (the 

global path finder is a system that weighs the potential pitch candidates with cost fiinctions for 

voiced unvoiced transitions and octave-jumps), the octave errors are the reported to reduce to 

0%. However it is also acknowledged that for a dynamically changing signal, this may not be 

possible. 

2.6.2. Y I N : A recent fundamental frequency estimator for speech and music 

The Y I N algorithm is a recent periodicity estimator for speech that we have come across in the 

literature [de Cheveigne, Kawahara, 2002]. I t is also well evaluated (by the authors) on different 

databases, claiming impressive gross error rates for clean speech in several speech databases, 

hence our motivation for including this system in this evaluation and comparison. The system is 

comprised of techniques used by many other systems in a unique way. Like the system described 

above, it is based on the autocorrelation calculations, and relies on parabolic interpolation for 

accuracy. It uses a cumulative mean normalised difference fionction (explained later in the text) 

for a local search for the best peak in the lag domain representation of the signal to look for 

better (more accurate) estimates. The system is described with an outline of the processing steps 

and claimed performance below. 

The Method: 

The first step in the method used for computing pitch in the Y I N system is that of 

autocorrelation, which forms the front end of the system. There are no references to the 

normalization of the autocorrelation fiinction with the autocorrelation of the window used in the 

paper [de Cheveigne, Kawahara, 2002], and this does not appear to be the case on code 

inspection. 
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The next stage is the calculation of the difference function. Mathematically, the difference 

function is defined in terms o f the autocorrelation function r,(T) in equation 2.6. below. 

d,(T) = r,(0) + r,^,{0)-2r^iT) 2.6 

However, according to de Cheveigne, the difference function is quite sensitive to amplitude 

changes, and therefore, in the next stage of processing, a "cumulative mean normalized 

difference function" is computed, as below. 

1, i f T = 0 

d,(r)/ Otherwise 
2.7 

The next stage is to set an absolute threshold and choose the smallest value of T that gives 

minimum of d' (less than the absolute threshold). This threshold was set to a value of 0.1. 

Parabolic interpolation is implemented by choosing the minimum value of d(T), and 

interpolating this value by fitting a parabola to the neighbouring values and choosing the 

minimum point on the parabola. 

The last stage of the algorithm finds the best local estimate o f d'(T). For each time index t, search 

is performed for the minimum of the function dQ'(TQ), for parameter 0 in the vicinity o f t, i.e., in 

the range T^ = [t - T ^ / 2 , t + T ^ / 2 ] , where TQ is the estimate at time 0 and T ^ is the largest 

expected period. The typical value o f T ^ was reported to be 25 ms. 

T/je Performance Claims: 

The Y I N system is quite well tested, and performance figures were reported for several 

databases, with comparisons to many other similar systems. However, the evaluation was carried 

out without any additive noise, or variations in the signal resolution. The system was reported to 

have the best performance compared to the other evaluated methods. The averaged figures 

indicate a better performance by about a factor of 3. Over 99% of the estimates were accurate 

widiin a tolerance of 20% of the reference pitch data, 94% within 5% tolerance, and 60% within 

a tolerance of 1%. 
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2.6.3. The Auditory Toolbox - Slaney's Correlogram based Pitch Estimation 

This is the classic correlogram pitch estimation system proposed and implemented by Slaney and 

Lyon [Slaney, Lyon, 1990]. Similar, but more advanced system is presented in [Meddis, Hewitt, 

1991] by Meddis and Hewitt, based on the auto-correlogram computation. However, only the 

auditory toolbox based system was evaluated because the system described by Meddis and 

Hewitt is much more computationally expensive. The system included in the auditory toolbox by 

Slaney is based on Licklider's [Licklider, 1951] *T)uplex Theor/ ' o f pitch perception, and tested 

on a variety o f stimuli from human perceptual tests. I t is aimed to accurately model the way 

humans perceive pitch. They claim that it correcdy identifies the pitch o f complex harmonic and 

inharmonic stimuli, and that it is robust in the face of noise and phase changes. This perceptual 

pitch detector combines a cochlear model with a bank of autocorrelator units. By performing an 

independent autocorrelation for each channel, the pitch detector is relatively insensitive to phase 

changes across channels. The information in the correlogram is filtered, nonlineariy enhanced, 

and summed across channels. Peaks are identified and a pitch is then proposed that is consistent 

with the peaks. 

The representation used by the pitch detector, which corresponds to the output of Licklider's 

duplex theory, is the cotrelogram. This representation shows the spectral content and time 

structure of a sound on independent axes of an animated display. A pitch detection algorithm 

analyses the information in the correlogram and chooses a single best pitch. The system does not 

address the decision of whether there is a valid pitch (the voiced/unvoiced decision), nor does it 

attempt to enforce or utili2e frame - by - frame continuity o f pitch. 

The Model: 

According to Slaney and Lyon [Slaney, Lyon, 1990], the human auditory system can be simplified 

to three processing stages, and the model they implemented, is broadly based on these stages. 

These are described below. 

The Cochlear Model: A cascade of second order filters is used to model the propagation of 

sound along the Basilar Membrane (BM.) A t each point along the cochlea the B M responds best 

to a broad range of frequencies and it is this movement that is sensed by the Inner Hair Cells. 

The **best" frequency of the cochlea varies smoothly from high frequencies at the base to low 

frequencies at the apex. Inner Hair Cells only respond to movement o f the B M in one direction. 
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This is simulated in the cochlear model with an array o f Half Wave Rectifiers (HWRs) that detect 

the output o f each second order filter. The HWR non-linearity serves to convert the motion of 

the B M at each point along the cochlea into a signal that represents both the envelope and fine 

time structure. Finally, four stages of Automatic Gain Control (AGC) allow the cochlear model 

to compress the dynamic range of the input to a level that can be carried on the auditory nerve. 

The multiple channel coupled AGC used simulates the ear's adaptation to spectral tilt as well as 

to loudness. 

The Correlogram: I f a sound is periodic, the autocorrelation functions for all cochlear channels 

can be assumed to show a peak at the horizontal position that corresponds to a correlation delay 

equal to the period of repetition. This is generally equal to the perceived pitch period. Since the 

peaks in all channels, or rows of the image, occur at the same delay, or horizontal position, they 

form a vertical line in the image. This is based on the "duplex" theory, which says that sounds 

with a perceived pitch, even i f they are not periodic, will produce a vertical structure in the 

correlogram at the delay related to the perceptual pitch. On the other hand, formants, or narrow 

resonances in the frequency domain, are displayed as horizontal bands in the correlogram. The 

correlogram is computed by finding the (short-time, windowed) autocorrelation o f the output of 

each cochlear frequency channel. 

The Pitch Estimation System: The pitch estimator consists of four steps. A preprocessing step 

modifies the correlogram to enhance the peaks. In the second step, the values at each time lag in 

the enhanced correlogram are then summed across all frequencies. Peak locations at this stage 

give estimates of all the possible periodicities in the correlogram. The third step is to combine 

evidence at the subharmonics of each pitch to make the pitch estimate more robust. Finally, the 

largest peak is picked, being careful to avoid octave errors, and a numerical value of the pitch is 

determined based on the location of the peak. The system uses a technique described by 

Nishihara [Nishihara, Crossley, 1988] to judge the location of the pitch peaks. In general the 

peaks in the pitch fioncrion are symmetric and an accurate estimate of their centre is made by 

fitting a polynomial to the points near the peak. Using multiple points to determine the location 

of the peaks allows the pitch period to be determined with a resolution finer than the sampling 

interval (in low noise situations), and a more robust estimate to be made when noise is present. 
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The Performance Claims: 

The original model was not evaluated in a systematic way for noise or varying signal resolutions. 

I t was however demonstrated that the system can emulate various perceptual effects such as the 

phenomenon of virtual pitch when the ftindamental frequency is missing or of very low energy. 

2.6.4. The Probabilistic Multiple Pitch Tracking System 

The probabilistic multiple pitch tracking system that is described here was published most 

recendy [Wu et al, 2002], and is one of the few multiple pitch tracking systems whose 

performance has been tested on speech signals for two simultaneous speakers. The software to 

simulate the model was obtained by a request to the authors. However, in its current 

configuration, the system supplied works only on signals sampled at 16 kHz sampling rate, and 

was not used for all of the experiments that were performed, but only for the two simultaneous 

speakers test, sampled at the required 16 kHz sampling rate. 

The system is based on the processing of a summary autocorrelation function of a large number 

of channels. This is followed by a probabilistic processing step on the output of the 

autocorrelation fiinction computation, using Hidden Markov Models (HMM) to estimate the 

two (or less) pitch tracks. The model is described in detail below. 

The Model: 

The algorithm consists of four stages. 

In the first stage, the input signal is sampled at 16 kHz and then passed through a bank of 128 

fourth order gamma-tone filters [Patterson et al., 1987]. The frequency channels are classified 

based on their centre frequencies as either belonging to the low-frequency group, or the high 

frequency group, with the channels having their centre frequency below 800 Hz belonging to 

former (channels 1-55), and the rest to the latter group (56-128). The high frequency channels 

have their output passed to an envelop estimation system. A normalized autocorrelation function 

is then computed on the envelopes of the higher frequency channels and the output o f the low 

frequency charmels (computation is performed in each channel separately at the rate o f 10 ms, 

using a window size of 16 ms). 
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Channel and peak selection comprise the second stage. For low frequency channels, the strength 

of the autocorrelation function output is considered. I f the autocorrelation function in a channel 

has a peak greater than a fixed threshold at the lag corresponding to the centre frequency of the 

channel, it is concluded that the corresponding frequency component is present in the signal, and 

the channel is selected for further processing, otherwise, it is rejected. For high firequency 

channels, another autocorrelation function is evaluated, this time with a larger window. I f the 

difference between the two outputs (standard autocortelation and larger window autocorrelation) 

is not large, the channel is selected, otherwise it is rejected. A local search method is used for the 

selection of peaks in the autocorrelation function output o f high frequency channels. I f the peak 

is above a certain threshold, and there is another peak at a lag cortesponding to double the 

period, the original peak is kept, otherwise it is removed. Another method is used in conjunction 

to this method. I f a strong peak in the high frequency channels is found, all the multiple peaks 

corresponding to other periods are removed. This process is aimed at reducing the errors due to 

multiple and sub-multiple pitch peaks in the autocorrelation functions. 

The third stage comprises the probabilistic calculation of pitch periods and time lags o f selected 

peaks, achieved by studying the statistical fit of the selected peaks to a particular pitch period 

hypothesis, based on the normalised autocorrelation function. First, the contribution o f each 

frequency channel to a pitch hypothesis is calculated. Then, the contributions from all channels 

are combined into a single score. By studying the statistical relationship between the ideal pitch 

periods and the time lags o f selected peaks obtained from the last stage, attempts are made to 

formulate the probability of a channel supporting a pitch hypothesis, using a statistical 

integration method for producing the conditional probability o f observing the signal in a time 

frame given a hypothesized pitch period. 

The final stage acts as a probabilistic pitch tracking system, given the different pitch hypotheses 

from previous steps. The system uses an H M M for approximating the generation process of 

harmonic structure in natural environments. The hidden nodes represent the possible pitch states 

(one pitch, two pitches, no periodicity) given the observation nodes. The observation nodes are 

represented by the set of selected peaks and lags from each time frame. In the final step the 

state-spaces for one, two or zero pitch states are discretised and the Viterbi algorithm is 

employed for finding the optimal sequence of states. 
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Performance Claims: 

The system is claimed to reliably track pitch in various situations, one speaker, speech mixed 

with other acoustic sources, and multiple (two) speakers* speech. The system was compared to 

another multiple pitch tracking system by Tolonen et al [Tolonen, et al, 2000]. The results show 

huge advantage in terms of performance improvement over this system, with gross error rates 

improved by neariy four times. The absolute gross error rates for the dominant pitch for the 

multiple pitch case (two simultaneous talkers) was 0.93%, while the gross error rates for the non-

dominant pitch are not given. 

In this chapter, a number of pitch estimation systems and techniques were presented. Their 

performance and claims were discussed, and put in a historical context in terms of the 

development of advanced pitch estimation algorithms. I t was realized that none of the systems 

have been evaluated in a statistical sense for varying noise conditions, or for different signal 

resolutions. Although attempts have been made to carry out comparative evaluations of different 

pitch estimation algorithms, these factors have generally been omitted from the analysis. 
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Ch ap ter 3 

DAMPED HARMONIC OSCILLATORS BASED SIGNAL 
PROCESSING 

The Front-End Analysis 

Speech signal processing plays a fiindamental role in all speech related research, whether it is 

modelling psychoacoustical data, or coding for compression and transmission or storage of the 

signal. During the course of long years o f speech processing, a variety o f signal processing 

techniques have been developed and used. These include the Fourier transform and the Fast 

Fourier Transform and related techniques, digital filters and banks of digital filters, the linear 

predictive coding technique, and other stochastic signal analysis techniques. All of these 

techniques are suitably adapted for speech processing and collectively called front-end processing 

techniques. The bank of damped harmonic oscillators is a novel front-end signal processing 

technique, inspired by Helmholtz^s model [Helmholtz, 1870] of basilar membrane processing, 

but grounded in the theory of damped oscillators and signal processing. 

One o f the most useful ways of characterizing speech is in terms o f an acoustic waveform, called 

the speech signal. For the processing o f this signal by means of computers, the acoustic 

waveform is converted into a current waveform, using a microphone or other such device. This 

continuous time current waveform representing the acoustic analogue waveform is achieved 

through a transducer like a microphone. The current waveform is then di^tised by sampling the 

signal at fixed (and very shon) intervals o f time, to obtain the digital speech signal, using an 

electronic A / D (analogue to digital) converter device. The quality o f the digital signal thus 

obtained is a function of the sampling interval, and the number of digital bits used to represent a 

single sampled value of the signal, the smaller the sampling interval, and larger the number of 

bits used for representation, the higher the quality o f the digital signal. Most o f the speech 

processing research is done on this representation o f the acoustic signal. Using an inverse 

mechanism, involving the application of D / A (digital to analogue) converter, and a transducer 

like a sound speaker, the processed speech waveform can be converted back into an acoustic 

waveform. 
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Once a digital signal representation o f the acoustic waveform is obtained, the representation is a 

one-dimensional time-amplitude signal, which is very difficult to analyse in this 'raw* form. The 

difficulty arises because the actual speech sounds are pseudo-periodic signals composed of 

different frequencies, each of these frequency components being present in varying degrees of 

strength, which may change over time. I t is pseudo-periodic because the frequency components 

described above change with time (in both the frequency of oscillation and the amplitude with 

which they oscillate). Mathematically, we can state this by equation 3.1. 

s(0 = a,(t).m ) + ojtm,) + a,(tm, )... + ajnm„ ) • • -3.1 

I t is the task of all the front-end techniques to estimate the contribution o f components of 

frequencies given a,- at a time instant denoted by variable /. We shall take a brief look at the 

most commonly used techniques to do this analysis, and establish the necessary signal processing 

background before presenting the proposed technique. 

3.1. Pre-processing Methods for Speech Analysis 
Research into efficient and robust front ends is a very active area o f research on its own. In 

speech processing, there are three different techniques on which most of the speech research is 

based. All these techniques, at least as an intermediate stage, transform the signal to a 

representation in the frequency domain, in order to calculate the coefficients in equation 3.1. 

3.1.1. Fourier Analysis and Related Techniques 

For Fourier analysis of any signal, the frequency based function 4̂  in equation 3.1 is modelled as 

a complex exponential. Thus the Fourier model of die signal is represented by equation 3.2. 

s(t)= \A^e'"^dt . . .3.2 

The complex exponentials are called the basis fiinctions in Fourier terminology [Kammler, 2000]. 

The term Aj^ is the amount of discrete exponential ^ that must be used in the recipe for the 

signal s(t). The summation operation in equation 3.1 is replaced by an integral operation in 

equation 3.2. For sampled signals, the Fourier synthesis equation 3.2 is given by equation 3.3, and 

is called the Discrete Fourier Transform (DFT) pair. 
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s[n]=J^A[k]e"^"' 
k = 0 

r 1 ^ - I r 1 . . . 3.3 

The equation 3.3 is called the DFT analysis/synthesis pair. The top equation is the signal model, 

and the bottom equation defines the coefficients AfkJ. The variables / (rime) and / (frequency) 

have been replaced in equation 3.3 by [n] and fk] to emphasise the discrete nature of these 

calculations, l l i e D F T analysis is computationally expensive in the form described by equation 

3.3. The FFT (Fast Fourier Transform) algorithm uses the redundancies in this calculation to 

make the computation o f the D F T much more efficient. 

The Fourier Transform based analysis can also used for the computation o f the cepstrum of the 

signal. Cepstrum is defined as the Fourier transform of the log of the power spectrum of the 

signal [Oppenheim, Schafer, 1975]. I t was observed that for periodic signals the spectrum is itself 

periodic, and that the Fourier transform of the power spectrum provides this period. The 

cepstrum serves as a log compressed representation, thus reducing the difference in energy of the 

various frequency bands. FFT computation can be used for computing the Mel Scaled Cepstral 

Coefficients (MFCC) computation. MFCC representation is similar to cepstral representation, 

but the cepstral output is scaled according to a warped frequency scale, which is based on the 

place model of the basilar membrane frequency selectivity [Rabiner, Juang, 1993]. FFT is also 

used for efficient computation of the autocorrelation function of the signal. In general, place 

models of pitch estimation also work on the Fourier representation o f the signal. Computation 

of the instantaneous frequency based pitch estimation also depends on the FFT analysis 

presented above. 

The main advantage of using the Fast Fourier transform is its computational efficiency. 

However, the signal model assumed in the analysis is that of a stationary, periodic signal. For 

non-stationary pseudo-periodic signals like speech, the Fourier analysis of the raw speech signal 

would give erroneous results. In order to perform Fourier analysis of the speech signal, it is first 

split into small sections or frames, and multiplied by a window to make it stationary and remove 

the effects o f splitting the signal into smaller parts (the window functions used generally have 

tapering edges to remove these effects). This technique of Fourier analysis is called the Short 
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Time Fourier Transform (STFT). However, this process limits the frequenq^ and temporal 

resolution o f the signal. The frame size determines the frequency resolution (the number of 

frequencies for which the analysis can be performed). The temporal resolution is reduced 

depending on the frame size and the overlap between frames, by limiting the number of instants 

at which the spectral estimate is available. However, making the frame size smaller reduces the 

frequency points at which the estimate of the signal energy is available. The STFT also 

introduces inherent errors in the frequency analysis, namely the shon term and long term 

spectral leakage. These are effects o f sampling, and the fact that the estimate is only available for 

discrete frequencies [Kammler, 2000]. Therefore there is a trade-off between accuracy and 

computational efficiency in the STFT of the signal. 

3.1.2. Filter Bank based Analysis 

A filter bank is a collection of band-pass filters, with each filter output giving a measure of the 

energy in the frequency band it is designed for. Filter design theor)' and their realisation is a 

subject of great depth, and the reader is referred to [Rorabaugh, 1997] for a complete treatment. 

The sampled signal s(t) is passed through a bank of P band-pass filters, giving the band-pass 

filtered outputs sfi), given by the equation 3.4, 

s,{t)=s(t)*h,(t), l < i < P 

"q ' .. 3.4 
m - O 

where we have assumed that the impulse response of die /* band-pass filter is h,{m) with a 

duration of samples, and the * symbol represents the convolution operation. 

Since the purpose of the filter bank is to give a measure o f energy of the speech signal in a given 

frequency band, each of the band-pass signals sfi), is first half-wave or full-wave rectified. This 

non-linear treatment concentrates the energy in the lower frequency region o f the output, as well 

as creating high frequency images. Following this step, the output is low-pass filtered to remove 

the high frequency images and maintain the DC component of the output. The resulting signals 

give an estimate of the energy of the frequency components of the original signal in each of the 

frequency bands of the bank of filters. The mathematical basis o f these operations is dealt in full 

in [Oppenheim, Schafer, 1975] and [Rabiner, Juang, 1993]. 
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The bank of filters can be realised as an FIR (Finite Impulse Response), I IR (Infinite Impulse 

Response), or through FFT. A treatment of all these different techniques is beyond the current 

scope, and not relevant to the current discussion. 

The more important part of filter-bank design for speech processing, which is also a subject of 

much research is the spacing of the bands on the frequency spectrum, the number of such bands 

(= number of filters), and the bandwidth of each of these filters. The most popular filter banks 

are designed on the various perceptually relevant scales, like the Mel Scale pickles, 1988], the 

bark scale [Zwicker, Fasd, 1990], or die ERB scale [Glasberg, Moore, 1990]. Widi some minor 

differences, the bark scale and the Mel scales arrange the centre frequencies and bandwidths of 

the filters in the same manner as the experimentally determined frequency profile along the 

basilar membrane. The result is close to linear spacing for frequencies below 1000 Hz, and 

approximately logarithmic for frequencies above 1000 Hz. The ERB scale has the filter 

bandwidths nearly mulriplicadve as a function of centre frequency o f the band-pass filters for 

frequencies above 1000 Hz. In its most general form, each band-pass filter is implemented via a 

direct convolution, i.e., no efficient FFT structure can be used. This makes the implementation 

of these non-uniform filter banks at least 6 to 7 times slower than a uniform filter bank, which 

may be realised using an FFT computation. Although some "quick and dirty** methods for 

realising the non-uniform filter banks are available, there are generally not used [Rabiner, Juang, 

1993]. Figure 3.1 shows the typical frequency characteristics of filters used in Lyon*s cochlear 

model [Slaney, 1988], [Slaney, Lyon, 1993]. 

3.1.3. Linear Predictive Coding Analysis 

Linear Predictive Coding (LPC) for speech analysis/synthesis which originated about three 

decades ago [Atal et al, 1971], is based on an aU pole model of the speech signals. LPC is used in 

most of today*s commercial speech analysis/synthesis systems. With LPC, formant like analysis 

of the speech signal was made possible, without the need for explicit format tracking, which has 

proven to be quite problematic. This is because the peaks in the LPC spectrum are usually linked 

with the active format region of speech. LPC computation was made very efficient with the 

method of partial correlations [Itakura, 1975]. 

35 



Lyon's Cochlear Model 

10 
Frequency 

Figure 3.1. The filter characteristics as reported by Slaney and Lyon in [Slaney, Lyon, 1993]. The 
X-axis represents the Erequency, and the y-axis is the gain o f each filter in the filter-bank, 
as a function o f the frequency. 

The basic idea behind the LPC analysis method is that o f the auto-regressive model. That is, 

given the past p values o f the signal, the current sample s(n) can be modelled as the weighted sum 

o f these pastp values. The basic assumption is that this model remains constant for the length o f 

the frame (i.e. assuming stadonarity for that frame). The mathematical equation for this analysis 

is given by equation 3.5, 

s{n)= a,s(n - p~i) + Q^s(n - p - 2 ) + a^s(n - p - 3 J . , . + a^s(n - I; + e . 3.5 

where the e is the error in the model, and is also modelled as a constant term for each frame. 

I f the error term e is modelled as G.u(n), where u(n) is the input to the model, and G is gain, 

equation 3.5 can be represented as equation 3.6. 
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Gui(n)=s(n)-f^a,s(n-k) 
fall 

The transfer function o f the model in the ^ domain is given by equation 3.7b. 

GM(z)=s(zi\-j;^a,z'' 

.3.6 

3.7a 

H(z)^ 
S(z) 

GU(z) A(z) 
3.7b 

This is the most significant step in the LPC analysis, because not only does it tell us that LPC 

model can be viewed as an all-pole model, but also as a model o f speech production. In this view 

of the model, the G.u(n) is the excitation signal or the glottal pulse, and the LPC coefficients 

model the shape of the vocal tract. This also acts as a justification for the stationarity assumption 

of the model inside the frame, as it is well known that the shape of the vocal tract changes slowly 

with time. Figure 3.2 shows this speech synthesis model o f the LPC analysis. 

i Pitch period 

Impulse Train 
Generator 
Impulse Train 
Generator 

X'̂ oiced Unvoiced Switch 

L P C Parameters 

Random Noise 
Generator 

Random Noise 
Generator 

Time varying digital filter 

Gain 

Figure 3,2 Speech Synthesis model of LPC analysis. The pitch period and voiced/unvoiced 
switch are important parts o f this model. 

3.2. The Damped Harmonic Oscillator Based Analysis 
In this dissertation, a new signal processing front end for the purpose of periodicity analysis is 

proposed. The proposed system is similar to the bank-of-filters based approach, but is much 

37 



more computationally efficient (an analysis of the computational costs and efficiency is included 

in the appendix A . l . o f this thesis). The results of this processing are used to develop a signal 

representation based on the temporal analysis of the output. The resulting system affords a much 

higher frequency resolution. The most important claim however, is that this model of speech 

signal processing and the associated representation that is developed, is robust to added noise, 

and can perform an effective separation of the periodic part and the a-periodic noise. These 

claims shall be substantiated by means of examples in this chapter, and by means of an extensive 

empirical study of performance of the complete system in chapters 5 and 6. I t may be noted 

however, that the property of noise robustness is not derived from the operation of the damped 

harmonic oscillators alone, but, is a property of the whole system that is proposed in this and the 

following chapter. 

The operation o f a damped harmonic oscillator is a conceptually advantageous construct that 

yields itself to fiarther analysis in terms of temporal properties of the oscillator)^ behaviour of a 

mechanical system in order to derive the components of a complex tonal signal. The principles 

of the operation of the damped harmonic oscillator are described next, followed by an analysis of 

their frequency and temporal characteristics. 

3.2.1. Principle of Operation 

The fundamental units of the proposed system, the damped harmonic oscillators, are not an 

explicit model of the basilar membrane vibration as a result o f the acoustic stimulus, but are 

inspired by its mechanical analogue. From the days of Helmholtz [Helmholtz, 1870], it was 

widely agreed that the cochlea in the mammalian inner ear acts as a frequency analyser. From the 

experiments carried out by von Bekesy [von Bekesy, 1960] it was further inferred that the 

cochlea acts a mechanical tuning device, with various sections o f the basilar membrane selective 

for particular frequencies o f the stimulus. I t was also discovered that at least at moderate sound 

pressure levels, the frequency tuning of the basilar membrane is quite broad, and that there is 

also significant damping. At the time, these results came as quite a surprise because 

psychoacousrical tests [Licklider, 1956] had shown that the frequency selectivity in human 

subjects was much higher than the experimentally measured selectivity at the cochlea. However, 

currendy held views [Yates et al., 1985] based on further experiments on the tuning of the basilar 

38 



membrane have shown the selectivity of the basilar membrane to be at par with the selectivity 

observed in the auditory nerve fibre tuning curves. 

From these experimental results, i t is clear that the basilar membrane acts as a frequency 

selection system with the oscillatory movement of the basilar membrane sharply tuned to the 

frequency of the stimulus [Russel, 1987]. Therefore, die fine frequency distinctions measured in 

the psychoacoustical tests, must be inferred as encoded in the dynamic nature o f the oscillations 

of die basilar membrane, which are then transmitted to die auditory nerve through the inner hair 

cells in the inner ear. This is the basic principle of operation of our system as well. 

A damped harmonic oscillator [Pain, 1976], [Park, 1964], is a very simple device, that has two 

design parameters, the characteristic frequency of oscillation, and the damping constant. 

However, the characteristic frequency only controls the amplitude o f oscillation in response to 

the stimulus, and the oscillator actually oscillates with the frequency of the applied stimulus, with 

the amplitude of these oscillations inversely proportional to the difference between the 

characteristic frequency and the frequency of the stimulus, and direcdy proportional to the 

amplitude of the original stimulus. This simple design principle means that the system composed 

of such units is data driven, as the system's dynamic behaviour is driven largely by the stimulus, 

and not so much by the properties (or parameters) of the system itself. The input stimulus 

"drives" the damped harmonic oscillator at a frequency that is determined by its own frequency, 

and the design parameters influence the amplitude of the activity. This situation is analogous to 

that of the basilar membrane with broad with the fine dynamic behaviour (fine in terms of 

temporal mechanical oscillations) encoding the periodicity o f the actual signal. The damping 

constant o f the damped harmonic oscillator determines the effective bandwidth o f the oscillator, 

by enforcing a time constant related to the oscillatory behaviour, and is analogous to the stiffness 

of the basilar membrane. 

3.2.2. Dynamic Operation and Derivation of the System Equations 

The Damped Harmonic Oscillator (DHO) is a unit that oscillates preferentially to a signal with 

frequency close to its characteristic frequency. In the absence of a close frequency component, 

the oscillations are very small in amplitude and decay asymptotically towards zero amplitude. The 

state variable of a D H O can be described concisely as a complex number :̂ as in equation 3.8. 
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z = x + iy 3.8 

The dynamic operation o f the D H O unit is controlled by equation 3.9. 

^^(b + iw)z ...3.9 

For clarity let, 

k = b + iw . . . 3.10 

Then, the solution to equation 3.9 can be written as the standard solution in equation 3.11. 

z = e'' ...3.11 

Therefore, using equations 3.11 and 3.10, 

Then, i f 

x= Re(z) 
y= lm(z) 

we get. 

x= e^cos(wt) 

y = e^s'm(wt) 

using 3.9 and 3.13, 

^ = Re(z) = Re((b + iw)(x + iy)) 
at 

^ = Imfzj = \rn(b + iw)(x + iy)) 
dt 

3.12 

3.13 

3.14 

3.15 
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Therefore the final dynamical system takes the form of equation 3.16. 

— = bx-wy 
. . .3T6 

— = by + wx 
dt 

In the above solution, the time subscripts have been ignored for clarity. The parameter b is the 

damping constant of the oscillator, and determines the rate o f decay of the variables x andj- with 

time. The parameter w is the characteristic frequency of the damped oscillator. From equation 

3.14 it is clear that the variable b should be negative for damped oscillations. 

The equation 3.12 defines the beha\nour o f the impulse response. In the presence of a 

continuous time real valued signal J, the system can be treated as a forced damped oscillator. In 

that case, the dynamic equation takes the form of equation 3.17. 

...3.17 
I . 

-^ = by-wx 
dt 

In the case o f digital signals, the signal is only specified at a certain rate, known as the sampling 

rate. To implement the system described by equation 3.17, we need to have a discrete time 

version o f the equation. These equations depend on the sampling frequency of the input signal, 

Under these assumptions, the equation 3.17 can be modified as equation 3T8. 

x(t + \)-xit) 
= bx(t)- wy(t) 

^ ...3.18 
y^'^'^:y^'Kbyms.xu) 

Leading to the final system of difference equations 3.19. 

+1; = r 1 + mx{t)-^^^y(t)\s{t) ^ 
+1 ; = n + ^b)y[t)-\- wbx{t) 
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The term ^ is the time interval between two samples, and is determined as the reciprocal of the 

sampling rate and w is the angular frequency. The output of the D H O units is the corresponding 

J variable in equation 3.19. 

3.2.3. Magnitude and Phase Response of the D H O Units 

The D H O unit as described in equations 3.17 has its Laplace transform as described by equation 

3.20, when the initial values are taken as zero. 

sX = bX -wY + I ^ 20 
sY = bY + wX 

Where I is the input variable and Y is the output variable. The complex frequency variable s for 

the variables X and Y is implicit. Rearranging the variables, and substituting yields the transfer 

fianction of the D H O unit, as described by equation 3.21. 

^ His) ...3.21 
/ (s-b)^-\-w 

ITie system defined by the transfer fiinction o f the form in equation 3.21 has a steady-state 

response H^w) which can be obtained by evaluating the transfer function H(s) at s - juf. The 

magnitude response is simply the magnitude of H(jtu), i.e., 

/ / (>v] |=[Re(jwy+Im(jw) ']" ' ...3.22 

Figure 3.3 shows die magnitude response of a typical D H O unit. '̂ The magnitude response of a 

comparative second order filters with Q' factors of 20 and 50 are shown in figure 3.4 for 

comparative purposes. The second order filters used for comparison were designed using the 

Auditory Toolbox provided by Slaney [Slaney, 1998]. The transfer fiinction of the filters used is 

given by equation 3.23. 

H{s) = - ! 

... 3.23 

The Q faaor or the Quality factor of the second order Blrcr determines its selectivity, a higher Q being more selccrive than a 
lower Q. Q fector can be seen as the ratio of the energy of the system to the eneî y dissipated in one cycle. For more on 
second order filters theory, please sec [Rorabaugh, 1997] 
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where OQ is given by JVQ/Q, where is the centre frequency and Q is the quality factor. 

Normalised Magnitude R e s p o n s e 

200 400 600 800 
Frequency, Hz 

1000 1200 

Figure 3.3. The normalised magnitude response of a single D H O unit with design frequency of 
500 Hz. The continuous line is for b = -60, and the dashed line is for b- -30. 

Normalised Magnitude R e s p o n s e 

600 
Frequency, Hz 

1000 1200 

Fig;ure 3.4. The normalised magnitude response of a second order filter, with design frequency 
of 500 Hz. The continuous line is for a quality factor(Q) o f 20, while the dashed line is 
for Q = 50. 

Several important conclusions may be drawn about the nature of the magnitude response of a 

D H O unit. The response is shallower at frequencies below the design frequency of the unit than 
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for higher frequencies. The magnitude response is also continuous and has no discontinuities, or 

local peaks. Compared with the second order filters, the response is different in two ways. Firsdy, 

it may be observed that the region around the design frequencies for the D H O response is 

broader, and secondly, the shape of the curve is different, with the second order filter response 

falling sharply, but not to the same extent as that of the D H O magnitude response. 

Normanised Gammatone Filter Magnitude Response 

200 400 600 800 
Frequency (Hz) 

1000 1200 

Figiu-e 3.5. The normalised magnitude response of a gammatone filter, with design frequency of 
500 Hz. The response is derived from a filter which was selected from a bank designed 
with 80 filters to cover the design range of 60 to 4000 Hz, using the Auditory toolbox 
Madab fimction [Slaney, 1998] MakeErbFiliers. 

Figure 3.5 shows the normalised magnitude response of a gammatone filter with its characteristic 

frequency at 500 Hz. I t is clear from the figure diat the filter is highly selective, compared to the 

second order filter and the D H O unit. The gammatone filter is a fourth order filter. As can be 

seen from the figure, the magnimde response o f a gammatone filter is much sharper, it is not 

guaranteed to be a smooth function of the frequency. High selectivity means that the response 

will be substantially attenuated at frequencies different from the characteristic frequency. 

The phase response of a system with die transfer function as in equation 3.21 is given by 

equation 3.24. 
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6(w)= tan 
J lm(jwy 

[MM) 
3.24 

The phase response of the bank of D H O units is presented in figure 3.6. The phase response of 

a comparative bank of second order filters is presented in figure 3.7. 
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Figure 3.6. The phase response of a D H O unit with design firequency of 500 Hz. "The 
continuous line is for b = -60, and the dashed line is for = -30. 

P h a s e response 
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Figure 3.7. The phase response of a second order filter with design firequency o f 500 Hz. The 
continuous line is for a Q = 20, while the dashed line is for Q = 50. 
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From the phase plots o f the D H O unit presented above, it may be obser\'̂ ed that the response 

lags by half a cycle at the design frequency for both the systems. However, for frequencies 

substantially below the design frequency, the delay is dose to zero, and for frequencies 

substantially higher than design frequency, the delay is neariy one cycle. From the second order 

filter phase response, it may be observed that the response also lags by half a cycle at the design 

frequency, however, unlike the D H O unit, the delay does not approach a constant value for 

frequencies substantially lower or higher than the design frequency. For both the systems, the 

values of b and Q respectively have litde effect on the phase response apart from frequencies 

around the design frequency. I f the phase response is plotted from -180° to 180** (-7t to 7i), then 

the response is in phase with the input at characteristic frequency, leads the signal by 180° for 

frequencies lower than the design frequency, and lag by 180° for frequencies higher than the 

design frequency for both the systems. 

3.2.4. Temporal Response Analysis and Transient Behaviour 

In the previous section, the steady-state response o f the proposed system was presented. In this 

section, the aim is to present the temporal response in order to analyse the transient response of 

a system of D H O units. The transient analysis is performed by analysing the response of a D H O 

unit to a delayed impulse, and to a delayed step function. Comparisons are made with the 

transient response o f a typical second order filter. 

tm p u l s e res p o n s e 

10 20 30 40 50 60 7 0 80 90 100 
T i m e ( m s ) 

Figure 3.8. The impulse response of a D H O unit, design frequency = 500 Hz, b = -30. The 
impulse at 10 ms time instant is represented by the dashed line. The delay in response is 
measured to be 0.37 ms. 
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step response 

Time (ms) 

Figme 3.9. The unit step response o f a D H O unit with design frequency = 500 Hz, b = -30. 
The response settles down into steady state after about 25 ms of the initial stimulus. 

Impulse response 

10 20 30 40 50 60 
Time (ms) 

80 90 100 

Figure 3.10. The Impulse response of the second order filter with design frequency = 500 Hz, 
Q = 20. The impulse at 10 ms time instant is represented by the dashed line. The delay in 
response is measured to be 0.27 ms. 
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Step response 
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Figure 3.11. The step response of the second order filter with design frequency = 500 Hz, 
Q = 20. The response setties down into steady state after about 60 ms after the initial 
stimulus. 

From comparison o f figures 3.8 and 3.10, the time delay involved in the impulse response is of 

the system gives a measure of the delays involved in the system response. When compared with 

a second order filter, the delays involved (0.37 ms) are larger (compared to the second order filter 

delay o f 0.27 ms, figure 3.9). However, the transient response o f the system, as measured by the 

time taken by the response to reach steady state when the input is a unit step response is much 

shorter (25 ms) compared to that of the second order filter (60 ms, figure 3.11). This indicates 

that the comparable D H O system has a more damped response than the second order filter, 

with proportionally lesser delay in its impulse response. 

3.2.4. Analysis of D H O Response to Noise 

As described by equation 3.21, the D H O unit is a linear filter. The shape of the magnitude 

response o f a typical D H O unit, as shown in figure 3.3 shows that the response is similar in 

shape in some senses to a corresponding second order filter. However, as brought out in the 

previous sections, there are also differences that can be observed in the response, when 

compared to second order filters. In this section, an analysis is presented that is aimed to provide 

an insight into the effect o f these differences on the response to noise being present in the input 

signal. 
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The response o f an analogue or a digital filter when a zero mean white noise process with a 

power spectral density (two-sided) NJ2 is applied, is a finite average power N , given by 

equation 3.25, where H f f ) is the magnitude response o f the system. 

Given the equation above, in presence of similar noise processes, the response is completely 

characterized by the shape of the magnitude response, as defined in H(f). For a zero mean white 

noise process based signal, the power spectral density (PSD) is more or less uniform (i.e. equal 

power in each frequency "bin"). The magnitude response that decides the total power iV o f the 

response, are not only different in case of the comparison of D H O units and second order filters 

in terms of the general profile, but they are also different in terms of levels o f attenuation away 

from the design frequency. For a tj^jical D H O unit, this level o f attenuation is much more 

compared to a similar second order filter. Therefore, one can expect to see much less power in 

the output signal ( N in equation 3.25) derived from D H O response, as compared to a similar 

second order filter. 

In response to a pure tonal signal, the integration in equation 3.25 is zero for all points but for 

the sinusoidal components (tones) present in the signal. In this case, the output power o f the 

signal is governed by the response curve values at these points. For the case when the signal 

contains a pure tone with frequency close to the design frequency o f the unit/filter, the response 

wiU be the same as input signal, multiplied by a certain gain value and slighdy delayed (barring the 

initial transient behaviour). The power TV of the response will be H(f) where is the signal 

frequency'. For the case when the input signal is a mixture of a tone and zero mean white noise, 

the actual response signal will be dependent on the actual short term nature o f the noise process, 

but generally, the response power would be equal to that of the input without the noise. 

However, the actual short term structure o f the response will vary depending on the short term 

structure o f noise. The effect would be to slighdy increase or decrease the signal power 

associated with the tonal frequency component. By comparing the shape of the magnitude 

response curves of typical D H O units and second order filters, it may be observed that the 

D H O unit response is broader around the design frequency as compared to the second order 

filter. Therefore, these slight perturbations to the signal power at the tonal component frequency 
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due to the presence of white noise would have less effect on the overall response of a D H O unit 

compared to a similar second order filter. The figure 3.12 below compares the actual responses 

of the D H O units and second order filters to white nose, and to a tonal signal with added white 

noise. The responses are scaled so that the maximum response in steady state to the pure tonal 

signal is taken as one. This is done because the gains of the two systems being compared might 

be in general different. Only steady state portion of the responses is shown to facilitate analysis 

and comparison. 

DHO: white noise S O F : white noise 
1 

0.5 

0 

•0.5 

-1 
0.06 0.08 0.1 

DHO: white noise + tone 

0.5 

•0.5 

0.06 0.08 0.1 
S O F : white noise + tone 

0.06 0.08 0.06 

Figure 3.12. The experimental noise response of the D H O units and second order filters is 
compared here. The D H O unit is designed at a design frequency w of 500 Hz and a = -
30. The second order filter (SOF) is designed with centre frequency o f 500 Hz, with a 
quality factor of 20. All the responses are scaled with respect to the steady state response 
at design frequency. The top two plots compare the response to zero mean white noise. 
Please note the difference in scales of the two plots with the D H O response (top left:) 
being four times smaller than the SOF response. The bottom two plots compare the 
response to a mixture of tone and noise. The tonal component was present at 510 Hz. 
Again, please note that the D H O response is twice as large when compared to the SOF 
response in bottom right hand plot. 
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3.3. Design of the Bank of DHO Units as a Signal Processing Front-End 
A single D H O unit has its behaviour described by equation 3,19 in the digital domain, given a 

sampled signal. In this equation (1 + ^.b) is the normalized damping (or more appropriately in 

this equation, the leakage factor), and A.w is the normalized radial frequency. To design a bank 

of such units that covers the frequency range of interest, we can use the same principles as those 

used in the design o f a bank of digital filters for speech analysis, as described in section 3.1.2. 

The cochlear processing essentially acts like a bank o f overlapping band-pass mechanical 

oscillating units. The bandwidths of these units are arranged in a specific (tonotopic) order. 

Below 500 Hz, the critical bandwidth is a constant around 100 Hz. For higher frequencies, the 

bandwidths are roughly one fifth of the centre frequencies [Zwicker, Fasd, 1990]. Thus the 

relationship between the Bark, which is the critical bandwidth unit, and the linear frequencies is 

linear for low frequencies and exponential for large frequencies. Since in our pitch estimation 

experiments characteristic frequencies ranging up to 1000 Hz are used, in those experiments only 

the linear scale for determination of characteristic frequencies should suffice. For fiJl scale 

illustrations, the ERB scale of frequencies is used, which is given by equation 3.26 [Glasberg, 

Moore, 1990]. The first part of the equation gives the centre frequency on the ERB scale given 

the centre frequency F^and the second part gives the associated bandwidth. 

4 . 3 7 X F 

™ ° ... 3.26 

Due to the digital approximations of equation 3.17, as u/approaches the Nyquist frequency, the 

system tends to get unstable, i.e. instead o f damped oscillations, un-damped oscillations 

increasing in amplitude are observed. This is due to the relatively large step size used in the 

simulations of the equation 3.17, with a step size equal to A,. In implementing equation 3.19, the 

characteristic frequency, specified by w is varied between 0 and / / /T where / is the sampling 

frequency. The relationship between the actual characteristic frequency and the design 

parameter^ is given by the equation 3.27 below. 

f: = L^e''"^ ...3.27 
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The above equation was obtained by considering die response o f full spread (neady up to die 

Nyquist limit), and then fining a curve to die response frequencies, compared with the 

characteristic frequencies. This equation is not used in the pitch estimation system, as the highest 

frequency (1000 Hz.) is much lower than the signal bandwidth (4000 Hz.). Another way to 

remove the need for this approximation is to decrease the step-size to /J/2 or Zl/3. 

To design the bank of D H O units o f order N (i.e. the number of D H O units in the bank), the 

characteristic frequencies are varied from^ (the lowest frequency of interest), to f^^ the highest 

frequency of interest, on a linear scale. The damping constant b is kept constant to have equal 

bandwidth for all the N units. Thus these foiu: parameters specify the complete design of the 

bank of D H O units. The values used in the system for rest of the thesis are given in table 3.1 

below. 

Parameter Name Description Value Used 

^ / Highest centre frequency 1000 Hz 

/ L Lowest centre frequency 60 Hz 

N Number o f D H O units 40 

B Controls bandwidth -40 

Table 3.1. The parameters used in bank of D H O design for the proposed pitch estimation 
system. 

The lowest and the highest frequencies were chosen to reflect the range of resolvable harmonics 

of the speech signal in the auditory system [Plomp, 1965] (the issue o f resoivability is discussed 

frirther in chapter 4) given the normal speech pitch range, since the proposed system considers 

only resolved harmonics for computation of the pitch estimate. The number of 

resolved/resolvable harmonics is a function of the fundamental frequency, but given the pitch 

range of human speech in normal conditions, this range of frequencies appears to be adequate. 

However a slighdy larger or smaller range o f frequencies could also be used. The number of 

units and the bandwidth is chosen so as to design units with overlapping frequency response 

with complete resolution and frequency range coverage. 
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The magnitude and phase responses of the designed bank of D H O units is provided in figures 

3.13 and figure 3.14. The magnitude response b normalised with respect to the single largest gain 

(i.e. the maximum gain has a value o f 1). The phase responses are provided over the entire cycle. 

Normalised magnitude response 

S -20 

n -30 

600 
Frequency (Hz) 

1200 

Figure 3.13. The Magnitude response o f the bank of D H O units. The magnitude is normalised 
with respect to the single largest gain value. 

53 



P h a s e response 
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Figure 3.14. The phase response o f the bank of D H O units. The phase is measured over one 
cycle. 

3.4. Analysis of D H O Bank Using Test Signals 

As mentioned earlier, each unit in the bank o f D H O units has its own design frequency to which 

it maximally responds. Figure 3.8 provides an example o f the impulse response o f a typical unit. 

In this section the aim is to pro\'ide a deeper insight into the working o f the bank of D H O units. 

It is hoped that this can be achieved by frirther empirical analysis o f the output response and the 

dynamic behaviour and presentation of the results of this analysis in graphical form. To make 

things clear, sinusoidal signals and speech are used as the input stimuli, wi th white noise at zero 

decibels signal to noise ratio as additive noise. 

Sw£/e Unit Chirp Response: 

Let us start with a D H O unit o f characteristic frequency o f 500 Hz. As an input, a chirp signal is 

applied, with instantaneous frequency increasing linearly with time, starting with 100 Hz, and 

finishing widi 1000 Hz, over a period o f one second, at the sampling rate o f 8 kHz. I t is quite 

dear from the figure 3.15 that the single unit picks up the relevant part o f the signal (which is in 

the middle) and amplifies it preferentially. I t is also clear that this selectivity is quite broad. Figure 
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3.16 shows the response to the same signal, but with white noise added at zero decibels signal to 

noise ratio (equal amplitude noise is added to the signal). The output signal amplitude is slighdy 

lower for the signal portion with frequency in the neighbourhood o f 500 Hz; however, the 

response profile in general remains the same, with some low amplitude noise. The 500 Hz and 

the neighbouring portions of the output signal are periodic with the same frequency as the input 

signal, even in the presence of noise. This is a an important property, which makes the system 

output SNR (signal to noise ratio) much higher than the input signal SNR. Another property is 

that output signal in the entire frequency of the D H O output is same as input signal frequency, 

but with a varying amplitude, the maximum of which occurs at the characteristic frequency of 

the D H O unit. In this sense the D H O unit behaves like a linear filter. 

Instantaneous Frequency of Responst 
1000, r 

800 

600 

400 

200 

Log Magnitude of Responst 
T 

Figure 3.15. The output response of a D H O unit with CF=500 Hz, and b = -30. The input is a 
chirp signal, with frequency increasing lineariy from 60 Hz to 1020 Hz over the period of 
one second. The graph on the left is the instantaneous frequency of the response, 
calculated using the Hilbert transform. The graph on the right is the log magnitude of the 
response. A slight non-linearity in the plot on the left reflects the transient behaviour of 
the unit response near the design frequency (500 Hz). 
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Instantaneous Frequency of Response Log Magnitude of Respon: 
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Figure 3.16. D H O unit response to a chirp signal with added noise at 0 dB SNR. The D H O 
unit is same as used in figure 3.15. The instantaneous frequency o f graph on the left 
shows that the frequency o f oscillations o f the unit is its characteristic frequency for 
noisy signals at frequencies much higher than the design frequency'. The log magnitude 
graph on the right as compared to that in figure 3.15 is more noisy, but with the location 
and size of the peak magnitude unchanged. 

Response of a Bank oJTbree Units: 

The input stimulus consists of a mixture o f 300 Hz and 900 Hz tones. The analysis is based on 

the output of DHOs with characteristic frequencies of 300 Hz, 600 Hz, and 900 Hz. Figure 3.17 

illustrates the output of these D H O units for the given stimulus. The D H O units with 

characteristic frequencies of 300 Hz and 900 Hz respond with much higher amplitude than the 

D H O with the characteristic frequency of 600 Hz, the component which is not present in the 

input signal. Also, the units oscillate at the same frequency as those present in the input stimulus. 

A combination o f the correct frequency of oscillations and their higher amplitude indicates that 

the system is able to "pull our" or separate the components o f the input signal. 
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Figure 3.17. The top left plot is the input signal comprising o f 300 Hz and 900 Hz components, 
sampled at 8000 Hz, the top right is the output o f the D H O with characteristic 
frequency of 300 Hz, the bottom left is the output of the D H O with characteristic 
frequency of 600 Hz, and the bottom right is the output of the D H O with characteristic 
frequency o f 900 Hz. The x-axis is time, with the number o f samples; the y-axis is the 
amplitude o f oscillations. 

Response to Speech Like Synthetic Signal: 

Let us consider the speech like signal given by equation 3.28. 

jcfO = f! + D • sin(2;r • / O • r;;-sinr2.T • 2 • / O •/j 3.28 

The signal x(t) is speech like in the sense that the strong 2*jO Hz component can be considered 

the first formant component o f voiced speech, and this component is modulated with a weaker 

component, analogous to the fundamental frequency,/?. The parameter D specifies the "depth" 

of modulation. A value close to zero means very weak modulation, and a value dose to one 
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means very strong modulation. A value of 0.3, for example, indicates quite weak modulation, as 

may be expected in speech signal where the frindamental frequency component is lower in 

power. The output of the bank of D H O units is presented in figure 3.18. From the figure, it is 

clear that the component with the fundamental frequency (120 Hz in this example) is quite 

active, even though the depth of modulation for the formant frequency is low. Figure 3.19 gives 

the output of the same signal, but with zero decibels o f added white noise. Again, it n:iay be 

observed that a even very high noise level does not destroy the structure of the response, 

although the amplimde of the response is slighdy reduced. 

Bank of DHO response to speech-like stimulus 
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Figure 3.18. The output of the bank of D H O unit, to the input given by the equation 3.28, with 
D = 0.3, and fD = 120 Hz. The x-axis is time (in seconds), and the y-axis is frequency in 
Hz. 
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Bank of DHO response to speech-like noisy stimulus 
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Figiire 3.19. The output of the bank of D H O units, to the input given by the equation 3.28, but 
with white noise added at 0 dB. The x-axis is time (in seconds), and the y-axis is 
frequency in Hz. 

Speech Signal and Spectrogram Representations: 

The representation of the figures 3.18 and 3.19 is the spectral representation, with the frequency 

on the y-axis and the time on the x-axis. As in the case of filter-bank output, in this 

representation, all the waveforms (DHO outputs) are stacked on top o f each other (in order of 

increasing centre frequency). 

The comparison of D H O output with the FFT power spectrum is a valuable one, as it enables us 

to analyse the temporal and frequency resolution and discrimination, in the presence o f noise. 

Figures 3.20 and 3.21 are respectively the output response o f the D H O units and the FFT power 

spectrum given a clean speech signal. Figiures 3.22 and 3.23 are respectively the output response 

of the D H O units and the FFT power spectrum given a speech signal with added noise as the 

input The aim of this analysis is to demonstrate the robusmess to noise o f the D H O system 

compared with the FFT power spectrum representation. A n overall noise estimate is constructed 

by comparing the output of the clean signal representation with the output obtained by adding 

white noise to the signal at zero decibels SNR. The estimated noise is the difference in the 

average power of the signals. The SNR is computed as the ratio o f the average power level of the 
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signal and the average estimated noise level. I f the average power of the clean signal 

representation is P̂ ŵi ^""^ average power of the estimated noise is then we have the 

estimated SNR by equation 3.29. 

f P \ 
SNR=\0 \og,, . . . 3.29 

The estimated SNR for the D H O output, calculated using the clean signal based output, and the 

speech signal with added white noise at 0 dB SNR is -1.55 dB. For the FFT based power 

spectrum, the estimate, using the same signals is found to be -8.05 dB. The FFT used for the 

computation was computed using 512 point calculation (256 frequency estimates are available for 

die complete frame and fiiU frequenq' range, 65 points for up to 1000 Hz range, with no 

interpolation or smoothing), a Hamming window was used to compute the signal frames, and 

the overlap between frames was 64 signal samples. Only the first 65 values, corresponding to the 

analysis range of 1000 Hz upper frequency were considered. The SNR calculations are negative 

because for large number of points in the clean signal with low power in the output, the 

corresponding regions under noise have comparatively higher energy. However, comparing the 

performance of the two systems, the D H O system handles the noise better than the FFT 

computation. The operation o f the D H O units, as illustrated in figure 3.15 is such that even in 

the absence of a frequency component close to its characteristic frequency in the input signal, the 

unit produces acti\aty at a reduced amplitude (power) with the frequency of oscillations 

corresponding to the component in the input signal closest to its characteristic frequency. This 

property of the D H O units influences the SNR calculations as when noise is present in the input 

signal, even though the unit may not respond with the same frequency, the overall power of the 

output signal remains similar. 
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Bank of DHO response speech stimulus 
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Figure 3.20. The output of the bank of D H O units, to the input is speech from a female 
(telephone quality), saying the word "brown". The x-axis is time (in seconds), and the y-
axis is frequency in Hz. 
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Figure 3.21. The same signal input as in figure 3.20, showing the power spectrum produced 
using a 512 point FFT and hamming window. 
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Figure 3.22. The bank of D H O output for speech signal with noise. The input is same signal as 
in figure 3.20, but with added white noise at 0 dB SNR. Estimated SNR w.r.t the clean 
representation = - 1.55 dB. 
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Figure 3.D. Spectrogram representation using FFT for speech signal with noise. Input is same 
as in figure 3.21, but the input signal with added white noise at 0 dB SNR. Estimated 
SNR w.r.t the clean representation = - 8.05 dB. 
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3.5. Construction of Time-Frequency Energy Maps 
The discussion and analysis above involved using the "raw" output of the D H O units. However, 

this representation does not take fiall advantage of the fine temporal structure o f the output. The 

frequenc)' of oscillations is a very useful factor in the construction of the time-frequency energy 

maps, and it is the frequency of oscillations that is used in the construction of the time frequency 

energy maps, rather than the characteristic frequencies o f the units. By measurement of the true 

oscillation frequency of the outputs of the D H O units, the representation achieves a much 

higher frequency resolution. In contrast to the usage of the traditional filter-bank outputs, where 

the energy of the output is assigned to fixed channels based on the centre frequencies o f the 

digital filters, the representation that is proposed is constructed by measuring the true frequency 

and energy of the output of each unit and combining the output o f units with the same 

oscillating frequency. 

3.5.1 Measurement of Frequency for Each Output 

The measurement o f frequency is performed for each unit o f the bank of D H O units. A peak is 

defined as a point when the amplitude is locally highest and greater than some positive constant 

value. This value depends on the maximum range of the input signal (a pre-processing step was 

used to make the signal range the same). 

The maximum amplitude for the first of the two peaks is measured as A^, and the time of the 

first peak stored as t,. After the detection of t̂ , die time of positive slope zero-crossing just after 

the point t̂  is measured as t̂ . The next positive peak time t^ is measured The period of the signal 

is determined at point t̂  by interpolating the period at t̂ , between i;, and t^. The period PQ is 

determined by equation 3.30. 

MiZhJlMozLl ...3.30 

The process is repeated by assigning A^ to A, and t̂ , to t̂ . 
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Figure 3.24. Diagram to describe the calculation of A^, A^, t̂ , t^, and t̂ ,, and their relationships. 

For times when A ^ > 0 and A^^ = 0, PQ is assigned a value of zero to prevent incongruous pitch 

estimates. Given the sampling frequency is given by F ,̂ the frequency' of the output is 

determined as FJVQ for non-zero values of ?• and zero when the period is zero or unassigned. 

The calculation and relationships between the variables is described in figure 3.24. 

3.5.2 Measurement of Energy for Each Output 

The energy in each output is found at the same rime as the periodicity. Due to the thresholded 

nature of the periodicity calculation, the energy calculation algorithm assigns a value o f zero 

energy to any period o f any channel whose current activity (maximum value between zero 

crossings) is below a certain threshold. The measurement of the energy is calculated using the 

following algorithm. 

• Initialise a vector before processing begins of size N , where N is the number o f D H O 

units in the bank. Let this be named stored_max(n). 

• For each channel, and each sample, consider the output o f the D H O is y(n,t). Then, i f 

the value of y(n,t) > stored_max(n), replace the value of stored_max(n) with the value of 

• I f for unit n, the current position is positive slope zero-crossing, then assign the current 

energy o f the unit the value stored_max(n). Reinitialise stored_max(n) to zero. 
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• Wait for the next input sample to be processed by the bank of DHOs, and then repeat 

all the steps once again. 

Time Frequency Energy plot for chirp st imulus 
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Figure 3.25. The Time-Frequency energy plot. This output was produced in response to an 
input chirp signal with low frequency of 1 Hz, and the highest frequency of 1000 Hz. The 
X-axis is time in seconds, and the y-axis is frequency. 

A sample output, with input a chirp signal is presented in figure 3.25. The figure illustrates the 

output for the algorithms descdbed above. The representation in this form is similar to the 

spectral representation, although with a very fine frequency resolution. 
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Figure 3.26. The time-frequency energy plot produced by processing the D H O output, with the 
input of speech mixed with white noise at 0 dB SNR (same as figure 3.22). The average 
SNR calculated for this output is 1.01 dB (when compared with the output from a clean 
signal). 

The resulting representation improves the SNR of the output when compared to the raw D H O 

output representations. For example, in figure 3.26, the SNR is improved i n response to same 

signal and signal conditions, &:om -1.55 dB (in figure 3.22) to 1.01 dB in figure 3.26. The figure 

also illustrates the point about the systems "noise masking" abilities. The portions o f the 

response which are closer to the strong continuous inputs (between time points 0.1 to 0.3 

seconds in figure 3.26), have much less noisy components at lower amplitude, compared with 

regions before and after. 

3.6. Comparison with other temporal analysis schemes 
Over the course o f many years o f auditory perception research, many different temporal 

processing schemes have been proposed. This section briefly discusses the different approaches, 

and highlights the differences and similarities with the proposed system. 

The optimum processor theory of the central formation of pitch by Goldstein [Goldstein, 1973] 

proposes the idea of a central processor acting on the stochastic estimates of harmonic 

frequencies, without any phase or amplitude information, in order to estimate the pitch that best 
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explains the stimulus. The cochlear output leads to a frequency analysis of the stimulus in this 

model of processing. Following this, independent noisy channel based processing are assumed to 

produce a maximum likelihood estimate of the harmonic numbers associated with the harmonic 

frequencies. This is followed by a maximum likelihood estimation o f the pitch frequency, given 

the estimates of the harmonic numbers present in the stimulus. The theory itself is independent 

of whether the mode o f processing is channel based or completely temporal. Thus this model 

provides a mechanism of estimation of the pitch frequency, given the information about the 

harmonic frequencies. In the proposed system, the pitch frequency is also estimated from the 

harmonic frequencies, using a temporal mode o f operation. However, in the proposed system, 

the amplitude information is also made use of, in estimation of the pitch period. Moreover, the 

estimation of the harmonic numbers is deterministic rather than stochastic, although presence of 

noise would add a stochastic component in any calculation. 

The Ensemble Interval Histogram (EIH) model of auditory processing was proposed by Ghitza 

in [Ghitza, 1991], [Ghitza, 1992]. In this model, the temporal processing occurs after the 

cochlear filtering stage (with channels equally spaced on a log-frequency scale), through an array 

of level detectors corresponding to each channel. These level crossings are roughly arranged on a 

logarithmic scale. The level crossing detectors measure the time interval between each of the 

level crossings o f the output of their corresponding channel, and contribute a count of the level 

crossings to an E I H corresponding to the time interval between level crossings. Since the level 

crossings are equally distributed on a logarithmic scale, the magnitude o f any E I H bin is related 

in some fashion to decibel units. The major differences between the E I H model and the 

proposed model is that the number of level detectors in the proposed case is 1, and that unlike 

the several discrete level crossing events that each channel may contribute to in case of E I H , in 

the proposed system each channel can contribute to at most one frequency bin. Also, the 

periodicity calculation in the proposed system is based on the zero crossings rather than level 

crossings, making the system less susceptible to level changes in the signal due to the presence o f 

noise. The effect of these differences is that the proposed system may be more robust to small 

perturbations in the amplitude of the response due to noise, as there is only one, relatively low 

amplitude level detector. On the other hand, slight changes in the amplitude in the short term 

may lead to increased or decreased counts in the frequency bins o f the E I H . These perturbations 

would then be multiplied because o f the multiplicity of the level detectors. This multiplicity o f 
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level detectors would not always help the system, as the different level detectors would generally 

be contributing to different frequency bins. The main advantage of a multiplicity of level 

detectors would be in higher frequency regions, where die signals are hea\41y modulated by the 

fundamental period, resulting in beating in the speech signal spectra at the rate of the 

fundamental. However, for our analysis o f limited frequency range, this would not be of any 

particular advantage. Moreover, the costs involved in terms of computing these multiple level 

crossings would be quite large. 

The "Generalised Synchrony Detector" (GSD) proposed by Seneff [Seneff, 1988], also makes 

use o f the temporal characteristics o f the cochlea filter output stage. In this scheme, the output 

of the cochlear filtering stage first passes though several intermediate stages including low-pass 

filtering, half-wave rectification and adaptation. This adapted output is then processed through a 

GSD tuned to the centre frequency of the corresponding auditory filter. Thus, i f there is a 

prominent peak in the signal corresponding to a frequency/ it is claimed that the result of GSD 

processing is such that the channel whose centre frequency is closest to / would specifically 

detect the "correct*' periodicity, and die output o f the adjacent channels would be comparatively 

small. However, the output o f such a system is not particularly suited to pitch estimation. The 

author describes die results of the GSD processing as: 

"Harmonic structure is completely obliterated in the synchrony spectrogram for male 

voices, but typically retained in the first-formant region o f female voices. Harmonics 

between Fl and F2 are typically suppressed, because prominent energy in the first-

formant frequency in the channel output destroys synchrony to the intermediate 

harmonics. Pitch striations over time are usually absent, due to the amplitude 

normalisation process." 

These characteristics may make the estimation of pitch from the GSD output difficult. The 

major difference between GSD process itself and the proposed system is that the contribution to 

any frequency component is a summation of contributions over all channels, rather than just 

from the design firequency channel. Since there are no intermediate stages, the fine temporal 

structure is analysed in its raw form in the proposed system, which results in the preservation o f 

the maximum amount o f information for the temporal processing. 
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The D O M I N system of Carlson and Granstom in [Carlson, Granstrom, 1982] is also a temporal 

mode processing model that expliddy measures the frequency of the output of the cochlear 

filtering stage. However, unlike the proposed system, the D O M I N system only measures the 

number of channels that are oscillating at the same frequency, rather than the actual strength of 

the frequency component, based on multiple outputs at the same frequency. Thus the output of 

the D O M I N system is far more discrete, and may not be able to make fine distinctions between 

the relative strength of different harmonics, which is vital for the estimation of the pitch 

frequency in a harmonic grouping based system. 

Cooke [Cooke, 1991] uses instantaneous frequency computation on the output of the auditor)' 

filters in order to estimate slow variations in the frequency components of a speech signal (or any 

other generic sound) over time. The estimates of these slowly varying estimates are used to form 

"place-groups" corresponding to the centre-frequencies of the filters which have similar 

instantaneous frequency. The final frequency estimate is made by a weighting function on these 

groups. The amplitude of each place group is measured by summing up the amplitudes of all 

filters making up the place group. This method is similar to the proposed system, however, the 

details of how the frequency and the amplitude calculated are quite different. 

3.7. Noise Robustness and Biological Plausibility of the Proposed System 
This chapter presents a novel way in which the processing of the input sound stimulus results in 

a representation that was demonstrated to be robust to noise. The robustness to noise arises due 

to two factors. The first is the broad selectivity o f the D H O units. I t was shown that this broad 

selectivity helps the system to handle noise. When presented with a signal with no noise, 

resulting activity increases the dynamic range of the system by providing an estimate of the 

frequency of the signal component which lies close to its characteristic frequency. When 

presented with an uncorrelated noise source and a tonal signal, the system still responds to the 

strongest frequency in the vicinity o f its characteristic frequency, thus providing an effect similar 

to noise-masking, where the stronger frequency component masks the noise around the 

frequenc)' region where the energy in the input is higher. The second reason for noise robustness 

comes from the treatment of the output o f the D H O units on a "temporal pattern coding" basis 

rather than the more commonly used "channel based coding". In the proposed temporal pattern 

coding scheme that was developed, the frequency information of the output is calculated from 
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die fine temporal structure, rather than the characteristic frequency of the signal. This leads to a 

superior time-&:equency resolution, with the D H O system only providing a rough ordering of 

\he frequency components, but a detailed temporal description o f the signal, driven by the actual 

signal timing and form. 

It is also claimed that the proposed scheme is biologically plausible. Timings of discharges in 

auditory nerve fibres reflect the time structure o f acoustic waveforms, such that the inter-spike 

intervals that are produced precisely convey information concerning stimulus periodicities. 

Similar stimulus-driven temporal discharge patterns are observed in major neuronal populations 

of the cochlear nucleus [Richmond, Gawne, 1998]. Channel based models of frequency 

estimation depend upon the activation o f specific neural channels or o f configurations of 

channels. So constructed, channel-based schemes depend critically upon the extent to which 

particular neurons are activated. In such a model, i f the connectivities o f neurons are suddenly 

rearranged in the system, or the neurons are damaged, the coherence o f neiaral representations 

will be disrupted, at least until the system can be adaprively rearranged to reflect the new 

channel-identities. Also, under the channel-based schemes, spatial patterns o f channel-activation 

have to represent arbitrary combinations o f stimulus properties in order to create signal feature 

maps, which may then be used for pattern recognition or learning purposes. 

However, in the auditory system, as in many other sensory systems, receptor cells depolarise 

when stereodlia are deflected in a particular direction, such that the timings o f spikes 

predominandy occur during one phase o f the stimulus waveform as it presents itself to the 

individual receptor (for example, after having been mechanically filtered by the cochlea). This 

form of stimulus-locking is known as phase-lockings and is observed in the auditory system. 

Moreover, given that phase-locking exists, then the time intervals between the spikes that are 

produced fmter-spike intervals) reflect stimulus periodicities, such that time intervals themselves 

can serve as neural representations o f stimulus form [Delgutte, 1995]. This is the argument which 

is used for the choice of temporal-code based representation o f the signal information in the 

proposed system. Inter-spike interval information is extremely precise, permitting the 

fundamental period to be reliably estimated with a high degree of accuracy. This case is also 

analogous to the proposed system, where the D H O output information is used to estimate the 

periods o f the outputs to a very high accuracy, increasing the frequency resolution o f the system. 
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Although there is a large body of evidence to support these arguments [Cariani, 1997], [Rose et 

al, 1967], [Ryugo, 1992], whether such a temporal analysis is in fact implemented in the central 

auditory system, what form it might take, and where it might occur are issues that are presentiy 

under investigation [Cariani, 1999]. 

This chapter considered a new auditory information processing model, based on the operation of 

damped harmonically oscillating uiuts. A system design was presented that was shown to 

produce a noise robust and high resolution time-frequency representation. This gain in 

performance in noise and resolution was shown to arise from the way the output of the D H O 

units is processed. In the next chapter, a pitch estimation system is presented. This system uses 

the representation produced by processing o f the D H O outputs, to find reliable pitch estimates. 
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Ch ap ter 4 

T H E PROPOSED PITCH ESTIMATION AND TRACKING 
SYSTEM 

Pitch Tracking through Harmonic Grouping 

In proposing a pitch estimation system, the aim of this dissertation is not to put forward a new 

auditory theory of pitch perception. The aim is to propose a very robust pitch estimation system, 

that is biologically plausible, and in accordance with principles of modem auditory perception 

theor)' and experimental data. To this end, this chapter describes the proposed system of pitch 

estimation and tracking based on harmonic grouping. 

The idea o f contributions to the pitch percept by some sort o f auditory grouping is not new and 

is related to the binding problem in auditory scene analysis literature [Bregman, 1990] [Brown, 

Cooke, 1994]. TTie binding problem concems the auditory scene analysis task of assigning a 

common identity or source to different auditory components. In the case o f speech, this could 

be achieved by detecting common amplitude modulation or common fiindamental frequency of 

the different spectral components. Indeed the models of 'harmonic sieve* and 'summary 

autocorrelation* implicidy group harmonics o f a common fundamental. The 'harmonic sieve' 

perceptual experiments by Moore et al [Moore et al, 1985] for example demonstrated the 

"mistuned harmonic** principle which shows that the frequency components when shifted by 

more than 3% with respect to the fundamental period, gave rise to the perception of separate 

sounds. However, in most models of auditory processing for speech signals, the "binding 

problem** is solved by assuming a-pdori availability o f pitch information [Brown, Cooke, 1995], 

[Brown, Wang, 1997], Usually, autocorrelation or summary autocorrelation based methods are 

used to provide an estimate of pitch in these models. 

However, explicit grouping of spectral frequency components has remained problematic for 

practical fundamental frequency estimation algorithms because of the very high spectral 

resolution requirements. Such high spectral resolution demands great computational cost for any 

practical system. 
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In the proposed method, explicit grouping of harmonic components in the time-frequency plane 

(the frequency is measured in the outputs of the D H O units) is carried out, which leads to 

greater tolerance to noise and also provides a chance to carry out multiple pitch estimation and 

tracking. Other harmonic grouping systems, like the one described by Brown and Cooke 

[Brown, Cooke, 1995], rely on an estimate o f the fundamental frequency to be computed first by 

autocorrelation, in order to determine if a particular harmonic belongs to a particular group. 

Explicit grouping of harmonics has been proposed before, in systems related to the idea of the 

harmonic sieve [Duifhuis et al., 1982], [Scheffers, 1983]. These models, based on the findings of 

the percepmal experiments with mistuned harmonics [Moore et al., 1985], construct a template 

for all possible harmonics given a particular pitch hypothesis. The width of the sieve is derived 

from the findings of the perceptual experiments on mistuned harmonics [Moore et al., 1985]. 

These experiments establish that mistuning any harmonic by less than 3% has littie effect on its 

contribution to the pitch percept, and that the contribution starts decreasing up to a mistuning of 

8%, after which the mistuned component has no effect at all. Cooke in [Cooke, 1991], also uses a 

harmonic grouping scheme based on a common fijndamental hypothesis, which produces 

separate harmonic groupings when there is more than one fiindamental frequency present in the 

tonal complex. This system [Cooke, 1991] is quite similar to the proposed system, both, in terms 

of the initial hypothesis of pitch candidates, and in the assignment of saliency to each of these 

pitch candidates. 

Some researchers have come to the conclusion that pitch perception results two mechanisms, 

one based on the contribution o f the lower order (resolved) harmonics, and the other depending 

on the higher (unresolved) harmonics. Systems designed to take advantage o f one of the aspects 

cannot, in general, simulate the contribution of the other aspect. I t is thought that the temporal 

mechanism is used only for the processing of amplitude envelopes, and coexists with a completely 

different central processor o f spectral cues [Terhardt, 1974], [Ohgushi, 1978], [Carlyon, 

Shackleton, 1994]. The theoretical differences arise from the relative importance ascribed to each 

signal aspect (i.e., temporal versus spectral cues, first order versus all-order inter-spike 

differences). In the next section, we shall present a brief look at the experimental and 

physiological data that motivates us to use explicit harmonic grouping to estimate pitch. 
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4.1. Perceptual Arguments for Harmonic Grouping for Pitch Perception 
The original ideas o f Helmholt2 [Helmholt2, 1870] gave rise to immediate objections, based on 

insight gained by perceptual experiments with complex stimuli. When complex stimuli contain 

sounds that are harmonically related, they give rise to the perception of a tone that is largely 

indistinguishable from die pitches of an isolated tone of the same frequency. However, i f the 

specific nerve energies of Helmholtz's models were to exist, all the frequencies would be 

expected to be heard separately. 

In order to rectify the model of perception as put forward by Helmholtz, two scenarios were 

emdsaged. The first one was that originally put forward by Gray [Gray, 1990], in which it was 

proposed that the perception of pitch arises from the principle of maximum stimulation. The 

second account for the perception o f pitch is that a difference tone is generated [Plomp, 1965]. 

The principle of maximum stimulation was negated by the experiments that showed that the 

pitch o f a harmonic complex could be perceived even in the absence of the fimdamental pitch 

component [Fletcher, 1934]. Evidence against the difference tone theory was conclusively put 

forward by Shouten [Shouten, 1940]. He reasoned that i f a sinusoidal signal is present in a 

stimulus, then it can be cancelled by adding a second sinusoidal component o f exacdy the same 

amplimde, with a phase difference of 180 degrees. He used this argument to cancel the 

difference pitch component in the stimuli he presented to his subjects, and found that even after 

the cancellation of the difference component, the corresponding pitch is cleariy perceived, thus 

the difference tone could not be responsible for perception of pitch. Experiments by Licklider 

[Licklider, 1956], further demonstrated the absence of evidence for the difference pitch. 

Another technique used for pitch estimation is the detection of periodicity in the modulation 

spectrogram of the signal [Dau et al, 1997], [Strope at al, 2001]. In these models, the higher 

frequency channels are used to predict the pitch period, usually through autocorrelation, by 

discovering the rate of amplitude modulation. Previous to 1956, most data indicated that the 

perceived pitch in complex stimuli corresponds to the frequency o f amplitude modulation 

[Small, 1970]. According to Small, De Boer [Boer, 1956] showed that this correspondence is tme 

only approximately. In perceptual experiments that they carried out, they presented their subjects 

with stimuli where the modulating frequency was kept constant and the carrier frequency was 

varied. Under the hypothesis that the pitch perceived correspondence to the rate o f amplitude 
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modulation, the perceived pitch would be constant as the carrier frequency was varied. However, 

this was not found to be true in all conditions. In fact, what De Boer found was that as the 

carrier frequency increases, the pitch first increases, then abruptiy jumps to a lower value, rises 

again, and repeats the same process. This variation in pitch is oscillatory about the modulation 

frequency. I f the carrier frequency is kept constant and the modulation frequency is increased, a 

similar effect was measured with die pitch initially following the modulating frequency increase, 

then jumping abrupdy to a lower value, and then continuing to increase again, repeating the 

entire process. De Boer, based on these effects, postulated that the perceived pitch does not 

actually correspond to the rate of amplitude modulation, rather, the pitch corresponds to those 

frequencies that are integral submulriples o f the carrier frequency. When the modulating 

frequency is dose to one of these submultiples, the pitch "locks i n " on it, resulting in a jump to a 

lower value. Shouten [Shouten et al, 1962] termed these effects the "second effect of pitch shift**. 

These experiments demonstrated that the perception o f pitch is not just based on the rate of 

amplitude modulation (i.e. the change in envelope of the signal), but depends on the temporal 

fine structure of the complex stimuli. According to Small, these effects also act as an argument 

against the "difference tone" theory of pitch perception. He argues that the spectral structure is 

uniquely determined by the modulating frequency, and i f this remains constant, so should the 

difference tone. Howe\'er, the perceived pitch increases when the spacing o f spectral 

components does not change. Thus pitch perception is ururelated to difference tones. 

Licklider [Licklider, 1951] hypothesized that the auditory system is able to calculate the 

autocorrelation function of a neural spike train, and to transform in this way temporal regularities 

into a place code for pitch. The neural scenario imagined by Licklider is depicted in figure 4.1. 

Nowadays, this specific neural scenario is often judged unrealistic [Kaembach, Demany, 1998], 

[Strope et al, 2001], but Licklider*s basic proposal is still very influential [Lyon, 1983], [Slaney, 

Lyon, 1990], Assmann, Summerfield, 1990], [Meddis, Hewitt, 1991] [de Cheveigne, 1998] [de 

Cheveigne, Kawahara, 2002], [Cariani, Delgutte, 1996]. 

75 



x(n) 
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Figure 4.1. A neural autocorrelator by Licklider [Licklider, 1951]. A set o f coincidence neurons is 
placed beuveen a fast line and a delay line. The delay line is realized as a chain o f neurons 
losing approximately 1 ms. per synaptic transmission. 

The autocorrelation function and the summary autocorrelation calculations give a good 

indication o f the dominant period in complex stimuli. However, Carlyon [Carylon, 1996] and 

Kaembach et al [Kaembach, Demany, 1998] point out that relevant information about the pitch 

is primarily limited to first order differences or inter-spike intervals, and the method of 

autocorrelation does not distinguish between first order and higher order inter-spike intervals. 

They pointed out this inability of order distinction in autocorrelation based theory leads to the 

autocorrelation models giving rise to spurious peaks. Other problems with the autocorrelation 

method are those concerning multiple pitch tracking. Various schemes to estimate multiple 

periods have been proposed (see [de Cheveigne, 1998], [Wu et al, 2002] for a review). Single-

period estimation models can be extended to estimate two periods by using secondary cues such 

as the second-largest peak in an autocorrelation pattern [Assmann, Summerfield, 1990]. However 

as de Cheveigne points out, this approach is not too effective. The "secondary cue" is often 

absent, or else not unique, or its position may not quite correspond to the secondary period. 

Also the primary period cues may themselves degrade in the presence o f additional periods. He 

proposed a scheme which used a first period estimate to drive a harmonic segregation stage to 

suppress one voice, and then estimated the period of the other voice from the remainder. This 

"Joint Cancellation model** was based on a within channel "neural cancellation filter". After all 

the harmonics that belong to one period were removed, the remaining activity in the channels 

was used to derive the second period, and so on. This scheme has one fundamental theoretical 

problem. After cancellation, i f the complex stimulus contains fijindamentals that have common 

harmonics, the first cancellation stage will completely remove them and the detection of the 

second period may become erroneous. I t has been shown in the literature that decreasing the 
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number of harmonics present in complex stimuli has a detrimental effect on the perception of 

pitch [Small, 1970]. Thus the removal of harmonics through the cancellation procedure leads to 

fewer harmonics for the secondary pitch, and therefore a reduced salience, leading to difficulty in 

estimation of the secondary pitch. 

Moore [Moore, 1997] argued that most o f the psychophysical data concerning the pitch of 

complex sounds can be understood on the basis o f a simpler model. According to Moore, the 

pitch o f a complex sound would simply correspond to the most frequent inter-spike interval 

(ISI) occurring in the responses of all the auditory nerve fibers excited by this sound. In a nerve 

fiber excited by a resolved spectral component with frequency / Hz, consecutive spikes will 

typically be separated by ISIs corresponding to 11J, 1/2/, 1 / 3 f , 1 /nf. I n other nerve fibers 

excited by another resolved component, the ISIs will be pardy different, but common ISIs will 

occur i f the two components are harmonically related i.e., i f the sound is periodic. The largest of 

the common ISIs will correspond to the period of the sound. As the corresponding ISI should 

also occur in fibers excited by the sum of several harmonics rather than by a single harmonic, 

this ISI should be overall the most frequent one. Note that although Moore's model posits that 

the pitch extraction process is the same for spectrally resolvable sounds and unresolvable sounds, 

it is possible in this conceptual framework to make sense of the fact that resolved harmonics 

provide more salient pitch cues than unresolved harmonics, due to the consistency of first order 

ISIs in the lower order harmonics. This forms one o f the primary motivations for our choice of 

grouping of the harmonics in order to determine pitch period, and to carry out multiple pitch 

tracking. 

From the study of different perceptual experiments and models, a picture o f conflicting results 

emerges, a few which support one particular view, while other experimental data and models rule 

it out, at least in certain cases. This scenario has traditionally made it very difficult to propose a 

system that explains all the experimental data. In the end, the method of harmonic grouping was 

chosen because of its simplicity and plausibility as a pitch perception mechanism that naturally 

supports the estimation of multiple periodicities in the complex stimuli, as well as its low 

computational requirements. 
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4.2. Computation of Single Pitch Tracks through Harmonic Grouping 
The sound signal that is presented to the system is first processed by a bank of damped 

harmonic oscillator (DHO) units. The output of this stage is further analysed to produce a 

representation that has high frequency resolution, and is robust to noise. This model of 

processing the auditory signal was presented in chapter 3, and its performance analysed in detail. 

The high frequency resolution, which is a product of the temporal processing o f the D H O unit 

outputs, is capable of resolving all the harmonics in the analysis range (lower frequency o f 60 Hz, 

and the highest frequency of 1000 Hz). Information about these resolved harmonics is used in 

the system described below to produce pitch tracks for one voice present in the stimulus. In the 

next section, the system is further modified to handle the case o f multiple pitch tracks, for 

stimuli which contain two simultaneous voices (with different fundamental frequency). An 

overview of the proposed system, with the various processing stages involved is presented is 

figure 4.2. 

4.2.1 The Harmonic grouping and Periodicity Analysis System 

The energy and frequency estimates calculated in the previous chapter provide estimates of 

sustained acti\4ty in the spectro-temporal domain for the resolved harmonics o f the speech signal 

in the range of analysis (from f j = 60 Hz to fH = 1000 Hz). As pointed out previously, this range 

was chosen to reflect the range of resolved harmonics found in physiological data [Licklider, 

1956]. I t was also pointed out that the individual activity o f the D H O is 'locked in" to the 

harmonic closest to its characteristic frequency (see section 3.5 for detailed model of this 

processing). This output, produced by the energy-frequency analysis, is sampled at a rate of 100 

Hz for the purpose of harmonic grouping. 

78 



Sampled Digital 
Signal as Input 
s(t) 

D H O 

D H O , 

Time 
Frequency 
Energy Map 
(Resolved 
Harmonics) 

D H O 

Harmonic 
Grouping and 
Pitch Estimation 

Pitch tracking and 
Voiced/Unvoiced Decision 

Output estimate o f the 
fiandamental frequenc)' 
FO(t) (Pitch Tracks). 

Figure 4.2. The system design and overview for single pitch track estimation. The Input signal is 
processed at several stages, gi\'ing the estimated pitch tracks o f the speech signal as the 
system output. 

The task of harmonic grouping is split into three stages of processing. In the first stage, sustained 

spectral peaks are found, which correspond to local maxima of the estimated energy from the 

amplitude of the bank of oscillators. The purpose of this stage is to pick out the harmonic 

frequencies and the corresponding energy in these harmonics from the fiill analysis range. The 

energy and the frequency of these locally maximum peaks in the estimate are treated as input for 

the next processing stage. The second stage is the estimation o f possible candidates for 

fundamental frequency from the local maxima calculated in the first stage. The possible 

candidates are limited in this analysis by the range possible for normal speech, i.e. 65 Hz to 
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350 Hz. The third stage of processing then allocates a saliency figure to each of the possible 

candidates found, based on the energy of the harmonics that belong to that group. The 

membership of a group is calculated for each locally maximum energy-frequency pair, depending 

on whether the candidate fundamental frequency could have produced that harmonic. Apart 

from continuity constraints that are applied (described in the next section), the group with 

maximum saliency, is ranked as primary candidate for the foreground pitch estimation. This 

algorithm for harmonic grouping is described below in detail. 

Stage 1. The input of this stage is the sustained activity in terms o f the energy-frequency estimate 

calculated in section 3.5. This input is sampled at a rate of 100 Hz, irrespective of the sampling 

rate of the signal. Let the estimated energy content of the signal at this point be represented by 

A(fj), with // ranging from 1 to N (total number of D H O units = 40), and the frequenc}' estimate 

of each unit (this is in general different from the characteristic frequenc)' o f the unit) as F(n). 

These frequency estimates are tonotopically arranged, with F(n) increasing from n = 1 to n = N . 

I f a particular harmonic is present, more than one oscillator (depending on the amplitude) will 

have sustained activity at that frequency. However, the oscillator that has its characteristic 

frequency closest to the target harmonic has maximum sustained activity. Therefore, in an 

attempt to distinguish the output o f other neighbouring oscillators from the maximum activity 

one, a simple peak picking algorithm is employed. These locally maximum energy frequency 

pairs are represented by E(c) and P(c). Physiologically, this situation could be likened with the 

lateral inhibition* in neural processing [NlcCabe, Denham, 1997][Denham, 2001]. Since the 

system here deals with populations o f neurons but single units, a very simple and effective locally 

maximum principle is used. The Madab code below describes this step algorilhmically. 

I f (A{n) > A ( n - l ) ) & (A(n)> A ( n + 1 ) ) , 
E { c ) = A ( n ) ; 
P ( c ) = F ( n ) ; 
C = C + 1 ; 

End 

In the code above, the estimated energy vector for the current time is stored in vector A 

(indexed by n), and the local peak energy and corresponding frequenc)' are stored in vectors £ 

and P respectively. 
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Stage 2. This state of processing provides the system with possible pitch frequency candidates 

that may explain the current activity pattern stored in the locally maximum energy-frequency 

pairs, designated above as E(c) and P(c). The initial estimation o f possible pitch candidates is 

conditional on whether the system is currendy processing voiced speech activity. This is 

indicated i f the previous activity was assigned a pitch. I f it is, then the initial pitch candidate is 

computed by the steps described below. 

L e t r e p r e s e n t the previous pitch frequency estimate. Let the parameter for rate of change of 

pitch frequency (this parameter also allocates some margin for error in frequency estimation 

process) be a constant Gamma. Then for each energy-frequency pair detected in stage 1, the 

algorithm described by the Madab code below is applied to find the pitch hypothesis, given the 

prior knowledge of the previous pitch estimate. 

M = r o u n d ( P ( k ) / f O c - i ) ; 
I f m o d ( P ( k ) / M , f O t - i ) / f O t - i < Gartuna, 

GF(1 ) = P ( k ) ; 
b r e a k ; 

e n d 

In the Madab code above, G¥{1) is the initial pitch estimate. The frequencies are stored in the 

variable P and k is the index which iterates through possibly all the local peak amplitude 

frequencies. The operation is intended to find the closest possible pitch estiniate to the previous 

estimate. The term Pt.JM means that the P(k) is the Af* harmonic of the possible current pitch 

estimate GF(1), For example, i f the previous estimate was = 100 H2, and P(k) = 310 Hz, 

thenM=3 (P(k) is die 3"" harmonic), and 10, dien GF(1) = P(k)/M = 103.33, because d/p,, 

= 0.1 which is less than Gamma (=0.2). 

The above calculations ensure that i f there are any harmonics in the current activity data that 

correspond to the previously estimated pitch, the corresponding pitch candidate is included in 

the list of all possible candidates first. 

I f the previous pitch estimate is zero (unvoiced), then an alternative method of finding the initial 

estimate is used. It involves generating the sub-harmonic series o f the first peak (a sttb-harmonk 

series is the inverse o f the harmonic series, that is, it is comprised o f frequencies o f P(k), P(k)/2, 
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P(k)/3, P(k)/4j P(k)/5 . . . ) , and selecting those elements of the series which lie within the pitch 

range as the initial pitch candidates, GF. 

After the formadon of initial estimates as described above, the task is to search for peaks in 

activity whose frequency, P(k), is not explained by the initial pitch candidates, i.e., those 

harmonic frequencies in the set P(k), which are not harmonics o f any of the candidates in GF. 

This process is similar to finding the initial pitch candidate, given the previous pitch frequency 

fDj.„ where the initial estimate is replaces by GFQ, and the constant Gamma is replaced by 0, 

which is the tolerance factor for deviation of the harmonic due to inaccuracies in measurement, 

or noise. The value used for 6 is 0.1 (10% deviation is allowed). For all these frequencies, the 

sub-harmonic series is constructed, and all candidates that fall within the normal human pitch 

range are appended to GF. Thus at the end o f stage 2, GF contains all the possible pitch 

candidates which could explain the activity in the current estimate. The frequencies stored in GF 

are called ̂ ro/^ frequencies because they possibly explain a whole group o f harmonics in the current 

frequenc)' estimates P(k). 

Stage 3. This stage of analysis ascribes saliency to each of the pitch candidates discovered in the 

previous processing stage. This process is a simple double loop, in which all the pitch candidates 

of the previous stage (represented here by GF), are tested for all the current sustained activity 

data (represented in stage 1 by variable E). The process can be likened to assigning a 

membership value to each data point for each candidate, based on how much they explain each 

of the pitch estimates. In this scenario, a single data point (defined by a frequency and amplitude 

of activity, P(k) and E(k) for the such element) can contribute to different pitch candidates, 

GF. The contribution of each data point to each pitch candidate is inversely proportional to it's 

distance from the current pitch candidates, and direcdy proportional to the associated activity 

(the energy measure E(kJ). Mathematically, i f the contribution o f data point k to candidate ; is 

defined as and the distance o f the frequency of the data point and the candidate as then, 

the algorithm in form of Matlab code below describes the computation o f the saliency 

contributions. In the algorithm, the variable G contains the pitch hypothesis candidates, and P 

contains the frequency and E contains the energy o f the local peaks. The computation of D^-is 

represented by D(k, i) and C -̂ is represented by C(k, I). 
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F o r 1 = 1 : N u m b e r O f P e a k s , 
F o r j = 1 : N u m b e r O f C a n d i d a t e s , 

D ( k , i ) = i n o d ( G F { i ) / P ( k ) ; 
I f ( 1 - D ( k , i ) < e, D ( k , i ) = 1 - D ( k , i ) ; 
I f D ( k , i ) < e, C ( k , i ) = E { k ) ; 

End 
End 

Where ^is the tolerance factor defined in stage 2. The winning candidate is simply the candidate 

with maximum total contribution from all the current activity. This candidate is the primary or 

foreground pitch estimate. The second group (whose group frequenc)' GF is not a harmonic or a 

subharmonic of the primary group), forms the background pitch esan:iate, and so on. The 

saliency of the pitch estimate is simply the sum of contributions for that candidate, i.e., we define 

saliency for pitch estimate GF(i) as CS(i), given by equation 4.1, where K is the total number of 

peaks. 

GS(i)=f^C, . . . 4.1. 
i - i 

The algorithm described above is used to form possible groups of harmonics. However, as may 

be noticed, the groups thus constructed may not always be "true" groups, and some groups may 

be sub-groups of others. This is because the sub-harmonic series that are constructed in step 2 

give rise to a number o f groups, which are harmonically related. Thus i f two or more groups 

have the same saliency, as measured in equation 4.2, then the group with maximum group 

frequency is selected as the dominant group, and all the other groups that are harmonically 

related to the primary or foreground group are not considered when determining the 

background group. In the above algorithm, several constants are used for the fonnation of 

harmonic groups, and the calculation of group saliency. These parameters of the system are 

tabulated in table 4.1 below. 
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Parameter Brief Description Value 

LowFO Lowest possible pitch in the 
search range 

60 Hz 

HiFO Highest possible pitch value in 
the search range 

350 Hz 

Gamma The continuity constraint, as a 
percentage of current pitch 

20% 

e Tolerance factor for harmonic 
group membership as a 
percentage of the group 
frequency 

10% 

Table 4.1. The parameters of the harmonic grouping algorithm with typical values. 

4.2.2. The Voiced Unvoiced Decision/ Pitch Tracking Algorithm 

"Fhe voiced unvoiced decision is a very important part of the algorithm as it is critical for good 

performance in challenging noise conditions. 

The input to the system is the primary group saliency, GS^rimary), associated with the primary 

group as described in section 4.2.1. The output is a flag which specifies i f the input speech signal 

is voiced or unvoiced at a particular point in time. The aim of the algorithm is to produce 

continuous pitch tracks, and to avoid short duration voiced or unvoiced segments. These 

situations of short discontinuities may arise due to noise in the signal, or when the saliency of 

voicing GS(primaty) falls below a fixed threshold. The algorithm achieves this by the operation of 

a state machine, where the current state of the algorithm determines the action to be taken. The 

state variables that are tabulated in table 4.2, along with a brief description of their function. 
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State Variable Description 

airrentActivity The current saliency indicator, true i f over a fixed threshold, 
otherwise false. 

tracking The current voicing indicator, i f the algorithm has a recent history of 
voicing, then this is set to true, otherwise false. 

gapLen^th The state variable for the length o f the unvoiced sections during 
unvoiced sections. 

wordLjengih The state variable for the length of the voiced sections during voiced 
sections. 

starffime The state variable for storing the starting o f voicing. 

Table 4.2. The state variables of the pitch tracking algorithm. 

The operation o f the algorithm also depends on some parameters that control the state 

transitions. These control the allowable length terms o f frames) of the voiced and unvoiced 

sections, and also the decisions of whether a particular frame is voiced or unvoiced. These 

parameters were initially chosen heuristically, depending on the minimum word length, the 

possible gap length, and the general level o f activity during voicing (the minimum values o f pitch 

saliency for voiced sections), and later manipulated i f found unsatisfactory, based on 

performance on test utterances. These parameters of the system are presented in table 4.3. 

Parameter Description Value 

The voicing threshold, acting on 
the group saliency 

3 (absolute threshold) 

The minimum track length that is 
a valid track 

10 (corresponds to 100 ms) 

0. The minimum gap between 
voicing that may be a genuine gap 
in voicing 

4 (corresponds to 40 ms) 

Table 4.3. The parameters of the pitch tracking algorithm and their description. 

The value o f 100 ms for the minimum voiced sections as defined by the parameter 6^ has been 

found to be in accordance with the studies carried out by Greenberg and others in [Greenberg et 

al., 1996] on the properties o f conversational speech derived from the Switchboard corpus. 
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The Voice Activity Detection Algorithm: 

The algorithm for voice activity detection is presented here in the form o f Madab code. The 

various variables involved in the algorithm are explained in table 4.2, and parameter values in 

table 4.3. The basic feature of this algorithm is that it favours either continuous activity, or 

continuous silence. This algorithm enables the system to get rid of spurious peaks and valleys in 

noisy em-ironments. 

Let the group saliency be denoted by a variable cahed gintensity at point in time t. 

I f g i n t e n s i t y > 6sp, 
c u r r e n t A c t i v i t y = 1 ; 

e l s e , 
c u r r e n t A c t i v i t y = 0 ; 

e n d 
I f t r a c k i n g == 1 , 

I f c u r r e n t A c t i v i t y == 1 , 
t r a c k L e n g t h = t r a c k L e n g t h + 1 
g a p L e n g t h = 0 ; 

E l s e i f g a p L e n g t h > dg , 
t r a c k i n g = 0 ; 
O u t p u t = 1 ; 

E l s e i f t r a c k L e n g t h > 0^ , 
g a p L e n g t h = g a p L e n g t h + 1 ; 
O u t p u t = 1 ; 

E l s e , 
R e s e t ( s t a r t T i m e ) ; 
O u t p u t = 0 ; 

End 
E l s e , 

I f C u r r e n t A c t i v i t y == 1 , 
T r a c k i n g = 1 ; 
T r a c k L e n g t h = 1 ; 
G a p L e n g t h = 0 ; 
S t a r t T i m e = t ; 
O u t p u t = 1 ; 

E l s e , 
O u t p u t = 0 ; 

End 
End 
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The output o f the algorithm, the variable Ou/pu/, is a Boolean value which is 1 in the case o f 

voiced sections and 0 otherwise. The function Rfsef in the code above rolls back the previous 

voiced decisions to unvoiced, starting from the time instant starHime. 

4.2.3. Example output in response to complex stimuli 

In this section the response of the system to two different complex stimuli is illustrated. The first 

stimulus is a speech like artificial signal, as described in equation 3.28. The second stimulus is 

speech stimulus from a male speaker. We present the analysis o f these stimuli both as clean 

signals and white noise added at 0 decibels signal to noise ratio. 
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Figure 4.4. I l ie system response to the system to the speech like synthetic stimuli, l l i e y-axis is 
the frequency axis, and the x-axis is the time axis. It is interesting to note that there is 
some activity in the 420 Hz range, even though the signal component itself is not 
present. The periodicity estiniate is quite accurate. 
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Figure 4.5. l l ie same input stimulus as in figure 4.4, but with added white noise at 0 dB SNR. 
Although the channels with fundamental periodicity appear to be affected by noise in 
spectro-temporal v^ew on the left, the periodicit)' estimate is still quite accurate. 
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Figure 4.6. The stimulus is the speech from the first second of the m l (male) speaker in the 
database collected by Plante et al [Plante et al, 1995|, saying "the north wind". The pitch 
estimate is quite accurate in clean speech conditions, iliere are some onset effects 
(around 0.58 s point on the x-axis), which make the reference track (marked by *+') 
voiced, while the proposed system (continuous line), marks them as unvoiced. There is 
litde acrivit)' for this region in the spectro-temporal view as well. Tlie reference tracks 
were obtained by the laryngograph data collected during the recordings o f the speech 
data. 
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Figure 4.7. Response to the same stimulus as presented in figure 4.6, but with added 0 dB white 
noise, l l i e re are some estimation errors, but no pitch doubling or halving effects. The 
spectro-temporal view shows that the output at this stage is robust to high levels o f 
noise. 

4.3. Extension to the Estimation of Muhiple Pitch Tracks for Simultaneous 

Speech 
People are often presented with the perceptual task o f segregating auditor)' signals occurring 

simultaneously, for example when listening to a target voice, in the presence o f competing voices 

in the background*. Researchers have hypothesized that the auditory system is able to group 

these auditory stimuli into perceptual auditory streams^ based on certain primitive features. One such 

feature is the pitch o f the voiced sounds [Darwin, 1984], [Assmann, Summerfield, 1990|, 

[Bregman, 1990]. Given the above assumptions about the mechanism of segregation, multiple 

pitch estimation for simultaneous speech must occur before the recognition o f the perceived 

stream, and therefore, must be done at a lower processing level. Ihis has been our motivation 

for the estimation o f multiple pitch tracks in situations where speech f rom more than one 

speaker is presented to the listener (and our system) simultaneously. 

Psychophysical experiments have shown that listeners use the fundamental frequency cue to 

group harmonic features together for simultaneous vowel recognition [Assmann, Summerfield, 

1990], [Scheffers, 1983]. These experiments show that the relative level o f the two vowels in a 

IIR- f<jrcj{r(Xind - backgnxind concc-pi is referred to here as an anenbcm correlate, 'lliat is, if the target of attention is stimulus A, 
thc-n It UJ the foreground, irrespective of the sttmuJus strength of ,\, compared to the backffrmnd stimulus B. 
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pair can be varied over a wide range, without affecting the recognition performance, as long as 

the vowels are present at different pitch. This difference is qiaantified in some experiments 

[Scheffers, 1983] as about 12% o f the lower fijndamental frequency, for pairs o f vowels at least 

200 ms in duration. 

As presented in the previous chapter, there were a few modification made to the system for it to 

be able to extract multiple pitch tracks. These changes are not changes to the fundamental 

system of harmonic grouping, but some continuity constraints placed on the tracking and 

estimation system, which make up for the lack of the "attention" like feedback in order to form 

pitch tracks from simultaneous speech sounds. Although the system in theory is able to track 

multiple pitches, we have put it in the framework of foreground and background "streams". This 

is because for more than two groups, not much experimental data is available, and also, it would 

require a finer frequency resolution than our current system, due to the increase in number of 

harmonics and decreasing spacing between the harmonics in the cases with more than two 

voices. 

4.3.1. Two Pitch Track Considerations 

Depending on the local saliency of a group of harmonics, there is a possibility that the estimates 

of pitch switch between foreground and background tracks. This was one of the biggest practical 

problems faced by this system. The second problem was that sometimes the pitch of one track 

becomes too dose to the pitch track of the other because of the tolerance factor. In the original 

system, this tolerance factor was designed to take account of the maximum rate of change of 

pitch, and the error in estimating the firequency of the D H O output. These problems with the 

original system required some minor modifications, which are explained in this section. 

All the problems are linked to the "attention" mechanism which acts as a feedback in the 

assignment of pitch estimates to pitch tracks. The modifications are implemented in terms of 

introducing an additional continuity heuristic to account for the "attention feedback", and the 

tolerance factor is lowered. 

The continuity constraint is applied once the harmonics have been grouped and their saliency 

calculated. A t this point, a "look-back" heuristic is applied, which takes account of the modified 

tolerance factor for changes in pitch estimate from the previous section. I f the previous pitch 
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estimates are available (the previous section was voiced), irrespective o f the relative amplitude, 

the identity of the track is decided on the distance o f the current estimates f rom the previous 

estimates. I f the previous section is not voiced, but there has been a pitch estimate in the recent 

time (pre\4ous 0.5 seconds in this case), then these estimates are used as a reference. I f however, 

no pitch tracks have been computed within this time, the foreground and background estimates 

are made on the relative saliency of the estimated groups. 
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Figure 4.8. The pitch track on the top is the intended foreground pitch track. The one in the 
middle is the background pitch track. Both were computed independendy with no noise. 
The bottom plot shows the multiple pitch tracking output o f the proposed multiple pitch 
tracking system. The continuous line is for foreground pitch track, and the line is for 
background pitch track. The signals in this case were added together at 0 dB SNR. The 
top (foreground) speaker is male, saying "Why were you all weary", while the middle 
(background) speaker is female, saying **^X^y were we keen to use human". 
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In the figure above, an example of processing that has two pitch tracks is presented, showing the 

pitch tracks separately, and then their simultaneous tracking using the proposed system. The 

isolated "reference" pitch tracks were computed using the proposed system prior to addition o f 

the utterances, without any added noise (there was no laryngograph data available for these 

utterances, however, these utterances are very often used in computational auditory scene 

analysis research [Cooke, 1993]). 

4.4. Modeling of Some Perceptual Pitch Phenomena 
The primary purpose of the model presented in this chapter is to estimate pitch in speech signals 

and to be robust to noise and interfering speech. The model has been developed from the 

ground up for robusmess to noise, in a biologicaUy plausible way. An analysis o f some 

psychophysical phenomena related to pitch perception is quite important in order to propose a 

pitch estimation model that aims to emulate the human performance in relation to pitch 

perception and its robusmess to different kinds and levels o f noise. In the next chapter, a 

detailed analysis pertaining to the noise robusmess o f the proposed pitch estimation system is 

presented. In this section, a few of the well researched perceptual pitch phenomena are analysed, 

and the behaviour of the proposed system for some controlled signal conditions is presented. 

4.4.1. The Missing Fundamental Case 

In the case o f the missingjundamental phenomenon o f pitch perception, the stimulus is composed 

of a set of successive harmonics, without the fiindamental frequency. However, listeners perceive 

the pitch o f the missing fiindamental, even though it is not part of the stimulus [Boer, 1977]. 

To emulate this behaviour, the system was presented with a complex tone consisting of different 

successive harmonics of a fundamental that was missing from the complex. The system 

performance was found to be consistent with the percepmal data, and the pitch o f the complex 

was correcdy estimated as that of the missing fiindamental. Figure 4.9 and 4.10 present two 

examples of the output of the system for these experiments. 
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Figure 4.9. System output for the virtual pitch experiment. The input signal to the system 
consisted of xhc 3"̂ , 4'*' and 5* harmonic of the 100 Hz tone. After a brief transient 
period at the beginning, the system is able to track the pitch accurately. 
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Figure 4.10. System output for the virtual pitch experiment. The input signal to the system 
consisted of die 6*, 7* and 8* harmonic of the 100 Hz tone. After a brief transient 
period at the beginning, the system is able to track the pitch acciarately. 

4.4.2. The Pitch of Iterated Ripple Noise Case 

When a broadband noise stimulus is delayed and added to itself, the resulting stimulus has a 

pitch that increases as the delay is decreased. This phenomenon is called the Repeiiiion Pitch or the 
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pitch of Iterated Rippk Noise [Bilsen, 1966], [Yost, 1978]. I f the delayed noise is added to itself with 

a delay t, then the perceived pitch is 1/t. Also, as the number of iterations is increased, the 

perceived pitch increases in saliency, and becomes more well defined. These phenomena were 

successfully emulated by the proposed system when presented with the Iterated Rippie Noise 

(IRN)-

The perceptual results of IRN stimuli in terms of perception o f a pitch in presence o f such 

stimuli, have a pitch which varies with the reciprocal of the delay, [Bilsen, 1966], and the strength 

of the pitch increases with the number of iterations, and with the absolute value o f the 

attenuation factor. IRN stimuli have been used to study pitch perception, principally, in time-

domain auditory models which suggest that pitch is mediated by regularity in the fine-structure 

of the IRN stimulus. The temporal information is extracted by autocorrelation either directly 

from the waveform [Yost, 1997] or from the autocorrelogram [Meddis and Hewitt, 1991] 

[Patterson et al., 1996]. The transfer function o f the IRN network has a spectral ripple, and, prior 

to the temporal hypothesis, the spectral peak spacing in the ripple was used to explain the 

perceived pitch [Bilsen, 1966] The spectral ripple can probably not be resolved in the spectral 

region above about the eighth harmonic of the reciprocal o f the delay, and yet IRN stimuli 

restricted to this spectral region still produce strong pitch perceptions [Patterson et al., 1996]. So 

the spectral hypothesis has been rejected for high-pass-filtered I R N stimuli at least. 
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Figure 4.11. The Output of the system in response to iterated ripple noise input. As the number 
of iterations is increased, the output gets closer towards the frequency corresponding to 
the delay (delay was 4 ms, corresponding to a pitch o f 250 Hz.). 

In the experiments that were carried out on the proposed system, the stimulus included IRN. 

The system was presented with IRN with increasing number o f iterations, starting with 1 (no 

addition, and therefore pure broadband noise in the input signal), and finishing with 10 (well 

defined envelope periodicity). I t was observed that as the number o f iterations were increased, 

the output of the system became increasingly accurate. These results are presented in figures 4.11 

and 4.12. In figure 4.11, the actual output o f the system corresponding to various iteration 
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counts is presented. In figure 4.12, the standard deviation of the outputs (around the 250 Hz 

mean) is calculated. The results are in general agreement with perceptual data. 

S t a n d a r d Deviat ion o( the IRN P i t c h 

S 30 

5 6 7 
Iteration C ount 

Fig:iu:e 4.12. The standard de\Tarion of the pitch estimates for IRN stimulus with increasing 
number of iterations, with iterations increasing from 1 to 10. The first point 
corresponding to the iteration 1 is excluded, as the system output was zero throughout 
for that case (see figure 4.11). 

4.5. Key Aspects of the Proposed System 
This chapter completes the presentation o f the proposed system for pitch estimation. Chapter 3 

provided the details of the D H O based processing of the input speech signal, while this chapter 

provided the details of a harmonic grouping algorithm for pitch estimation from the resulting 

representation. 

The D H O based processing results in a broadly tuned tonotopic ordering of the frequency 

information in the input signal. This output is then used to develop a high resolution time-

frequency representation that was shown to be robust to challenging noise conditions. The 

source of this noise robusmess is the temporal processing o f the output o f the bank of D H O 

units, rather than the usual channel based processing. This processing results in D H O units 

"locking in" to the closest harmonic, and thus exhibiting a "noise masking" behavior. 
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The harmonic grouping based system is used to estimate the pitch of the voiced section of the 

input speech signal. One of the major differences with respect to other systems of grouping 

harmonics [Brown, Cooke, 1995], that the proposed system does not rely on any prior estimate 

of the pitch frequency, and the harmonic grouping itself leads to an estimate of the pitch 

frequency. Also, unlike the "Joint cancellation model" of de Cheveigne [de Cheveigne, 1998], the 

harmonic grouping system is based on "joint activation", where one harmonic can contribute to 

several groups. One of the advantages of this approach of "joint activation" is that secondary or 

background harmonic grouping is more reliable, as more harmonics are available for their 

estimation (due to possible joint membership of the harmonic groups). This leads to more 

reliable background pitch estimation. Another source of robust performance is the use of 

continuity constraints in the algorithm, which reduces the likelihood of pitch hal\Tng and pitch 

doubling. It was also demonstrated that the system is able to emulate some perceptual pitch 

phenomena like pitch of the missing fundamental, and pitch of the iterated ripple noise. Because the 

pitch frequency is estimated though harmonic grouping, the process results in the establishment 

of foreground and background pitch estimates. This approach to pitch estimation makes the 

proposed system naturally suitable to multiple pitch estimation in the case of simultaneous 

speech from two speakers. The proposed system for harmonic grouping is different from 

systems which carry out explicit grouping of harmonics like those presented in [Duifhuis et al, 

1982], [Cooke, 1991]. While most of the systems would explicidy choose a fundamental to satisfy 

a template composed of a group of harmonics, the proposed system does not involve any 

template creation, and the operations are performed on spectral peaks, some of which may not 

be harmonics of the fundamental frequency. 

The combined noise handling ability of the DHO output based representation and harmonic 

grouping makes the system robust to a large variety and levels of noises. The harmonic-grouping 

based pitch estimation system can handle the case of missing fundamental pitch, and is therefore 

suitable for pitch estimation of telephone quality speech, where the fundamental frequency 

component is usually. In the next chapter, we describe the experiments and the statistical study 

that was undertaken for the evaluation of the proposed system, and compare the performance 

with other pitch estimation systems. 
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Chap ter 5 

E X P E R I M E N T A L SETUP AND RESULTS 

The Statistical Analysis 

An appropriate evaluation of the various pitch estimation systems, and their performance on 

complex signals like noisy speech is far from being either simple or trivial. Many criteria for this 

evaluation have been provided in the literature [Rabiner et al, 1976], [Terhardt et al, 1982]. 

However, the performance of most modem systems has rarely been evaluated and compared in 

detail for clean speech signals and the evaluation of these systems in challenging noise conditions 

is completely non-existent. Even when a comparative analysis of performance is available for 

clean speech signals [de Cheveigne, Kawahara, 2002], it does not include all the different signal 

conditions, or the different error metrics. However, such an analysis is imponant for a 

meaningful evaluation for practical use of these systems. 

Performance of these systems even for signals in quiet environments is difficult to compare, 

because of the fact that these evaluations are carried out in a variety of different conditions, 

which make it impossible to make quantitative assessment of their performance. The various 

sources of this variability in evaluation are enumerated below. 

a. ) The use of different databases of signals. 

b. ) In case of use of the same database(s), the use of different sub-sets of the same database 

(and selection of different pans of the target signal on which the evaluation is made), and 

organization of the test procedure. 

c. ) Use of different methods to obtain and refine the reference pitch data to evaluate the 

performance of the target systems. 

d) Use of different and sometimes only a sub-set of statistical error measures, which makes 

the assessment of the overall performance difficult. 
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Although a particular system may cleady demonstrate reproduction of a few perceptual effects, 

all the factors mentioned above conspire to make the task of overall performance assessment, 

comparison, and appreciation of relative strengths and shortcomings of the pitch estimation 

systems very difficult, and risky. 

One of the primary aims of this dissertation is to evaluate the most prominent and modem pitch 

estimation systems, and compare them with the system proposed in this dissertation. This 

process of evaluation was carried out by means of detailed statistical analysis of the results of 

pitch estimation by these systems, with error measures that were recommended by Rabiner 

[Rabiner et al, 1976], and have become an accepted standard for such an evaluation. The data 

used was supplied by Plante et al [Plante et al, 1995] for clean speech, and the CASA [Cooke, 

1993] dataset for multiple pitch track based evaluation. Noisy en\^onments were simulated by 

adding various noises at various signal to noise ratios (SNRs) to the original data. These noises 

were also obtained from the CASA database of noises. 

The evaluation process will be discussed in next section of the chapter. This is followed by a 

summary of the results for single pitch track evaluation, and then the multiple pitch track 

evaluation is described and a summary of results presented. The detailed results are presented in 

Appendices I I (single pitch tracks, high resolution signals). I I I (single pitch tracks, low resolution 

signals), and IV (two pitch tracks, for both high and low resolution signals). 

5.1. The Apparatus Used 
In this section we describe the setup of the experiments that we used to evaluate the different 

systems, including the data, software and hardware used, and the software used to evaluate other 

reference pitch tracking algorithms, parameters, and other relevant details. 

5.1.1. Descnption of the Data Used for Evaluation 

The database used for evaluation of single pitch track estimation was prepared by Plante [Plante 

et al, 1995], especially for the purpose of evaluating of the pitch estimation and tracking systems. 

This database is commonly known as the "Keele Pitch Database", and we shall refer to it by this 

name as well. The database is available on the internet via an anonymous ftp server at 

ftp.cs.keele.ac.uk/pub/pitch. The database is divided into modules for speech analysis, and 

psychophysical analysis. Only the module for speech analysis was used. 
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The speech analysis module of the database consists of ten speakers, five males, and five females. 

All the speakers are recorded speaking a phonetically balanced text, labeled the "nordi-wind 

story**. The original database also includes speech signals recorded by five children, which were 

not included in our analysis. During the recording, the original laryngograph signal was also 

recorded. After the recording, the signals were digitized at 20,000 Hz sampling rate, with a 

resolution of 16 bits for each sample, both for the speech signal and the laryngograph signals. 

The delay involved in the recording of the two signals is rectified as much as possible (the delay 

could not be fiilly removed because of slighdy different vocal tract length of different speakers). 

The digitized laryngograph signal was then used to establish a reference periodicity signal, using 

an autocorrelation based algorithm. For those parts of the signal where there was observed 

periodicity in the laryngograph signal, but no clear periodicity in the speech signal, the 

corresponding frames were labeled with the negative of the period of the laryngograph activity. 

When periodicit)' was observed in the speech signal, but no laryngograph periodicity exists, the 

frames were assigned a value of - 1 . These frames combined to produce a total of about 5% of 

the number of frames, depending on the speakers. 

The reference signal of periodidt)' supplied with the database, was produced at 100 Hz, and used 

as such, with some modifications. The reference periodicity signal was pre-processed as follows. 

The signal was divided into three categories, i.e., the unvoiced or silence section, voiced or cleariy 

periodic section, and the uncertain periodicity section. Those parts of the signal where there is 

cleariy no activity for large durations (more than 5 frames), were labeled as unvoiced or silence. 

These frames were used for the estimation of the voiced/unvoiced errors (the different error 

criteria are described later in this chapter). Those parts of the signals that are cleariy periodic, and 

have a duration of more than five firames, were labeled as periodic. The first and last two frames 

were removed from each such section to remove the effects of onset and offset activity. This 

was required because of the inherent assumptions of stationarity in the use of fixed fi:ame-rate 

calculations, as the error introduced for these fast changing sections of the signals may give 

biased or inaccurate estimates for different systems. All the other sections (including the original 

negative valued firames), are labeled as uncertain. The total percentage of these uncertain frames 

varied from speaker to speaker, from 10% to 15%. No evaluation is made on these uncertain 

sections. 
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As mentioned above the original signals were sampled at the sampling rate of 20,000 Hz, with 16 

bit resolution of each sample. We used this signal as it is for one set of the experiments, which 

were labeled as high resolution analysis. Another set was derived from this data, where the signal 

was down-sampled to 8000 Hz, 8 bit range. Also during the down-sampling process, the sigtial 

was band-pass filtered to the telephone signal bandwidth of 300 Hz to 3200 Hz, using a 2"^ order 

band-pass filter. These telephone quality signals were labeled as low-resolution signals. It is 

interesting to note that for pitch frequencies below 300 Hz, the fiindamental frequency 

components are not present in the low resolution signals. 

Three different noise environments were considered for evaluation. These are the white noise, the 

envimnmental noise, and the music noise conditions. The noise data was obtained from the set of 

sound files provided at Cooke's website, [Cooke, 1993], [Cooke, 2002], and used to add noise at 

various signal to noise ratios. The noise signals were re-sampled according to the sampling rate 

of the original signal before adding. The white noise (labeled in the original database as nl) is a 

random sequence of samples with approximately unit variance and Gaussian distribution. The 

environmental noise, is noise as might be expected in a street or an office environment (labeled as 

n3 in the original database). The music noise is a piece of sampled tonal music (labeled as n4 in 

the original database). These different noise environments were chosen because they are known 

to occur in everyday experience. Moreover, they are quite different in temporal and spectral 

characteristics from each other and therefore present a variety of challenges to the evaluated 

systems. While the white noise is spectrally and temporally flat, the environmental noise is 

characterized by jumps in amplitude, and the music noise is clearly periodic in nature. The 

procedure for preparation of noisy signals is described later in this chapter. The spectra of the 

three types of noise described above is presented in figure 5.1. 

The database used for simultaneous speech from two speakers was derived from the database 

prepared by Cooke [Cooke, 1993] (same database as that used to derive noise samples), 

consisting of ten different speakers, and three overiapping background speakers for each of the 

voices. Thus there were three sequences for each of the ten voices. The ten "foreground" voices 

were labeled from vO to v9 in the original database, while the three ''background" speech signals 

were labeled as n7 to n9. The "foreground" utterances have almost continuous voicing, while the 

"background" utterances do not. This database was used for the analysis of simultaneous speech 
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as it is quite often used in this context [Wu et al, 2002], and is suitable for the evaluation of 

multiple pitch tracking. However, unlike the Keele pitch database, there is no reference pitch 

track available. The reference pitch tracks were prepared using the PRAAT system [Boersma, 

1993][ Boersma, 2002] at 100 Hz rate, and \nsually checked for consistency. PRAAT was used as 

it was found to be the most accurate system in the evaluation of clean speech signals. These were 

prepared using the clean signals only, and used for all experiments as reference. The procedure 

for this is discussed later in this chapter. The original recordings for this database are available at 

16,000 Hz sampling rate, with 16 bit resolution. These original recordings were used as such, and 

were labeled as the "high resolution" signals. As with the Keele Pitch Data, the signals were 

down-sampled to telephone quality speech at 8000 Hz sampling rate with 8 bit resolution and 

were labeled as "low resolution" signals. 
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Figure 5.1. The spectrogram of the three different noise environments used in the analysis. The 
top plot is for the 'white noise'. The middle plot is for *en\'ironmental noise', and the 
bottom plot is for 'music noise'. The spectrograms were computed using a 512 point 
FFT. 

5.1.2. Description of the Software Used for Evaluation 

The proposed system of Damped Harmonic OsciQators and Harmonic grouping for pitch 

estimation was developed using the Madab ® software. It proxndes a script based programmmg 

language which makes light work of implementmg complex systems, although being an 

interpreted language, the programs developed run slower than possible under other 

programming languages like C++. The default parameters for the system were as described in 
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chapters 3 and 4. The frame rate for evaluation was 100 Hz, and the lowest and highest pitch 

allowed pitch estimates were restricted to 60 and 350 Hz respectively. The system is referred to 

in the tables, figures and charts as DHO. 

The Correlogram system as described in section 2.6.3. was provided as part of the "Auditory 

Toolbox" for die Madab system by Slaney [Slaney, 1998]. The fiinction used to call the 

procedure which computes the pitch estimates was slighdy modified from the original to give a 

simple voiced/unvoiced decision, as recommended in the documentation. All the default 

arguments are used. The system is referred to in the tables, figures and charts in shorthand as 

CORK. 

The YIN system, as described in section 2.6.2. was pro\nded by Cheveigne et al [de Cheveigne, 

Kawahara, 2002] on their web site [de Cheveigne, 2002]. This is also available as a Madab 

package. The system was used with default parameters, and no changes made except for the 

change in output variable. The output variable is originally calculated in octaves, with the 

reference frequency of 440 Hz. The output was converted back into Hz for our evaluation. Also, 

we had to change the default frame rate for YIN, which was higher than the 100 Hz rate used 

for all other systems. Due to the comparison requirements, we had to change it to the default 

100 Hz frame rate. 

The PRAAT system, as described in section 2.6.1, was provided by Boersma [Boersma, 2002] as 

part of the PRAAT system. The system is available as an executable on various platforms (The 

Windows ® based system was used in this analysis). There are several pitch estimation 

algorithms available for this system, and we used the default algorithm. The system was used 

with the default parameters. A script file was prepared according to the instmctions in the 

program. The main procedure call for the execution of the pitch tracking algorithm used was "To 

P i t ch . . . 0.01 75 600" The parameter 0.01 sets the frame rate, and last two parameters 

determine the default lower and upper ranges of permitted firequendes in the pitch estimates. All 

these values are default values, and were not changed during the evaluation. 

The probabilistic multiple pitch estimation system by Wu et al [Wu et al, 2002] is referred to as 

PMPT. The system was described in detail in section 2.6.4. The system was kindly made available 

by the authors upon request. The system supports only a sampling rate of 16000 Hz, therefore, it 
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was possible to use this system for the high resolution signal pitch estimation only, and it could 

not be used for the telephone quality 8000 Hz sampling rate signals. The system was made 

available in C programming language code, and was used without modifications to any 

parameters. Although, some changes were needed for the code to be used with a script to 

automate the evaluation. 

5.1.3. Description of the Hardware Used for Evaluation 

The experiments were run on a laptop computer with an Athlon 1500+ ® processor from 

AMD, and a desktop computer with a Pentium IV ® processor from Intel. Both the computers 

were running the Microsoft Windows XP Professional ® operating system. 

5.2. The Evaluation Procedure and Error Metrics 
One of the challenges of any comparative study, including this one, is the choice of meaningful 

error criteria. This choice is made difficult, as different systems are designed for different 

applications, and implement only selected functionality, based on the target research goals or 

practical applications. However, one can have a general list of desirable characteristics which we 

enumerate below. 

1. The algorithm should accurately estimate the pitch period, within a suitable error margin. 

The error margin may change depending on the application area. 

2. The algorithm should make robust estimates of the pitch period. I.e., the performance 

should not be affected by noise as far as possible, or that the fall in performance with 

increasing noise should be gradual, and it should also be robust to the signal conditioning 

(changes in resolution or sampling rate of the signal should not affect the performance 

of the algorithm too much). Needless to say, the system should be robust to change in 

speakers. 

3. The algorithm should be efficient in terms of usage of computing resources. The 

resources considered are the number of operations, and the amount of memory required 

4. I f possible, the algorithm should clearly indicate if a particular section of the signal has a 

well defined pitch or not (voiced / unvoiced decision). 

105 



Based on these desirable characteristics, and the recommendations made by other 

researchers, for example in [Rabiner et al, 1976], various error criteria were selected and used, 

as described in the next section. 

5.2.1. The Criteria for Evaluation 

In this section we define the various error criteria we used in our evaluation, and guidelines about 

how to interpret the results. 

In order to calculate any error metric, we first need to consider the respective pitch frequency 

values of the reference signal and the estimated pitch value of the test signal by an algorithm. For 

example, if we assume that for a particular time, j , the reference pitch value, determined by the 

corresponding larj^ngograph signal is Rj. Further, the estimated pitch value by the pitch 

estimation system is Pj. Then the error metrics are defined on the corresponding values of and 

P|. Several different conditions arise when we compare these two values. These are: 

a. ) Rj > 0, Pj = 0. This is the case where a voiced signal has not been assigned any pitch by 

the estimation system. 

b. ) Rj = 0, Pj > 0. This is the case where the unvoiced or silence signal has been assigned a 

spurious pitch by the pitch estimation system. 

c. ) Rj = 0, Pj = 0. This is the case where the unvoiced or silence signal has been recognized 

by the pitch estimation system, and assigned no periodicity. 

d. ) Rj > 0, Pj > 0 And | Pj - R̂ l / R̂  < 6. This is the case where the reference and estimated 

pitch values are close, as defined by the parameter 0. 

e. ) Rj > 0, Pj > 0 And | Pj - Rj| / Rj >= G. This is the case where the reference and 

estimated pitch values are quite different, as defined by the parameter 6. 

Based on the possible conditions that may arise as described above, the opportunity to measure 

different characteristics is exploited by the error metrics defined below. 
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Gross Estimation Error Percentage: 

This error metric is based on condition (e.) above. For this case, the pitch estimation algorithm 

has made a dramatic error in its estimation of the pitch. The parameter 0 is the tolerance factor, 

which determines the allowed deviation from the reference pitch, exceeding which the estimate 

is labeled as a Gross Estimation Error (GEE). For a given pitch track, the total number of GEE 

counts are made for a given G. The percentage of this count with respect to the length of the 

voiced pitch track determines the GEE percentage. Reasonable values of 6 vary firom 20% to 

5%. The reason one would want to vary the value of 0 is to test the suitability of an algorithm for 

an application, as different applications usually have different accuracy requirements. The 

calculations for the GEE percentages were carried out for all tests for the values of 0 varying 

from 20, 10, and 5. The GEE percentage metric provides a measure of the ''broad" or "rough" 

errors an algorithm makes in estimates of the pitch values over the whole track(s). The GEE 

percentage figures can be used as indicators of performance that is independent of the small local 

errors in calculations. It is clear that GEE percentage metric should be the most robust to noisy 

environments because (a.) it does not take into account the small pitch shifi:s that may occur due 

to noise, and (b.) it is a rough estimate of the performance of the system, for voiced section only, 

and does not involve a contribution of voiced/unvoiced errors (described later in this section). 

Thus, while analyzing noise robustness, the GEE percentage errors are most indicative of the 

underlying ability of an algorithm to handle noise in the voiced signal to produce accurate 

estimates of pitch period. 

Fine Estimation Error Average: 

This error metric is principally based on the converse of the gross estimation error described, 

and corresponds to the case of condition (d) as defined above. It provides a qualitative view of 

the deviations of the estimated pitch track from the reference pitch track. The Fine Estimate 

Error (FEE) average is mathematically described in equation 5.1. 

where N is the total number of samples for which the estimate Pj does not contribute to the 

GEE errors, i.e., for which the pitch estimates are not grossly inaccurate, based on parameter 0. 

Since the definition of reE is based on 0 as in the case of GEE, the calculations for the FEE 
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averages were carried out for all experiments for the values of 0 varying from 20, 10, and 5. The 

FEE is a qualitative metric and indicates the bias inherent in the algorithms for pitch estimation. 

It tells us if the algorithm errs towards lower values, higher values, or equally towards higher and 

lower (making the FEE average closer to zero), when compared to the reference pitch estimate. 

One important use of this metric is for the evaluation of pitch algorithms used for speech 

compression for transmission over small bandwidth communication lines. In these cases, it is 

desirable, that the FEE averages for females be positive rather than negative, and for male 

voices, FEE averages may be lower rather than higher, in order to maintain naturalness and 

intelligibility. 

Standard Deviation of Fine Error Estimates: 

The standard de\iarion (STD) of the fine error estimates pro\'ides a related measure, which 

provides the metric for the amount of variation of the computed pitch estimate from the 

reference pitch estimate. Mathematically, it's calculation is dependent on the calculation of the 

FEE, and defined by equation 5.2. below. 

STD = ̂ — y {P. - R f - FEE ... 5.2. 

VC êre the terms have their meaning as described for equation 5.1. 

It is clear from the definition of equation 5.2. that the STD metric is a measure of accuracy of 

the pitch estimation algorithm in estimating pitch frequency during the portion of the signal 

where the estimate is not grossly incorrect. 

Too-High I Too-Low Error Percentages: 

This is a classification of those parts of the estimated pitch track that contribute to the GEE, as 

described above. This is often a useful estimate, as it provides an indication of the source of 

GEE percentages. Too-High Errors (THE) are defined as those gross errors (described above), 

which are higher (in frequency), compared to the reference pitch values. Too-Low Errors (TLE) 

are defined as those gross errors, which are lower in frequency compared to the reference pitch 

values. A higher percentage of THE indicates pitch frequency doubling, tripling, or similar 

phenomena. A higher percentage of TLE indicates pitch frequency halving or similar 
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phenomena. These are used in the analysis of the results as indicators to the possible source of 

GEE percentages. 

Voiced-Unvoiced Errors: 

Not all the algorithms that were evaluated implement a voiced/unvoiced decision system. These 

errors however were calculated for all systems, as they are indicative of the sources of the GEE 

percentages, as well as indicators of possible use of the inherent properties of the algorithm to 

make this decision. The voiced/unvoiced decision is quite important and has proven to be quite 

difficult in challenging noise conditions. Based on the conditions (a.) and (b.) as described above, 

the errors were split into two metrics, the Voiced-to-UnVoiced Error percentage (V_UVE), and 

the UnVoiced-to-Voiced Error percentage (UV_VE). The V_UVE percentage pro\ades a 

measure of the inability of an algorithm to detect periodicity and voicing in the signal. The 

IJV_VE percentage metric provides a measure of inability of an algorithm to distinguish 

unvoiced or noise sections of the signal from the voiced sections. 

5.2.2. The Procedure for Evaluation of Performance for Single Pitch Tracks 

This section describes the preparation of the reference pitch tracks, the noisy signal files, and the 

computation of the results for single pitch tracks estimation based experiments. 

Preparation of (he Reference Pitch Tracks: 

The reference pitch tracks were computed from the estimate files provided with the Keele Pitch 

data. These files were originally prepared using autocorrelation method for periodicity estimation 

on the laryngograph signal, at a frame rate of 100 Hz (100 estimates are available per second). 

However, these reference pitch tracks were also partially corrected manually. We fijrther refined 

these reference pitch tracks by eliminating any negative values (which were assigned for 

ambiguous cases in the original data), and selecting only those parts that were un-ambiguously 

voiced. Further refinement addressed the onset and offset effects, by not considering the first 

two and the last two frames. This was done to reduce the effects of fast changes in pitch during 

these phases. An example of the result is shown in figure 5.2, where the original pitch track and 

the reference pitch tracks are shown. 
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Figure 5.2. An example of the pre-processed reference signal. "Fhe original reference pitch track 
is shown in the solid line. The refined pitch estimate, after the onset and offset 
considerations, is shown as the broken line. 

Preparation of the Noisy Signals: 

The noisy environment conditions were simulated by adding different types of noises to the 

original speech signals, at different signal to noise ratios (SNRs). We recognize that this 

procedure does not take the Lombard effect into account [Pick et al, 1989], however, by 

adopting this procedure, we had a much more controlled noise environment. To produce 

realistic SNRs, the signal and noise power was computed locally before scaling and addition, thus 

the SNRs are controlled both locally and globally. The different noise types that were used are 

described in section 5.1.1. of this chapter. The equation for the calculation is given in chapter 3 

(equation 3.22). The different SNRs used were 25 dB and 20 dB for "low" level noise conditions, 

15 dB, 10 dB, and 5 dB for "medium to high" level noise conditions, and 0 dB and -5 dB for 

"very high" level noise conditions. 

Computation of the Different Error Metrics: 

Once the reference and test signals were available, control tests were performed first on the dean 

speech for all the different pitch estimation systems. This was followed by the experiment being 

repeated and different metrics computed for all the noise types (as described in section 5.1.1) and 
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noise levels. The resulting pitch tracks were stored in separate files on a computer for later 

reference and analysis, and the results were output to results tables. The different error metrics 

computed are described in section 5.2.1. 

5.2.3. The Procedure for Evaluation of Performance for Two Pitch Tracks 

This section describes the preparation of the reference pitch tracks, the noisy signal files, and the 

computation of the results for two pitch tracks estimation based experiments. 

Preparation of the Reference Pitch Tracks: 

The reference pitch tracks for the data that was used in the multiple pitch tracking experiments 

were not available as there was no accompanying laryngograph recordings. To obtain a reference 

system for this data, the PRAAT pitch tracking system (see section 2.6.1) was used. This system 

is quite accurate for clean speech pitch estimation (this will be justified when we present the 

results for the single pitch track experiments). As in the case of single pitch track reference data, 

the onset and offset sections of these tracks was excluded from any error analysis. The reference 

pitch tracks were calculated separately for the "foreground" and the "background" speech files. 

Preparation of the '"Noisy" or Multiple Speaker Data: 

Of the systems that were evaluated, other than the proposed DHO and Harmonic Gro'uping 

based systems, most of them (with the exception of PMPT system) claim to track pitch for 

simultaneous speech, i.e. concurrent speech from two or more different speakers with different 

pitches. Therefore, a meaningfiil analysis of their performance can only be made by considering 

the "background" speech as "noise", and testing their robusmess to such noise. The test signals 

were therefore constructed with this in mind. The "dean" signal comprised of die foreground 

speakers' speech only. The "noisy"* signals were prepared by adding the "background" speakers* 

speech at the SNRs that would allow significant presence of harmonic components of both the 

"foreground" and "background" signals. Thus, the "noisy" signals were created by adding each 

of the 'l^ackground" speech files (described in section 5.1.1) to the "foreground" speech files at 

the SNRs of 5 dB, 0 dB and -5 dB. The addition process was similar to the one used for single 

pitch experiments. The PNCPT system could only be evaluated for high resolution signals, 

because of it has a fixed sampling frequency, which is hard coded into the system. 
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Computation of the different Error Metrics: 

As explained above, the "background" speech was considered as noise for the systems tested for 

the calculation of the error metrics. Additionally, for the DHO and Harmonic Grouping based 

system, as well as the PNfPT system, the secondary or "background" pitch track was also 

evaluated, with additional error metric calculations with respect to the reference pitch tracks of 

the "background" speech. Thus the error analysis for this set of experiments was similar to the 

single pitch track experiments, apart from the analysis of the performance of the proposed 

system in estimation of the secondary pitch tracks. 

5.3. The Summary of Results for Single Pitch Tracks Experiments 
Detailed results for the single pitch track experiments, using the Keele data can be found in 

Appendix 2. Here, a summary of the results is presented. This summary was prepared in order to 

present concise results in the dissertation, and the details are included due to references to the 

details in the discussions and analysis sections. The summarized results were prepared by taking 

the average performance under various signal conditions for the whole database. 

In this section, the results are presented in tabular format. For reasons of brevity and formatting 

we have used abbreviations in these tables, which are enumerated below. 

The error measures are abbreviated as follows. 

1. GEEx - Gross estimation error percentage , where x is the value of the ^percentage 

deviation allowed* or constant 0. 

2. FEEx - Fine estimation error percentage, where x is the value of the 'percentage 

deviation allowed' or constant 6. 

3. V_UVE - the voiced to unvoiced error estimate. 

4. UV_VE - the unvoiced to voiced error estimate. 

5. THE - The Too-High Error estimate. 

6. TLE - The Too-Low Error estimate. 
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7. STD20 - The standard deviation error, computed using the FEE20 values. 

The different pitch estimation systems have been enumerated as follows. 

1. D H O - Damped Harmonic Oscillators and Harmonic grouping based system (proposed 

system). 

2. CORR - The Correlogram computation based system (refer to section 2.6.3). 

3. Y I N - The very recent system proposed by de Cheveigne, based on the difference 

function calculation and parabolic interpolation. 

4. PRAAT - The pitch estimation system based on autocorrelation, available in the 

PRAAT package [Boersma, 2002]. 

The different signal conditions are "Clean", " l ^ w " , "Medium to High", and "Very High", as 

discussed in section 5.2.2. The different noise "types" are as discussed in section 5.1.1. 

5.3.1. High Resolution Speech Signals 

The results presented below are for the original "high resolution" signals in the Keele database, 

i.e., sampling rate is 20000 Hz, and 16 bits are used to represent each signal value. 

GEE20 GEE10 GEE05 FEE20 FEE10 FEEDS V_UVE UV_VE THE TLE STD20 
DHO 4.3 6.09 13.35 0.2 0.23 0.32 1.25 18.16 0.6 1.25 4.54 
CORR 4.96 6.12 14.46 0.01 0.05 0.12 3.91 30.92 0.8 4.12 5.1 
YIN 7.81 10.19 14.95 1.16 0.45 0.37 0 97.53 0.29 6.39 5-71 
PRAAT 3.47 5.05 14.71 0.26 0.25 0.29 2.44 12.96 0.32 3.11 5.32 

Table 5.1. Summary o f results for "clean" high resolution speech signals. 
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System Type GEE20 GEE10 GEE05 FEE20 FEE10 FEEDS V UVE UV_VE THE TLE STD20 

DHO 
White 4.9 6.64 13.75 0.15 0.2 0.32 1.22 19.27 0.52 1.44 4.62 

DHO Env t3.5 5.32 12.41 0.22 0.23 0.31 1.28 18.16 0.44 1.3 4.58 DHO 
Music 3.73 5.51 12.85 0.21 0.23 0.3 0.89 19.75 0.3 0.89 4.57 

CORR 
White 6.31 7.32 15.34 0.01 0.01 0.11 5.47 19.15 0.64 5.65 5.04 

CORR Env 5.8 7 15.29 0.01 0.05 0.15 4.48 28.6 0.87 4.89 5.12 CORR 
Music 5.43 6.86 15.58 -0.08 0.01 0.07 4.2 52.73 0.94 4.45 5.37 

YIN 
White 8.83 11.34 16.25 1.18 0.43 0.34 0 98.39 0.29 7.28 5.79 

YIN Env 9.56 12.01 16.79 1.14 0.41 0.36 0 98.72 0.38 7.77 5.83 YIN 
Music 9.72 12.54 17.87 1.18 0.36 0.34 0 98.75 0.47 7.67 6.11 

PRAAT 
White 4.05 5.5 14.9 0.25 0.2 0.27 3.09 10.95 0.29 3.71 5.23 

PRAAT Env 3.91 5.63 15.32 0.27 0.26 0.3 2.69 13.08 0.34 3.55 5.35 PRAAT 
Music 3.18 4.95 15.32 0.17 0.2 0.25 2.29 33.95 0.35 2.76 5.53 

Table 5.2. Summar>' of results for "low noise" (25 dB and 20 dB SNR) conditions for high 
resolution signals. 

System Type GEE20 GEE10 GEE05 FEE20 FEE10 FEEDS V_UVE UV_VE THE TLE STD20 

DHO 
White 4.35 6.23 13.4 0.08 0.18 0.3 1.11 27.11 0.32 1.14 4.86 

DHO Env 6.56 9.55 16.89 0.16 0.26 0.33 0.97 47.62 0.42 1.59 5.47 DHO 
Music 4.34 6.16 13.78 0.13 0.19 0.28 1.46 30.5 0.66 1.6 4.7 

CORR 
White 27.83 28.43 34.57 -0.35 -0.36 -0.16 27.47 11.07 0.28 27.55 4.9 

CORR Env 15.8 16.94 24.52 -0.01 -0.04 0.04 12.21 25.26 1.4 14.28 5.28 CORR 
Music 15.01 17.51 29.71 -0.29 -0.24 -0.19 7.98 67.76 3.7 9.17 6.68 

YiN 
White 18.14 22.88 29.97 2.32 0.71 0.24 0 99.04 0.66 14.08 7.88 

YiN Env 19.73 24.54 32.02 2.08 0.55 0.21 0 99.46 0.98 14.99 8.05 YiN 
Music 25.57 31.62 40.55 1.93 0.36 0.21 0 99.17 4.06 16.1 9.1 

PRAAT 
White 24.35 25.09 31.91 -0.18 -0.19 0 23.93 5.07 0.06 24.27 4.95 

PRAAT Env 15.01 16.39 25.42 0.2 0.12 0.17 9.83 10.89 0.18 14.81 5.48 PRAAT 
Music 11.15 13.93 27.72 0.08 0.03 -0.01 4.5 55.22 1.18 8.21 6.74 

Table 5.3. Summary of results for "medium to high" (15 dB, 10 dB and 5 dB SNR) noise 
conditions for high resolution signals. 
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System Type GEE20 GEE10 GEE05 FEE20 FEE10 FEEDS V_UVE UV_VE THE TLE STD20 

DHO 
White 11.53 17.11 25.76 -0.06 0.18 0.34 0.3 89.53 0.52 1.3 7.31 

DHO Env 18.18 28.14 38.65 0.29 0.37 0.43 0.23 96.01 0.98 0.87 9.87 DHO 
Music 7.82 12.46 21.89 0.05 0.03 0.21 1.69 78.48 1.2 1.85 6.75 

CORR 
White 87.94 87.99 89.21 -1.3 -1.34 -1 87.85 1.37 0.07 87.87 2.71 

CORR Env 55.83 57.09 62.52 -0.19 -0.69 -0.45 47.96 22.9 2.26 52.29 6.83 CORR 
Music 50.57 58.4 69.74 -0.09 -0.46 -0.36 19.71 80.11 13.24 24.44 10.95 

YIN 
White 43.23 52.77 62.59 4.44 1.08 0.25 0 99.74 2.57 31.06 11.97 

YIN Env 45.02 56.2 66.98 3.61 0.75 0.25 0 99.89 4.47 28.14 12.66 YIN 
Music 59.42 70.89 80.86 2.82 0.36 0.35 0 99.63 20.01 24.15 15.04 

PRAAT 
White 88.15 88.26 89.35 -0.56 -0.57 -0.36 87.49 0 0 88.15 2.36 

PRAAT Env 57.01 57.95 63.26 -0.3 -0.68 -0.45 49.47 7.79 0.33 56.24 6.34 PRAAT 
Music 43.38 51.42 65.07 0.84 0.01 -0.14 16.26 71.24 4.81 26.33 10.38 

Table 5.4. Summary of results for "very high" (0 dB and -5 dB SNR) noise conditions for high 
resolution signals. 

5.3.2. Low Resolution Speech Signals 

GEE20 GEE10 GEE05 FEE20 FEE10 FEEDS V_UVE UV VE THE TLE STD20 
DHO 6.39 9.43 19.17 -0.27 0.13 0.22 2.91 15.95 0.43 2.91 5.94 
CORR 6.59 7.64 16.07 0.06 0.1 0.19 4.39 0.4 1.92 4.65 5.17 
YIN 50.67 53.88 59.3 3.32 0.36 -0.19 0 99.9 0.45 47.86 10.55 
PRAAT 3.95 5.37 15.08 0.27 0.26 0.29 2.77 0.12 0.46 3.42 5.24 

Table 5.5. Summary of results for "clean" low resolution speech signals. 

System Type GEE20 GEE10 GEE05 FEE20 FEE10 FEEDS V_UVE UV_VE THE TLE STD20 

DHO 
White 7.03 10.25 19.99 -0.16 0.14 0.24 3.73 17.16 0.59 3.73 6.08 

DHO Env 7.79 11 20.67 -0.28 0.12 0.24 3.21 20.5 0.47 3.21 6.02 DHO 
Music 7.06 10.16 19.83 -0.24 0.13 0.24 2.72 16.51 0.19 2.76 5.91 

CORR 
White 8.57 9.52 17.79 0.08 0.12 0.17 6.63 0.39 1.62 6.91 5.13 

CORR Env 8.77 9.9 17.9 0.06 0.1 0.19 6.29 1.99 2.02 6.72 5.19 CORR 
Music 7.77 8.94 17.91 0.02 0.07 0.14 5.34 9.11 1.95 5.72 5.37 

YIN 
White 51.12 54.66 59.68 3.25 0.34 -0.04 0 99.98 0.47 48.18 10.62 

YIN Env 51.47 55 60.47 3.17 0.37 -0.05 0 100 0.55 47.85 10.57 YIN 
Music 51.1 54.25 59.88 2.9 0.31 -0.03 0 99.97 0.46 48.11 10.35 

PRAAT 
White 5.19 6.27 16.02 0.26 0.25 0.27 4.11 0.12 0.38 4.78 5.15 

PRAAT Env 5.63 6.87 16.51 0.27 0.26 0.3 3.99 0.37 0.59 5.03 5.25 PRAAT 
Music 4.29 5.75 16.28 0.19 0.23 0.26 3.03 6.55 0.35 3.8 5.47 

Table 5.6. Summary of results for " l o V (25 dB and 20 dB SNR) noise conditions for low 
resolution speech signals. 
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System Type GEE20 GEE10 GEE05 FEE20 FEE10 FEEDS V_UVE UV_VE THE TLE STD20 

DHO 
White 8.68 12.15 22.34 •0.11 0.22 0.27 2.67 33.71 0.59 2.91 6.31 

DHO Env 12.09 17.06 27.2 -0.17 0.15 0.27 2.42 56.44 0.47 3.28 7.15 DHO 
Music 7.14 10.74 20.59 -0.19 0.19 0.29 2.91 23.77 0.48 2.98 6.13 

CORR 
White 32.05 32.6 38.22 -0.35 -0.35 -0.12 30.88 0.21 1 31.04 4.95 

CORR Env 28.19 29.4 36.18 -0.02 -0.14 0.01 22.71 8.02 2.99 24.77 5.58 CORR 
Music 20.53 22.87 34.56 -0.28 -0.2 -0.09 10.04 30.97 6.71 11.35 6.78 

YIN 
White 48.23 53.71 61.15 2.77 0.2 0.12 0 99.99 1.36 42.23 11.14 

YIN Env 50.87 57.8 65.84 3.32 0.12 -0.14 0 99.99 2.79 40.95 12.08 YIN 
Music 49.98 54.98 62.36 2.87 -0.04 0.34 0 99.97 2.03 44.11 11.36 

PRAAT 
White 27.6 28.21 34.94 -0.15 -0.18 0 27.12 0.04 0.14 27.47 4.95 

PRAAT Env 27.29 28.36 36.36 0.15 -0.03 0 20.72 3.53 0.34 26.8 5.71 PRAAT 
Music 14.7 17.51 30.8 0.1 0.05 0.02 5.93 29.83 1.69 10.6 6.87 

Table 5.7. Summary of results for "medium to high" (15 dB, 10 dB and 5 dB SNR) noise 
conditions for low resolution speech signals. 

System Type GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V UVE UV_VE THE TLE STD20 

DHO 
White 20.89 30.33 42.15 -0.73 0.27 0.37 0.29 93.53 0.85 0.95 10.02 

DHO Env 29.25 44.86 57.34 0.66 0.25 0.43 0.14 99.73 1.62 2.04 12.34 DHO 
Music 12.45 19.07 30.16 0.25 0.16 0.19 4.1 60.74 1.62 4.1 7.93 

CORR 
White 88.51 88.57 89.51 -1.25 -1.28 -0.75 88.28 0 0.13 88.38 3.25 

CORR Env 75.13 77.43 80.99 0.01 -0.95 -0.58 63.19 15.59 5.43 66.13 8.87 CORR 
Music 56.47 64.1 73.99 -0.58 -0.5 -0.23 22.74 60.69 17.16 27.23 11.17 

YiN 
White 47.72 58.85 70.5 3.19 0.46 0.22 0 99.99 6.46 27.9 13.26 

YiN Env 60.44 72.58 82.1 3.66 1.34 0.23 0 100 11.28 30.31 15.08 YiN 
Music 47.16 57.85 69.32 1.45 0.28 0.01 0 100 11.89 24.57 12.86 

PRAAT 
White 89.27 89.34 90.15 -0.59 -0.64 -0.44 88.44 0 0 89.27 2.25 

PRAAT Env 80.15 81.38 84.06 1.26 -0.61 -0.95 72.76 7.26 1.24 77.69 7.91 PRAAT 
Music 50.54 58.32 70.09 0.96 0 0.05 18.48 57.28 7.38 30.16 10.73 

Table 5.8. Summary o f results for 'Very high" (0 dB and -5 dB SNR) noise conditions for low 
resolution speech signals. 

5.4. Sununary of Results for Two Pitch Tracks Evaluation 

The following results are for the speech signals with simultaneous speech &om two speakers. 

The proposed Damped Harmonic Oscillators and Harmonic Grouping based system has been 

evaluated for its ability to track both the pitch estimates. Therefore, in the following results, the 

DHO_F is abbreviated for the foreground analysis, and D H O _ B for the background analysis. 

All other systems are evaluated as usual. Similarly, for the output o f the PNIPT system, the 

foreground analysis is abbreviated as PMPT_F and the background track P^^PT_B. 
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5.4.1. High Resolution Signal Analysis 

The signals were sampled at 16000 Hz, at 16 bit resolution per sample. In this analysis, the 

PMPT system output is also considered (marked by PMPT_F for foreground pitch track based 

statistics, and PMPT_B for the background pitch track based statistics. 

GEE20 GEE10 GEE05 FEE20 FEE10 FEEDS V UVE UV_VE THE TLE STD20 
DHO_F 4.52 9.45 28.62 -0.77 -0.33 -0.52 2.84 10.42 0.06 2.84 5.71 
DHO_B 8.70 12.70 16.46 0.12 0.12 0.04 7.70 0.00 0.00 6.70 2.17 
PMPT_F 1.15 3.51 15.12 -0.53 -0.24 -0.26 0.51 53.24 0.54 0.51 4.20 
PMPT_B 76.47 79.29 84.11 -2.39 0.66 1.54 71.26 21.41 0.00 71.82 10.32 
CORR 19.76 23.04 29.34 -1.63 -0.98 -0.42 4.00 55.46 15.36 4.00 4.22 
YIN 10.34 18.03 29.58 -0.62 -0.44 -0.23 0.00 80.00 2.43 1.73 6.26 
PRAAT 5.33 13.95 23.13 -1.05 -0.63 -0.10 1.42 52.7S 2.46 1.59 5.45 

Table 5.9. Summary of results for 5 dB SNR for high resolution speech signals. 

GEE20 GEE10 GEE05 FEE20 FEE10 FEEDS V UVE UV_VE THE TLE STD2D 
DHO_F 3.81 8.61 28.05 -0.78 -0.34 -0.51 2.23 8.96 0.02 2.23 5.70 
DHO_B 9.84 12.49 16.30 -1.36 -0.43 -0.47 7.49 0.00 0.23 6.49 1.58 
PMPT_F 1.68 3.97 15.48 -0.55 -0.25 -0.27 0.36 51.13 1.17 0.36 4.18 
PMPT_B 48.15 48.39 51.81 0.30 0.38 0.23 47.47 0.36 0.00 48.15 4.63 
CORR 7.55 9.69 12.80 0.01 -0.22 -0.25 5.17 39.65 0.13 5.81 2.85 
YIN 5.21 9.83 18.41 0.65 0.18 0.03 0,00 80.00 0.00 2.49 4.93 
PRAAT 4.45 7.77 11.43 0.57 0.16 0.08 1.12 43.01 0.00 2.18 3.13 

Table 5.10. Summary of results for 0 dB SNR for high resolution speech signals. 

GEE2D GEE10 GEE05 FEE20 FEE10 FEEDS V_UVE UV_VE THE TLE STD2D 
DHO_F 4.70 9.59 29.00 -0.75 -0.32 -0.54 3.08 8.75 0.02 3.08 5.72 
DHO_B 7.11 11.05 13.43 2.34 2.39 -0.44 6.05 0.00 0.00 5.05 2.84 
PMPT F 2.43 5.06 16.71 -0.49 -0.27 -0.29 0.49 53.34 1.29 0.94 4.24 
PMPT_B 65.24 68.90 75.52 -2.03 0.81 1.09 54.40 33.41 0.00 55.83 10.90 
CORR 14.54 19.77 27.48 -0.49 -0.40 -0.33 3.68 65.42 9.38 3.68 4.82 
YIN 8.20 17.57 31.85 -0.44 -0.21 -0.22 0.00 77.78 1.09 2.15 6.38 
PRAAT 4.72 14.08 24.6^ -0.26 0.00 -0.01 1.54 65.21 0.97 1.62 5.69 

Table 5.11. Summary of results for -5 dB SNR for high resolution speech signals. 

5.4.2. Low Resolution Signal Analysis 

The following results were obtained the same as before, but with the signals sampled at 

telephone quality speech, i.e. sampling rate of 8000 Hz, with a per sample resolution of 8 bits. 
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The PMPT system was not evaluated for diis system due to restrictions on the sampling rate in 

design o f the system. 

System GEE20 GEE10 GEEDS FEE2D FEE1D FEEDS V_UVE UV_VE THE TLE STD2D 
DHO_F 3.8 10.24 28.75 -0.91 -0.35 -0.61 2.38 8.83 0 2.38 6 
DHO_B 8.09 12.09 15.86 1.27 1.27 1.18 35 0 0 7.91 1.7 
CORR 23.57 25.14 28.68 -1.08 -0.74 -0.32 2.06 50.45 20.84 2.06 3.19 
YiN 20.33 26.86 36.54 -0.12 -0.21 -0.26 0 80 2.34 11.89 6.36 
PRAAT 10.1 14.81 21.65 -0.9 -0.56 -o.os 1.1Q 49.37 6.43 1.77 4.4 

Table 5.11. Summary of results for 5 dB SNR for low resolution speech signals. 

System GEE20 GEE1D GEEDS FEE2D FEE10 FEEDS V UVE UV_VE THE TLE STD20 
DHO_F 3.75 9.84 28.43 -0.89 -0.41 -0.61 2.43 19.17 0 2.43 5.92 
DHO_B 23.5 26.21 30.21 -0.04 -0.13 -0.13 76.34 0.11 0 20.34 0.92 
CORR 10.03 11.83 14.01 0.08 -0.08 -0.16 6.38 37.71 0.95 7.3 2.55 
YIN 13.77 19.09 28.29 0.78 0.31 -0.09 0 80 0.27 9.83 5.7 
PRAAT 5.46 8.5^ 11.35 0.54 0.16 O.OQ 1.41 37.71 0 2.9 2.89 

Table 5.12. Summary of results for 0 dB SNR for low resolution speech signals. 

System GEE2D GEE10 GEE05 FEE20 FEE1D FEEDS V_UVE UV_VE THE TLE STD2D 
DHO_F 3.54 9.55 28.3 -0.89 -0.41 -0.62 2.15 7.88 0 2.15 5.9 
DHO_B 6.31 10.28 13.05 3.53 2.71 0.16 2.42 0 0 4.6 2.53 
CORR 24.38 26.11 30.17 -0.13 -0.38 -0.23 3.71 62.58 19.67 3.71 3.32 
YIN 22.53 30.5 42.46 0.5 -0.06 -0.15 0 80 5.66 8.69 7.03 
PRAAT 11.68 16.69 23.98 0.16 0 0.02 2.9 62.17 6.79 3 4.51 

Table 5.D. Summary of results for -5 dB SNR for low resolution speech signals. 

In this chapter of the dissertation, the proposed system was evaluated and compared with some 

benchmark systems, and the experimental procedure and setup explained. In the next section, we 

analyse the results in detail, and make interpretations about the relative merits o f each of the 

systems. 
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Chap t e r 6 

DISCUSSION 

The Interpretation and Analysis of Results 

Different psychoacousric and psychophysical experiments and their interpretations have 

spawned a large number of pitch estimation systems. In this dissertation, some of the most 

successful and recent pitch estimation systems were evaluated. A n extensive study and comment 

on the performance of these systems in various realistic and challenging noise conditions is 

presented in this chapter. The performance o f the proposed system under these conditions is 

also discussed, and compared with the other systems that were evaluated. 

As discussed previously, the performance o f most pitch estimation systems has not been 

evaluated extensively for noisy signals. This is quite surprising, because surely robustness should 

be one o f the prime considerations for the development o f any practical and useful system, as 

well as a critical test o f biological plausibility*. 

In this chapter, we shall discuss the performance of the various systems in the experiments 

described in the previous chapter. The performance for single pitch experiments wiD be 

discussed followed by the multiple pitch experiments. This will be followed by a discussion on 

the general conclusions that may be drawn from this study. 

In the foUowing discussions, reference to various systems and error parameters is made in their 

abbreviated form for the sake o f brevity and flow. For a complete reference to their respective 

definitions and description, the reader is referred to the previous chapter (chapter 5). 

6.1. The Single Pitch Estimation Performance for High Resolution Signals 

In the experiments concerning the pitch estimation performance for high resolution signals, the 

signals were sampled at 20,000 Hz, with 16 bit resolution. This relatively high specification signal 

means more signal resolution for the lower frequencies, as well as a higher bandwidth (10,000 

The evolutionary requirements for the auditory system must argue for robustness to a large range of difTercnt types and levels of 
noises present in the environment 
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Hz), leading to the possibility of much more accurate analysis and estimates for systems which 

use the full bandwidth o f the signal for their computations. This is because the number of 

samples representing the same pitch frequency is larger for larger sampling periods, than for 

smaller sampling periods. A larger bit resolution on the other hand, means that the resulting 

digital representation of the signal has smaller quantisation errors. Therefore, under these signal 

conditions, one would expect more accurate pitch estimates. This was indeed the case, and the 

error statistics were generally better for these signals, although they contain the same speech 

information. In view of this fact however, more emphasis should be laid on the relative 

performance degradation in noise. 

Let us start with the analysis of results for clean speech first, which forms a kind of control 

experiment. The 'clean' speech as discussed here actually contains some noise, but is mostly 

confined to very small values, mostly related to studio-related noise conditions. Figure 6.1 

presents a graphical view of the experimental results for clean speech for these experiments. 

20 

I 15 

e 10 

Clean Speech High Resolution Signals 
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DHO C O R R YIN PRAAT 

Figure 6.1. Average Gross Error Rates for clean speech for high resolution signals. 

I t is clear from the figure 6.1 above that the PRAAT system performs best when the error 

margins are large (GEE20, GEEIO), but the D H O system has minimum errors for small error 

margins (GEE05). That is, although the PRAAT system makes fewer gross errors on the whole, 

the estimates are not very accurate when compared to the reference pitch tracks, while the D H O 

system makes a litde more gross errors, a large percentage o f the correct estimates are quite 

accurate (within the 5% margin o f the reference pitch estimate). The CORR system and the Y I N 

system are also quite accurate. 

120 



At this point, reference should be made to the source o f the errors. For the D H O , PRAAT and 

CORR systems, the male speech based estimates contributed to much higher errors as compared 

to the female speech based estimates. Full results are presented in the appendix to this 

dissertation, to which the reader may refer for the speaker based breakdown of these 

experiments. A male-female error bar graph for clean speech is presented in figure 6.2. below to 

illustrate this. 
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DHO C O R R YIN PRAAT 

Figiire 6.2. The GEE20 error contributions in clean speech conditions for various systems. The 
D H O female group errors are very small ( 0.04 %) and therefore not clearly visible here. 

The PRAAT system appears to be the most balanced system. However, it should be noted that 

the majority of the problems for the male speaker group was caused by one speaker in particular, 

labeled in the database and out experiments as 'm4'. On further analysis, it was observed that this 

particular speaker has reference pitch estimates which fall below 70 Hz for a large period. This 

seems to cause some problems to all the systems, except the Y I N system, which estimates the 

pitch frequency quite accurately for this particular speaker. However, the Y I N system 

consistendy performs worse on most female speakers. Thus, although this system has best 

performance for males, overall, it has the worst average performance of all the systems that are 

compared here. On the other hand, the D H O system performs best on the female speaker 

group. 

The T H E error metric (Too -High Errors) is generally smaller for all systems than the T L E 

error metric (Too-Low Errors). That is, all the systems are more prone to "pitch halving" rather 

than "pitch-doubling". The STD20 metric, that measures the standard deviation of the correct 
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estimates within 20% of the reference estimate, is smallest for the D H O system and largest for 

the Y I N system, although the differences are small p H O STD20 = 4.54, Y I N STD20 = 5.71). 
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Figiue 6.3. Fine error rates for clean speech signals. The FEE20 for CORR system is 0.01 and is 
not clearly visible in the graph above. 

The Fine Estimation errors (FEE20, FEEIO and FEE05), are shown in figure 6.3. I t is dear 

from the graph that for no noise conditions, the CORR system gives the most accurate estimates 

of the pitch. The case of the Y I N system is quite interesting for this metric. The fine errors get 

smaller with smaller margins. This is not an error. I t only suggests that for this system, when the 

estimate is correct within a smaller margin of error, i.e. GEElO or GEE05, the estimates are 

more likely to be much closer to the reference values, as compared to the estimates where the 

system gives correct pitch values with the range o f 20% of the reference estimates. 

6.1.1. Analysis of Performance Degradation in Noise For High Resolution Signals 

Lets us now turn our attention to the analysis o f performance for noisy speech signals. In these 

experiments, the performance of the various systems was evaluated for increasing levels of 

various types of noises. 

Figure 6.4 shows the GEE20 error metric performance for the various levels o f white noise. 

From the figure, it is dear that that performance is more or less equal and quite low for all 

systems up to 20 dB of noise. However, for larger noise levels, the estimation errors keep 

increasing dramatically for the majority o f the systems, apan from the D H O system, where the 

performance is very robust to even very high levels o f noise. Even for moderate levels o f noise 
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(10 dB for example), otiier systems have unacceptable error rates for most applications. The 

performance for GEElO and GEE05 show similar trends. 

G E E 2 0 In White Noise 
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25 dB 20 dB 15 dB 10 dB 5 d B 0 dB -5 dB 

Figure 6.4. Gross error rates (GEE20), for different levels of white noise for high resolution 
signals. 
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Figure 6.5. Gross error rates (GEE20), for different levels o f environmental noise for high 
resolution signals. 
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Figure 6.6. Gross error rates (GEE20), for different levels of music noise for high resolution 
signals. 
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For '"Environmental" noise and "Music" noise, the GEE20 metric shows similar trends with 

some differences, as is apparent in fig;ures 6.5. and 6.6. Overall, all the systems perform better in 

Music noise. One reason for this is the high frequency nature of the Music dip that was used for 

these experiments. Thus, the pitch range spectral properties should not change much. It is 

therefore surprising that systems other than D H O seem to deteriorate with increasing levels of 

Music noise. Analysis of the pitch track and V _ U V E error show that the errors in case of the 

PRAAT and the CORR are partiy due to non-detection of speech ^.e. labeling of voiced period 

as unvoiced), and pitch halving or pitch doubling errors. 

Given such desperate perfomiance in noise by the various systems, it is difficult to display the 

fine error estimates, as they can be misleading. This is because o f the high error rates involved. 

VCHien the gross errors are high, by definition, the fine errors are evaluated on a much smaller 

section of the data. Therefore, fine errors make sense only when compared against the gross 

error rates. For example, i f the gross error rate GEE20 is 10%, the FEE20 can be expected to be 

high. However, i f the GEE20 is 90%, die FEE20 is computed over die correct 10% of the 

values only, it is expected to decrease in absolute value, as the GEE20 increases. 

The T H E and T L E metrics show similar trends to the GEE20, as displayed in the figures above. 

That is apart from the D H O system, these metrics increase sharply with increasing noise levels. 

The voicing error measures (V_UVE and UV_VE) give an indication as to the reasons for high 

error rates in the case of CORR and PRAAT. For these systems, the majority o f the gross errors 

at 0 and -5 dB levels are due to voiced portions of speech being classified as unvoiced, and 

therefore assigned a pitch of 0. 

6.2. The Single Pitch Estimation Performance for Low Resolution Signals 

The low resolution signals for these experiments were sampled at 8000 Hz, with 8 bit resolution. 

A lower sampling rate means lower bandwidth, and lower number of samples per pitch period. 

Small signal resolution of 8 bits means that there are likely to be larger quantisation errors. Thus 

the estimation of pitch frequency under these signal conditions can be expected to be more 

difficult than the high resolution signals. Addition o f noise under these signal conditions should 

also affect the performance of pitch estimation systems more severely. The added problem is 

that of the missing fundamental. For the low resolution signals, the bandwidth was constrained to 

200 to 3800 Hz, representing "telephone quality** speech. Therefore, this signal condition is quite 
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challenging, and systems that impliddy rely on the fundamental component being present in the 

signal are expected to fare badly. 

The clean speech experiments, as in the case o f high resolution signals, provide a land of 

benchmark o f performance for the various systems that were evaluated Figure 6.7 provides the 

gross error estimation metrics for the various signals. Looking at the results, it is instantly 

apparent that the performance is worse than for the high resolution signals. 

Clean Speech Performance for Low Resolution Signals 
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Figure 6.7. Average Gross Error Rates for Clean speech for low resolution signals. 

The best performance on average for gross error metrics is shown by the PRAAT system for the 

clean speech signals. D H O and CORR performances are very similar, however, the Y I N system 

shows signs o f failure, with the average GEE20 metric crossing the 50% mark. Unlike die high 

resolution signals, the GEE05 is least for the PRAAT system as well. This may be explained by 

the fact that the system uses parabolic interpolation for estimation, and in the absence of enough 

signal resolution, this contributes to the accuracy of the estimated pitch tracks. The same 

reasoning may also explain the GEE20 and GEElO results, as the PRAAT system provides the 

most accurate results for all these metrics. 

The case of breakdown of the Y I N system for these signal conditions even with no additive 

noise bears need for further analysis. I t was observed that most o f the errors were contributed by 

"pitch halving", i.e., the system was found to be consistendy finding lower estimates than the 

reference values, with estimates nearly half the reference values. This is also reflected in the T L E 

error metric. Figure 6.8 illustrates this with the help of an example. 
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C l o a n S p o o c h L o w R o s o l u t i o n T r a c k E x a m p l o 
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Figure 6.8. A n illustration of the catastrophic failure o f Y I N system for low resolution dean 
speech signals. The Y I N estimates are marked with a while the reference pitch tracks 
are shown as a continuous line. Since the Y I N system does not employ a voicing 
detection system, those values for which the reference pitch values are zero should be 
ignored. 

It is clear from the example in figure 6.8 that the system failure occurs in most instances due to 

the phenomenon of pitch halving. The Y I N system uses a variant of the autocorrelation 

function, called the difference function (see section 2.6.2 for details). In the low resolution signal 

conditions with telephone quality speech, the lower frequency information is missing. This 

would lead a simple autocorrelation based system to give estimates higher than the reference 

estimates, i.e. to err on the side of pitch doubling. However, the Y I N system, with its difference 

function, calculates the initial pitch estimates based on the equivalent minima o f the 

autocorrelation frinction. These values are then normalised leading to the "cumulative mean 

normali2ed difference function". During this process, the new function is obtained by dividing 

each value of the difference function with its average o '̂er shon-lag values. These short-lag 

values would correspond to higher multiples o f the pitch frequency for voiced speech, thus 

reducing the chances of "too-high" errors. However, in the absence of any low frequency energy 

in the signal, it is likely that this normalization produces spurious higher lag "valleys", thus 

leading to the resulting pitch-halving for the signal conditions under discussion. This 

interpretation was further substantiated by a missingfmidameniai experiment on the system. When 

presented with a signal consisting of the 2"*, 3"* and the 4* harmonics of a 200 Hz tone (sampled 

at 8000 Hz), the system gives a pitch estimate o f 100 Hz, thus exhibiting sub-harmonic errors. 
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However, i f the fundamental is 100 Hz, the system produces correct pitch estimates (100 Hz), 

when presented with the 3"̂ , 4* and 5^ harmonics (without the fundamental frequency 

component). Thus, although the normalization of the difference function used in the Y I N 

system reduces the "too-high" errors, for telephone quality speech, this normalization seems to 

result in too many "too-low** errors. Figure 6.9 presents these "too-low" averaged errors for the 

various systems for clean, low resolution speech signals. 
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Figure 6.9. The T L E and T H E error metrics for clean low resolution signals. Clear links 
between the T L E and the gross error rates can be seen (compared with figure 6.7). The 
T H E errors are less than 2% for all systems. 

Another interesting insight provided by the figure 6.9 is that although the PRAAT system is 

most accurate when gross error rates are compared, the D H O system has lower T H E and T L E 

rates. This indicates that the D H O system is not making pitch-halving or pitch-doubling errors, 

but the majority of the contribution to errors comes from the V _ U V E (voiced to unvoiced 

errors account for about 3% of the errors for D H O system), and from the general inaccuracy of 

the estimates. 

The Fine errors are relative to the gross errors, and the PRAAT system has the lowest fine 

estimate errors as well. The standard deviation is the same for all systems, apan from the Y I N 

system, which has double the standard deviation error (STD20), compared to the rest of the 

systems. 

6.2.1. Analysis of Performance Degradation in Noise for Low Resolution Signals 

Apart from the quantisation noise present in the original signal, experiments were carried out 

where various types of noise were added to the original signal at various SNRs. The noise types 
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and noise levels were same as those in the high resolution signal experiments, (with adjusted 

sampling rate and resolution). The preparation procedure for the noisy signals in described in the 

chapter 5. Here we shall discuss the results o f these experiments. 

The addition of different types o f noise at different levels leads to progressive degradation in 

performance. The most indicative figures are those shown by the gross error rates. The figures 

are shown in figures 6.10, 6.11 and 6.12 for gross error rates GEE20. 
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Figiite 6.10. Gross error rates (GEE20), for different levels o f White noise for low resolution 
signals. 
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Figure 6.11. Gross error rates (GEE20), for different levels o f Environmental noise for low 
resolution signals. 
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Figure 6.12. Gross error rates (GEE20), for different levels of Music noise for low resolution 
signals. 

As can be seen from the figures above, the gradual reduction in performance according to the 

gross error measure, with die increasing level of noise, is present for all the systems, for all tŷ pes 

of noises. The system that is most robust to high levels o f noise is the D H O system. The Y I N 

system shows a breakdown in pitch estimation for all types and levels o f noise. The CORR and 

PRAAT system show good performance in low to medium levels of noise, but the systems break 

down under high to very high levels o f noise. 

The Y I N system seems to improve a litde in low levels of noise. This is unexpected, but 

explainable. As discussed in the previous section, the reason for the breakdown of the Y I N 

system is due to its estimation equations and normalization. The system breaks down due to 

spurious "valleys" in the absence of low frequency information from the pitch frequencies. 

However, in the presence o f noise, these effects may sometimes cancel out, leading to slighdy 

increased probability o f finding the correct pitch frequency. 

GEEIO and GEE05 error metrics show similar results. However, it is ver>' interesting to note 

that even in low signal to noise ratios i.e. very high levels of noise, the D H O system shows 

robustness to these error measures as well. For GEElO, for example, the 0 dB error measure is 

below 20%, while for all the other systems, it is more dian 50%. This relatively high level of 

accuracy is achieved without any explicit interpolation mechanism. The method of lower order 

harmonic grouping makes it robust to high frequency noise on the one hand, and copes well 

with the missing fundamental on the other. The power density characteristics o f speech make the 

lower frequency region quite robust to broadband noise in general, and this is exploited by the 
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D H O system in the grouping of harmonics of lower order, as these frequencies are not all 

simultaneously affected by noise. 

The reasons for the breakdown of the PRAAT and CORK systems mainly lie in the decreasing 

pitch saliency with increasing levels o f noise. The majority of voiced frames under high levels of 

noise are classified as unvoiced, leading to a dramatic breakdown in performance under high 

noise conditions. This is also reflected in the T L E measure, which is nearly equal to the gross 

error measures, indicating that diese systems fail to identify any periodic information in the 

search range for these signals. This is also the major source of errors in high noise conditions for 

the D H O system, although the total percentage is comparatively much lower. 

The D H O system performs very well in noisy conditions, for all types and levels of noise, even 

as other systems break down. Moreover, the degradation in performance as the noise levels 

increase is quite gradual. This ability of the system to handle noise was designed into the system 

from the ground-up, by the means o f damped harmonic units, whose output produces effects 

similar to noise masking observed in the biological auditory systems of mammals. As discussed 

in chapter 3, the temporal processing of the output o f D H O units provides a high frequency 

resolution, thus the system achieves good accuracy without the use i f interpolation. The 

harmonic grouping system provides continuity constraints that prevent pitch halving and pitch 

doubling, and continuous estimation, rather than frame based analysis adds further robusmess to 

the system. 

6.3. The Multiple Pitch Estimation Performance for High Resolution 

Signals 
The special characteristics of the D H O system allow it to estimate more than one pitch period 

simultaneously. The other systems that were studied did not have this capability. However, the 

performance of these systems is of interest i f one considers the second voice as noise. O f the 

two simultaneous voices, the one with a more continuous spectrum is considered as foreground, 

and the other, more intermittent one is considered as background. Due to these continuity 

constraints that exist for a meaningful analysis of pitch for the two simultaneous voices, the 

Keele dataset (see section 5.1.1), could not be used, as although mixtures could be formed for 

various voices, there would be no logical argument for treating one voice as foreground, and the 
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other background. Instead, as discussed previously, the dataset o f 30 mixaires, prepared by 

Cooke [Cooke, 1993], was used. This dataset was labeled as CASA (see section 5.1.1), and the 

analysis of the results based on this data is presented in this section. 

An added complexity that occurs in the esrimarion of pitch for these signals is that of concurrent 

harmonics. I f the pitch frequency of one voice is an exact multiple o f the other, then all but one 

harmonic would nearly be coincidental. This additional challenge would contribute towards 

higher errors for mixtures of such voices. 

In this category of analysis, the performance of the probabilistic multiple pitch tracking system 

(PNIPT) [VĈ u et al, 2002] is also evaluated. 

The perceptual experiments dealing with recognition of simultaneous vowels in [Darwin, Hukin 

2000] show that the performance in terms of correct recognition o f both the vowels (with 

different fundamental frequencies) is a function of the difference between the fundamental 

frequencies of the vowels, as well as the duration of the stimulus. For stimulus with duration of 

200 ms, the correct recognition o f the pairs o f vowels is about 85 - 90%%. For smaller 

durations, the listener perfomiance is much reduced (about 65-70% correct recognition for 100 

ms long or less duration). However, it is hard to draw straight inferences in terms of expected 

best performance of any biologically inspired pitch estimation system from these experiments. 

This is especially true for the database that was used to test the performance, with long durations 

of voicing being generally present in the stimulus presented to the systems that were evaluated. 

Let us first discuss the performance of the different systems in the determination of the 

foreground pitch track estimation. Figure 6.13 shows the GEE20 measurements for the various 

systems. 
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GEE20 For Foreground Pitch Tracks 
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F i g ^ e 6.D. The GEE20 performance for the foreground pitch track esdmarion for different 
pitch estimation systems. 

It can be seen in the figure 6.13. that the foreground pitch track estimarion is most accurate for 

die PMPT system, followed by the D H O system, while that o f the CORR system is worst. 

Interestingly, the 0 dB signal condirion is most accurate individually for almost all the systems. 

VC-lien the SNR is 5 dB, the foreground speech signal is much higher in amplitude compared to 

the backgroimd speaker speech. A t 5 dB SNR, the background signal power is much lower than 

at the 0 dB SNR. This makes the background signal more "noise-like" at 5 dB than at 0 dB, 

therefore the performance difference between 5 dB and 0 dB mixing levels. At -5 dB, the 

foreground signal power is much reduced as compared to the 5 dB and 0 dB conditions, thus the 

errors are expected to be higher as well. The PMPT system performs better under all signal 

conditions for the estimation of the foreground pitch track. This good performance could be 

explained by the fact that according to Wu et al [Wu et al, 2002], the system performance in 

terms of parameter estimation was tuned on the same dataset, while the rest o f the systems were 

probably not. 

Analysis of other error metrics reveals that most of the errors for the D H O foreground system 

are "Too-Low Errors" or T L E errors, i.e., the system failed to classify voiced sections and thus 

assigned a pitch of zero, combined with the pitch halving effects. For the CORR system, the 

majority of the errors are contributed by the T H E error metrics, indicating pitch doubling errors. 

For die Y I N and PRAAT systems, the error contributions are spread between T L E and T H E 

errors. 
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GEE20 Performance for DHO (Foreground and Background) 

• BG 

Figure 6.14. The foreground and background pitch track estimation errors (GEE20) for the 
D H O system (BG = background, FG = foreground). 
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Figure 6.15. The foreground and background pitch track estimation errors (GEE20) for the 
PMPT system (BG = background, FG = foreground) The foreground GEE20 values 
are below 5%, and therefore not clearly visible in this plot. See figure 6.13. for a better 
resolution of these figures. 

The D H O system finds the pitch tracks for the foreground and the background pitch tracks 

quite accurately. The errors are higher for the background pitch track as compared to the 

foreground pitch tracks because certain voice mixtures contain instances at which the 

background pitch track falls within a range which makes it nearly an integer multiple of the 

foreground pitch track. Under these conditions, the background pitch track is assigned a value of 

zero, thus increasing the background pitch track errors. I t is quite interesting to note as well that 

the background pitch track errors are smaller than the foreground errors for the Y I N and CORR 

systems for most conditions. As expected, the background pitch track errors are larger for the 5 

and 0 dB conditions, as compared to the -5 dB condition. 
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The PMPT system performance for the background speaker are very poor, and does not 

improve as the signal to noise ratio improves in favour o f background speakers. This 

performance is due to voiced to unvoiced errors, that is, the system fails to find the pitch of the 

background speaker in the majority of cases, leading to unreliable performance. However, 

comparing the T L E performance and the V _ U V E performance points to the fact that this is not 

always the case, and sometimes, the estimated pitch track is probably making a sub-harmonic 

(pitch halving) error. 

6.4. The Multiple Pitch Estimation Performance for Low Resolution Signals 
For low resolution signal mixtures, it would be quite interesting to note how the performance is 

affected. It is to be expected for reasons similar to the single pitch track study, that the 

performance in general would be worse. However, there are additional factors which contribute 

under simultaneous speech mLxtures. As compared to the high resolution signal with concurrent 

voiced with near integer multiple fundamentals, the low resolution signal conditions would 

exacerbate the accuracy problem, leading to worse estimates. 

Another factor to be taken into account while discussing these results is the fact that for some 

voices, the fundamental may be missing. Therefore, in terms of resolvable harmonics, it would 

be quite difficult to assign different pitch values to tracks which are near integer multiples of each 

other. 
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Figure 6.16, The foreground track average gross estimation error (GEE20) for the various 
systems at different SNRs. 

134 



The figure 6.16. shows the comparative gross error measure (GEE20) performance figures for 

the low resolution signal conditions with the mixtures prepared at different SNRs. It is clear that 

the D I l O system is most accurate, while the Y I N and CORR system are quite bad in terms of 

this error metric. The differences in error measures for the different levels are for the same 

reasons as discussed in the pre\4ous section (section 6.4). The fact that errors in the computation 

of the single pitch tracking systems is higher can be explamed by the fact that when two 

competing pitch candidates are prestmt, the algorithm responsible for assigning the "true" pitch 

frequency may sometimes err towards the background pitch track, thus the foreground pitch 

tracking errors are further increased. However, for a multiple pitch estimation capability system 

like D H O , the errors are comparatively low, as it considers both the foreground the background 

pitch estimates as valid. Continuity constraints, which keep a small history* o f previous estimates 

then make the task of assignment of the foreground and background tracks much easier. This is 

further illustrated by figure 6.17. below. 
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Figure 6,17. The foreground and background pitch track average error estimates, as computed 
using the GEE20 error metric. 

The performance for the foreground pitch track remains nearly the same for all the three 

different power ratios in which the voices are mixed The background pitch estimation errors 

decrease as the relative power of the background speech increases. Also, the overall performance 
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of the D H O system in this case is much better than the single pitch tracking systems. The 

PRj \AT system is the best single pitch tracking system according to these figures, however the 

reader is pointed to the fact that the reference pitch tracks were not available in the form of 

lar^'ngograph data and were computed using the PRAAT system, thus the performance of 

PRAAT should be expected to be better as in these experiments, the different error measures 

compared the performance of the system for clean signal, with the performance of the same 

system with the noisy signal. 

6.5. Comparison of Computational Requirements 
iTiis section provides a summary of the computational requirements study that is presented in 

appendix 1. 

I V I a t h e m a t i c a l O p e r a t i o n s ( i n I V / l i l l i o n s ) f o r 
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Figure 6.18. The number of mathematical operations requirement for the various systems 
analysed. The requirements are for processing one second of speech at 8000 Hz. 
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Memory Requirements (in kilo-words) 
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Figure 6.19. The memor)' requirements for processing one second of speech sampled at 8000 
Hz, in kilo-words. The requirements for the CORR system is 1280 and for the PMPT 
system is 17856 words kilo-words (truncated for this graph). 

The requirements for the PMPT system were calculated by halving the requirements, as the 

original processing is valid only for signals sampled at 16000 Hz. The requirements show that the 

PRAAT system is slighdy better in terms of mathematical operations required than the D H O 

system. However, the memory requirements for the D H O system are much less (0.7 Idlo-words) 

compared to all the other systems. The CORR and the PMFl" systems have much higher 

computational and memor}' requirements compared to all the other systems. The D H O system 

can be implemented for 16 bit operation. However, it is not clear i f other systems can be 

implemented for less than 32 bit resolution due to higher order of analysis and double precision 

requirements for their operation. 

6.6. Comparison and Analysis of the Overall Pitch Estimation Perfomiance 
The experimental analysis presented above was aimed at demonstrating and analyzing the results 

of the experiments that were carried out, and detailed in chapter 5. 

To compare the various systems, the different performance criteria and performance 

characteristics have been analysed. The PRAAT system is the most accurate under low noise 

conditions. The proposed D H O system is shown to be the most robust system under extreme 

and challenging noise conditions. The D H O system also emerged as the better system at tracking 
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the background pitch tracks, compared with the PNIPT system. The D H O system also has far 

lower computational requirements compared to the other systems. 

The PRAAT system is based on the window normalized autocorrelation and parabolic 

interpolation system, and was studied in detail in section 2.6.1. The performance o f this system 

as calculated in the experiments described above is quite robust to signal conditions. The 

performance however, degrades under medium to high levels o f noise. The performance o f this 

system is most affected by white noise, and at and below 0 dB noise, the system fails to detect 

any periodicity and therefore one wimesses a catastrophic failure. This happens both with high 

resolution and low resolution signals. The performance is slighdy worse than the D H O system 

for most noise types and noise conditions for low resolution signals, but is quite comparable in 

general for low-noise conditions. Unfortunately, die system does not support multiple pitch 

tracking, so full comparison with the D H O system could not be carried out. However, for the 

single pitch track study of simultaneous speech, the system shows a good degree of robusmess. 

This could be pardy attributed to the fact that the reference pitch tracks for the multiple pitch 

track analysis were prepared using clean signals as the input to this system. Also, as the nature of 

the background is intermittent, for those parts of the signal where the foreground signal is the 

only signal, the performance is guaranteed. 

The CORR system is based on simulated peripheral filtering, followed by autocorrelation 

computation in each channel, followed by the summary autocorrelation. The peak of the 

summary autocorrelation fiinction for all the channels gives the pitch period, and the model is 

detailed in section 2.6.3. In the experiments whose results were analysed in this chapter, the 

performance of the CORR system is for most parts in between the best s>^tem and die worst 

system. The system is very accurate for low noise and clean speech signals, and we get minimum 

fine error estimates for this system under these conditions. Like other systems, the CORR 

system also degrades in performance with signal quality. For most types o f noises, the system 

makes a lot of gross errors for medium and high levels of all the different types of noises, 

although, the white noise affects its performance most. Comparatively, the performance is equal 

to the worst systems in high levels of noise, but worst for medium levels o f noise. The CORR 

system does not implement a multiple pitch estimation algorithm. For simultaneous speech, the 

system was tested for its accuracy in tracking the foreground speech pitch frequency, and the 
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background speech was treated as noise. However, the performance for the foreground pitch 

estimation is worst for most cases for the CORR system. Thus we can conclude that the CORR 

system is quite sensitive to different noise conditions, although quite accurate for clean speech. 

Also, it's performance is quite sensitive to background speech. 

The Y I N system, as studied in section 2.6.2., is based on a variation of autocorrelation, where the 

normalized difference function of the signal is computed. I t also involves parabolic interpolation 

and local search for estimation of its pitch estimate. For clean speech, the system shows 

performance which is comparable to other systems, but with larger fine estimation errors. 

Flowever, further analysis showed that the system was beha\ing differendy to other systems, 

where it was making more errors for the female speakers, compared to other systems, which had 

a major part o f their error measures contributed by the male speakers. For high resolution 

signals, the performance in noise for this system is quite accurate, but for medium and high 

levels of noise, the system shows large degradation in performance for all types o f noises. 

Performance is most affected by the music noise. This may be due to the fact that the system 

was designed for both speech and musical pitch detection, and this causes confusion about the 

saliency of speech pitch, when music is present in the background. For low resolution signals, 

the system performance breaks down, and one sees large errors due to pitch halving or doubling 

in the output pitch track (see figure 6.8). As discussed before, this may be due to the 

normalization of the difference function used in the calculation o f the pitch estimates. The 

performance does not degrade markedly further with increasing levels o f noise in low resolution 

signals. This points to the fact that most errors in the high resolution cases may have been due to 

similar effects. The Y I N system does not implement a multiple pitch detection system, so it 

cannot handle simultaneous speech and produce two different pitch candidates. However, as in 

the case of CORR and PRAAT systems, it was evaluated for the foreground pitch track accuracy 

only. Even for the foreground pitch estimates, the performance is much lower than the PRAAT 

and the D H O systems. Also, the system does not employ a speech detection system, so the 

evaluation of the voicing decision based errors cannot be carried out, and there is no way of 

telling i f the errors contributed are due to the lack o f pitch saliency. 

The PMPT system (see section 2.6.4 for description) was only evaluated for the high resolution 

signals in the multiple pitch tracking case. The system has a fixed sampling rate requirements of 
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16000 Hz. For the input signal, and could not be tested for the low resolution, telephone quality 

signals. This was one of the reasons why it was not considered for the more extensive tests for 

the single pitch cases. Another factor is that the system is very slow and requires a very high 

performance computer for reasonable simulation times, and uses lot o f memory (see appendix 1 

for a computational requirements study). However, it was included in the analysis as it is quite 

recent [Wu et al, 2002], and was the only system available capable o f multiple pitch tracking for 

speech sounds. The system performs well in the estimation of foreground pitch tracks for high 

resolution signals, in presence of simultaneous background speech from a different speaker. 

However, this good performance may be due to the fact that the system was originally designed 

using the same dataset (the CASA dataset, [Cooke, 2002]), in terms o f estimation of its 

parameters. The authors mention in their presentation that half o f the dataset was used for the 

estimation of the parameters. In spite of this advantage, the background pitch tracks are not 

reliable, and show a very large degree of errors, the system performance for this task is much 

worse than the proposed D H O system. 

The D H O system was proposed in this dissertation in chapters 3 and 4. I t is based on a bank of 

damped harmonic oscillators, whose characteristic frequencies vary from 80 Hz to 1000 Hz. The 

output of the damped harmonic oscillators is evaluated and integrated over time to produce a 

spectral representation of the input signal, and finally, the different harmonics are grouped 

together based on a common fundamental hypotheses. The dominant group, based on the 

continuity and saliency (determined by the group energy), is declared as the foreground group 

and the residual is treated as the background group, thus giving the foreground and background 

pitch estimates. The system was designed with noise robusmess in mind from the beginning, and 

this is reflected in the performance figures discussed above. For clean speech, the system 

performs very well, giving error estimates that were comparable or better than other systems 

evaluated. For the noisy signals, especially medium and very high noise levels, for all the different 

types o f noises the performance is most robust compared to all the other systems, and remains at 

acceptable levels under all noise and signal conditions. Noise robusmess is highly desirable for 

the pitch estimates to be o f any practical use in speech analysis and processing. Due to its 

multiple pitch tracking abilities, the D H O system performance compares most favorably when 

the noise is background speech. In this case, the second pitch track produced is the background 

pitch estimate. The performance of the system in estimating the background pitch track is better 
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than all other systems' performance in estimation of the foreground pitch track. For high 

resolution signals, the foreground estimate is comparable to the PRAAT system, and for the low 

resolution signals, the D H O system performance is much better than the PRAAT system. 

Another imponant factor favorable to this system is that the performance for more strict gross 

error measures follows similar noise robust trends, when compared to other systems, whose 

accuracy degrades markedly when the signal is noisy. The systems ability to estimate the 

background pitch tracks, compared with the PMPT system is also quite remarkable. 
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Chapter 7 

C O N C L U S I O N S 

This dissertation has presented a new and very robust pitch estimation and tracking system. 

Performance of the proposed system was extensively evaluated and compared with a variety of 

other systems, in different levels and types o f noises and different signal conditions. The 

conclusions that can be drawn from this work, in practical and theoretical terms, are discussed in 

this chapter. The dissertation presents several new ideas and techniques both in terms o f general 

auditory processing, and in terms of pitch perception. Therefore further implications and testing 

of these ideas and future direction of the research are also discussed. 

7.1. Summary of Results 
Earlier in this dissertation, a case was made for robust processing of speech in order to develop 

robust speech applications, and additionally to enhance our understanding o f robusmess that is 

observed in biological auditory systems. One of the most robust features of speech signals is its 

periodicity [Terhardt, 2002]. However, performance of various systems and models of pitch 

perception have not been evaluated systematically for noise robusmess. Since the primary aim of 

the current research was to develop a biologically plausible and noise robust pitch estimation 

system, it was quite essential that this evaluation and comparison be carried out. In order to do 

this comparative analysis of performance in a meaningful way, publicly available data and 

standard metrics (as described in chapter 5) were used for the evaluation. A summary of this 

evaluation is presented in this section. 

The detailed evaluation of the chosen pitch estimation systems revealed that performance of 

these systems abrupdy breaks down in the presence of noise. I t was also noted that some 

systems are able to handle certain noise conditions, and certain signal conditions better than 

others. For example, the performance o f the PRAAT system [Boersma, 1993] reveals that it 

completely breaks down (100% errors) in speech signals with high white noise, but the 

performance was not so bad for odier types o f noises, and is very accurate for clean speech 

conditions. Similar trends were observed in the correlogram based system o f pitch evaluation 

[Slaney, Lyon, 1990]. The performance of the Y I N system [de Cheveigne, Kawahara, 2002] 
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severely degrades when presented with telephone quality speech signals. Further analysis of the 

performance of this system reveals that it produces sub-harmonic errors in the cases where the 

target pitch is high, and in these cases, is not able to handle very well signals from which the 

fundamental is missing (this occurs in most cases in telephone quality speech). 

It was observed that the systems that are designed to estimate single pitch frequencies perform 

poorly when the signals are adulterated with interfering speech. This is an important finding 

because the most often encountered interference in practical systems is interfering speech from 

other talkers. The PMPT system [VC'u et al, 2002] performs very well in estimation of the 

foreground speech pitch estimates in these cases. However, contrary to claims of ability to track 

multiple pitches from simultaneous speech from two talkers, the background pitch estimate for 

this system was unreliable and inaccurate. 

The proposed D H O model of pitch estimation was found to be very reliable in the presence of 

challenging noise conditions for all types of noises, and demonstrates graceful degradation in 

performance, measured by slighdy increasing error rates, for very high levels o f noise. Although 

it was not found to be the most accurate system for clean speech, the major aim of noise 

robusmess is met without doubt. For pitch tracking performance in the presence of interfering 

speech, the overall system performance was better than all the other systems evaluated, by a huge 

margin. The system was able to reliably estimate the pitch o f both the foreground, as well as the 

background speaker. 

In light of these results it may be concluded that the proposed system meets the design aim of 

noise robusmess, with performance degradation with increasing noise levels that is gradual. The 

system performance had similar trends for all the different types o f noises, and different signal 

conditions. 
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7.2. Contributions 
This section briefly summarises the original contributions to the field of pitch estimation and 

auditory research made in this dissertation. 

The Damped Harmonic Oscillator Based Frequency Analysis System 

A new system for frequency analysis was presented. This system, based on the operation of very 

simple damped harmonic oscillators (DHO), implements a broad frequency analysis of the input 

signal and produces a tonotopically ordered output. I t is based on the peripheral auditory system 

and provides a rough model of the mechanical selectivity o f the basilar membrane. Some of the 

important properties of this model of signal analysis are enumerated below. 

1. The damped harmonic oscillator is easy to visualise as a unit similar to a section of the 

basilar membrane, with corresponding damping and characteristic frequency. 

Computationally, it is much cheaper to simulate compared to either the traditionally used 

digital filters or the Fourier transform. 

2. Unlike the most well established techniques, the frequency response to a signal by the 

proposed system is not fixed for a characteristic frequency. Each output can be analysed 

for frequency o f response. This leads to several oscillators responding to the stimulus 

frequency, even when the characteristic design frequency is different from the stimulus 

frequency. This property provides the system with robusmess to noise in the signal, with 

the individual units "locking on" to the periodic components in the neighbourhood of 

their characteristic frequency. 

3. The D H O system is a dynamical system which does not have any delay lines and few 

design parameters. Compared to the Filter-Bank processing, which has to be designed 

with many more parameters and specifically designed delay lines, the system is capable of 

providing much more flexible operation, and a higher frequency resolution for harther 

analysis. 
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Temporal Mode Processing and the Resulting Representation 

The bank of damped harmonic oscillator units produces an output which has a tonotopic 

ordering. In this dissenation, the fine temporal processing o f this output produces a 

representation which is far superior to channel based systems. Although such an encoding of 

sensory information has been suggested before, [Barlow, 1961], [Cariani, 1999], it has never been 

computationally modeUed in this context. The following discussion contrasts this approach to 

the more traditional systems, and highlights the source of noise robustness in the proposed 

system. 

The output of the D H O units is used for a fine temporal analysis of each o f the outputs, based 

on the positive peaks and zero-crossings. This process can be likened to the temporal coding of 

the inter-spike intervals in the auditory system. The proposed temporal coding based analysis and 

representation differs from channel based representations in terms o f the type of input required, 

and the qualitatively different roles that channels play. Inters-spike intervals are time intervals 

that describe temporal relations between pairs of joindy occurring spike events. Calculations 

similar to the calculation and detection o f inter-spike intervals are done in our system, albeit in a 

manner more suitable to digital computers. Such time intervals constitute correlational 

information within them. In contrast, representations that are based on channels rely on 

probabilities or on rates of spike events over a time window to compute this information. 

Moreover in channel based systems, information about which particular channels are activated 

and by how much, are essential to the representation, and may not be the most robust way to 

code the information. In the D H O model, units are preferentially activated by stimulus 

components that are nearby in frequency, and these regions therefore contribute relatively more 

of their stimulus-related frequencies to the global representation (i.e. over the entire frequency 

range). Once the information about the intervals is combined, however, the representation does 

not rely on the particular channel identities o f the D H O units to encode frequency because the 

intervals themselves bear this information, and in a much more precise and robust way. One 

could discard all information concerning characteristic frequency (or cochlear place) without 

affecting the representation. In contrast, in a channel based representation, such as a place 

frequency map, the identities o f particular channels are absolutely critical for representational 

fimction. Consequendy, stimulus representations are much less robust in these systems, and the 

145 



frequency resolution is a direct function of the number of channels. The basic informational 

constituents and the ways information is encoded in the proposed system, compared to the 

channel based representations are therefore very different. Moreover there is some evidence that 

in the biological auditory systems, representation o f periodicity pitch appears to follow this 

pattern of fine temporal structure within more coarsely tuned frequency channels [Cariani, 1997]. 

The Harmonic Grouping Based Pitch Estimation System 

The harmonic grouping based system for pitch frequency estimation that is proposed uses the 

representation described above. It takes advantage o f higher frequency resolution afforded by 

the representation to find the pitch frequency that best explains the harmonically related groups 

of activation in the representation. The system is based on the Barlowian approach to perception 

for minimisation of representation [Barlow, 1959], and, unlike other systems of harmonic 

grouping, for example [Brown, Cooke, 1995], does not require any a-priori knowledge of the 

pitch penod. The minimization of representation is achieved by establishing a common pitch 

frequency for the entire group (and all the frequencies in the group are thus explained by this 

common frequency). Moreover, since the grouping approach is used to separate sets of 

harmonically related frequencies, the system has an inherent ability to track multiple pitch 

frequencies present in simultaneous speech from speakers with different frequencies. 

The Statistical Analysis of Performance 

The conclusions from results of the statistical analysis o f the proposed system*s performance 

were presented earlier in this chapter. This analysis also included a variety of other systems which 

have been reported to be quite accurate. 

The detailed statistical analysis performed is absolutely essential in order to clearly define the 

advantages for any system over other systems, and to identify sources of errors. However, the 

component of analysis in noisy signals has been missing in most systems, even when such an 

analysis is performed. A detailed analysis of this magnitude has not been published before. By 

presenting the analysis, it is hoped that the need for such an analysis wiU be highlighted, and that 

the performance figures as well as qualitative analysis presented in this dissertation be a reference 

to compare performance, as the analysis was done on publicly available data, with standard error 
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metrics. I t is also intended to make the prepared data files and other materials available on the 

internet for this purpose (subject to permission from the original contributors). 

7.3. Scope for Future Research Work and Extensions 
The system based on damped harmonic oscillators exhibits some very interesting properties like 

noise masking and leads to natural grouping o f activity around harmonic and formant 

frequencies. The harmonic grouping idea can be seen as an expression o f minimisation of 

representation. One of the consequences of this minimisation of representation of auditor)' 

stimuli is the emergence of pitch, which was utilised for the work presented in this dissertation. 

However, it is quite a powerful concept which can be utilised further for the development of 

representations which lead to a better understanding o f the auditory system. 

In the current treatment o f the proposed system, only the monaural case was considered. It will 

be quite interesting to see i f the framework can be extended and used in the binaural case as well. 

The current research was undertaken with the aim of producing a computationally efficient 

and noise robust pitch estimation system. However, the model o f processing that is proposed 

in this dissertation can be extended as a more elaborate auditory processing model. This may 

be achieved by putting the research in the neural processing context. The aim of this research 

would be to extend the Barlowian approach to develop a sparse auditory information coding 

scheme in terms o f temporal processing and inter-spike intervals based representation of the 

full frequency range using models o f integrate and fire spiky neurons. This model o f temporal 

processing would further analyse the phase relationships o f different frequency components to 

discover other "binding" features like common onsets in order to group the components 

together. I t would be very interesting to see i f the emergent properties of such a system match 

the physiological data, and whether this model would provide more insights into biological 

auditory processing. 

Other future work is to use the system in speech recognition applications for improved voice 

activity detection. Further research would also explore the potential o f using the temporal 

analysis as the basic signal processing stage in speech recognition systems, and evaluate the 

effect on the performance in noise. 
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Appendix 1 

IMPLEMENTATION DETAILS - COMPUTATIONAL 
COMPLEXITY AND MEMORY R E Q U I R E M E N T 

ANALYSIS 

In this section, we analyse the computational costs of implementing and deploying the various 

systems considered in this dissertation for pitch period estimation. Due to the sparse availability 

of information on other systems, the analysis is limited to general calculation and analysis, and 

comparative figures. This should however, give a general idea of the merits of the various 

systems analysed in terms of practicality of their deployment in real-worid applications and trade

offs in terms of performance versus speed of calculation and memory requirements. 

Most of the systems that were considered for detailed analysis are based on autocorrelation 

computation. The multiple pitch estimation system by Wu [Wu et al, 2002], is based on the 

perceptual filter-bank, summary autocorrelation and hidden Markov Models. These systems will 

be discussed only in terms of theoretical requirements for implementation. The reason for this is 

that the systems under consideration are available as implementation on various platforms 

(Matlab, Windows executables, or a mixture of the two), making it very difficult to make direct 

comparisons. 

A.l. The DHO and Harmonic Grouping Based System 
The main computational task of this system is the simulation o f the operation of the bank of 

Damped Harmonic Oscillators (DHOs). The harmonic grouping section of the code is 

operational at the rate 100 Hz, making it contribute a comparatively smaller amount to the total 

simulation time. 

For each sample, and single damped harmonic oscillator, the total computational cost can be 

expressed in terms o f number of arithmetic operations. A l l the operations can be done in the 

range of 16 bit integers, without the risk of overflow. The main functional operations for the 

whole process and their computational requirements are enumerated below. 
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1. The simulation of D H O operation takes 3 multiplications and 3 additions, provided the 

constants are evaluated and stored beforehand. Total cost for simulating 40 D H O units 

per sample is then 120 multiplications and 120 additions. Accumulated cost for this stage 

= 240 arithmetic operations. Number of state variables and constants that need to be 

maintained = 40 x 6 = 240 memory words. 

2. The next processing stage (results in an estimate o f the spectral representation of the 

input signal) is conditionally called, when there is a local positive maxima, greater than a 

predefined constant. Given that the operation is performed, the total number of 

operations for the active D H O is 8 additions and 4 multiplications. The profiling 

information during a topical run was analysed, and this conditional logic was called on 

average 38% of the total time (i.e. for 38% of the samples). Therefore, the total 

contribution of this stage o f processing is given by = > 0.38 x 40 x 12 = 182.4 

arithmetic operations per sample. The memory requirements for this stage, in terms of 

variables that are kept in memory during run-time = 8 x 40 = 320 memory words. 

3. Harmonic Grouping and related operations are called 4% of the time on average 

according to the profiling analysis. The number o f arithmetic operations per call to the 

harmonic grouping per channel is given by 20 additions and 5 multiplications. The 

preprocessing for the harmonic grouping (calculation o f periods, handing o f integration 

times, etc) are 5 additions and 6 multiplications. Therefore the total number of arithmetic 

operations per channel (per D H O ) = 36 arithmetic operations, and total is = 0.04 x 40 x 

(5 + 10 + 20 + 12) = 57.6 arithmetic operations. The memory requirements for the 

harmonic grouping (per call but not persistent) are dependent on the number of 

harmonics in the input data and the order of analysis (number o f output streams or 

groups desired). The total on average o f male and female voices was calculated to be 126 

memory words. 

4. The overhead (total other computation time and memory requirements) also depend on 

the order o f analysis (whether the input data consists o f simultaneous voices or not) as 

well as the sampling rate. However, the profiling information gives us an indication that 

the total time for such processing is about 1% of the total simulation time. The memory 

requirements for this section are dependent on the number of samples in the input 
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string. Since this varies according to application and implementation, we shall not include 

this in our analysis further. 

Considering the total o f the various sections and stages of processing as described above, the 

total computation cost for this system (per sample) is given by adding all of these together. The 

result of this operation gives us the figure: 

(240 + 182.4 + 57.6) * 101 / 100 = 484.8 arithmetic operations per sample. 

Therefore, at 8000 Hz sampling rate, the total arithmetic operations are equal to 3872000.60 per 

second, and at 16000 Hz sampling rate, the figure is 6831801.60 arithmetic operations per 

second. The total memory requirements at run-time are equal to: 686 memory words. 

A.2. The Autocorrelation based Systems 
The computational requirements for the autocorrelation based systems vary depending on the 

method used for the estimation of the autocorrelation function. The different strategies could be 

FFT, Filter-bank, direcdy from discrete time input, windowed and normalized variants of the 

above methods etc. Another source of variability of requirements is the choice o f pre-computed 

coefficient storage. If the coefficients are pre-computed for storage, the memory requirements 

increase considerably, while the computation load decreases. The computational requirements 

also depend on frame size for analysis, the lowest and highest firequencies considered in the pitch 

range, and i f any interpolation is used during computation. 

Due to the difficulty in comparing the various systems, and the wide choice of the methods 

available, let us first take the estimate of the operations, independent o f the implementation. 

Considering the operation of autocorrelation function computation, we have equation A . l . 

The number of operations for this operation depends on the search range in the lag domain. For 

typical sampling rate of 8000 Hz, the search range will be 95 lags (taking into account the lower 

frequency and upper frequency of analysis). Therefore the total number o f operations for a single 

frame of 380 samples (three times the lowest period corresponding to 70 Hz frequency) is equal 
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to 380 X 95 X 3 = 98,325 mathematical operations per frame. Considering the normal overlap of 

half the window range, we have the total number of computations per frame is 147,487 

mathematical operations per firame, and 776.25 mathematical operations per sample. The 

memory requirements are strongly dependent on the implementation details. 

Let us consider the Y I N system as available from the authors' web site, as an example of the 

computational requirements of a typical system using autocorrelation function based algorithm. 

The main difference function calculation in the system is done by a running summary 

autocorrelation fiinction, thus reducing the memory requirements for a straight forward 

autocorrelation computation. For this calculation, each sample-lag pair requires 6 additions and 4 

multiplications. Although the calculation is done on firame by frame basis, the total number of 

these operations per sample per computation is 8. Therefore, the total number of arithmetic 

operations in the difference function calculation is 290 arithmetic operations per sample. The 

smoothing function takes another 18 arithmetic operations per sample. The parabolic 

interpolation and normalization take in total a further 65 arithmetic operations. This is followed 

by a search and further smoothing operations, for which it is difficult to estimate the number of 

operations. However, the profiling information shows the time taken in these tasks, is about 

37%. The total estimated computational costs for the Y I N system is 500.05 arithmetic 

operations per sample. The memory requirements are difficult to establish because the 

majority of operations are done on the whole waveform, and not sample by sample. The 

memory requirements for the system, as implemented are 43520 memory words for one second 

of speech signal, sampled at 8 kHz (the figure cannot be divided by the number o f samples, 

because the memory is allocated for the whole waveform, and all operations are done in place). 

Due to logarithmic and other floating point operations, the algorithm is most likely to require a 

minimum of 32 bit operation and memory word size, after optimization. 

Let us consider the PRAAT systems* implementation. While PRAAT uses the computation of 

the FFT of the window and the signal (the autocorrelation o f the window can be computed once 

and stored). The FFT is computed for 400 samples windows (512 point FFT}, with a firame size 

of 80 samples, for a signal sampled at 8000 Hz. The number of computations required for every 

frame is roughly given by NLOG(N) , where N is the FFT analysis size. Therefore, for 2 FFT 

operations and one multiplication operation for power spectrum computation, we get 6,900 
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operations per frame or 193.9 arithmetic operations per sample. However, profiling 

information collected showed that this operation took only 49% of the total execution time. 

Therefore, we can approximate that the number o f other operations performed, for example the 

smoothing and parabolic interpolation included, equal to total computational requirements of 

about 387.7 arithmetic operations per sample. The memory requirements are difficult to 

establish, as the operations are performed on the entire waveform as a whole and it is difficult to 

establish the optimised implementation. However, on analyzing the source code for the system, 

it is clear that the system needs at least 32000 memory words per second of speech analysed. 

In our analysis, we have not considered the PRAAT system*s calculation o f the harmonic to 

noise ratio (HNR), which is used for the voiced/unvoiced decision. 

The CORR system performs the same operations as the PRAAT system, but in each channel. 

Therefore, the total computational requirements are multiplied by the number of channels for 

the basic summary autocorrelation function. Therefore for a case o f 40 channels, the number of 

computations per sample are 40 times greater than the PRAAT system i.e. in the range o f 7756 

arithmetic operations per sample. The memory requirements are also quite large, and like the 

rest o f the system, difficult to evaluate for an optimised evaluation. 

A.3, The Probabilistic Multiple Pitch Estimation and Tracking System 

(PMPT) 
The Probabilistic Multiple Pitch Estimation and Tracking system by Wu [Wu et al, 2002] was 

available as source code in C upon request from to the authors. The profiling was done on this 

code, and the results evaluated. As with the other system evaluated, the whole waveform is 

evaluated at once, therefore a true measure of the memory requirements is not available readily, 

but is only a rough approximation, based on profiling and observation o f the source code. 

The system operates on the 16 bit resolution signals, sampled at 16 kHz. The main part of the 

pitch tracking algorithm operates on the output of a 128 channel Gammatone bank of filters (4* 

order). The lower frequency channels (1 to 55) and the higher frequency channels (56 - 128), are 

treated separately. For simple 4*** order filters, the number o f arithmetic operations is 5 additions 

and 6 multiplications, i.e. for 128 channels, the filtering computation uses 1408 arithmetic 

operations per sample. The next stage of processing is envelope computation, which involves 
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low pass filtering of the high firequency channels, and high pass filtering o f the low frequency 

channels. Based on the profiling information, this operations takes 1.08 times the front end 

filtering process. This process is followed by a realignment stage, where the different channels 

output is realigned to compensate for the filter delays. This process completes in about 0.08 

times the front end filtering process. The memory required for this stage is 128 memory words 

per sample. The realigned envelope information is then used by the Correlogram computation 

algorithm. The Correlogram is computed twice for higher frequency channels and once for lower 

frequency channels, with different window sizes. The method used for the computation is 

straight autocorrelation fionction calculation, as presented in equation A . l . The total number of 

operations for the entire calculation is 7743 mathematical operations per sample. The 

correlogram computation also requires a large amount of memory. The total amount of memory 

used is 630 memory words per sample. The Correlogram computation is followed by a peak 

picking algorithm, for valid pitch candidates. The total computational time requirement for this 

operation is 0.08 times the filer bank computation. The memory requirements for this stage are 

24 memory words per sample. The next stage of processing is the main probabilistic pitch 

tracking system, which has a memory requirement of 1450 memory words per sample. The 

profiling information calculation for this portion o f processing indicates that it takes 3.5 times 

the front end filtering process computation. Therefore, the total requirements for the system are 

15,825 arithmetic operations per sample. The overall memory requirements are computed to 

be 2,232 memory words per sample. For one second of speech data, the computational 

requirements are therefore 253,200,000 arithmetic operations, and memory requirements 

of 35,712,000 memory words, given a sampling rate of 16 kHz. 

A.4. The Comparative Analysis 
The computational requirements of an algorithm are very important for practical exploitation. A 

system which is computationally efficient is preferable over less efficient systems even when the 

computational resources are available, due to considerations of power consumption and 

scalability of the overall system. Therefore the analysis that is presented in this section of the 

dissertation is not very detailed and gives approximate figures, due to the difficulty in establishing 

the requirements; given an optimal implementation (most systems we have evaluated were 

probably not optimized). However, from the analysis, we can conclude that the PRAAT system 

has the least computational requirements. However, it is not very economical on the memory 
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requirements, due to limitations of the algorithm, as it can only operate on chunks o f signal, 

which requires large amount of memory. However, the D H O system is quite economical on the 

both the computational requirements in terms o f arithmetic operations per sample, and the 

memory required for the computation. This combination o f low computational requirements 

and low memory requirements can be considered as the most optimal solution o f all the systems 

analysed. The Y I N and CORR systems require a much larger number o f arithmetic operations, 

and also much large memory requirements. The PMPT system is the worst system both in terms 

of computational and memory requirements, and the difference with other systems is quite 

noticeable even when running on a very fast computer (we used a computer with 256 MB of 

RAM, and an Athlon 1500+ XP processor). 

Another factor which is of vital importance for practical implementation purposes is the number 

of bits required for arithmetic operations and storage. All the systems that were analysed used a 

mixture of double (64 bit) and single precision (32 bit) floating point operations. Based on the 

understanding of the system and the algorithmic requirements, apart f rom the PRAAT and 

D H O , none of the other system can be implemented in less than 32 bit resolution. The D H O 

system can be easily implemented as a 16 bit fixed point operation algorithm, as it does not use 

FFT or high order filter banks, or non-linear interpolation. 

The figures for computational requirements comparison in a graphical form are included in 

chapter 5 (figures 6.18 and 6.19). 
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Appendix 2 

T H E C O M P L E T E RESULTS FOR S I N G L E P I T C H TRACK 
E X P E R I M E N T S 

This appendix presents the complete results for the single pitch track estimation experiments. 

For better readability, the various systems are referred to by brief names, which were also used 

throughout the main text. For reference to these, please see chapter 2 and chapter 5. 

The various error measures and their names, as used in the tables were described in detail in 

chapter 5. These are abbreviated in the tables as follows. 

GEE20 is Gross Error Rate within 20% or the reference pitch estimate. 

GEEIO is Gross Error Rate within 10% or the reference pitch estimate. 

GEE05 is Gross Error Rate within 5% or the reference pitch estimate. 

FEE20 is Fine Error Rate within 20% or the reference pitch estimate. 

FEE20 is Fine Error Rate within 10% or the reference pitch estimate. 

FEE20 is Fine Error Rate within 5% or the reference pitch estimate. 

V _ U V E is percentage voiced to unvoiced error measure. 

UV_VE is the percentage unvoiced to voiced error measure. 

T H E is the percentage of "too-high" errors. 

T L E is the percentage of "too-low" errors. 

STD20 is the standard deviation of FEE20 errors. 

The Male Speakers average performance is represented by the name MA. 

The Female Speakers average performance is represented by the name FA. 

The term OA means Overall Average. 
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DHO GER20 GER10 G E R 0 5 FER20 FER10 FER05 V_UVE U V _ V E T H E T L E STD20 
f1 0 0.37 3.35 -0.45 -0.36 -028 0 9.05 0 0 3.82 
f2 0.19 0.38 2.81 0.08 0.03 0.23 0 46.34 0 0 4.99 
f3 0 0.26 3.6 -0.15 -0.1 0.18 0 22.06 0 0 3.73 
14 0 0.2 3.07 0.2 0.14 0.24 0 6.44 0 0 5.13 
f5 0 0231 3.22 0.33 0.41 0.55 0 23.83 0 0 5.34 
ml 7.51 16.22 37.05 0.83 0.42 0 2.66 15.95 0.48 2.66 6.17 
m2 0 1.24 18.63 1.61 1.55 1.35 0 23.13 0 0 5.7 
m3 0.61 0.92 3.36 -0.52 -0.48 -0.35 0.61 17.7 0 0.61 2.84 
m4 23.89 26 34.89 0.37 0.29 0.56 4.22 3.42 2.58 422 3.4 
m5 10.82 15.04 23.4S -0.27 0.35 0.69 5.01 13.65 2.9 5.01 4.24 
MA 8.56 1 1 ^ 23.48 0.4 0.43 0.45 2.5 14.77 1.19 2.5 4.47 
FA 0.04 0^ 3.21 0 0.02 0.18 0 21.54 0 0 4.6 
OA 4.3 6.09 13.39 0.2 0.23 0.32 1.25 18.16 0.6 1.25 4.54 

C O R R GER20 G E R 1 0 G E R 0 5 F E R 2 0 FER10 FER05 V„UVE UV V E T H E T L E STD20 
11 0.74 3.35 4.46 0.86 0.97 0.93 0 16.52 0.74 0 4.66 
f2 1.69 2 2 5 8.82 0.O7 0.11 0.08 0.19 25 0.94 0.56 6.41 
f3 4.37 4.88 9.77 0.31 0.42 0.6 1.8 44.12 1.03 3.34 4.96 
{4 1.64 3.27 12.27 -0.63 -0.29 0.07 0.61 31.44 0.61 0.82 8.16 
15 0 1.17 8.77 -0.17 -0.41 -0.78 0 33.05 0 0 7.35 
ml 15.5 16.95 22.52 0.1 0.23 0.34 12.59 38.04 2.91 12.59 3.35 
m2 1.24 1.86 26.09 -1.45 -1.56 -0.69 0.62 33.7 0.62 0.62 5.73 
m3 0.31 0.92 2.75 0.1 0.19 0 2 0.31 20.66 0 0.31 3.16 
m4 16.86 18.27 27.87 0.27 0.24 0.13 16.39 35.76 0.47 16.39 3.29 
m5 7.26 8.31 21.24 0.65 0.59 0.36 6.6 30.92 0.66 6.6 3.89 
MA 8.23 9.26 20.09 -0.07 -0.06 0.07 7.3 31.82 0.93 7.3 3.88 
FA 1.69 2.98 8.82 0.09 0.16 0.18 0.52 30.03 0.66 0.94 6.31 
OA 4.96 6.12 14.46 0.01 0.05 0.12 3.91 30.92 0.8 4.12 5.1 

YIN GER20 G E R 1 0 GERD5 FER20 F E R 1 0 FER05 V_UVE U V _ V E T H E T L E STD20 
M 6.69 9.67 14.5 1.01 0.08 0.1 0 97.51 0.37 4.83 6.95 
f2 8.44 11.63 17.64 1.4 0.28 0 2 9 0 98.06 0 5.82 8 
f3 4.63 7 2 11.83 1.12 0.29 0.49 0 96.56 0.26 3.6 6.54 
f4 39.67 45.6 53.37 3.58 0.62 0.0S 0 97.16 0.61 35.38 12.78 
f5 13.45 1725 21.93 2 0.52 0.41 0 96.81 0 13.16 8.84 
ml 121 3.87 13.32 0.52 0.71 QJ52 0 97.51 0 0 3.7 
m2 0.62 0.62 1.86 0.81 0.81 0.78 0 98.02 0.62 0 2.53 
m3 0.61 1.22 2.75 0.21 0.09 G 0 97.05 0 0.61 2.66 
m4 1.17 2.11 6.79 0.61 0.7 0.58 0 98.86 0.47 0.23 2.37 
m5 158 2.77 5.54 0.39 0.41 0.43 0 97.72 0.53 026 2.73 
MA 1.04 2.12 6.05 0.51 034 0.46 0 97.83 0.32 022 2 3 
FA 1438 18.27 23.85 1.82 0.36 0.27 0 97.22 0.25 1236 8.62 
OA 731 10.19 14.95 1.16 0.45 0.37 0 9 7 3 3 0.29 6.39 5.71 

PRAAT GER20 GER10 G E R 0 5 FER2D FER10 FER05 V UVE UV V E T H E T L E STD20 
f1 4.09 632 8.55 1.04 1.08 1.1 0 3 7 9.28 0.74 3.35 4.7 
f2 2.06 3.19 10.13 0.28 0.39 0.37 0 3.45 0.38 1.69 6.65 
f3 336 4.11 10.54 0.58 0.65 0.83 1.29 26.22 0.77 3.08 5.19 
f4 3.07 4.91 13.0S -0.11 -0.04 0.26 2.66 15.98 0 2.86 8.04 
f5 0 1.17 8.48 0.07 -0.18 -0.66 0 24.33 0 0 7 3 5 
ml 7.99 10.41 18.89 0.52 0.54 0.43 7.75 6.15 0 7.75 337 
m2 0.62 2.48 30.43 -1.47 -1.63 -0.42 0 5.51 0.62 0 634 
m3 0.61 122 5.5 0.26 0.36 0.28 031 11.48 0 031 334 
m4 1034 1238 23.1S 0.68 0 3 8 0.36 10.54 9.57 0 1034 332 
m5 135 333 18.34 0.76 0.75 0.38 1.19 17.67 0.66 1.19 3.96 
MA 4 3 2 6.17 19.27 0.15 0.12 0.21 4.02 10.07 0.26 4.02 4.25 
FA 2.62 3.94 10.16 0 3 7 038 0 3 8 0 3 6 1535 0.38 22 639 
OA 3.47 5.05 14.71 0.26 0.25 0.29 2.44 12.96 0.32 3.11 532 

Table A.2.1. The clean speech high resolution signal results for evaluated systems. 
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DHO GER20 GER10 GER05 FER20 PER 10 FERD5 V_UVE U V _ V E THE T L E STD20 
ri 0.74 1.12 4.0S -0.46 -0.36 -0.28 0 12.67 0 0 3.85 
f2 0 0J3S 2.63 02^ 0.09 027 0 43.75 0 0 521 
f3 0 0.26 3.6 -0.14 -0.09 0.19 0 22.6 0 0 3.72 
[4 1.43 1.64 4.5 0.11 0.05 0.14 1.43 7.22 0 1.43 5.11 
rs 0 0.29 3.22 0.36 0.44 0.6 0 27.35 0 0 534 
ml 7.02 15.01 36.08 0.76 0.47 0.02 3.39 24.92 1.45 3.39 6.09 
m2 0 1^4 16.77 1.36 1.3 1.42 0 22.91 0 0 5.53 
m3 0.61 0.92 3.06 -0.51 -0.48 -0.37 0.61 15.08 0 0.81 2.84 
m4 28.81 29.74 39.11 0.35 0.36 0.58 5.85 6.61 1.17 5.85 323 
m5 7.78 12.01 21.64 - 0 ^ 0.32 0.65 1.85 13.25 3.43 1.85 4 2 5 
MA 8.B4 11.78 23.33 0.33 0.39 0.46 2.34 16.55 1.21 234 4.39 
FA 0.43 0.74 3.61 0.02 0.03 0.18 029 22.72 0 0 2 9 4.65 
OA 4.64 626 13.47 0.18 0.21 0.32 1.31 19.64 0.61 1.31 4.52 

C O R R GER20 GER10 GERD5 FER20 F E R I O FER05 V _ U V E U V _ V E THE T L E 5TD20 
M 0.74 2.6 5.58 0.81 0.75 0.98 0 13.35 0.74 0 4.61 
f2 1.88 2.44 937 0.06 0.1 0.03 0.38 15.09 0.94 0.75 6.46 
t3 4.37 4.63 9.51 0.37 0.43 0.68 1.8 27.49 1.03 3.34 4.93 
f4 3.07 4.09 12.88 -0.49 -0.32 0.16 2.45 23.71 0.41 2.45 7.92 
fS 0 1.17 8.19 -0.21 -0.45 -0.88 0 25.34 0 0 7.35 
ml 16.46 18.16 23.24 0.11 0.24 0.33 1429 24.42 2.18 1429 3.37 
m2 124 1.86 25.47 -1.42 -1.53 -0.72 0.62 13.44 0.62 0.62 5.69 
m3 1.22 1.83 3.67 0.05 0.15 0.16 1.22 16.39 0 1.22 3.17 
m4 17.56 18.74 28.1 0.17 0.19 0.14 17.33 30.75 0.23 17.33 3.18 
mS 8.71 9.76 22 .16 0.66 0.61 0.35 7.78 20.88 0.92 7.78 3.88 
MA 9.04 10.07 2033 -0.09 -0,07 0.05 8.25 21.18 0.79 825 336 
FA 2.o^ 2.99 9.15 0.11 0.1 0.19 0.93 20.99 0.62 131 626 
OA 533 633 14.84 0.01 0.02, 0.12 439 21.09 0.71 4.78 5.06 

YIN GER20 GER10 GER05 FER20 F E R I O FER05 V U V E U V _ V E THE T L E STD20 
f1 8.18 11.9 17.47 1 0.23 -0.02 0 98.64 0.37 6.69 7.07 
f2 8.82 12.38 18.39 1.35 0.24 0.25 0 98.92 0 5.82 8.1 
t3 4.88 6.94 10.54 0.97 0.33 0.47 0 97.47 0.26 3 3 6.02 
f4 43.15 4928 58.9 3.84 0.27 -0.15 0 97.68 0.41 38.85 1331 
(5 13.74 17.54 22.22 1.87 0.44 0.45 0 97.48 0 13.16 8.59 
ml 121 3.87 13.08 0.54 0.73 0.56 0 98.34 0 0 3.7 
m2 0.62 0.62 2.48 0.8 0.8 0.82 0 99.12 0.62 0 239 
m3 031 122 2.45 0.21 0.06 0 0 98.36 0 031 232 
m4 1.17 137 6.7S 0.59 0.7 0 3 0 99.32 0.47 023 233 
m5 1.32 2.77 5.94 0.45 0.46 0.46 0 97.86 0.53 0.13 234 
MA 0.99 Z07 6.15 0 3 2 0 3 5 0.49 0 98.6 0.32 0 2 235 
FA 15.75 19.61 2 5 3 1.81 0.3 0 2 0 98.04 0.21 13.62 8.72 
OA 837 10.84 15.83 1.16 0.43 034 0 98.32 027 631 5.79 

PRAAT GER20 GER10 GER05 FER2D F E R I O F E R 0 5 V^UVE U V _ V E THE T L E STD20 
f1 3.72 5 2 731 1.04 0.9 1.08 0 2.94 0.74 2.97 4.48 
f2 225 231 9.57 0 3 0.26 0.34 0 2.37 0.38 1.69 638 
f3 3 3 3.86 11.05 0.55 0.62 0.75 129 23.87 1.03 2.57 521 
14 4.09 5.73 12.88| -0.19 -0.04 0 2 5 3.89 183 0 3.89 7.78 
f5 0 1.17 8.77 0.05 -0.2 -0.73 0 23.83 0 0 7.35 
ml 726 9.93 18.64 0.56 0.55 0.45 7.02 5.65 0 7.02 3.93 
m2 0.62 3.11 2931 -1.41 -1.67 -0.41 0 4.85 0.62 0 6.41 
m3 031 122 5 3 0.23 0.33 0 3 031 7.87 0 031 3 3 3 
m4 103 12.65 23.19 0.68 0.59 038 103 7.06 0 103 3 3 4 
m5 138 3.56 1821 0.75 0.74 0.36 0.92 17.94 0.66 0.92 3.96 
MA 438 6.09 19.07 0.16 0.11 021 3.77 8.67 0 2 G 3.77 428 
FA 2.73 3.75 10.02 0.35 031 0 3 4 1.03 14.26 0.43 6 2 4 
OA 3.4 4.92 1434 0.26 021 0 2 8 Z 4 11.47 0.34 3 526 

Table A,2.2. Results for 25 dB White noise for high resolution speech signals. 
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DHO GER20 GER10 G E R 0 5 FER20 F E R 1 0 FERQS V_UVE UV„VE T H E T L E STD20 
f1 0.74 1.12 4.0S -0.46 -0.36 -028 0 12.9 0 0 3.86 
f2 4.32 4.5 6.57 0.02 -0.03 023 0 41.81 0 4.32 4.98 
f3 0 0.26 3.86 -0.12 -0.07 023 0 19.8S 0 0 3.71 
f4 0.41 1.84 4.5 -0.36 0.18 0.32 0 7.47 0 0 7.38 
f5 0.29 0.58 2.92 0.43 0.51 0.56 0 26.85 0 0 5.18 
ml 5.81 1525 35.11 0.65 0.32 -0.02 1.94 21.93 024 1.94 6 2 5 
m2 1.86 3.11 19.25 1.43 1.37 1.43 0 24.01 0 0 5.61 
m3 0.61 0.92 3.06 -0.53 -0.49 -0.39 0.61 15.08 0 0.61 2.84 
m4 29.04 30.44 38.17 0.31 0.19 0.5 5.85 4.56 0.47 5.85 323 
m5 8.44 1227 22.82 -0J2^ 0.28 0.62 2.9 14.46 3.56 2.9 427 
MA 9.15 12.4 23.68 0 ^ 0.33 0.43 2 2 6 16.01 0.85 226 4.44 
FA 1.15 1.66 4.39 •0.1 0.05 021 0 21.78 0 0.86 5.02 
OA 5.15 7.03 14.04 0.12 0.19 032\ 1.13 18.89 0.43 1.56 4.73 

C O R R GER20 GER10 G E R 0 5 F E R 2 0 F E R 1 0 F E R 0 5 V_UVE U V _ V E T H E T L E STD20 
fl 3.35 4.83 6.32 0.96 0.85 0.86 2.97 9.05 0.37 2.97 4.35 
f2 3.19 3.94 10.13 0 0.03 0.14 2.06 15.52 0.75 2.44 6.56 
f3 5.14 5.66 10.54 0.44 0.56 0.61 2.83 24.05 1.03 4.11 5.06 
14 5.93 6.95 15.13 -0.58 -0.4 0.14 5.32 23.45 0.41 5.32 7.75 
15 0 1.17 8.1S -022 -0.46 -0.9 0 22.99 0 0 7.34 
ml 16.95 18.4 23 0.05 021 0.33 1525 18.27 1.69 15.25 3.31 
m2 3.11 4.35 27.33 -1.4 -1.62 -0.85 2.48 9.25 0.62 2.48 5.75 
m3 1.53 2.14 4.28 0.05 0.14 0.17 1.53 11.8 0 1.53 3.22 
m4 18.97 19.91 29.04 0.13 0.18 0.14 18.74 20.05 0.23 18.74 3.13 
m5 12.8 13.85 24.54 0.66 0.6 0.31 1227 17.67 0.53 1227 3.82 
MA 10.67 11.73 21.64 •0.1 -0.1 0.02 10.05 15.41 0.62 10.05 3.85 
FA 332 4.51 10.06 0.12 0.12 0.17 2.64 19.01 0.51 2.97 621 
OA 7.1 8.12 15.85 0.01 0.01 0.1 6.35 17.21 0.56 6.51 5.03 

YIN GER20 GER10 G E R 0 5 FER20 F E R 1 0 FER05 V_UVE U V _ V E T H E T L E STD20 
fl 9.67 12.64 17.1 0.54 0.01 -0.07 0 99.1 0.74 7.43 6.63 
f2 9.94 13.51 19.51 1.45 0.32 029 0 98.49 0 7.13 8.31 
f3 5.14 6.68 10.03 0.79 0.37 0.64 0 97.47 0.26 3.6 5.23 
\A 48.88 55.42 63.6 4 2 7 0.48 -0.35 0 98.71 0.41 44.17 13.84 
f5 14.33 19.01 23.1 2.16 0.31 0.46 0 97.82 0 13.16 9.36 
ml 121 4.36 14.2S 0.58 0.77 0.56 0 98.34 0 0 3.78 
m2 0.62 0.62 2.48 0.81 0.81 0.82 0 99.12 0.62 0 2.65 
m3 0.61 122 2.75 0.29 0.14 0.04 0 99.34 0 0.61 2.86 
m4 1.17 1.87 7.26 0.56 0.67 0.58 0 99.09 0.47 0 2 3 2.35 
m5 1.32 3.03 6.6 0.46 0.47 0.47 0 97.05 0.66 0.13 2.9S 
MA 0.99 6.68 0 ^ 0.57 0.5 0 98.59 0.35 0 2 2.93 
FA 17.59 21.45 26.67 1.84 0.3 0.19 0 98.32 0.28 15.1 8.68 
OA 929 11.84 16.67 1.19 0.43 0 3 5 0 98.45 0.32 7.65 5.8 

PRAAT GER20 GER10 G E R 0 5 F E R 2 0 F E R 1 0 FER05 V_UVE U V _ V E T H E T L E STD20 
fl 5.95 7.43 8.55 1 2 1.06 1.02 2 2 3 1.58 0.74 5 2 424 
f2 3.56 4.32 11.82 0.25 0.29 0.35 1.5 1.94 0.38 3.19 6.73 
f3 4.37 4.63 10.28 0.57 0.63 0.75 2.06 22.78 0.51 3.86 5.09 
f4 5.73 7.16 13.7 -0.33 -0.23 0.16 5.52 17.53 0 532 7.62 
f5 0 1.17 8.77 0.03 -0.22 -0.76 0 28.02 0 0 7.38 
ml 8.96 11.14 19.61 0.48 0.54 0.45 8.72 5.81 0 8.72 3.82 
m2 0.62 3.11 29.19 -1.38 -1.65 -0.44 0 3.52 0.62 0 6.38 
m3 122 1.83 5.81 0.19 0.29 028 122 2.3 0 122 332 
m4 11.48 13.35 23.8S 0.57 0.55 0.4 11.48 3.87 0 11.48 3.38 
m5 5.15 6.73 20.98 0.77 0.75 0.36 5.01 17 0.13 5.01 3.96 
MA 5.48 723 19.S 0.12 0.09 021 5 2 9 6.5 0.15 529 421 
FA 3.92 4.94 10.63 0.34 0.3 0.31 2 2 6 14.37 0.33 335 621 
OA 4.7 6.09 152G 0 2 3 0 2 026 3.77 10.44 0 2 4 4.42 521 

Table A.2.3. Results for 20 dB White noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 PER 10 FER05 V_UVE U V _ V E T H E T L E STD20 
f1 0 0.37 3.72 -0.47 -0.37 -033 0 17.42 0 0 3.9 
f2 1.13 15 3.38 0.19 0.08 0.3 0.75 45.26 0 0.75 5.06 
f3 0.51 0.51 3.6 -0.07 -0.07 0.19 0 27.67 0 0 3.55 
14 1.43 327 6.34 -0.6 0.11 0 2 9 0 4.12 0 0 7.97 
f5 0.29 058 3.51 0.36 0.44 0 5 9 0 28.52 0 0 526 
ml 10.17 17.43 38.01 0.46 0.43 -0.03 0.97 18.27 0.24 0.97 6.17 
m2 0.62 1.24 17.39 1.01 1.15 121 0 24.89 0 0 5.02 
m3 0 0 3.06 -0.56 -0.56 -0.37 0 20.66 0 0 2.89 
m4 20.14 21.55 29.98 0.31 0.3 058 5.85 2.96 0.23. 5.85 321 
m5 6.73 10.82 19.39 -028 0.24 0.64 251 14.99 2.11 251 425 
MA 7 5 3 1021 2157 0.19 0.31 0.4 1.87 16.35 0 5 2 1.87 421 
FA 0.67 125 4.11 -0.12 0.04 021 0.15 24.6 0 0.15 5.17 
OA 4.1 5.73 12.84 0.03 0.18 021 1.01 20.48 0.26 1.01 4.74 

C O R R G E R 2 0 GER10 GER05 F E R 2 0 F E R 1 0 F E R 0 5 V_UVE U V _ V E T H E T L E STD20 
f1 4.83 5 2 7.06 1.12 1.04 0.97 4.83 4.75 0 4.83 359 
f2 6.19 6.94 13.13 -0.07 -0.04 -0.02 5.07 14.87 0.75 5.44 6.64 
f3 7.46 7.97 13.11 0.41 0.54 0.57 5.91 22.6 051 6.94 5.22 
f4 18.61 19.02 26.18 -1 -0.86 -024 18 20.88 0.41 18 7.4 
f5 0 1.17 9.65 -0.21 -0.46 -0.95 0 20.47 0 0 7.64 
ml 21.07 22.28 26.88 0.04 0.18 021 19.61 14.95 1.45 19.61 3.35 
m2 11.18 12.42 34.16 -1.63 -1.87 -0.9 11.18 4.85 G 11.18 5.79 
m3 7.65 8.26 11.62 0.04 0.14 0 2 3 7.65 4.92 G 7.65 3.3 
m4 21.55 22.48 31.62 0.13 0.19 0.15 21.55 9.34 G 2155 3.14 
m5 2 5 2 26.12 33.91 0.48 0.44 0 2 4 25.07 162 o . i a 25.07 3.72 
MA 1723 1821 27.64 -0.19 •0.18 0 17.01 10.05 0.32 17.01 326 
FA 7.42 8.06 13.83 0.05 0.04 0.07 6.76 16.71 0.33| 7.04 6.12 
OA 1227 13.19 20.73 -0.07 -0.07 0.04 1129 13.38 0.3^ 12.03 429 

YIN GER20 GER10 GER05 FER20 F E R 1 0 FER05 V_UVE U V _ V E T H E T L E STD20 
f1 9.67 14.13 1859 1.11 0.18 -0.17 0 99.1 0.74 7.06 7.48 
f2 11.82 16.7 23.26 1.83 0.52 0.15 0 98.92 0.19 8.44 8.93 
f3 6.94 9.25 14.14 1.25 0.56 0.58 0 98.19 0.26 4.63 6.59 
14 54.19 61.35 71.57 5.9 2.13 0 2 0 99.23 0.41 48.88 15.49 
f5 16.96 2222 27.19 2.44 0.37 0.28 0 97.65 0 14.62 9.82 
ml 1.69 4 5 13.8 0.62 0.79 0 5 9 0 98.84 0.48 0 3.76 
m2 2.48 3.73 6.83 0.97 0.68 0.58 0 99.56 0.62 0.62 4.12 
m3 2.75 3.98 6.42 0 2 3 0.08 0.02 0 100 0.31 122 3 2 5 
m4 0.94 1.41 7.03 0.6 0 5 057 0 99.09 0.47 0 2 3 2.39 
m5 251 4.49 7.78 0.43 0.42 0.46 0 97.86 1.32 0 2.99 
MA 2.08 3.64 8.37 0 5 7 051 0.44 0 99.07 0.64 0.42 3 2 
FA 19.92 24.73 30.95 251 0.75 021 0 98.62 0.32 16.73 9.66 
OA 11 14.18 19.66 154 0.63 0 2 3 0 98.84 0.48 857 6.48 

PRAAT GER20 GER10 G E R 0 5 F E R 2 0 F E R 1 0 FER05 V_UVE U V _ V E T H E T L E STD20 
f1 9.67 10.04 11.1S 128 1.19 1.03 6 5 9 1.58 0 9.67 3.39 
f2 6 5 7 7.13 13.88 0 2 4 0 2 0.28 4 5 1.08 0.38 6.19 6.49 
f3 7 2 7.46 12.6 0.71 0.78 0.82 5.14 21.16 051 6.68 5.11 
f4 23.11 2321 30.06 -0.87 -0.82 -0.16 222 15.46 0 222 725 
f5 0 1.17 9.06 -0.03 -0.28 -0.77 0 26.51 0 0 751 
ml 10.9 1225 21.31 0.34 0.5 0.41 102 4.32 0 102 3.72 
m2 9.94 13.04 35.4 -1.58 -1.77 -0.63 9.94 1.98 0 9.94 6.4 
m3 3.98 459 8.56 0.15 0.26 0 2 3 3.98 0.66 0 3.98 356 
m4 1352 14.99 26 0.48 0 5 027 1322 2.96 0 1322 3 2 
m5 1121 12.4 24.14 0.8 0.72 021 11.08 152 0.13 11.08 321 
MA 9 2 7 11,47 23.08 0.04 0.04 0.14 9.94 5.14 0.03 9.94 4.18 
FA 921 922 1525 0 2 7 0 2 2 024 725 13.16 0.18 9.09 525 
OA 9.64 10.65 1922 0.15 0.13 0.19 829 9.15 0.1 9 5 2 5.07 

Table A.2.4. Results for 15 dB White noise for high resolution speech signals. 
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DHO G E R 2 0 GER10 G E R 0 5 FER20 FER10 F E R 0 5 V UVE UV_VE THE T L E STD20 
M 1.49 1.4S 4.09 -0.3 -0.3 -0.27 0 22.17 0 0 336 
f2 0 0.38 2.44 0.3 0.18 0.32 0 47.41 0 0 526 
f3 031 0.77 3 3 -0.08 -0.03 0 2 0 29.66 0 0 3.73 
14 031 2.45 6.13 -0.16 -0.11 0.28 031 9.28 0 031 6.94 
f5 0 2 9 038 331 0.32 0.4 0 3 5 0 35.4 0 0 5.39 
ml 823 1622 35.35 0.54 0.17 0.02 0 25.42 0.48 0 6.36 
m2 0.62 2.48 16.77 1.07 1.44 12 0 33.04 0 0 529 
m3 031 031 5.2 -0.61 -0.56 -03 0 22.62 031 0 3.06 
m4 23.19 25.53 34.19 0.25 0.32 0.45 4.45 4.33 0.47 4.45 3.41 
m5 8.97 12.53 21.64 -0.42 0.12 0.58 528 15.93 2.24 5.28 427 
MA 826 11.48 22.63 0.16 0.3 039 1.95 20.27 0.7 135 4.48 
FA 038 1.13 3.95 0.01 0.03 0.22 0.12 28.78 0 0.12 4.98 
OA 4.42 631 13.29 0.09 0.16 0 3 1.03 2433 0.35 1.03 4.73 

C O R R GER20 GER10 GER05 FER20 F E R 1 0 F E R 0 5 V_UVE UV_VE T H E T L E STD20 
11 10.04 10.41 11.52 1.16 1.07 0.88 10.04 2.94 0 10.04 3.83 
f2 13.13 13.7 19.7 0.01 -0.05 0.07 1231 10.99 0.94 122 6.57 
f3 15.94 16.45 19.54 0.66 0.67 0.56 14.91 2331 0.51 15.42 4.84 
f4 37.01 3722 42.74 -1.57 -131 -03 36.4 18.04 031 36.4 7.39 
f5 331 4.97 13.74 -0.26 -0.46 -1.04 3.51 26.51 0 331 7.89 
ml 3239 33.41 37.29 -0.05 0 0.12 31.72 9.47 0.97 31.72 323 
m2 24.84 26.09 43.48 -2.77 -2.84 -1.22 24.84 2.42 G 24.84 5.4 
m3 27.22 27.52 3 1 3 -0.08 -031 0.23 27.22 1.64 0 27.22 3.62 
m4 33.49 34.19 42.15 0.24 0.27 0.15 33.49 5.47 G 33.49 3.09 
m5 4631 46.83 50.26 0.05 0.05 0.1 46.17 17.94 0.13 46.17 3.26 
MA 3291 3331 41 -032 -031 -0.13 3Z69 7.39 0.22 3Z69 3.72 
FA 1533 1635 21.45 0 -0.05 -0.07 1537 16.4 0.41 1531 6.11 
OA 24.42 25.08 31.22 -0.26 -0.28 -0.1 24.03 11.89 0.32 24.1 431 

YIN GER20 GER10 G E R 0 5 FER20 F E R 1 0 F E R 0 5 V UVE UV V E T H E T L E STD20 
f1 18.96 2528 33.46 2.66 0.88 0 2 9 0 99.55 0.37 1524 8.95 
f2 20.45 29.46 37.9 3.28 0.33 021 0 97.63 0.19 152 1231 
f3 16.97 22.11 30.85 2.16 0.63 0.53 0 98.73 0 123 8.34 
f4 60.12 68.1 75.26 6.59 1.17 -037 0 98.2 0.41 54.19 17.09 
f5 28.95 3539 43.57 3.18 0.3 0.04 0 98.32 0 24.27 1131 
ml 2.42 5.33 15.5 0.64 0.72 0.62 0 99.5 1.45 024 3 3 
m2 539 6.21 11.18 0.99 0.9 0.53 0 100 0.62 1.86 3.42 
m3 439 8.26 11.01 0.73 0.15 031 0 100 0.61 3.98 4 3 
m4 0.7 2.11 8.^ 0.5 0.58 0.52 0 99.32 0 0 2.63 
m5 4.49 732 11.39 0.34 0.38 0.47 0 98.53 1.98 0.13 3.66 
MA 3.62 538 11.45 0.64 0.55 0.43 0 99.47 0.93 1.24 332 
FA 29.09 3631 44.21 3 3 7 0.66 0.04 0 98.49 0.19 243 11.74 
OA 1635 2035 27.83 2.11 0.6 0.24 0 9838 03Q 12.77 7.68 

PRAAT GER20 GER10 G E R 0 5 FER20 F E R 1 0 F E R 0 5 V UVE UV_VE T H E T L E STD20 
f1 8.92 929 10.41 1.38 1.29 1.13 8.92 0.49 0 8.92 3.49 
r2 1426 14.63 20.26 0.13 0.15 0.23 12.95 0 0.38 13.88 6.46 
F3 18.77 19.02 22.11 0.79 0.86 0 3 1722 12.48 031 1825 4.72 
[4 41.31 4131 47.24 -1.55 -1.48 -0.73 41.1 8.76 0 41.1 7.42 
f5 526 6.43 15.79 0.04 -0.23 -0.86 5.26 19.46 0 526 731 
ml 15.98 17.19 25.42 0.35 0.47 0.34 15.98 1.99 0 15.98 3.65 
m2 233 26.71 43.48 -2.78 -2.78 -1.07 23.6 0.88 0 233 5.99 
m3 1937 1938 23.55 0.07 0.15 022 19.57 0.66 0 19.57 3.73 
m4 14.99 15.93 27.17 0.43 0.42 026 14.99 1.37 0 14.99 3.29 
m5 372 3736 43.14 0.39 0.36 024 37.2 6.83 0 372 332 
MA 22.27 2331 323S -031 -0.28 0 2227 2 3 4 G 22.27 4 
FA 17.7 18.18 23.16 0.16 0.12 0.11 17.09 8.23 0.18 17.48 6 
OA 1939 2035 27.86 -0.08 -0.08 0.06 19.68 5.29 0.09 1938 5 

Table A.2.5. Results for 10 dB White noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV VE THE TLE STD20 
n 1.86 2.6 5.2 -0.47 -0.4S -0.41 0 40.27 0 0 3.85 
f2 036 1.31 4.13 0.31 0.19 0.28 0 62.07 0 0 5.62 
f3 1 ^ 134 4.11 0.12 0.05 0.22 0 45.21 0 0.77 3.78 
\4 6.13 9.82 133 -0.41 0.15 0.38 2.66 31.7 0 2.66 9.44 
f5 0 0.29 2.63 0.37 0.44 0.44 0 52.18 0 0 531 
ml 9.2 17.68 36.8 1.14 0.54 -0.04 0 25.75 2.66 0 6.45 
m2 0.62 2.48 15.53 0.92 1.31 131 0 40.09 0 0 5.44 
m3 0.92 0.92 7.03 -0.65 -0.65 -0.38 0.92 23.28 0 0.92 3.1 
m4 12.41 14.29 26 0.18 0.37 039 3.04 16.63 0.94 3.04 3.46 
m5 12.14 1537 25.73 -0.34 0.19 0.52 6.33 26.1 0 6.33 4.48 
MA 7.06 10.19 0.25 0.35 0.4 2.06 26.37 0.72 ^06 439 
FA 1.97 3.11 5.91 •0.02 0.07 0.18 033 46.29 0 0.69 5.64 
OA 431 6.65 14.07 0.12 0.21 0.29 1.3 36.33 0.36 1.37 5.11 

CORR GER20 GER10 GERD5 FER20 FER10 FER05 V_UVE UV VE THE TLE STD20 
f1 27.88 27.88 29.37 0.92 0.92 0.79 27.88 1.58 0 27.88 339 
f2 31.71 32.08 38.27 -1.04 -1.03 -0.7 30.77 4.09 0.75 30.96 6.82 
f3 40.36 40.36 43.19 0.43 0.43 0.52 40.1 17 0.26 40.1 4.37 
f4 61.55 61.55 64.83 -2.09 -2.09 -1.08 60.94 13.4 0.61 60.94 7.06 
(5 24.27 25.44 34.8 -0.56 -0.87 -1.36 2457 21.98 0 24.27 83 
ml 52.06 52.54 54.96 -0.2 -0.22 0 51.82 4.98 0.24 51.82 3.21 
m2 47.2 47.83 60.87 -3.8 -3.68 -1.69 47.2 0.88 0 47.2 5.14 
m3 59.02 59.02 60.55 -0.29 -0.29 -0.38 59.02 0 0 59.02 3.13 
m4 55.74 55.97 62.06 0.04 0.1 0.1 55.74 2.51 0 55.74 3.14 
m5 67.28 67.41 68.73 -0.52 -037 -0.28 67.15 12.85 0.13 67.15 2.83 
MA 56.26 5636 61.44 •0.95 -0.93 -0.45 56.19 4.24 0.07 56.19 3.49 
FA 37.15 37.46 4Z09 .a47 •0.53 -037 36.79 11.61 0.32 3633 6.09 
OA 46.71 47.01 51.76 -0.71 -0.73 •0.41 46.49 7.93 0.2 4631 4.79 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV VE THE TLE STD20 
t1 38.29 47.58 61.71 5.13 1.41 -0.12 0 99.77 0.37 3036 13.22 
f2 47.47 57.04 65.85 6.14 1.29 -0.23 0 99.14 0 39.96 1432 
f3 35.73 44.73 5631 3.77 0.57 0.01 0 99.28 0 28.79 11.94 
f4 66.26 73.82 81.IS 8.55 1.73 -0.24 0 97.94 0.82 5839 173 
f5 47.37 57.02 6537 6.2 1.06 0.15 0 98.15 0 40.64 1431 
ml 43 731 19.13 0.88 0.79 0.58 0 99.5 1.94 0.97 4.35 
m2 9.94 14.91 21.12 1.14 0.84 0.68 0 100 1.24 3.73 5.79 
m3 826 1234 17.43 0.92 0.14 -0.03 0 100 031 5.2 5.14 
m4 137 331 11.01 0.49 0.59 032 0 100 0 0 2.71 
m5 10.95 16.36 23.22 -0.13 0.42 035 0 99.06 4.75 0.26 4.7 
MA 7.12 10.96 18.38 0.66 035 0.42 0 99.71 1.65 2.03 434 
FA 47.02 56.04 66.45 5.96 1.21 -0.09 0 98.86 0.24 39.79 14.44 
OA 27.07 333 42.41 3.31 0.88 0.17 0 99.28 0.94 20.91 9.49 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V„UVE UV_VE THE TLE STD20 
f1 28.62 28.62 29.37 1.22 1.22 1.12 28.62 0 0 28.62 331 
f2 37.71 38.09 43.34 -031 -0.78 -0.64 35.83 0 0 37.71 639 
f3 43.7 43.7 46.27 0.17 0.17 0.72 43.7 0.54 0 43.7 4.43 
f4 65.24 6534 67.48 -135 -1.99 -0.87 6534 0.77 0 6534 7.02 
f5 26.9 27.78 34.8 -0.53 -0.99 -1.32 26.9 3.69 0 26.9 8.14 
ml 33.41 34.14 39.47' 0.04 0.1 032 33.41 0 0 33.41 334 
m2 49.07 5031 63.35 -4.41 -4.1S -1.78 49.07 0 0 49.07 5.07 
m3 56.88 5638 58.1 -0.16 -0.16 -0.14 56.88 0 0 5638 331 
m4 3235 33.02 41.69 03 0.4^ 0.31 3235 1.37 0 3235 3.12 
m5 60.03 60.03 62.66 -0.15 -0.19 -0.07 60.03 1.34 0 60.03 2.98 
MA 4639 4638 53.06 •034 -0.77 -039 4639 034 0 4639 331 
FA 40.43 4039 44.25 -0.38 -0.47 -0.2 40.06 1 0 40.43 536 
OA 43.41 43.78 48.65 -031 -0.62 -0.24 4332 0.77 0 43.41 4.78 

Table A.2.6. Results for 5 dB White noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V UVE UV VE THE TLE STD20 
11 3.72 6.32 7.06 -1.11 -0.43 - 0 ^ 0 96.15 0 0 5.43 
f2 2J25 5.07 9.38 0.49 0.14 0.48 0 100 0 0.19 7.69 
f3 0.77 0.77 3.86 -0.11 -0.11 0.17 0 78.48 0 0 3.87 
f4 14.52 23.72 30.47 2.42 0.9 0.78 0 86.86 0 1.02 13.4 
f5 0.29 1.17 5.56 0.54 0.34 0.44 0 94.8 0 0.29 6.76 
ml 8.23 18.4 38.5 0.86 0.28 0.03 0 68.11 0.24 0 6.55 
m2 6.83 12.42 28.57 0 1.15 1.16 0 79.74 0 0 6.64 
m3 1.83 2.75 8.26 -0.81 -0.63 -0.46 0 87.87 0 0 3.82 
m4 26.7 29.98 40.52 0.35 0.38 0S7 3.04 50.57 0 3.04 4.12 
m5 13.19 19.39 30.08 -0.78 -0.03 0.41 2.77 65.19 1.58 2.77 5.26 
MA 16^9 29.18 -0.08 0.23 034 1.16 70.29 0.37 1.16 5.28 
FA AJ3^ 7.41 11.27 0.45 0.17 032 0 91.26 0 03 7.43 
OA 7J83 12 20.22 0.18 0^ 033 0.58 80.78 0.18 0.73 635 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 6134 61.34 61.34 0.62 0.62 0.62 61.34 0.68 0 61.34 3.17 
f2 60.23 60.41 63.98 •2.72 -2.62 -1.39 60.04 0.86 0.19 60.04 626 
f3 70.95 70.95 72.24 0.47 0.47 0.68 70.95 7.05 0 70.95 4.14 
f4 77.71 77.71 79.75 -2.67 -2.67 -1.24 773 4.9 0.41 773 7.09 
(5 57.6 58.48 64.62 -0.46 -1.19 -1.61 5731 7.21 0 57.6 9.2 
ml 87.41 87.41 87.89 -1.69 -1.69 -1.4 86.68 1.33 0.73 86.68 2.62 
m2 74.53 74.53 82.61 -5.44 -5.44 -2.57 74.53 0 0 7433 5.13 
m3 87.46 87.46 88.07 -1.86 -1.86 -1.45 87.46 0 0 87.46 3.15 
m4 92.27 92.27 94.15 -0.71 -0.71 -0.34 92.27 0.91 0 92.27 3.93 
m5 91.03 91.03 91.29 -0.61 -0.61 -0.33 90.9 4.15 0.13 90.9 2.55 
MA 8634 8634 88.8 -2.06 -2.06 -1.22 86.37 1.28 0.17 8637 3.48 
FA 6537 65.78 68.39 -0.95 -1.08 -039 65.39 4.14 0.12 65.45 5.97 
OA 76.05 76.16 7839 •131 -137 •0.9 75.88 2.71 0.15 7531 4.72 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V UVE UV_VE THE TLE STD20 
M 53.53 65.43 75.46 7.55 1.55 0.02 0 99.77 0 4424 14.87 
f2 6235 74.11 83.11 8.93 2.2 -0.15 0 99.78 0.19 54.97 15.83 
f3 52.19 66.58 76.35 7.11 1 0.43 0 99.82 0.26 41.39 15.44 
f4 73.62 81.19 863 7.44 1.52 -0.52 0 98.97 1.02 62.58 193 
f5 67.25 75.44 81.87 6.51 -1.12 -0.41 0 98.99 0 58.48 17.72 
ml 8.72 133 25.67 0.82 0.89 0.61 0 99.67 2.66 2.42 4.79 
m2 203 2931 39.75 3 0.56 0.33 0 100 2.48 10.56 8.66 
m3 16.51 2631 37.92 0.77 0.18 0.23 0 100 0.61 8.56 8.42 
m4 358 6.32 14.75 0.31 0.5 0.48 0 99.77 0.23 0 3.46 
mS 20.32 30.87 40.11 0.02 0.5 038 0 99.46 8.44 1.32 6.34 
MA 1336 21.48 31.64 0.98 033 0.44 0 99.78 ^89 437 633 
FA 6139 7235 80.62 731 1.03 -0.13 0 99.47 0.29 5233 16.69 
OA 37.88 47.02 56.13 0.78 0.16 0 99.62 139 28.45 1131 

PRAAT GER20 GER10 GER05 FER20 FERIO FER05 V UVE UV_VE THE TLE STD20 
11 6932 6932 69.52 0.78 0.7a 0.78 66.17 0 0 6932 3.1 
f2 6931 69.79 7231 -3.4 -3.27 -2.04 66.04 0 0 6931 629 
f3 78.15 78.15 79.18 039 0.69 0.84 7538 0 0 78.15 4.1 
f4 84.25 84.25 85.28 -2.08 -2.08 -122 8037 0 0 8425 632 
f5 66.08 6725 7231 -0.09 -0.72 -13 66.08 0 0 66.08 10.1 
ml 74.09 7433 75.06 -0.37 -0.53 -026 7439 0 G 74.09 323 
m2 80.12 80.75 86.34 -5.25 -4.72 -231 80.12 0 0 80.12 5.08 
m3 87.77 87.77 88.38 -1.76 -1.78 -1.33 87.77 0 0 87.77 3.46 
m4 67.21 6721 71.6fi 0.43 0.43 023 6721 0 0 6721 2.99 
m5 86.15 86.15 86.41 -0.19 -0.19 -0.02 86.15 0 0 86.15 235 
MA 7937 7924 8137 -1.43 •1.3£ -0.78 79.07 0 0 7937 3.42 
FA 7332 73.79 75.82 •0.82 -0.92 •0.65 7039 0 0 7332 6.02 
OA 763 7632 78.69 -1.13 •1.14 •0.71 7438 0 0 763 4.72 

Table A.2.7. Results for 0 dB White noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V„UVE UV VE THE TLE STD20 
f1 7^1 12.64 15.61 -0.48 -0.5S -0.33 0 100 G 0 8.29 
f2 8.82 13.7 18.01 0.22 0.35 0.6 0 100 0 0.75 g 
f3 11.31 13.88 18.25 -0.62 -0.51 -0.12 0 93.85 0 1.29 6.14 
14 29.86 44.17 54.6 -2.3 -0.48 0.12 0 100 0 1125 17.74 
f5 13.74 17.54 23.68 0.51 1.02 0.69 0 95.13 0 526 9.65 
ml 13.08 21.55 41.16 0.99 0.43 0.01 0 98.01 2.66 0 6.52 
m2 7.45 16.77 31.68 0.19 1.66 1.75 0 100 0 0 8.38 
m3 9.79 14.37 20.8 -0.7 -0.5© -0.03 0 100 0.92 0 5.34 
m4 23.19 27.63 40.05 0.49 0.41 0.41 023 98.63 2.11 023 4.44 
m5 27.18 39.97 49.21 -1.42 -0.07 0.34 0 97.19 2.S 0 724 
MA 16.14 24.06 3 6 ^ -0.09 0.38 0.49 0.05 98.77 1.72 0.05 638 
FA 14^1 20.39 26.03 -034 -0.04 0.19 0 97.8 0 3.71 10.16 
OA 1 5 ^ 31.31 -0.31 0.17 034 0.02 98.28 0.86 138 827 

GORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 99.63 99.63 99.63 1.87 1.87 1.87 99.63 0 0 99.63 0 
f2 99.81 99.81 99.81 -6.41 -6.41 -6.41 99.81 0 0 99.81 0 
f3 100 100 100 0 0 0 100 0 0 100 0 
f4 100 100 100 0 0 0 100 0 0 100 0 
15 98.83 98.83 98.83 -6.48 -6.48 -6.48 98.83 0 0 98.83 6.86 
ml 100 100 100 0 0 0 100 0 0 100 0 
m2 100 100 100 0 0 0 100 0 0 100 0 
m3 100 100 100 0 0 0 100 0 0 100 0 
m4 100 100 100 0 0 0 100 0.23 0 100 0 
m5 100 100 100 0 0 0 100 0 0 100 0 
MA 100 100 100 0 0 0 100 0.1 0 100 0 
FA 100 100 100 -2 -2 -2 100 0 0 100 1.37 
OA 100 100 100 -1 -1 -1 100 0 0 100 0.69 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V„UVE UV_VE THE TLE STD20 
f1 60.97 71 81.41 7.76 2.78 1.52 0 100 0.37 53.16 15.45 
f2 7129 79.92 86.87 10.24 1.5 -0.08 0 100 0.56 60.98 16.81 
f3 60.93 72.49 83.29 7.52 0.78 0.05 0 100 1.03 48.59 15.89 
f4 85.07 89.98 94.07 10.83 4.47 -0.47 0 9923 1.64 74.03 182 
f5 73.68 80.41 87.72 7.06 1.71 0.59 0 99.83 0 66.37 18.47 
m l 19.61 29.3 43.58 0.64 0.61 0.72 0 99.83 5.57 2.42 6.42 
m2 31.06 4224 54.66 1.5 0.3 022 0 100 6.83 14.91 9.55 
m3 29.66 44.04 59.33 1.12 0.65 -0.08 0 100 2.75 12.23 10.01 
m4 16.16 23.65 36.07 -023 0.52 0.38 0 100 3.04 1.17 439 
m5 37.47 52.11 63.59 -0.13 0.55 0.51 0 99.6 13.72 2.77 8.49 
MA 27 38 51 0.6 0.5 0.4 0 100 6.4 6.7 7.87 
FA 70 79 87 8.7 Z3 03 0 100 0.7 61 16.96 
OA 49 59 69 4.6 1.4 03 0 100 3.6 34 1^42 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 100 100 100 0 0 0 100 0 0 100 0 
f2 100 100 100 0 0 0 100 0 0 100 0 
f3 100 100 100 0 0 0 100 0 0 100 0 
f4 100 100 100 0 0 0 100 0 0 100 0 
15 100 100 100 0 0 0 100 0 0 100 0 
ml 100 100 100 0 0 0 100 0 0 100 0 
m2 100 100 100 0 0 0 100 0 0 100 0 
m3 100 100 100 0 0 0 100 0 0 100 0 
m4 100 100 100 0 0 0 100 0 0 100 0 
m5 100 100 100 0 0 0 100 0 0 100 0 
MA 100 100 100 0 0 0 100 0 0 100 0 
FA 100 100 100 0 0 0 100 0 0 100 0 
OA 100 100 100 0 0 0 100 0 0 100 0 

Table A.2.8. Results for -5 dB White noise for high resolution speech signals. 
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DHO GER20 GEmo GER05 FER20 FER10 FER05 V_UVE UV VE THE TLE STD20 
f1 0.74 1.49 4.09 -0.53 -0.34 -0.3 0 1036 0 0 4.07 
f2 0 0.19 2.25 0.06 0.02 0.16 0 43.75 0 0 4.89 
f3 0 0.26 3.6 -0.16 -0.1 0.17 0 18.44 0 0 3.75 
f4 2.86 327 6.13 0.27 0.13 0.24 0 5.67 0 0 5.48 
f5 0^9 0^8 3.22 0.35 0.43 0.54 0 24.5 0 0 5.27 
ml 8.72 16.95 36.56 1.01 0.46 -0.01 3.39 20.93 1.69 3.39 6.2 
m2 0 1.24 18.63 1.61 1.56 1.46 0 22.25 0 0 5.71 
m3 0 0.31 3.06 -0.55 -0.51 -0.36 0 14.75 0 0 2.91 
m4 14.05 14.99 25.06 0.34 0.41 0.48 5.62 3.42 1.41 5.62 3.14 
m5 8.84 12.8 20.84 -0.16 0.29 0.63 3.43 12.72 2.77 3.43 4.27 
MA 6^ 9.3 21 0.5 0.4 0.4 2JS 15 1.2 23 4.44 
FA 03 1.2 3.9 0 0 0.2 0 21 0 0 4.69 
OA 3.6 5.2 12 02 02 0.3 1.2 18 0.6 1.2 437 

CORR GER20 GER10 GER05 FER20 FER1Q FER05 V_UVE UV_VE THE TLE STD20 
f1 0.74 2.97 4.46 0.88 0.91 0.93 0 24.43 0.74 0 439 
f2 2.44 3.19 9.76 0.21 0.3 0.15 0.38 21.77 0.94 1.31 631 
f3 4.11 5.14 9.25 0.3 0.52 0.66 13 37.07 1.03 3.08 5.12 
{4 327 4.91 14.11 -0.57 -0.35 0.11 1.23 29.38 031 2.45 8.29 
15 0 1.17 8.77 -0.17 -0.42 -0.79 0 34.56 0 0 7.33 
ml 16.95 18.16 23.24 0.08 0.2 0.34 13.32 35.38 3.63 13.32 33 
m2 1.24 1.86 26.09 -1.48 -1.59 -039 032 29.96 0.62 0.62 5.76 
m3 0.31 0.92 3.36 0.1 0.2 0.21 031 21.97 0 031 3.19 
m4 16.86 18.03 27.87 02 0.22 0.13 16.63 31.89 0.23 16.63 3.22 
m5 8.31 9.5 22.03 0.67 0.62 0.34 7.39 27.04 0.92 7.39 3.89 
MA 8.7 9.7 21 -0 -0 0.1 7.7 29 1.1 7.7 3.87 
FA Z1 33 9.3 0.1 0.2 0.2 0.7 29 0.7 1.4 6.37 
OA 5.4 6.6 15 0 0.1 0.2 4.2 29 0.9 43 5.12 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V UVE UV_VE THE TLE STD20 
f l 731 10.78 15.99 0.92 0.16 0.08 0 99.32 0.37 4.83 6.87 
f2 10.13 1331 19.89 1.42 0.27 025 0 98.92 0 7.5 8.07 
f3 5.4 6.94 10.28 0.75 0.29 0.53 0 97.11 0.26 336 5.37 
f4 453 5031 58.69 3.33 0.23 -0.04 0 98.2 031 41.31 13.13 
f5 13.45 17.25 21.05 2.07 0.49 0.46 0 97.65 0 13.16 9.12 
ml 1.45 337 12.83 034 0.71 0.53 0 9933 0.48 0 3.61 
m2 0.62 0.62 1.86 035 0.85 0.83 0 100 0.62 0 2.54 
m3 0.92 1.53 3.36 0.26 0.13 0.01 0 9839 0 031 2.71 
m4 1.41 238 7.73 037 0.69 03 0 99.54 0.47 0.23 2.48 
m5 1.45 2.77 53 0.41 0.44 0.45 0 97.99 0.53 0.26 2.7 
MA 1.2 23 63 03 0.6 03 0 99 0.4 0J2 ^81 
FA 16 20 25 1.7 03 03 0 98 0.3 14 831 
OA 83 11 16 1.1 0.4 0.4 0 99 0.3 7.2 5.66 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV„VE THE TLE STD20 
f l 4.09 632 731 1.07 1.11 1.12 0.37 8.37 0.74 335 4.65 
f2 231 3.94 11.44 037 0.49 0.39 0 3.66 0.38 2.44 6.75 
f3 33 4.37 103 0.59 0.77 0.79 1.29 26.94 1.03 2.57 5.33 
f4 43 6.13 14.52 -0.19 -0.17 0.24 3.27 16.49 0 43 8.02 
15 0.29 1.46 9.06 0.06 -0.19 -0.64 0 22.99 0 0.29 7.36 
ml 8.47 103 19.13 031 0.53 0.44 7.99 6.98 0.24 7.99 3.87 
m2 0.62 3.11 30.43 -1.43 -1.7 -0.4 0 4.85 0.62 0 6.42 
m3 031 1.22 531 0.27 0.37 032 031 12.46 0 031 3.55 
m4 1034 1238 23.65 039 0.59 0.37 10.54 7.97 0 1034 3.55 
m5 1.98 3.96 18.34 0.76 0.74 0.38 1.32 17.67 0.66 132 3.98 
MA 4.4 6.4 19 0.2 0.1 0.2 4.1 10 0.3 4.1 4.27 
FA 3.1 43 11 0.4 0.4 0.4 1 16 0.4 2JB 6.42 
OA 33 5.4 15 03 03 03 23 13 0.4 3.4 535 

Table A-2.9. Results for 25 dB Environment noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 0 0.37 3.35 -0.47 -0.37 -029 0 928 0 0 3.83 
f2 2.06 2.44 4.32 0.14 0.14 026 0 43.97 0 0.38 4.94 
f3 0 0.26 3.86 -021 -0.15 0.17 0 23.15 0 0 3.87 
f4 123 1.64 3.89 0.16 0.05 0.13 1.23 4.9 0 123 5.19 
f5 029 038 331 037 0.45 031 0 2735 0 0 5.27 
ml 8.72 1839 36.32 1 0.43 0.01 2.91 22.09 0.24 2.91 6.48 
m2 0 1.86 18.63 13 1.68 1.52 0 24.01 0 0 5.85 
m3 0.61 0.92 3.67 -0.51 -0.47 -0.33 031 15.08 0 031 2.91 
m4 14.29 15.93 27.4 0.4 0.32 0.47 4.68 2.05 1.41 4.68 3.23 
m5 7.39 11.48 19.79 -034 0.28 0.66 3.83 14.06 1.32 3.83 4.32 
MA 62 9.8 21 0.4 03 03 2.4 15 0.6 Z4 436 
FA 0.7 1.1 33 0 0 0 2 03 22 0 03 4.62 
OA 33 5.4 12 02 02 03 13 19 0 3 1.4 439 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE ST020 
f l 0.74 2.97 4.46 0.89 0.92 0.92 0 233 0.74 0 4.48 
f2 3.38 4.13 10.69 0.17 0.25 0.1 0.56 21.34 0.94 225 6.54 
f3 4.11 5.4 9.51 031 0.5 0.66 13 34.54 1.03 3.08 521 
f4 5.32 6.75 15.95 -03 -0.5 0.04 2.66 25.77 0.82 429 8.17 
f5 029 1.46 9.06 -0.18 -0.43 -03 0 31.88 0 0.29 7.35 
ml 16.95 18.16 23.24 0.09 021 0.35 13.56 33.55 3.39 13.56 331 
m2 3.11 435 27.95 -1.49 -1.52 -036 2.48 27.09 0.62 2.48 5.85 
m3 122 1.83 4.89 0.1 0.19 025 1.22 23.93 0 122 3 2 
m4 17.33 183 28.1 021 0.23 0.15 16.86 29.84 0.47 1636 3.24 
m5 937 10.55 22.96 0.68 0.63 0.31 8.71 2731 0.66 8.71 3.88 
MA 9.6 11 21 -0 •0 0.1 83 28 1 83 3.9 
FA 23 4.1 9.9 0.1 0.2 02 1 27 0.7 2 6.35 
OA 62 7.4 16 0 0.1 0.1 43 28 0.9 53 5.12 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V UVE UV VE THE TLE STD20 
f l 9.67 14.13 17.47 126 0.01 -0O1 0 99.55 0.74 7.06 7.65 
f2 11.63 15.57 22.89 1.77 0.46 023 0 98.92 0 901 8.46 
f3 6.94 9 12.85 0.75 0.22 034 0 9729 0.26 5.14 5.87 
f4 52.56 57.67 65.44 3.12 -0.18 -0.15 0 982 0.41 46.01 13.9 
f5 152 193 23.68 2.14 031 0.49 0 97.48 0 14.62 9.15 
ml 1.69 4.12 13.08 035 0.72 0.54 0 99.83 0.73 0 3.59 
m2 0.62 1.86 3.73 0.78 0.93 036 0 99.78 0.62 0 2.9 
m3 122 2.14 4.28 0.41 0.22 0.08 0 9839 0 122 3 
m4 1.64 3.04 7.73 036 0.71 03 0 99.54 0.94 023 2.52 
m5 1.85 3.3 7.26 0.32 0.41 0.44 0 97.86 0.53 026 2.89 
MA 1.4 2.9 72 03 0.6 03 0 99 0.6 03 Z98 
FA 19 23 28 13 02 02 0 98 0.3 16 9.01 
OA 10 13 18 12 0.4 03 0 99 0.4 8.4 539 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V„UVE UV_VE THE TLE STD20 
f l 4.09 6.32 731 1.1 1.14 1.14 0.37 633 0.74 3.35 43 
f2 3.94 438 122 0.49 0.54 035 0.38 53 0.38 3.56 6.64 
f3 33 4.63 10.54 037 0.71 0.79 1.29 29.48 1.03 237 5.38 
f4 532 7.36 15.75 -036 -0.15 026 4.29 14.43 0 532 8.01 
f5 029 1.46 9.06 0.08 -0.17 -032 0 22.65 0 029 7.37 
ml 823 10.65 18.89 03 0.52 0.43 7.75 9.14 0.24 7.75 337 
m2 032 3.73 31.68 -138 -1.58 -0.47 0 8.15 0.62 0 63 
m3 031 1.53 6.12 032 0.38 032 031 113 0 031 3.64 
m4 103 12.65 24.12 038 0.58 033 103 7.06 0 103 3.56 
m5 336 5.15 19.26 0.76 0.74 038 3.43 1831 0.13 3.43 3.97 
MA 4.7 6.7 20 0 2 0.1 02 4.4 11 02 4.4 431 
FA 33 43 11 0.4 0.4 0.4 13 16 0.4 3.1 6.4 
OA 4.1 5.8 16 03 03 03 2.8 13 03 3.7 5.35 

Table A.2.10. Results for 20 dB Environment noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 0.74 1.12 4.09 -0.45 -0.35 -0.28 0 16.97 0 0 3.82 
f2 637 6.57 8.44 0.2 0.2 0.43 0 49.57 0 6 4.74 
f3 0 0.77 4.63 -0.38 -0.18 0.21 0 26.58 0 0 43 
f4 5.93 6.75 9.41 0.45 0.35 034 0 12.89 0 0 6.06 
f5 0 029 331 0.38 0.43 032 0 34.73 0 0 5.25 
ml 7.02 16.46 36.08 0.77 0.4 -0.02 0.24 21.43 1.45 034 6.24 
m2 0 1.86 17.39 13 1.68 1.54 0 28.85 0 0 53 
m3 031 0.92 3.98 -0.45 -0.41 -0.34 031 22.95 0 031 335 
m4 18.74 20.14 31.15 031 0.46 037 4.92 7.06 0.23 4.92 3.32 
m5 14.38 19.13 27.44 -0.44 0.28 0.63 6.07 12.45 2 3 6.07 4.53 
MA 8.2 12 23 0.4 03 03 Z4 19 0.9 2.4 439 
FA 2.7 3.1 6 0 0.1 03 0 28 0 ^2 4.83 
OA 5.4 7.4 15 0.2 0.3 0.4 ^2 23 03 13 4.71 

CORR GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f l 23 439 5.95 1.09 0.94 0.92 1.12 22.4 0.37 2.23 4.16 
f2 4.69 5.44 11.82 0.1 0.18 -031 1.31 20.47 0.94 336 631 
f3 4.88 6.17 103 0.37 0.57 03 2.06 31.46 1.03 336 5.37 
f4 9 1125 1831 -1 -0.57 -0.14 5.73 26.03 031 8.18 8.33 
f5 1.17 2.34 10.23 -0.18 -0.42 -0.84 0 30.37 0 1.17 7.39 
ml 17.68 18.89 23.73 0.08 0.21 0.37 13.56 303 4.12 13.56 3.31 
m2 8.7 9.94 32.3 -1.66 -1.67 -0.67 5.59 22.69 3.11 5.59 5.93 
m3 3.36 3.98 6.42 0.15 0.25 026 3.36 2426 0 3.36 3.25 
m4 18.03 18.97 28.57 02 0.25 0.16 17.56 24.83 0.47 17.56 3.18 
m5 123 13.85 24.67 0.67 031 0.28 12.27 2731 0.53 1227 3.86 
MA 12 13 23 -0 -0 0.1 10 26 13 10 3.91 
FA 43 5.9 11 0.1 0.1 0.1 2 26 0 3 33 6.37 
OA 83 93 17 •0 0 0.1 6.3 26 1.1 7.1 5.14 

YIN GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f l 13.75 18.59 23.79 1.48 0.04 -0.11 0 99.77 0.74 10.41 831 
f2 16.14 2038 27.58 1.72 0.54 029 0 99.57 0 1132 8.97 
f3 9.77 12.85 16.97 1 0.46 0.37 0 98.73 031 7.71 6.59 
f4 583 64.42 7423 4.46 0.12 -0.38 0 98.45 0.41 53.17 15.58 
f5 193 25.73 30.41 326 0.65 0.38 0 98.83 0 17.54 10.69 
ml 231 538 153 0.54 0.67 0.57 0 100 0.97 0 3.75 
m2 136 3.11 7.45 1.15 0.96 0.76 0 9936 032 0 3.47 
m3 3.06 439 10.09 033 0.16 031 0 100 0 133 3.93 
m4 1.87 328 7.96 038 0.73 031 0 99.09 0.94 023 232 
m5 3.43 6.2 10.82 021 0.39 0.47 0 983 1.58 0.53 3.43 
MA 2.6 43 10 0.6 0.6 03 0 99 0.8 03 3.42 
FA 24 28 35 2.4 0.4 0.1 0 99 0.3 20 10.03 
OA 13 16 22 13 03 03 0 99 0.6 10 6.72 

PRAAT GER20 GER10 GERQ5 FER20 FERIO FEROS V_UVE UV_VE THE TLE STD20 
f l 4.46 639 8.18 124 1.27 1.17 0.74 43 0.74 3.72 4.55 
f2 6.57 7.5 14.82 035 0.4 024 13 431 0 637 6.67 
f3 4.88 531 12.08 0.63 0.77 0.74 0.77 25.68 1.03 336 5.48 
f4 10.84 13.09 20.65 -038 -0.22 0.13 7.36 1521 0 10.84 8.24 
f5 2.63 3.8 11.4 0.07 -0.19 -0.65 0 21.48 0 2.63 7.45 
ml 9.93 1132 20.1 0.41 0.53 0.43 9.69 8.97 0.24 9.69 3.72 
m2 1.86 4.97 33.54 -127 -1.63 -0.45 1.24 939 0.62 124 6.76 
m3 133 2.14 7.34 031 0.41 0.36 1.53 636 0 133 33 
m4 12.18 14.05 2432 0.65 0.56 0.35 12.18 6.15 0 12.18 3.46 
m5 5.41 6.99 20.71 0.74 0.71 038 5.28 1934 0.13 528 3.97 
MA 62 8 21 0 2 0.1 0 2 6 10 02 6 43 
FA 53 7.4 13 0.4 0.4 03 2.^ 14 0.4 53 6.48 
OA 6 7.7 17 0 3 0.3 03 4 12 03 53 539 

Table A.2,11. Results for 15 dB Environment noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FERIO FER05 V„UVE UV_VE THE TLE STD20 
f1 0 1.12 3.72 -0.72 -0.36 -0.32 0 58.14 0 0 4.86 
f2 0.38 036 231 0.05 0.1 023 0 7328 0 0 4.94 
f3 026 031 4.11 -0.17 -0.11 026 0 43.76 0 0 3.87 
f4 11.45 1431 1831 0.76 03 02 1.64 2532 0 6.75 9.23 
f5 6.14 6.43 8.77 0.63 03 0.55 0 6225 0 4.97 5.34 
ml 11.38 20.82 40.44 0.65 0.47 -031 1.21 3522 024 121 6.52 
m2 4.35 621 19.88 1.33 1.41 1.27 0 5531 0 0 5.68 
m3 133 2.14 7.03 -031 -0.54 -0.34 031 46.56 0 031 331 
m4 24.36 26.7 35.36 036 0.44 0.42 2.34 29.84 0 2.34 3.57 
m5 831 1233 20.98 -033 0.29 0.64 3.83 27.71 2.37 3.83 4.27 
MA 10 14 25 03 0.4 0.4 13 39 0.5 13 4.71 
FA 33 4.6 73 0.1 0.1 02 0.3 53 0 23 5.65 
OA 63 9.1 16 0 2 0.3 03 1 46 0.3 2 5.18 

CORR GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f1 6.69 8.18 9.29 1.39 1.21 1.05 3.35 21.72 0.37 6.32 4.07 
f2 9.38 10.13 17.07 -0.16 -0.07 -0.11 4.13 2026 0.94 8.44 6.66 
f3 7.46 9 14.14 037 0.72 03 3.34 32.91 1.03 6.43 5.56 
f4 19.63 21.68 28.43 -0.95 -0.7 -0.32 11.45 27.84 1.43 17.79 6.83 
f5 2.92 439 13.16 -0.02 -0.27 -0.76 0.88 3235 0 2.92 7.58 
ml 22.76 23.49 28.09 035 0.11 03 18.16 29.9 43 18.16 3.22 
m2 18.63 19.88 39.75 -2.18 -2.44 -1.14 14.91 193 3.73 14.91 5.67 
m3 8.26 9.17 13.15 0.39 0.44 0.38 8.26 21.97 0 8.26 3.66 
m4 22.25 23.19 32.32 022 0.28 0.16 21.08 21.18 1.17 21.08 3.14 
m5 20.45 21.77 30.74 0.54 0.48 025 19.26 2631 1.06 1926 3.88 
MA 18 20 29 -0 •0 -0 16 24 2.1 16 3.91 
FA 9.2 11 16 0 2 02 0.1 4.6 27 0.8 8.4 634 
OA 14 15 23 •0 -0 0 10 25 1.4 12 523 

YIN GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f1 23.79 28.62 37.92 2.3 0.4 -022 0 100 0.74 19.7 9.56 
12 25.14 32.65 38.84 2.71 0.32 037 0 100 0 20.83 11.71 
f3 16.71 19.79 29.31 1.75 0.94 0.14 0 99.1 0.26 13.11 7.55 
f4 66.46 7331 82.41 5.47 0.57 -024 0 97.94 0.82 6033 17.44 
f5 27.49 34.5 42.11 3.62 0.57 0.16 0 99.16 0 24.85 11.85 
ml 5.33 7.99 18.16 0.54 0.66 036 0 100 2.18 0 3.98 
m2 539 8.07 15.53 1.75 1.34 031 0 100 1.86 124 4.65 
m3 2.45 439 11.93 036 0.47 0.09 0 99.67 0 1.83 4.52 
m4 1.87 331 9.6 038 0.66 0.63 0 99.32 0.94 0 2.74 
m5 6.46 9.76 15.17 0.14 0.39 0.47 0 99.33 2.37 026 33 
MA 43 63 14 03 0.7 03 0 100 13 0.7 3.9 
FA 32 38 46 32 03 -0 0 99 0.4 28 11.62 
OA 18 22 30 2 0.6 0.3 0 99 0.9 14 7.76 

PRAAT GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
11 14.13 1524 16.36 1.76 1.48 13 4.46 43 0 14.13 3.98 
f2 16.14 1639 23.26 0.01 0.03 0.18 4.69 3.02 0 16.14 6.56 
f3 925 10.54 162 0.79 0.75 0.75 2.57 2134 1.03 823 5.63 
14 29.45 3038 3731 -0.48 -0.47 -02 14.11 1237 0 29.45 826 
15 10.53 11.7 20.47 0.14 -0.15 -0.58 0 16.44 0 10.53 7.79 
ml 10.17 1136 20.34 0.4 0.52 0.42 9.93 93 0.24 9.93 3.74 
m2 16.77 18.63 40.37 -1.94 -2.41 -0.72 16.77 925 0 16.77 6.48 
m3 6.12 7.03 13.76 031 0.56 032 531 4.92 0 531 3.98 
m4 12.88 14.05 24.12 033 0.49 032 12.88 4.78 0 1238 321 
m5 8.71 1035 2239 0.78 0.72 0.34 8.58 1928 0.13 838 4.03 
MA 11 12 24 0.1 -0 0 2 11 93 0.1 11 429 
FA 16 17 23 0.4 03 03 5 2 11 02 16 6.44 
OA 13 15 23 03 02 02 8 11 0.1 13 536 

Table A.2,12. Results for 10 dB Environment noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 1.49 3.72 5.58 -035 -0.25 -033 0 89.37 0 0.74 5.46 
f2 0.94 2.44 5.25 034 0.15 0.37 0 83.41 0 0 5.82 
f3 4.63 833 12.34 -033 -03 0.15 0 7436 0 0 63 
f4 15.54 24.13 30.27 0.03 0.33 038 2.04 71.65 0 3.68 13.54 
f5 536 731 935 034 0.49 0.57 0 79.36 0 0 7.24 
ml 939 21.07 37.29 031 0.47 0.06 0.97 63.46 0.24 0.97 6.4 
m2 2.48 8.07 22.36 1.6 1.49 1.37 0 7131 0 0 6.66 
m3 0.92 2.45 10.7 -039 -0.49 -0.34 0 81.31 0 0 4.39 
m4 21.08 24.36 33.96 0.36 0.45 0.43 3.28 59 4.22 3.28 3.73 
m5 12.27 19.39 31.4 -0.94 0 0.45 1.45 63.05 0.79 1.45 5.41 
MA 93 15 27 0.3 0.4 0.4 1.1 68 1.1 1.1 5.32 
FA 53 9.2 13 -0 0.1 03 0.4 80 0 03 7.73 
OA 73 12 20 0.1 03 03 0.8 74 03 1 633 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV„VE THE TLE STD20 
f1 13.75 143 17.84 1.65 1.45 1.14 5.58 21.04 0 1338 4.52 
f2 183 19.7 27.02 -0.04 -0.11 -035 9.19 19.4 0.75 17.26 7.45 
f3 16.97 1835 23.91 0.56 0.65 036 12.85 33.63 031 16.45 5.67 
f4 42.13 43.35 48.88 -0.48 •0.88 -0.73 30.88 24.48 1.64 4039 8.95 
f5 7.89 8.77 1931 038 -0.04 -036 3.22 33.89 0 7.89 8.02 
ml 34.14 3432 38.5 -0.01 -0.01 034 29.54 26.08 4.36 29.78 3.19 
m2 26.09 27.95 45.96 -2.38 -2.89 -1.35 21.12 19.16 3.73 21.74 6.07 
m3 22.94 22.94 29.05 033 0.33 033 21.1 18.69 1.22 21.1 3.69 
m4 3031 31.85 40.05 -0.06 0.13 0.13 29.51 1831 1.17 2931 3.33 
m5 39.58 40.9 4631 0.17 0.09 035 36.02 27.44 3.03 36.02 3.87 
MA 31 32 40 -0 -0 -0 27 22 2.7 28 4.03 
FA 20 21 27 0.4 03 0 12 26 0.6 19 6.92 
OA 25 26 34 0 -0 -0 20 24 13 23 5.48 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV„VE THE TLE STD20 
f1 39.78 46.1 55.39 33 1 036 0 100 0 33.46 10.48 
f2 403 49.16 57.79 431 0.7 -0.42 0 99.78 0 34.9 13.36 
f3 30.33 39.07 48.84 2.61 039 03 0 99.64 0 22.11 10.68 
14 71.57 813 88.34 639 -1.05 -139 0 983 1.02 6135 21.64 
f5 47.95 56.43 64.91 6.71 2.11 039 0 993 0 42.4 14.46 
ml 731 12.35 24.7 0.58 0.54 035 0 99.83 3.15 0.24 431 
m2 14.29 1935 23.6 1.38 0.85 0.5 0 100 3.73 4.35 5.75 
m3 9.17 17.13 2631 0.94 0.01 -0.14 0 99.67 0 53 6.68 
m4 5.15 8.2 14.99 0.39 0.57 0.57 0 100 0.7 0 3.5 
m5 13.06 19.79 29.68 033 0.34 0.38 0 99.73 53 036 5.43 
MA 93 15 24 0.7 03 0.4 0 100 2.7 2 533 
FA 46 55 63 43 0.6 -0 0 99 0.2 39 14.12 
OA 28 35 43 23 03 0.1 0 100 1.4 20 9.68 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 17.47 1839 21.93 2.04 1.7 138 5.58 5.43 0 17.47 5.03 
f2 31.52 32.65 38.65 -037 -0.29 -0.18 9.57 2.59 0 3132 7.18 
f3 17.48 1831 24.16 0.93 0.94 031 10.54 16.46 1.03 16.45 5.58 
f4 60.94 61.96 66.46 -1.67 -1.97 -1.27 39.26 934 0 60.94 8.92 
f5 193 20.18 30.41 037 -0.11 -0.86 2.34 15.94 0 193 8.33 
ml 15.98 16.95 25.18 037 0.39 0.33 15.74 9.97 0.24 15.74 3.69 
m2 27.33 2837 49.69 -234 -2.86 -1.03 26.09 10.13 0 2733 6.1 
m3 19.88 20.49 28.44 0.76 0.62 0.45 1937 737 0 19.57 4.32 
m4 193 20.84 31.85 0.48 0.55 038 193 7.97 0 193 3.57 
m5 26.91 2839 37.47 0.47 0.39 037 26.91 1339 0 2631 4.04 
MA 22 23 35 -0 -0 0.1 22 93 0.1 22 4.34 
FA 29 30 36 03 0.1 -0 13 10 03 29 731 
OA 26 27 35 0.1 -0 0 17 93 0.1 25 5.67 

Table A.2.13. Results for 5 dB Environment noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f l 1.12 433 7.06 -0.44 0.05 -0.1 0 96.83 0 0 6.96 
f2 4.88 11.63 182 1.7 03 0.74 0 97.84 0 0 10.54 
f3 925 1431 2031 -0.95 031 028 0 92.77 0 0 9.08 
f4 27.4 44.58 52.35 0.34 0.32 03 0 96.39 0 0.41 20.29 
f5 731 10.53 13.74 0.37 0.29 03 0 9631 0 526 8.11 
ml 20.58 3239 46.73 0.56 0.59 0.16 0 85.38 0.24 0 6.89 
m2 621 113 26.09 031 1.43 1.43 0 91.85 0.62 0 6.4 
m3 9.17 1234 2631 0.05 -0.3 -033 0 96.39 031 0 5.54 
m4 26.46 3326 44.5 0.18 0.55 03 1.64 8831 4.68 1.64 4.71 
m5 19.53 3236 44.59 -128 -0.06 029 2.24 8728 2.24 224 631 
MA 16 24 38 0.1 0.4 0.4 0.8 90 1.6 03 6.07 
FA 10 17 22 02 0.3 03 0 96 0 1.1 11 
OA 13 21 30 0.1 0.4 0.4 0.4 93 03 1 833 

CORR GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV VE THE TLE STD20 
f l 32.71 33.09 37.17 1.76 1.65 131 23.79 21.27 0 3234 4.54 
f2 343 36.77 43.15 -0.73 -0.7 -0.47 22.89 18.32 0.75 33.96 8.13 
f3 32.39 34.45 39.59 0.7 1.04 0.75 27.25 3133 0.77 31.36 6.3 
f4 61.96 633 67.28 -0.93 -2.36 -2.07 49.08 2423 1.43 5971 10.78 
15 2231 2338 37.13 0.54 0.06 -037 14.33 3537 0 2231 9.46 
ml 53.75 5424 57.38 -0.1 -0.25 0.07 48.67 23.09 4.84 4831 331 
m2 39.75 40.37 56.52 -3.02 -3.27 -133 33.54 19.16 2.48 36.02 531 
m3 51.68 523 55.66 0.56 0.14 0.15 46.18 16.72 2.75 46.48 439 
m4 5129 51.76 58.08 -024 -0.09 0.04 48.95 19.13 1.87 48.95 3.45 
m5 62.53 63.19 65.83 -0.07 -0.25 0.08 54.88 26.37 6.6 54.88 3.72 
MA 52 52 59 -1 -1 •0 46 21 3.7 47 4.2 
FA 37 38 45 03 -0 -0 27 26 03 36 7.84 
OA 44 45 52 -0 -0 •€ 37 24 2.2 42 6.02 

YIN GER20 GERIO GER05 FER20 FERIO FEROS V_UVE UV_VE THE TLE STD20 
f l 487 55.76 66.54 43 1.14 029 0 100 0 42.75 11.86 
f2 57.79 68.11 76.74 5.41 -0.11 -0.38 0 99.35 0.56 49.72 16.73 
f3 453 54.76 63.24 432 0.23 031 0 100 0.77 34.45 13.02 
f4 72.39 8323 88.96 92 -0.16 -0.46 0 9923 1.02 61.15 21.64 
f5 59.94 69.3 80.41 8.37 1.92 0.93 0 100 0 51.75 17.34 
ml 18.64 2831 39.95 0.16 0.51 0.55 0 100 4.6 1.69 671 
m2 21.74 32.3 43.48 1 -0.09 -0.45 0 100 5.59 9.32 83 
m3 25.69 39.76 51.99 0.79 0.32 -0.11 0 9934 3.67 11.62 93 
m4 93 15.93 26.46 0.07 0.53 0.38 0 100 2.34 0 4.57 
m5 29.68 43.27 562 0.06 0.33 037 0 9937 10.69 1.72 7.71 
MA 21 32 44 0.4 0.3 02 0 100 5.4 4.9 732 
FA 57 66 75 6.4 03 0.1 0 100 03 48 16.12 
OA 39 49 59 3.4 03 0.1 0 100 2.9 26 11.82 

PRAAT GER20 GERIO GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f l 40.52 4039 43.87 1.53 1.4 0.97 25.65 6.56 0 4032 4.25 
f2 47.28 4839 54.78 -0.11 0.02 -0.12 24.58 3.66 0 4728 8.4 
f3 41.13 42.42 473 1.12 1.46 0.97 30.59 922 0.51 40.36 6.41 
f4 70.55 71.98 74.44 -1.15 -2.3 -222 56.85 7.47 0 70.35 10.1 
f5 39.18 40.64 5038 03 -0.5 -1.17 17.25 10.07 0 39.18 9.93 
m l 34.38 35.11 42.13 0.13 0.09 0.1 33.66 8.14 0 34.38 3.76 
m2 40.37 4131 57.14 -3.77 -3.88 -132 3831 10.79 0 39.75 5.37 
m3 52.29 5231 573 0.72 0.42 036 49.54 10.49 0.92 4934 43 
m4 32.55 3326 41.92 036 0.52 031 32.08 7.97 0 32.08 3.27 
m5 53.69 54.49 58.58 03 0.1 024 52.77 7.76 0.79 52.77 3.77 
MA 43 43 52 -0 -1 -0 41 9 03 42 4.14 
FA 48 49 54 03 0 -0 31 7.4 0.1 48 732 
OA 45 46 53 -0 -0 -0 36 8 2 02 45 5.98 

Table A.2.14. Results for 0 dB Environment noise for high resolution speech signals. 
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OHO GER20 GER10 GER05 FER20 FER10 FER05 V„UVE UV_VE THE TLE STD20 
f l 18.59 21.93 2731 -0.93 -0.12 0.02 0 98.42 0 0 7.7 
f2 12.76 19.89 29.08 035 0.7 036 0 99.78 0 0.75 12.27 
f3 26.48 3728 43.7 -1.65 -0.14 029 0 100 0 0 12.08 
f4 3231 57.06 70.76 2.53 1.15 1.13 0 98.97 0 3.07 23.66 
f5 14.04 25.15 35.67 2.69 0.72 1.42 0 98.99 0 322 15.14 
ml 32.45 46.73 61.99 0.42 0.71 -0.03 0 98.01 2.18 0 8.13 
m2 17.39 32.3 45.34 -0.05 0.97 0.91 0 98.9 0.62 0 9.87 
m3 19.27 32.72 47.09 2.55 -021 -03 0 100 0.61 0 9.88 
m4 31.85 40.75 53.63 -024 0.33 029 0 98.86 4.92 0 5.65 
m5 26.52 40.11 57.78 -1.38 -021 031 0.79 98.53 3.17 0.79 7.75 
MA 25 39 53 03 0.3 02 0.2 99 2.3 02 826 
FA 21 32 41 03 03 0.7 0 99 0 1.4 14.17 
OA 23 35 47 03 0.4 03 0.1 99 12 03 1121 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 52.04 53.53 56.51 1.79 1.22 0.84 44.98 22.62 0.74 50.19 7.02 
f2 59.1 60.98 663 -0.67 -13 -0.79 48.22 18.75 0.38 573 103 
f3 57.33 5831 62.47 03 1.03 03 50.9 26.76 1.03 5501 7.17 
f4 74.85 77.91 81.39 0.42 -3 -2.62 60.74 21.91 0.61 71.98 14.67 
f5 52.34 55.56 64.04 1.14 -0.73 -125 43.57 31.54 0.88 51.46 11.09 
ml 81.11 81.36 8231 -0.82 -1 -0.57 76.03 19.93 4.36 76.03 3.68 
m2 62.11 62.73 75.16 -4.38 -431 -2.06 54.66 19.82 1.86 56.52 6.09 
m3 74.92 76.15 77.98 0.76 -0.37 -0.46 65.75 17.05 3.36 66.67 631 
m4 76.35 77.05 80.33 -0.84 -0.4 -0.36 723 19.82 2.34 723 4.27 
m5 82.59 83.77 85.22 -0.08 -0.44 -0.08 723 24.63 8.18 72.3 5.7 
MA 75 76 80 -1 -1 -1 68 20 4 69 5.21 
FA 59 61 66 0.6 -1 -1 50 24 0.7 57 10.09 
OA 67 69 73 -0 -1 -1 59 22 2.4 63 7.65 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV„VE THE TLE STD20 
f l 51.67 60.22 69.14 4.34 0.96 0.35 0 100 0 4424 14.03 
f2 65.67 753 83.49 4.07 0.04 0.07 0 100 1.13 54.22 17.76 
f3 57.33 69.41 82.52 532 1.19 0.72 0 100 2.31 4422 15.78 
f4 72.39 8232 89.98 12.39 3.07 1.07 0 100 0.82 59.92 21.05 
f5 70.47 7933 883 8.09 3.18 126 0 100 0 6228 18.84 
ml 33.17 47.94 62.23 -0.05 0.98 0.63 0 100 10.41 3.15 8.06 
m2 41.61 57.76 68.94 1.71 0.88 -0.47 0 100 8.07 113 11.88 
m3 45.26 6239 74.92 1.44 -0.65 -0.62 0 100 9.17 13.76 12.08 
m4 27.87 37.47 53.16 0.02 0.55 0.38 0 100 9.84 1.41 6.28 
m5 45.25 59.37 72.96 0.4 026 039 0 100 18.47 3.56 9.24 
MA 39 53 66 0.7 0.4 0.1 0 100 11 6.7 931 
FA 64 74 83 63 1.7 0.7 0 100 0.9 53 17.49 
OA 51 63 75 33 1,1 0.4 0 100 6 30 133 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 58.36 58.74 59.85 1.18 0.83 0.96 51.67 5.66 0 57.99 5.13 
f2 68.29 69.04 723 -226 -2.25 -1.65 57.97 5.17 0 68.29 8.65 
f3 70.95 71.47 72.49 0.65 1.09 1.17 64.27 7.41 0 70.95 5.42 
f4 80.78 83.03 85.48 -0.02 -2.89 -231 70.96 3.87 0 8037 13.92 
f5 66.08 6734 73.1 -137 -2.11 -131 50.88 7.05 0 6638 9.69 
ml 673 6828 69.73 -0.12 -0.15 -0.04 67.55 831 0 6735 3.55 
m2 60.87 6037 75.16 -4.98 -4.98 -22 59.01 10.13 0 6037 5.34 
m3 75.23 76.76 78.29 126 -02 -0.66 70.34 11.48 0.92 7125 6.78 
m4 59.48 60.19 67.45 -035 -0.14 0.01 5831 8 2 0.47 5831 3.79 
m5 80.34 81.13 82.32 0.48 -0.07 0.18 7631 629 2.9 7631 4.76 
MA 69 69 75 -1 -1 -1 66 83 0.9 67 4.84 
FA 69 70 73 -0 -1 -1 59 53 0 69 836 
OA 69 70 74 -1 -1 -1 63 7.4 0.4 68 6.7 

Table A.2.15, Results for -5 dB Environment noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
M 0 0.74 3.72 -0.56 -0.36 -027 0 83 0 0 4.16 
f2 0 038 3 0.16 0.04 025 0 45.69 0 0 5.19 
t3 0 026 3.6 -021 -0.16 0.15 0 23.33 0 0 3.68 
f4 0 02 2.86 024 0.18 025 0 4.9 0 0 5.1 
f5 0 029 2.63 0.34 0.42 03 0 29.03 0 0 5.33 
ml 7.02 153 36.32 0.78 0.46 0 2.66 183 0.48 2.66 6.16 
m2 0 1.24 19.25 1.62 1.57 1.27 0 24.67 0 0 5.76 
m3 0 031 2.45 -0.52 -0.48 -0.38 0 13.77 0 0 236 
m4 25.29 27.4 36.77 0.34 0.26 0.52 422 4.56 2.58 422 3.43 
m5 62 10.16 18.87 -0.15 0.38 0.67 224 12.99 0.53 224 4.11 
MA 7.7 10.92 22.73 0.41 0.44 0.42 132 14.92 0.72 132 4.46 
FA 0 037 3.16 -0.01 0.03 0.18 0 2Z31 0 0 439 
OA 335 5.65 12.95 0 2 0 2 ^ 03 031 1831 0.36 031 438 

CORR GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV„VE THE TLE STD20 
r i 0.74 2.97 52 0.7 0.79 0.94 0 52.49 0.74 0 5.15 
f2 1.69 231 11.07 0 0.09 0.1 0.19 37.72 0.94 0.56 6.85 
F3 4.37 4.88 931 0.38 0.49 0.67 13 63.29 1.03 3.34 4.97 
r4 225 5.11 13.09 -0.93 -0.43 -0.05 0.82 40.46 031 1.43 8.86 
f5 0 1.17 9.06 -0.31 -0.55 -0.9S 0 49.16 G 0 73 
ml 15.74 16.95 22.03 0.12 0.24 0.33 13.08 59.14 2.66 13.08 3.34 
m2 124 3.11 25.47 -1.39 -1.33 -0.62 0.62 54.63 0.62 0.62 5.85 
m3 031 122 3.67 0.01 0.1 0.12 031 53.11 0 031 33 
m4 16.86 18.03 27.87 0.22 0.24 0.16 16.63 47.15 0.23 16.63 32 
m5 7.92 8.84 22.16 0.66 0.62 0.33 6.46 47.39 1.45 6.46 33 
MA 8.47 9.63 2024 •0.08 -0.02 036 7.48 52.28 0.99 7.48 3.92 
FA 1.81 339 939 •0.03 0.08 0.13 036 48.62 0.66 1.07 6.63 
OA 5.14 631 1431 -0.05 0.03 0.1 4.02 50.45 0.83 427 527 

YIN GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f1 731 1227 15.9S 1.07 0.08 0.14 0 99.1 0.37 4.83 7.47 
f2 9.76 12.38 19.14 124 0.44 0.14 0 98.71 0 6.75 7.85 
f3 531 7.97 12.08 0.75 0.28 0.57 0 97.83 0.26 3.86 5.74 
f4 453 52.97 61.76 3.89 -0.26 0.06 0 97.94 031 4233 1522 
f5 13.45 16.96 21.93 231 0.65 0.34 0 97.65 0 12.87 8.72 
ml 0.97 231 13.08 03 0.61 0.52 0 99.34 0 0 3.55 
m2 0.62 0.62 2.48 0.85 0.85 0.88 0 99.78 0.62 0 2.62 
m3 031 133 3.06 0.28 0.07 -0.02 0 99.67 0 031 3.07 
m4 1.41 2.11 7.26 0.64 0.68 0.58 0 9939 0.47 0.47 228 
m5 1.85 33 6.07 0.4 0.42 0.43 0 97.59 0.53 026 231 
MA 1.09 2.09 6.39 033 033 0.48 0 99.09 0.32 027 237 
FA 1631 2031 26.18 1.79 0.24 0.25 0 9824 025 14.13 9 
OA 83 113 1628 1.16 0.38 0.36 0 98.67 0.29 7.2 5.93 

PRAAT GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f1 0.74 2.6 5.2 1.1 1.07 1.18 0 35.97 0.74 0 4.77 
f2 225 336 12.38 0.27 0.32 0.38 0 13.15 0.38 1.69 6.8S 
f3 336 4.37 10.54 0.65 0.66 0.85 1.54 47.74 1.03 233 52 
r4 2.04 4.09 13.0S -0.23 -0.07 0.06 1.64 24.74 0 1.84 822 
f5 0 0.88 9.06 -0.1 -0.41 -03 0 39.6 0 0 7.36 
ml 7.02 9.44 19.13 0.54 0.55 0.42 634 183 0.24 6.54 3.S 
m2 0.62 3.73 30.43 -1.4 -1.39 -0.42 0 24.67 0.62 0 6.47 
m3 0.92 133 6.42 022 031 028 0.92 2525 0 0.92 3.7 
m4 103 12.65 23.65 039 0.59 0.38 103 12.76 0 103 334 
m5 2.11 422 1821 0.71 0.7 0.35 1.58 2423 0.53 1.58 4.02 
MA 4 2 631 1937 0.15 0.15 0 2 337 21.1 028 337 433 
FA 1.78 3.1 10.06 0.34 031 034 0.64 3224 0.43 127 6.49 
OA 2.99 4.71 14.81 0.24 0.23 027 225 26.67 035 257 5.41 

Table A.2.16. Results for 25 dB Music noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 0.74 1.49 4.46 -0.56 -0.36 -037 0 14.03 0 0 4.19 
f2 0 0.19 231 0.09 0.04 036 0 44.4 0 0 4.92 
r3 031 031 33 -0.2 -0.2 0.1 0 21.34 0 0 331 
14 0 03 2.86 0.26 0.2 0.27 0 831 0 0 5.1 
f5 0 039 2.63 0.34 0.42 0.5 0 30.54 0 0 5.32 
ml 6.05 14.29 35.35 0.72 0.44 0.01 2.66 19.44 0.73 2.66 6.07 
m2 0 134 19.25 1.64 1.59 138 0 25.55 0 0 5.78 
m3 0 0.31 2.45 -0.52 -0.48 -0.37 0 25.25 0 0 2.87 
m4 23.42 26 35.6 031 0.37 0.63 3.75 5.47 1.17 3.75 3.59 
m5 5.41 933 183 -0.19 0.32 0.64 234 14.32 0.53 234 4.17 
MA 6.98 1031 2235 0.43 0.45 0.44 1.73 18 0.49 1.73 4.49 
FA 035 034 3.27 -0.02 0.02 0.17 0 23.76 0 0 4.63 
OA 331 537 12.76 0.21 033 03 037 20.88 0.24 0.87 436 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V UVE UV_VE THE TLE STD20 
f1 0.74 23 7.06 0.66 0.83 0.96 0 593 0.74 0 532 
f2 1.88 3 11.26 -0.03 0.07 0.11 0.19 43.32 0.94 0.75 6.98 
f3 4.63 5.66 11.83 0.43 0.58 0.67 2.06 67.81 1.03 33 539 
f4 2.45 5.52 15.34 -0.73 -0.29 -0.22 1.23 41.75 031 1.64 9.46 
15 0 1.17 9.36 -0.57 -031 -135 0 54.36 0 0 7.42 
ml 15.98 17.19 22.52 0.12 0.24 031 12.83 62.13 3.15 12.83 33 
m2 136 4.35 26.09 -1.62 -1.47 -0.68 1.24 57.27 0.62 1.24 5.94 
m3 1.83 2.45 6.12 -0.15 -036 0.05 1.83 60.66 0 1.83 3.4 
m4 17.33 183 28.34 0.24 0.26 0.17 17.1 51.25 0.23 17.1 332 
m5 10.55 11.74 24.54 0.63 0.59 031 7.26 51.94 3.17 736 3.9 
MA 931 10.85 2132 •0.16 -0.09 0.03 8.05 56.65 1.43 8.05 3.95 
FA 134 339 10.97 -0.05 0.07 0.05 0.69 53.35 0.66 13 6.97 
OA 5.73 732 16.24 •0.1 -031 0.04 4.37 55 1.05 4.62 5.46 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
M 9.67 14.13 20.07 0.97 0.04 0.17 0 98.87 1.12 5.95 7.64 
tz 11.44 15.76 23.49 1.48 0.68 037 0 99.14 0 7.88 8.74 
f3 6.17 833 11.83 0.78 0.22 031 0 98.19 031 4.37 5.66 
14 54.19 61.96 70.76 4.06 -0.65 -0.43 0 97.94 1.02 46.83 15.34 
f5 14.91 18.42 24.85 2.03 0.65 0.16 0 98.83 0 13.74 9.09 
ml 3.87 63 17.43 0.63 0.7 0.52 0 99.34 1.69 0.73 3.83 
m2 0.62 1.86 3.73 0.69 0.87 0.91 0 99.78 0.62 0 2.98 
m3 132 336 4.28 0.4 -0.05 •0.04 0 99.34 0 0.92 3.96 
m4 1.87 3.04 9.13 031 0.67 038 0 99.09 0.47 0.7 2.58 
m5 231 531 8.97 0.36 0.34 0.45 0 97.86 1.19 036 3.13 
MA 2.02 335 8.71 034 031 0.48 0 99.08 0.79 032 33 
FA 1938 23.7 30.19 1.86 0.19 0.14 0 9839 033 15.75 939 
OA 10.65 13.78 19.45 13 0.35 031 0 98.84 0.66 8.14 63 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
ri 0.74 23 6.69 0.83 1 1.18 0 43.89 0.74 0 5.35 
f2 1.69 3.19 12.57 03 03 0.37 0 22.63 0.1S 1.31 7.18 
f3 4.37 438 12.85 0.66 0.67 037 1.54 6431 1.03 334 533 
r4 5.11 8.59 16.36 -1.09 -0.35 -038 1.64 30.93 03 4.7 9.34 
f5 0 038 9.94 -0.35 -0.66 -0.98 0 56.04 0 0 7.47 
ml 736 9.69 18.89 034 0.55 0.47 6.78 38.87 0.24 6.78 3.88 
m2 0.62 3.11 2931 -13 -1.19 -0.43 0 46.04 0.62 0 6.39 
m3 0.92 133 8.26 0.06 0.15 032 0.92 41.97 0 0.92 3.88 
m4 10.77 13.11 24.36 0.67 0.58 038 10.77 28.47 0 10.77 337 
m5 234 435 18.47 0.69 0.69 032 1.72 39.36 0.53 1.72 4.03 
MA 436 636 19.96 0.13 0.15 0.19 4.04 38.94 0.28 4.04 4.35 
FA 238 4.03 11.68 0.07 0.19 037 0.64 433 0.43 137 637 
OA 337 5.19 15.82 0.1 0.17 033 234 4132 036 235 5.66 

Table A.2.17. Results for 20 dB Music noise for high resolution speech signals. 
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DHO GER20 GERIO GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
n 0.74 1.49 4.83 -038 -0.38 -0.33 0 17.87 0 0 4.19 
f2 0 0.56 3.38 0.14 0.08 0.32 0 46.98 0 0 526 
f3 031 031 3.34 -0.13 -0.13 0.12 0 18.44 0 0 3.49 
f4 431 5.11 7.98 0.01 -0.05 0.05 1.64 3.09 0 2.45 5.15 
f5 1.75 2.05 4.97 0.42 03 0.67 0 28.19 G 0 539 
ml 731 15.98 36.08 0.65 0.34 0.03 2.66 22.09 0.97 2.66 6.04 
m2 0 124 18.63 1.7 1.65 1.26 0 25.11 0 0 531 
m3 0 031 2.14 -0.51 -0.47 -0.34 0 20.98 G 0 2.87 
m4 25.29 2737 36.53 0.42 0.28 0.55 3.98 3.87 4.92 3.98 336 
m5 835 11.87 20.45 -0.2 0.32 0.66 4.88 14.19 0.66 4.88 422 
MA 8.17 11.45 22,77 0.41 0.42 0.43 231 17.25 131 231 43 
FA 138 134 4.9 -0.03 0 0.17 033 22.92 0 0.49 47 
OA 4.88 6.7 1333 0.19 021 03 ^J3Z 20.08 0.65 1.4 43 

CORR GER20 GERIO GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f l 1.49 3.35 7.81 0.46 0.62 0.79 0.74 66.97 0.37 0.74 5.72 
f2 231 43 15.76 0.12 0.06 0.08 0.19 49.14 0.94 1.13 7.74 
f3 4.88 6.43 15.68 0.54 0.83 0.52 231 73.6 1.03 336 6.47 
f4 5.73 7.57 20.04 -0.55 -0.39 -031 1.84 45.88 1.23 439 9.05 
f5 0 1.17 13.45 -0.78 -1.03 -138 0 58.89 0 0 7.93 
ml 18.4 19.37 2421 022 0.23 0.36 1525 67.94 3.15 1525 321 
m2 7.45 9.94 32.92 -1.82 -1.67 -0.84 3.73 61.6^ 2.48 3.73 6.16 
m3 3.98 4.28 15.2S -0.36 -031 0.06 2.75 66.89 031 2.75 4.04 
m4 1827 18.97 29.27 0 ^ 027 0.14 173 56.26 0.47 173 321 
m5 18.47 20.05 30.61 038 031 022 1032 5937 62 1032 4 
MA 1331 1432 26.46 -022 -0.19 -031 10.07 62.47 Z52 10.07 4.12 
FA 2.98 43 14.55 -0.04 0.02 -0.16 1.02 58.89 071 1.96 7.38 
OA 8.15 9.56 20.5 -0.13 -0.09 -0.09 534 60.68 1.62 6.02 5.75 

YIN GER20 GERIO GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f l 12.64 16.73 2136 0.74 0.36 0.38 0 98.42 3.35 6.32 7.34 
f2 1931 23.08 31.71 13 0.93 031 0 98.92 1.31 12.95 871 
f3 1235 17.99 23.65 1.22 0.18 0.35 0 98.73 0.77 9 7.74 
f4 5431 62.78 71.17 5.28 0.57 0 0 97.94 2.04 48.26 16.62 
f5 21.05 26.9 34.21 2.19 -0.19 -0.31 0 99.16 0 19.59 10.45 
ml 531 8.96 21.55 0.67 0.93 0.64 0 99.17 231 0.73 4.13 
m2 1.86 4.35 9.32 0.49 0.78 0.77 0 99.34 0.62 0.62 4.86 
m3 531 8.56 12.84 0.18 -0.12 -0.08 0 99.67 031 3.67 4.53 
m4 2.11 2.58 7.73 0.62 0.69 0.64 0 99.54 1.41 0.47 23 
m5 7.78 939 14.12 03 0.3 0.4 0 98.13 4.09 1.19 325 
MA 4.68 637 13.11 0.45 032 0.47 0 99.17 1.93 133 331 
FA 24.17 293 36.46 2.18 0.37 0.18 0 98.63 13 1922 10.17 
OA 14.42 18.18 24.79 1.32 0.44 033 0 983 1.71 1028 6.99 

PRAAT GER20 GERIO GER05 FER20 FERIO FEROS V_UVE UV_VE THE TLE STD20 
f l 0.74 23 731 0.73 0.89 1.04 0 58.6 0.74 0 5.73 
f2 1.69 3 152 0.35 031 0.16 0 31.25 0.19 131 7.55 
f3 6.43 7.97 16.45 0.53 0.8 037 129 70.34 1.03 5.14 6.47 
f4 7.98 9.41 20.86 -0.46 -0.36 -0.43 225 35.57 02 7.57 835 
f5 322 4.09 15.7S -0.71 -1.03 -1.43 0 60.4 0 322 737 
ml 8.47 11.14 21.07 037 03 0.49 7.75 46.01 0.48 7.75 4 
m2 373 633 32.92 -1.68 -1.62 -0.63 1.86 51.32 0.62 1.86 6.47 
m3 133 2.45 14.07 -0.12 -0.03 0.15 122 54.1 0 122 423 
m4 9.13 11.48 24.82 0.85 0.62 032 9.13 41 0 9.13 3.77 
m5 5.41 7.12 213 0.64 0.59 0.3 33 49.67 1.45 33 4.07 
MA 5.72 73 22.88 0.05 0.03 0.13 4.65 48.42 031 4.65 431 
FA 431 5.41 1522 0.09 0.12 -0.02 0.71 51.23 0.43 3.45 72 
OA 436 631 19.05 0.07 0.08, 0.05 238 49.83 0.47 4.0S 535 

Table A,2.18. Results for 15 dB Music noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
ri 0 0.74 3.72 -0.6 -0.39 -031 0 19.46 0 0 4.16 
f2 1.13 1.6S 5.07 -0.05 0.02 0.35 0.75 46.77 0 0.75 5.41 
F3 0 1.03 3.6 -0,33 -0.13 0.1 0 28.03 0 0 4 
f4 5.32 5.52 7.98 0.17 0.1 0.13 2.66 12.89 0 2.66 5.18 
15 0 029 331 0.32 0.4 03 0 37.92 0 0 5.35 
ml 823 1622 36.32 0.72 0.46 0O6 0.73 23.26 231 0.73 6.12 
m2 0 1.24 19.88 1.74 1.69 1.11 0 34.14 0 0 5.93 
m3 031 0.92 2.75 -0.58 -0.54 -0.42 031 29.84 0 031 2.9 
m4 18.74 19.67 2931 026 0.2 0.42 8.43 7.52 4.45 8.43 321 
m5 726 10.9S 20.45 -0.35 0.14 0.62 5.41 15.26 0 5.41 42 
MA 6.97 93 21.78 0.36 0.39 036 3.04 22 1.47 3.04 4,47 
FA 129 135 4.77 -0.1 0 0.17 0.68 29.01 0 0.68 4.82 
OA 4.13 533 13.2Q 0.13 0.19 027 136 2531 0.74 1.86 4.65 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV„VE THE TLE STD20 
f l 223 3.72 13.38 0.24 0.27 031 1.12 73.98 0.74 1.12 63 
f2 5.07 7.88 22.7 0.35 -021 031 0.56 54.74 0.94 2.06 9.46 
f3 4.88 10.54 25.19 0.68 0.79 0.15 2.06 80.47 1.03 3.86 9.16 
f4 14.72 16.16 29.24 -0.25 -0.4 -0.73 43 56.19 3.27 10.43 921 
f5 029 1.46 19.5S -1.16 -1.42 -1.79 0 73.32 0 029 8.71 
ml 23 23.97 28.33 0.25 0.34 0.41 153 70.76 7.02 153 3.36 
m2 18.63 21.74 4131 -2.43 -2.17 -1.39 4.97 66.08 9.32 4.97 6.44 
m3 10.7 12.54 25.6S -0.93 -0.53 -0.11 531 69.84 031 531 521 
m4 24.59 25.53 33.96 0.21 02 0.06 2031 67.43 3.04 2031 3.22 
m5 31.66 33.38 41.42 0.16 02 0.18 17.02 69.48 10.42 17.02 42 
MA 21.72 23.43 34.2 -035 •039 -0.17 1Z78 68.72 6.08 12.78 4.49 
FA 5.44 7.95 22.02 -0.03 -0.19 -031 1.65 67.74 1.2 335 831 
OA 1338 15.69 28.11 -0.29 •029 -024 721 68.23 3.64 8.17 635 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
fl 35.32 40.89 50.56 2.07 0.62 0O1 0 99.55 3.72 24.16 9.99 
f2 32.65 40.34 50.28 3.57 0.23 0.19 0 98.92 1.13 25.33 1301 
f3 29.31 3933 50.13 2.01 -0.55 0.25 0 99.1 231 18.77 11.76 
r4 61.96 7035 81.3S 5.64 0.08 -0O1 0 98.71 5.32 4928 18.96 
f5 3421 4131 51.46 3.11 -03 -0.19 0 98.32 0 30.7 13.48 
ml 731 10.17 22.76 0.77 0.94 0.62 0 99.67 3.63 0.97 428 
m2 9.94 1801 29.1 S 1.23 0.24 0.18 0 99.78 1.86 1.86 7.62 
m3 14.37 13.65 28.75 -0.08 -0.1 -0.08 0 100 2.14 6.73 5.94 
m4 7.26 9.84 16.63 0.67 0.78 0.53 0 100 3.28 1.41 3.07 
m5 183 223 27.57 0.31 0.41 0.5 0 98.66 9.23 33 4.19 
MA 1134 15.79 24.98 038 0.45 035 0 99.62 4.03 235 5.02 
FA 38.69 4639 56,76 3.28 -0.05 0.05 0 98.92 2.49 29.65 13.44 
OA 25.11 31.19 40.87 1.93 0.2 02 0 99.27 3 2 ^ 1625 923 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 8.92 10.78 17.84 1 1.1S 1.02 1.12 64.03 0.37 8.18 6.18 
f2 525 832 23.26 0.78 0.11 0.24 0 373 0.19 3.75 9.76 
f3 6.68 10.^ 25.71 1.01 1.38 0.44 129 71.61 1.03 5.4 831 
f4 15.75 16.77 29.65 -O.08 -0.06 -026 4.91 38.14 0 2 14.93 8.9 
f5 4.97 5.85 23.68 -0.95 -1.28 -1.72 0.29 64.09 0 4.97 8.72 
ml 10.9 13.32 22.76 0.65 0.72 035 8.96 49.67 1.45 8.96 3.94 
m2 8.7 12.4^ 37.27 -1.86 -1.71 -032 4.97 58.37 0.62 4.97 6.72 
m3 6.42 7.95 23.85 -0.55 -031 038 2.14 61.97 0 2.14 5.07 
m4 10.07 12.88 26.46 031 0.53 031 10.07 54.67 0 10.07 3.79 
m5 12.93 14.64 27.31 0.47 0.4 024 4.88 55.29 5.01 4.88 421 
MA 93 1224 2733 •O.09 -0.07 0.07 6 2 55.99 1.42 62 4.75 
FA 832 10.6 24.03 0.35 0.27 •0.06 132 55.07 0.36 7.45 8.43 
OA 936 11.42 25.78 0.13 0.1 031 336 5533 0.89 632 639 

Table A.2.19. Results for 10 dB Music noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FERIO FER05 V UVE UV_VE THE TLE STD20 
f1 0 0.74 4.0S -0.78 -0.57 -0.36 0 58.14 0 0 427 
f2 3.38 3.94 6.38 -0.06 0.05 0.32 0 67.67 0 3.38 532 
13 0 026 3.34 -0.16 -0.11 0.06 0 52.98 0 0 3.74 
(4 6.54 8.18 10.84 029 0.27 021 3.68 31.96 0 3.68 623 
f5 0 029 4.0C 0.19 0.27 034 0 66.11 0 0 5.42 
ml 4.84 12.11 34.87 0.6 0.48 -0.04 121 39.37 0.97 1.21 6.12 
m2 124 3.11 22.98 1.52 1.56 1.37 0 54.85 0 0 6.16 
m3 0 031 3.67 •0.62 -0.57 -0.38 0 32.79 0 0 3.07 
m4 1636 19.44 29.74 0.22 0.24 0.42 3.98 29.38 328 3.98 3.48 
m5 726 11.08 22.3 -0.38 0.07 0.63 3.03 25.97 1.72 333 432 
MA 6.04 921 2Z71 027 0.36 0.4 1.65 36.47 1.19 1.65 4.67 
FA 138 2.68 5.75 -0.1 -0.02 0.16 0.74 55.37 0 1.41 5.03 
OA 4.01 535 1423 0.08 0.17 0.28 1.19 45.92 0.6 133 435 

CORR GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f1 7.06 10.78 26.02 0.06 0.19 1.08 23 80.77 1.12 52 8.74 
f2 1231 1839 36.02 1.09 0.37 -0.05 3.19 59.05 0.94 826 1126 
f3 7.46 1934 39.5S 1.46 1.55 03 5.4 83 1.03 6.43 1231 
f4 32.72 34.56 46.22 -0.13 -0.33 -036 13.09 65.98 5.11 23.72 1029 
f5 6.14 9.06 28.65 -1.12 -1.89 -1.96 2.34 81.88 1.17 4.68 10.19 
ml 35.84 363 41.4 -0.02 0.08 03 18.16 71.76 15.5 18.16 3.73 
m2 21.12 27.95 45.96 -3.88 -2.66 -132 4.97 71.37 8.07 4.97 739 
m3 22.63 25.99 38.84 -1.34 -0.48 0.02 10.4 75.08 2.75 10.4 628 
m4 37.94 38.88 46.84 0.04 0.11 -0.07 28.1 76.99 6.56 28.1 33 
m5 50 50.79 55.67 -036 -0.4 -0.05 23.48 77.91 16.23 23.48 3.77 
MA 333 36.09 45.74 -1.15 -0.67 -026 17.02 743^ 9.82 17.02 4.93 
FA 13.08 18.47 35.3 027 -0.02 -02 532 74.14 1.87 9.66 1036 
OA 2329 2727 4032 -0.44 -0.35 -023 11.17 74.38 5.85 13.34 7.74 

YIN GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
r i 49.07 6039 68.4 4.72 0.18 -024 0 99.32 52 363 14.68 
f2 4728 5629 68.67 4.1 0.4 -0.69 0 98.71 2.63 3827 1529 
f3 38.82 48.07 64.78 3.23 1.22 0.25 0 99.28 4.63 26.48 13.15 
f4 66.46 76.69 83.44 8.58 0.49 0.12 0 99.23 10.43 46.63 19.34 
f5 49.12 57.02 6931 3.34 -0.14 0.12 0 98.99 2.34 383 1628 
ml 1433 1937 29.54 0.76 0.48 034 0 99.5 531 3.39 5.1 
m2 25.47 32.92 45.34 1.47 0.78 0.06 0 99.78 7.45 9.32 7.96 
m3 27.52 35.78 45.26 -1.04 -0.28 -0.05 0 99.34 7.65 10.09 731 
m4 16.86 2031 3021 031 0.72 0.57 0 99.54 7.73 3.75 4.03 
m5 36.68 47.63 55.28 -0.45 0.39 0.43 0 99.6 18.21 4.49 7.11 
MA 2421 3126 41.13 031 0.42 031 0 99.55 9.37 621 6.4 
FA 50.15 59.73 70.86 4.79 0.43 •0.09 0 99.1 5.05 37.36 15.75 
OA 37.18 453 55.99 235 0.42 0.11 0 99.33 721 21.78 11.08 

PRAAT GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f l 16.36 2032 29.37 0.65 0.89 1.1 223 72.17 0.37 1531 8.53 
f2 17.64 23.08 40.71 13 0.33 -0.13 13 40.09 0.38 14.63 10.83 
f3 1131 22.37 40.1 2.88 1.76 0.32 3.86 71.97 1.03 925 11.77 
f4 35.17 3631 47.44 -031 -0.27 -0.39 1238 47.94 0 31.7 971 
f5 1637 1931 39.47 -0.89 -1.86 -1.94 0.29 64.26 0 16.37 10.43 
ml 1429 16.71 26.39 0.85 0.86 035 10.17 53.32 3.15 10.17 4.08 
m2 21.74 2735 47.83 -3.66 -239 -0.99 621 61.89 7.45 7.45 7.43 
m3 1529 18.96 35.47 -1.01 -0.15 0.18 531 66.23 0.31 531 632 
m4 1335 1639 ^ .08 0.69 03 0.18 10.77 65.83 023 10.77 4.1 
m5 33.91 35.62 44.46 -O.03 -031 0.11 1533 59.17 8.84 1533 427 
MA 19.71 23.13 37.25 •0.63 •034 033 9.76 6129 4 10.01 528 
FA 1937 2437 39.42 0.73 0.17 -021 4.15 5929 036 1731 1026 
OA 1934 23.75 38.33 0.05 -0.08 -0.09 636 6029 2.19 13.76 7.77 

Table A.2.20. Results for 5 dB Music noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 0 136 5.58 -0.14 -0.24 -033 0 85.07 0 0 5.06 
f2 13 235 5.63 -0.11 •035 034 0 78.23 0 0 5.67 
f3 0 2.06 531 -0.42 -0.28 -031 0 63.65 0 0 5.45 
[4 1135 16.36 22.29 2.11 0.34 0.19 5.32 67.01 0 5.73 10.94 
f5 1.75 2.92 73 0.43 0.36 0.78 0 72.82 0 0.88 6.32 
ml 8.96 17.43 363 0.49 0.36 -0.05 0.97 67.44 3.39 0.97 6.36 
m2 7.45 11.18 27.95 1.7 1.15 1.38 0 79.96 0 0 635 
m3 2.14 3.06 7.34 -031 -0.75 •0.45 0 77.05 0 0 3.78 
m4 18.03 21.78 33.96 0.04 0.24 0.48 6.09 82.46 3.04 6.09 431 
m5 9.76 16.49 28.1 •0.69 0.11 0.52 0.13 65.06 4.09 0.13 5.24 
MA 937 13.99 26.83 0.19 032 038 1.44 74.39 2.1 1.44 5.13 
FA ZB 5.09 9.4 037 0.02 0.19 1.06 73.36 0 132 639 
OA 6.09 934 18.12 038 0.12 039 135 73.87 1.05 138 531 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V UVE UV_VE THE TLE STD20 
f1 17.84 2431 44.24 1.1 0.89 1 8.92 83.26 2.23 13.38 11.1 
f2 23.45 33.58 51.41 1.15 -0.04 -0.69 931 67.67 1.31 14.82 13.96 
f3 15.68 3635 57.84 4.38 2.48 0.87 103 84.09 1.29 12.34 15.71 
14 55.83 5931 68.71 0.38 -0.16 -0.72 15.95 72.94 7.77 3631 13.82 
15 18.42 24.27 44.44 -0.11 -1.52 -1.37 731 85.23 2.92 11.7 12.84 
ml 63.68 64.16 67.55 -0.92 -0.92 -0.32 26.39 75.75 32.2 26.39 4.4 
m2 35.4 4131 5931 -5.04 -3.33 -1.62 15.53 75.77 7.45 15.53 7.82 
m3 44.95 50.76 59.94 -2.94 -0.75 031 18.04 78.03 7.65 18.04 8.18 
m4 59.25 59.95 68.15 -0.4 -0.35 -0.44 36.53 79.27 183 36.53 3.95 
m5 71.77 72.56 753 -1.32 -031 -03 26.78 80.59 22.56 26.78 4.64 
MA 5531 5731 65.97 -2.12 -1.23 •031 24.66 77.88 17.67 24.66 53 
FA 2635 35.7 53.33 138 0.33 -0.18 10.4 78.64 3.1 17.77 13.48 
OA 40.63 46.76 59.66 -037 -0.45 -035 1733 7836 10.39 2131 9.64 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 54.28 66.54 76.95 3.48 1.21 1.13 0 99.55 8.55 36.06 1531 
f2 57.79 69.42 81.99 3.48 0.95 1.39 0 99.35 6 4138 18.02 
f3 44.47 55.27 70.95 4.9 1.13 0.54 0 99.28 8.74 2632 13.75 
f4 723 80.78 87.73 7.39 0.34 -0.4 0 99.23 16.56 44.38 2031 
(5 58.19 71.64 82.16 8.12 0.94 0.33 0 99.66 7.02 4337 20.12 
ml 37.53 45.52 57.63 03 0.45 0.36 0 99.67 17.19 731 73 
m2 45.34 57.14 7031 -1.72 -0.26 0.12 0 99.78 11.8 16.77 11.54 
m3 56.57 69.42 81.04 0.46 -1.19 •0.43 0 100 21.41 14.98 12.71 
m4 35.83 4333 51.52 0.66 0.62 0.62 0 99.32 18.97 7.03 5.38 
m5 56.73 6636 73.88 -0.05 0.15 0.28 0 99.46 30.74 7.26 8.87 
MA 46.4 5635 66.9S -0.01 -0.05 0.19 0 99.65 20.02 10.71 9.14 
FA 573 68.73 79.96 5.47 031 0.6 0 99.41 9.38 38.24 17.68 
OA 51.95 6234 73.47 2.73 0.43 039 0 99.53 14.7 24.48 13.41 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 2037 2731 46.1 0.37 031 037 538 77.38 0.37 17.47 11.05 
f2 34.15 42.4 57.22 3.65 1.01 -035 931 53.88 0.19 27.77 13.04 
f3 10.54 30.33 53.98 5.59 2.48 031 4.88 743 1.03 8.48 14.39 
f4 5931 62.58 70.35 13 0.76 -0.09 17.79 55.67 0 3 46.63 123 
f5 31.29 343 54.39 -0.63 -2.14 -0.97 536 68.96 0 28.36 11.69 
ml 32.45 33.66 44.79 0.1 0.14 032 14.04 60.96 1 3 . ^ 14.04 433 
m2 26.71 35.4 553 -5.62 -3.56 -1.55 8.7 66.74 4.97 9.32 8.07 
m3 3039 37 50.46 -231 -0.33 0.18 10.4 71.48 0.61 10.4 8.04 
m4 19.67 2135 39.81 0.35 0.16 036 1432 75.17 1.41 1432 4.04 
m5 5636 58.44 64.64 -0.86 -0.66 -0.12 213 67.34 13.19 213 4.99 
MA 3331 3731 51.12 -1.64 •035 •034 1331 6834 6.7 14.04 533 
FA 31.11 39.46 56.41 Z06 033 031 83 66.08 036 25.74 1233 
OA 3231 3834 53.76 031 -0.16 •0.11 1131 6731 333 1939 933 

Table A.2.21. Results for 0 dB Music noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f1 10.41 15.61 18.22 -1.92 -0.84 -0.46 3.72 85.07 0 3.72 7.47 
f2 3 7.13 11.82 -0.04 -0.07 0.08 0 79.74 0.1S 0.19 8.78 
f3 4.88 9 13.88 -1.75 -0.85 -0.62 0 83 0 0 6.53 
f4 19.63 30.06 39.26 2.98 0.58 0.21 8.79 86.6 0 10.22 15.82 
f5 4.97 9.65 15.79 -0.43 -0.15 0.31 1.75 83.05 0 2.05 9.45 
ml 17.43 24.21 47.94 0.19 0.21 0.02 1.45 71.93 4.36 1.45 6.24 
m2 7.45 17.39 31.06 0.44 0.61 1.2 0 85.24 0 0 7.54 
m3 3.67 4.89 15.2S -0.83 -0.62 -0.26 0 82.3 0.31 0 452 
m4 13.82 16.63 32.7S 0.06 0.37 0.42 4.22 85.65 5.62 4.22 3.92 
m5 10.29 19.26 30.61 -0.51 0.18 0.41 1.45 88.35 3.03 1.45 536 
MA 10.53 16.48 3134 -0.13 0.15 0.36 1.42 82.69 2.6& 1.42 5.56 
FA 8^8 1 4 ^ 19.7S - 0 ^ -0.27 •0.1 2.85 83.49 0.04 3.24 9.61 
OA 9^6 15.38 25.67 -0.18 -0.06 0.13 Z14 83.09 1.35 2.33 7.58 

CORR GER20 GERIO GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
11 342 53.53 71.75 5.6 1.39 0.38 17.47 84.84 4.09 21.93 15.71 
f2 45.03 5854 69.79 4.03 0.07 -0.81 16.7 77.16 3.19 27.95 16.72 
f3 26.99 52.44 73.01 7.19 3.29 0.59 14.91 83.73 4.11 16.97 17.56 
f4 73.21 78.94 85.07 5.14 2.29 0.71 19.63 80.41 7.98 48.26 18.45 
f5 42.98 52.63 67.25 2.81 -0.66 -0.97 15.79 83.89 4.68 27.19 16.42 
ml 84.99 85.96 87.41 -2.14 -0.84 0.04 25.42 80.73 45.52 25.42 6.84 
m2 59.01 67.7 80.75 -9.18 -5.59 -258 24.22 79.52 11.8 2422 8.98 
nfi3 59.94 70.34 78.9 -7.14 -2.13 -029 19.57 83.28 13.46 19.57 10.15 
m4 86.89 87.82 90.87 -0.78 -0.7 -o i 39.58 82.46 36.07 39.58 4.94 
m5 91.82 92.61 93.54 -3.65 -1.8 -0.61 25.59 83.53 30.08 25.59 6.85 
MA 76.53 80.89 86.29 -458 -2.21 -0.73 26.88 81.9 27.38 26.88 755 
FA 44.48 59.22 73.37 4.95 1.27 •0.02 16.9 82.01 4.81 28.46 16.97 
OA 60.51 70.05 79.83 0.19 -0.47 -037 21.89 81.95 16.1 27.67 12.26 

YIN GER20 GERIO GER05 FER20 FERIO FER05 V_UVE UV VE THE TLE STD20 
f1 6059 7621 855 4.7 -0.13 0.7 0 99.55 15.24 32.34 1927 
f2 64.92 77.11 86.68 5.1 0.54 -0.36 0 99.57 13.32 38.65 19.17 
f3 60.15 72.75 86.8S 4.34 2 0.52 0 100 19.54 2751 17.9 
f4 80.37 88.14 94.68 6.98 0.97 1.3 0 99.48 21.68 43.15 24.32 
f5 64.91 78.65 88.01 6.42 -0.23 0.63 0 99.5 14.91 37.72 23.23 
ml 6755 78.45 86.68 1.8 0.53 0.42 0 99.83 35.11 10.17 115 
m2 55.9 71.43 83.23 -0.15 0.53 -0.06 0 100 19.88 13.04 13.85 
m3 65.14 81.35 89.6 -0.83 -2.33 -021 0 100 29.36 14.68 15.93 
m4 6956 79.86 87.5S 0.67 • 0.65 -0.15 0 99.54 40.05 11.94 928 
m5 79.68 88.39 93.67 0.02 0.42 0.3 0 99.87 44.2 9.1 12.27 
MA 6757 7959 88.15 0.3 -0.04 0.06 0 99.85 33.72 11.79 1256 
FA 66.19 7857 88.35 551 0.63 056 0 99.62 16.94 35.87 20.78 
OA 66.88 7923 882^ 2.9 029 0.31 0 99.73 25.33 23.83 16.67 

PRAAT GER20 GERIO GER05 FER20 FERIO FEROS V_UVE UV_VE THE TLE STD20 

f1 3755 57.99 73.23 6.66 2.52 0.67 13.01 78.05 037 30.48 16.27 
f2 52.91 65.1 75.42 7.73 1.44 -0.07 18.01 69.4 0.19 41.65 15.48 
f3 21.08 46.79 69.67 8.13 3.45 051 105 79.75 0.77 16.97 16.37 
f4 77.1 80.78 86.3 8.35 4.81 1.09 24.54 71.91 0 2 60.74 1537 
f5 48.83 55.85 73.39 2.22 -1.18 -0.39 16.96 76.34 0 42.4 15.46 
ml 69.01 70.94 75.3 -1.1 -028 -02 25.18 71.93 27.6 28.09 6.14 
m2 49.07 61.49 795 -10 -626 -2.97 22.36 7423 3.11 22.98 8.54 
m3 52.91 63.3 73.7 -6.09 -1.89 -0.08 18.65 7738 3S8 19.88 9.67 
m4 51.05 55.97 68.38 0.76 -0.27 -0.32 34.89 77.9 8.43 35.13 521 
m5 85.88 8651 88.92 -1.88 -0.52 -0.09 2853 75.77 1623 29.42 6.76 
MA 62 68 77 -4 -2 -1 26 75 12 27 7.26 
FA 47 61 76 6.6 2 2 OA 17 75 0 3 38 15.79 
OA 55 65 76 15 0.2 -0 21 75 6.1 33 1153 

Table A.2.22. Results for 0 dB Music noise for high resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V UVE UV_VE THE TLE STD20 
f1 0.74 1.86 3.35 -0.63 -0.37 -05 0 18.55 0 0 4.32 
f2 0.75 2.63 10.51 -0.97 -0.49 024 0 26.29 0 0 721 
f3 0 3.08 7.97 -0.91 -0.27 -0.07 0 9.04 0 0 6.24 
f4 5.52 7.98 14.72 -0.74 0.03 -0.01 5.32 1.8 0 5.32 8.33 
f5 4.09 5.56 15.2 -0.09 0.37 0.74 0.58 51.85 0 0.58 734 
m1 12.59 22.76 41.85 0.33 0.24 -0.15 4.6 9.47 1.21 4.6 7,05 
m2 10.56 14.29 32.3 1.7 2.14 1.3 0 30.18 0 0 6.65 
m3 3.67 4.28 11.01 -0.92 •0.83 -0.45 3.67 9.51 0 3.67 3.61 
m4 9.84 11.01 24.12 0.15 0.31 0.43 2.11 1.37 3.04 2.11 3.49 
m5 16.09 20.84 30.61 -0.66 0.18 0.65 12.8 1.47 0 12.8 4.94 
MA 10^5 14.64 27.98 0.12 0.41 0.36 4.63 10.4 0.85 4.63 5.15 
FA Z2Z 4.22 10.35 -0.66 -0.15 0.08 1.18 2131 0 1.18 6.73 
OA 6.39 9.43 19.17 -0.27 0.13 0.22 2.91 15.95 0.43 291 5.94 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV VE THE TLE STD20 
n 0.74 2.23 4.09 0.85 0.89 0.95 0 0.23 0.74 0 4.82 
f2 1.88 3 9.38 0.02 0.14 0.18 0.56 0.22 0.75 1.13 6.85 
f3 3.08 4.11 9.25 0.35 0.49 0.68 0.26 0 1.03 2.06 5.29 
f4 3.07 4.91 14.72 -0.48 -0.12 0.13 2.04 0.26 0.61 2.25 8.34 
15 0 1.17 10.23 -0.33 -0.57 -0.94 0 0.84 0 0 7.54 
ml 16.22 17.19 22.03 0.2 0.28 0.43 10.9 0 5.33 10.9 3.15 
m2 6.21 6.83 31.68 -1.49 -1.6 -0.68 1.86 1.98 4.35 1.86 5.91 
m3 1.83 2.45 4.89 0.1 0.19 028 1.22 0 0.61 1.22 3.1 
m4 20.84 21.31 30.91 0.65 0.66 0.44 15.46 0.23 5.39 15.46 2.91 
m5 1201 13.19 23.48 0.69 0.66 0.4 11.61 0.27 0.4 11.61 3.76 
MA 11.42 1219 226 oxa 0.04 0.17 8.21 0.5 3.21 8.21 3.76 
FA 1.75 3.08 934 0.08 0.17 0.2 0.57 0.31 0.63 1.09 637 
OA 639 7.64 16.07 0.06 0.1 0.19 4.39 0.4 1.92 4.65 5.17 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 85.87 89.96 94.05 6.61 124 -0.7 0 100 0.37 84.76 15.91 
r2 89.12 92.5 953 4.22 -0.66 -0.79 0 99.78 0 8732 18.77 
f3 79.69 84.58 90.23 5.74 0.71 0.66 0 99.82 0.26 76.09 1429 
r4 87.73 91.41 93.25 733 -0.17 -1.78 0 100 0.41 83.44 2027 
r5 89.77 92.11 93.27 5.2S 0.37 -0.96 0 100 0 86.84 14.32 
ml 11.14 15.25 27.12 0.68 033 028 0 99.83 218 6.78 4.73 
m2 36.02 37.89 44.1 0.83 0.54 03 0 100 0.62 31.68 5.16 
m3 21.1 24.77 30.28 03S 0.03 -0.19 0 99.67 0 18.65 528 
m4 1.41 2.58 11.71 0.63 0.63 0.5 0 100 0 0 2.72 
m5 4.88 7.78 13.46 0.52 0.41 0.46 0 99.87 0.66 2.77 4.02 
MA 14.91 17.65 25.33 0.71 0.43 033 0 99.87 0.69 11.98 438 
FA 86.44 90.11 93.26 5.94 03 -0.71 0 99.92 0.21 83.75 16.71 
OA 50.67 53.88 59.3 332 036 -0.19 0 993 0.45 4736 1035 

PRAAT GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f1 4.46 6.69 8.18 1.17 122 1.13 0.74 0 0.74 3.72 437 
f2 2.44 3.38 10.32 023 03 03 0.38 0 0.38 2.06 631 
f3 237 3.08 9.51 031 031 0.71 0 0 0.77 13 5.12 
t4 225 3.89 12.47 -0.06 O.0S 029 2.04 0 0 2.04 7.92 
f5 0 1.17 73 0.05 -0.1 S -0.64 0 0.5 0 0 724 
ml 8.96 10.9 19.85 0.47 036 0.4 8.47 0 0.24 8.47 33 
m2 0.62 3.11 31.06 -138 -1.66 -0.4 0 0.66 0.62 0 6.44 
m3 0.92 1.53 6.73 02 031 031 0.92 0 0 0.92 335 
m4 1432 15.22 26.46 0.63 0.59 038 12.41 0 1.87 12.41 3.18 
m5 2.77 4.75 183 031 0.77 0.43 2.77 0 0 2.77 3.97 
MA 536 7.1 2034 0.15 0.11 022 4.91 0.13 035 431 4.19 
FA 234 3.64 9.62 0.4 0.41 036 0.63 0.1 0.38 133 629 
OA 3.95 5.37 IS.OQ 027 026 029 Z77 0.12 0.46 3.42 524 

Table A.2.23. Results for dean speech pitch estimation for low resolution signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE 5TD20 
n 0.74 1.86 3.35 -0.68 -0.42 -0.55 0 20.81 0 0 4.29 
f2 0 1.88 9.76 -0.94 -0.46 0.18 0 25 0 0 7.18 
f3 0 2.83 7.97 •0.82 -0.27 -0.02 0 15.73 0 0 6.1 
f4 12.07 14.93 20.45 -0.76 0.08 0.07 10.02 1.29 0 10.02 8.6 
f5 058 2.05 11.7 -0.13 0.28 0.62 0.58 42.62 0 058 7.45 
ml 13.8 25.18 41.65 0.61 0.07 -0.21 4.36 9.8 1.94 4.36 7.46 
m2 9̂ 32 13.04 30.43 1.85 2.28 1.65 4.97 22.47 0 4.97 6.64 
m3 3.67 4.28 11.31 -0.96 -0.87 -0.47 3.67 9.18 0 3.67 3.63 
m4 9^7 11.01 25.06 0.12 0.35 0.46 3.28 6.61 3.51 32B 3.67 
m5 19^9 24.01 33.77 -0.51 0.24 0.6S 14.51 1.34 0.92 14.51 4.92 
MA 11.11 15.5 28.45 0J22 0.41 0.42 6.16 9.88 1.27 6.16 5.27 
FA 2.68 4.71 10.64 -0.67 -0.16 0.06 2.12 21.09 0 2AZ 6.72 
OA 6.89 10.11 19.54 •0.22 0.13 0.24 4.14 15.48 0.64 4.14 6 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 2.23 3.35 5.2 0.94 1.07 0.97 1.86 0.23 0.37 1.86 4.53 
f2 2.81 3.56 10.13 0.09 0.1 0.08 1.31 0 0.75 1.88 6.6 
f3 3.34 4.63 10.03 0.23 0.44 0.58 051 0 1.03 2.31 5.41 
t4 4.91 6.75 16.36 -058 -0.01 0.25 3.89 0.26 0.41 4.29 8.4 
f5 0 1.17 9.94 -0.34 -059 -0.9 0 0.84 0 0 7.58 
ml 16.95 17.92 22.76 053 0.3 0.43 12.35 0 4.6 12.35 3.16 
m2 6.21 6.83 32.92 -1.44 -1.55 -0.77 1.86 1.98 4.35 1.86 5.93 
m3 2.75 3.36 6.12 0.08 0.18 0.29 2.75 0 0 2.75 351 
m4 21.55 22.01 31.62 0.63 0.64 0.44 16.86 0.46 4.68 16.86 2.94 
m5 14.78 15.83 25.86 0.67 0.66 0.35 14.51 0.27 0.26 14.51 3.75 
MA 1Z45 13.19 23.85 0.03 0.05 0.15 9.67 054 2.78 9.67 35 
FA 2.66 3.89 10.33 0.13 05 0.19 1.51 056 051 2.07 65 
OA 755 854 17.09 0.08 0.12 0.17 559 0.4 1.65 5.87 5.15 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV VE THE TLE STD20 
f1 86.62 89.96 93.68 4.7 051 -0.72 0 100 0.37 85.13 15.62 
f2 89.68 93.25 95.31 4.85 -256 -2.91 0 99.78 0 88.18 19.86 
f3 80.46 86.89 91.52 7.34 0.98 -0.04 0 100 0.26 76.35 15.31 
f4 87.93 91 93.05 4.57 -0.9 -0.3 0 100 0 5 8455 2057 
f5 90.35 91.81 93.86 4.72 0.69 -1 0 100 0 88.01 12.62 
ml 11.14 155 27.12 0.7 0.48 058 0 100 2.18 6.3 4.76 
m2 34.16 37.89 42.8$ 1.43 05 0.62 0 100 0.62 30.43 6.01 
m3 21.71 25.69 31.19 057 -0.17 -056 0 100 0 18.96 5.71 
m4 1.41 3.04 11.48 051 05 051 0 100 0 0 2.82 
m5 5.8 8.84 15.04 057 0.41 0.49 0 100 0.92 2.77 4.11 
MA 1454 18.19 2554 053 058 0.33 0 100 0.74 11.69 4.68 
FA 87.01 9058 93.48 554 -05 -0.99 0 99.96 0.17 8459 16.74 
OA 50.93 54.39 5951 3.03 0.09 -053 0 99.98 0.46 48.04 10.71 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V UVE UV_VE THE TLE STD20 
f1 55 7.06 8.92 1.13 156 1.17 1.49 0 0.74 4.46 458 
f2 3.19 3.94 11.07 056 05 0.34 1.13 0 0.38 251 6.67 
fS 3.08 3.08 9 054 054 0.66 051 0 0.51 257 4.85 
f4 4.09 5.32 135 -0.11 -0.03 052 3.89 0 0 359 7.63 
f5 0 0.88 8.48 0.04 -056 -0.76 0 05 0 0 757 
ml 95 11.14 20.1 0.48 058 0.45 8.96 0 0 8.96 3.79 
m2 0.62 2.48 31.06 -155 -151 -054 0 0.66 0.62 0 6.44 
m3 152 1.83 6.42 051 052 051 1.22 0 0 152 353 
m4 14.52 15.22 27.17 0.66 051 0.42 12.65 0 1.87 12.65 35 
m5 4.09 5.94 20.05 0.83 0.79 057 4.09 0 0 4.09 4.04 
MA 553 752 20.96 0.17 0.16 054 5.38 0.13 0 5 558 45 
FA 3.11 4.06 10.19 057 056 053 1.4 0.1 0.33 2.75 65 
OA 452 5.69 1558 057 056 058 359 0.12 0.41 4.06 55 

Table A.2.24. Results for 25 dB White noise for low resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
n 1.49 2.23 3.72 -0.1 -0.37 -0.5 0 16.97 0 0 4.65 
f2 1.13 2.25 10.32 -0.74 -0.48 0.19 0 32.33 0 0 6.77 
f3 0^6 2.83 9 -0.85 -023 0.06 0 11.75 0 0 6.02 
f4 10.43 13.7 20.25 -0.59 -0.04 -0.07 6.34 5.93 0 6.34 9.35 
f5 0 ^ 2.63 12.28 -021 0.35 0.71 0.58 47.99 0 0.58 7.68 
ml 13.32 23.97 42.37 0.6d 024 -0.14 4.84 9.14 3.63 4.84 7.44 
m2 651 9.32 29.81 2.1 2.42 1.43 2.48 23.13 0 2.48 6.53 
m3 3.67 5.2 11.93 -0.73 -0.81 -0.43 3.67 19.02 0 3.67 4 
m4 21.06 23.65 36.3 0.09 0.33 0.39 7.03 18.91 1.17 7.03 4.18 
m5 13.46 18.21 28.36 -0.64 o i 0.65 8.18 3.21 0.66 8.18 4.97 
MA 1155 16.07 29.76 0^ 0.46 0 ^ 524 14.68 1.09 524 5.42 
FA Z78 4.73 11.11 -OJS -0.15 0.08 1.38 22.99 0 1.38 6.89 
OA 7.16 10.4 20.43 -0.1 0.16 0.23 3.31 18.84 0.55 3.31 6.16 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
n 3.72 4.46 5.95 1.11 1.14 1 3.35 0.23 0.37 3.35 4.35 
f2 4.69 5.25 11.44 0.04 0 0.08 3.19 0 0.75 3.75 6.5 
f3 4.88 6.17 11.31 0.33 0.51 0.62 2.31 0 0.77 4.11 528 
f4 7.77 9.41 18 -0.42 -0.06 022 6.75 0.26 0.41 7.16 8.3 
f5 0 1.17 9.94 -0.3 -0.55 -0.85 0 0.5 0 0 7.56 
ml 17.92 18.89 23.97 022 0.3 0.4 13.8 0 4.12 13.8 32 
m2 9.32 10.56 33.54 -1.53 -1.57 -0.77 4.97 1.98 4.35 4.97 5.96 
m3 4.89 5.5 8.56 0.12 022 0.31 4.89 0 0 4.89 3.3 
m4 22.9S 23.19 33.02 0.57 0.61 0.43 18.27 0.46 4.68 18.27 2.92 
m5 19.66 20.45 29.16 0.61 0.6 0.32 19.26 0.27 0.4 1926 3.7 
MA 14.95 15.72 25.65 0 0.03 0.14 12.24 034 2.71 1224 3.82 
FA 421 529 11.33 0.15 021 021 3.12 0 2 0.46 3.67 6.4 
OA 93& 10.5 18.49 0.08 0.12 0.18 7.68 0.37 1.58 7.96 5.11 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV VE THE TLE STD20 
f l 87.36 90.71 92.94 3.36 1.84 0.85 0 100 0.37 85.87 15.67 
t2 90.06 93.81 95.12 8.16 128 1.56 0 100 0 89.12 18.36 
f3 83.03 90.49 93.06 9.67 0.12 -0.09 0 99.82 0.26 78.92 18.16 
f4 85.07 88.75 92.43 7.02 0 -0.92 0 100 0 2 80.98 18.6 
(5 91.52 92.11 94.44 2.59 0.84 -0.56 0 100 0 89.18 10.99 
ml 12.11 17.19 26.63 0.67 0.5 0.33 0 100 2.42 6.78 4.8 
m2 34.16 38.51 44.72 1.61 0.56 0.64 0 100 0.62 30.43 6.48 
m3 21.41 25.08 30.28 0.42 -029 -0.16 0 100 0 18.96 523 
m4 2.34 3.75 12.65 0.62 057 0.48 0 100 0 0 2.91 
m5 6.07 8.97 16.23 0.54 0.39 0.51 0 100 1.06 3.03 4.09 
MA 1522 18.7 26.1 0.77 0.35 0.36 0 100 0.82 11.84 4.7 
FA 87.41 91.17 93.6 6.16 0.82 0.17 0 99.96 0.17 84.81 1636 
OA 51.31 54.94 59.85 3.47 058 026 0 99.98 0.49 48.33 1053 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV VE THE TLE STD20 
11 7.43 8.18 10.41 1.44 1.28 1.19 4.46 0 0 7.43 3.82 
f2 4.13 4.88 12.95 0.17 021 0.33 2.06 0 0.38 3.75 6.73 
f3 3.6 3.6 9.77 0.57 0.57 0.61 1.03 0 051 308 4.89 
f4 6.13 6.95 14.93 -029 -021 0O7 5.93 0 0 5.93 75 
f5 0 0.88 8.1S 0.05 -0.26 -0.8 0 05 0 0 7.31 
ml 10.17 11.62 19.85 0.38 053 0.43 10.17 0 0 10.17 3.66 
m2 2.48 4.97 31.68 -155 -1.44 -0.32 1.86 0.66 0.62 1.86 622 
m3 1.83 2.45 7.03 0.18 0.3 025 1.83 0 0 1.83 351 
m4 1522 15.93 27.4 0.64 05 0.42 13.35 0 1.87 1355 3.17 
m5 752 9.1 22.43 055 052 0.39 7.52 0 0 752 4.04 
MA 7.45 8.81 21.68 0.1 0.16 023 6.95 0.13 0 5 6.95 4.14 
FA 426 4.9 1125 0.39 0.32 028 2.7 0.1 0.18 4.04 SJOS 
OA 5.85 6.86 16.46 024 0.24 026 4.82 0.12 0.34 5.49 5.09 

Table A.2.25. Results for 20 dB White noise for low resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 1.86 2.97 4.0S -0.75 -0.48 -056 0 29.41 0 0 45 
f2 251 4.88 12.38 -0.96 -0.39 0.17 0 25.86 0 0.94 7.36 
f3 251 5.14 105 -059 -0.17 0.13 0 19.71 0 0 65 
r4 6.54 10.02 17.59 -059 -0.1 -0.05 4.5 5.67 0 45 9.19 
f5 4.68 6.14 155 0.06 0.48 0.82 0.58 52.01 0 1.17 752 
ml 12.59 22.76 41.89 052 052 -0.06 4.12 9.14 3.87 4.12 7.08 
m2 651 10.56 29.19 1.59 2.19 151 1.86 29.96 0 156 6.93 
m3 3.67 459 12.23 -0.93 -051 -0.39 3.67 15.74 0 3.67 3.79 
m4 23.65 24.82 37.7 0.14 0.35 0.35 6.32 1055 1.41 6.32 3.73 
m5 16.09 21.37 31.4 -0.7 051 0.66 851 1.47 1.58 851 5.02 
MA 12.44 16.82 30.48 0.12 0.43 055 4.86 13.31 1.37 456 551 
FA 3.64 5.83 12.07 -0.62 -0.13 0.1 1.02 2653 0 152 651 
OA 8.04 11.33 2158 -055 0.15 053 2.94 19.92 0.69 3.09 6.11 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 5.58 5.95 7.43 153 1.14 0.91 5.58 0 0 5.58 4.08 
f2 75 8.26 14.07 -0.02 -0.12 -0.05 6 0 0.75 6.57 6.55 
f3 8.48 9.25 14.14 0.55 051 051 6.43 0 051 7.97 5.18 
r4 22.49 23.52 30.88 -1.13 -05 •055 21.88 0.26 0.41 22.09 7.92 
f5 059 1.75 10.82 -0.44 -0.62 -0.9S 0.29 0.34 0 0.29 7.83 
ml 23 23.49 27.6 052 051 0.34 19.61 0 3.39 1951 2.99 
m2 17.39 18.63 3851 •1.89 -1.92 -0.78 14.29 1.76 3.11 14.29 5.89 
m3 15.9 1651 18.96 053 0.3 0.37 15.9 0 0 15.9 3.3 
m4 2951 29.74 37.47 057 0.4 0.35 24.59 0.46 4.92 24.59 2.83 
m5 34.43 34.83 40.11 053 055 051 34.17 0.27 0.26 34.17 3.19 
MA 24.05 24.58 3253 -0.17 -0.15 0.1 21.71 05 2.34 21.71 3.64 
FA 857 9.75 15.47 0.04 0.02, 0.05 8.04 0.12 0.33 85 651 
OA 16.46 17.16 24 -0.07 -0.07 0.07 14.87 0.31 1.34 15.1 458 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V„UVE UV_VE THE TLE STD20 
f1 88.1 91.08 95.17 5.03 2.53 0.3 0 100 0.37 8652 1751 
F2 8951 91.74 94.93 5.58 1.39 0.73 0 100 0 865 17.55 
f3 8355 88.95 93.57 7.7 1.43 0.8 0 100 0 76.35 16.89 
14 77.71 84.46 89.16 7.3 0.11 -0.79 0 100 0 73.82 1958 
15 9153 92.4 94.74 2.79 -1.33| -0.06 0 100 0 88.01 1355 
ml 12.59 17.19 28.33 0.72 05 0.38 0 99.83 3.15 7.02 4.82 
m2 34.78 3851 49.07 1.53 0.63 0.64 0 99.78 0.62 30.43 6.68 
m3 24.16 27.83 34.86 0.37 -055 -051 0 100 0 20.49 559 
m4 2.58 4.92 13.35 0.58 0.58 0.47 0 100 0.47 0 3.06 
m5 851 125 19.39 0.49 0.44 0.52 0 100 251 2.64 45 
MA 16.48 20.25 29 0.74 058 056 0 99.92 1.35 12.12 459 
FA 8558 89.72 9351 5.68 053 0.19 0 100 0.07 8252 17.03 
OA 5153 54.99 6156 351 051 058 0 99.96 0.71 47.17 10.96 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV VE THE TLE STD20 
f l 7.06 751 8.92 1.45 159 1.16 7.06 0 0 7.06 3.62 
f2 75 8.26 14.82 0.17 0.17 058 4.88 0 0.38 7.13 6.56 
f3 8.23 8.74 13.62 054 0.74 0.68 6.17 0 051 7.71 4.96 
i4 24.95 25.36 315 -0.74 -0.75 -059 24.74 0 0 24.95 751 
(5 0 0.88 8.77 0 -051 -057 0 0 5 0 0 7.4 
ml 1356 15.01 23.49 0.4 057 0.43 13.56 0 0 13.56 3.75 
m2 12.42 1451 37.89 -1.93 -1.96 -0.47 12.42 0.66 0 12.42 651 
m3 10.4 10.7 155 058 0.35 059 10.4 0 0 10.4 3.64 
m4 1659 17.1 28.34 0.65 05 0.42 15.22 0 1.17 1552 351 
m5 18.07 18.73 285 0.62 0.63 0.35 18.07 0 0 18.07 3.62 
MA 14.17 15.29 26.76 0 054 0 5 13.94 0.13 053 1354 459 
FA 955 10.21 15.61 055 053 0.19 857 0.1 0.18 957 5.97 
OA 1156 1Z75 21.18 0.18 0.13 0.2 1155 0.12 051 1155 5.03 

Table A.2.26. Results for 15 dB White noise for low resolution speech signals. 
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DHO GER20 GERIO GER05 FER20 FERIO FEROS V UVE UV VE THE TLE STD20 
f1 1.12 1.86 3.72 -0.6 -0.42 -05 0 40.05 0 0 4.18 
f2 45 6.57 1351 -0.74 -0.15 0.38 0 37.07 0 15 7.42 
f3 2.83 5.66 11.57 -0.71 -0.17 0.16 0 50.81 0 0 6.33 
r4 13.09 18.4 24.13 0.43 0.49 028 5.73 20.88 0 951 10.83 
r5 75 9.06 17.84 -0.01 0.43 0.67 0 46.64 0 0 751 
ml 10.9 22.76 41.89 0.76 026 -0.08 1.45 14.12 4.84 1.45 723 
m2 4.35 5.59 27.95 1.69 1.89 1.15 1.86 38.55 0 1.86 5.99 
m3 55 7.03 13.46 -055 -0.64 -025 3.98 34.1 0 3.98 4.14 
m4 14.75 16.16 29.98 022 0.43 0.39 3.28 34.17 0.23 3.28 3.67 
m5 19.79 24.54 34.17 -032 0.45 0.72 9.37 11.38 1.32 9.37 4.99 
MA 11.06 15.22 29.49 036 0.48 038 3.99 26.46 128 3.99 52 
FA 553 8.31 14.15 -033 0.04 02 1.15 39.09 0 222 727 
OA 8.44 11.76 21.82 0JO2 026 029 257 32.78 0.64 3.1 624 

CORR GER20 GERIO GER05 FER20 FERIO FEROS V UVE UV_VE THE TLE STD20 
f1 1227 12.64 14.13 134 1.26 1.05 12.27 0 0 1227 4.17 
f2 1426 152 21.76 -om -0.18 -0.1 12.95 0 0.94 13.32 6.89 
f3 16.97 17.48 21.59 0.72 0.86 0.97 162 0 051 16.45 5 
f4 39.06 39.67 455 -15 -123 -05 38.04 0.26 0.41 38.65 7.93 
15 555 731 17.84 -022 -0.41 -1.06 5.56 0.17 0 5.85 8.17 
ml 35.59 36.08 39.23 0.13 0.12 0.33 33.41 0 2.18 33.41 3.1 
m2 31.68 32.92 48.45 -2.94 -3 -1.56 29.19 1.32 2.48 29.19 5.33 
m3 38.84 38.84 41.9 0.1 0.1 0.17 38.84 0 0 38.84 33 
m4 445 44.73 50.82 0.3 0.34 0.34 40.52 0.23 3.98 40.52 2.93 
m5 51.72 52.11 55.01 -0.09 -0.06 0 51.19 0.13 0.53 51.19 3.08 
MA 40.46 40.94 47.08 -05 -05 -0.14 38.63 0.34 1.83 38.63 355 
FA 17.68 18.46 24.18 0.06 0.06 0.07 17 0.09 0.37 1731 6.43 
OA 29.07 29.7 35.63 -022 -022 •0.04 27.81 0.21 1.1 27.97 4.99 

YIN GER20 GERIO GER05 FER20 FERIO FEROS V UVE UV_VE THE TLE STD20 
f1 86.99 90.33 94.42 0.58 -4.04 0.5 0 100 0.37 8327 16.14 
f2 85.93 88.93 93.06 4.05 0.37 0.01 0 100 0 82.36 15.53 
f3 76.86 84.58 89.46 6.63 1.14 -0.45 0 100 0.26 7224 15.94 
14 70.76 76.89 85.07 62 0.77 -1.35 0 100 0 2 64.42 18.35 
r5 87.13 90.64 93.27 6.37 -123 -0.88 0 100 0 83.04 16.64 
ml 14.77 21.07 30.75 071 0.68 0.29 0 100 4.36 7.99 459 
m2 34.78 40.37 48.45 135 0.56 0.8 0 100 0.62 30.43 6.66 
m3 20.49 263 35.47 0.49 -0.34 -0.42 0 100 0 15.9 651 
m4 351 5.62 13.82 0.58 0.69 0.44 0 100 0.47 0 3.06 
m5 10.95 16.36 2559 026 03 0.45 0 100 3.56 251 4.94 
MA 16.9 21.94 30.82 0.68 037 031 0 100 13 1137 527 
FA 8153 8628 91.06 4.76 •0.6 -0.44 0 100 0.17 77.07 1652 
OA 4922 54.11 60.94 2.72 •0.11 -0.06 0 100 0.98 4422 1059 

PRAAT GER20 GERIO GEROS FER20 FERIO FEROS V UVE UV_VE THE TLE STD20 
f l 12.64 13.38 14.87 123 1.05 0.87 12.64 0 0 12.64 4.13 
t2 14.45 152 21.58 0.16 0.07 0.19 13.13 0 0.38 14.07 6.64 
t3 1928 1928 23.14 0.76 0.76 0.87 18.25 0 0.51 18.77 4.76 
t4 43.15 43.35 48.06 -128 -122 -0.67 41.92 0 0 43.15 7.19 
rs 75 8.48 16.96 -0.15 -0.47 -1.09 7.6 0 0 75 7.64 
ml 2155 22.52 29.3 027 037 031 21.55 0 0 21.55 3.64 
m2 26.09 27.95 46.58 -3 -2.94 -0.95 26.09 0 0 26.09 553 
m3 3456 34.56 38.23 0.28 028 028 3456 0 0 3456 354 
m4 22.72 23.19 33.96 052 0.62 034 21.55 0 1.17 2155 324 
m5 40.77 41.03 46.04 03 03 0.17 40.77 0 0 40.77 327 
MA 29.13 29.85 38.82 -03 -027 0.03 28.9 0 023 285 35 
FA 19.42 19.94 24.92 0.14 0.04 0.03 18.71 0 0.18 1925 6.07 
OA 2428 24.89 31.87 -0.08 -0.12 0.03 2351 0 021 24.07 459 

Table A.2.27. Results for 10 dB White noise for low resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f1 52 6.32 7.43 -0.66 -0.55 -0.52 0 61.09 0 0 43 
f2 3.75 5.82 13.7 -0.07 0.03 0.32 0.38 58.19 0 0.38 7.82 
f3 206 4.11 11.05 -0.9 -0.42 0.11 1.03 55.15 0 1.03 5.96 
H 20.25 27.4 34.15 -1.63 -0.12 0.32 6.34 29.64 0 6.54 1238 
[5 2.92 4.68 13.74 0.04 031 0.7 0.29 65.27 0 0.29 7.79 
ml 14.04 26.39 45.28 031 0.54 -0.07 0 24.92 0.48 0 733 
m2 4.97 8.07 32.3 132 2.06 1.13 1.86 483 0 1.86 6.75 
m3 3.98 4.28 13.15 -0.73 -0.68 -0.32 3.98 59.67 0 3.98 3.92 
m4 18.97 20.61 31.62 038 0.66 0.63 7.73 48.29 211 7.73 3.68 
m5 1926 25.99 36.68 -036 025 031 3.43 33.07 1.85 3.43 5.56 
MA 1224 17.07 313 0.42 037 0.4 3.4 4297 0.89 3.4 5.49 
FA 634 9.67 16.02 -0.64 -0.09 0.19 1.61 53.87 0 1.65 739 
OA 934 13.37 2331 -0.11 024 029 23 48.42 0.44 252 639 

CORR GER20 GER10 GER05 FER20 FERIO FER05 V UVE UV_VE THE TLE STD20 
f1 313 313 32.34 0.77 0.77 0.77 313 0 0 313 3.77 
f2 34.33 35.08 41.84 -1.02 -1.03 -0.79 33.4 0 0.56 33.77 7.15 
f3 43.96 44.47 46.79 0 3 03 0.87 43.7 0 0.26 43.7 4.77 
14 61.55 61.96 65.03 -222 -1.96 -0.98 60.74 0 0.41 61.15 7.94 
15 23.1 24.27 3421 -032 -0.93 -13 2231 0 0 23.1 8.63 
ml 57.14 57.63 59.32 -0.05 -0.07 0.1 5539 0 1.45 55.69 3.25 
m2 53.42 53.42 63.98 -4.08 -4.08 -1.95 53.42 0.88 0 53.42 4.84 
m3 64.53 64.53 65.14 -034 -0.54 -0.4 64.53 0 0 64.53 2.92 
m4 68.15 68.15 72.13 0.01 0O1 0.15 65.81 0.23 2.34 6531 2.9 
m5 68.34 68.34 69.66 -0.61 -031 -0.39 67.81 0.13 0.53 6731 2.53 
MA 6231 6241 66.04 -1.05 -1.06 -03 61.45 025 0.86 61.45 329 
FA 3831 39.48 44.04 -03 -0.47 -029 38.45 0 025 38.66 6.45 
OA 5031 50.94 55.04 -0.7a -0.76 -039 49.95 0.12 036 50.06 437 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
t1 72.86 77.32 8431 3.04 0.44 -0.58 0 100 0.74 65.43 1335 
f2 7531 82.36 88.37 4.81 0.47 1.36 0 100 0.19 69.98 1728 
f3 59.9 70.95 80.46 4.03 -0.77 0.12 0 100 0.51 503 16.11 
14 63.8 73.42 813 6.36 1.84 -0.1 0 100 1.02 55.83 19.49 
f5 76.32 80.99 85.96 2.33 -2.25 -0.85 0 100 0 71.35 16 
ml 16.22 22.28 34.38 0.71 033 0.46 0 100 6.78 531 5.41 
m2 31.68 4131 50.93 0.95 0.16 0.32 0 100 2.48 22.36 8.84 
m3 1631 25.99 40.98 1.01 -026 -0.19 0 100 031 837 8.04 
m4 6.79 13.11 22.95 0.35 0.58 0.41 0 100 2.58 0 4.36 
m5 22.69 32.32 42.74 028 035 03 0 100 8.97 2.64 6.52 
MA 18.78 27.06 38.4 0.66 027 03 0 100 4.28 734 633 
FA 69.7 77.01 84.12 4.11 •0.06 -0.01 0 100 0.49 627 16.48 
OA 4424 5204 6126 239 0.11 0.14 0 100 239 3532 1136 

PRAAT GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f1 32.71 32.71 33.83 03 0.9 0.71 32.71 0 0 32.71 335 
f2 3827 38.46 44.47 -0.83 -0.73 -027 3621 0 0 38.27 6.85 
f3 453 45.76 47.04 0.55 0.66 03 4524 0 0 453 437 
f4 64.42 64.42 66.87 -1.81 -1.81 -0.7 64.42 0 0 64.42 634 
f5 28.65 29.82 37.72 -031 -0.64 -1.49 27.19 0 0 28.65 834 
ml 40.19 41.16 45.04 0.1 0.19 0.32 40.19 0 0 40.19 3.47 
m2 53.42 53.42 66.46 -424 -424 -131 53.42 0 0 53.42 5.16 
m3 59.94 59.94 61.47 -027 -027 -035 59.94 0 0 59.94 3.35 
m4 43.09 43.56 51.29 036 035 032 43.09 0 0 43.09 327 
m5 6035 60.55 63.32 -0.18 -0.18 -0.11 60.55 0 0 6035 2.95 
MA 51.44 51.73 5732 -031 -0.79 •026 51.44 0 0 51.44 334 
FA 4131 4224 45.99 •03 •033 -0.19 41.16 0 0 4131 6.03 
OA 46.68 46.98 51.75 -035 •036 •023 463 0 0 46.68 433 

Table A.2.28. Results for 5 dB White noise for low resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FERDS V_UVE UV_VE THE TLE STD20 
f l 10.78 14.87 16.36 -059 -0.23 -0.24 0 9321 0 0.74 7.23 
f2 7.13 11.44 20.45 -036 -0.42 0.43 0 92.46 0 G 9.67 
f3 10.54 14.65 20.31 -053 -021 0 2 0 83.54 0 0 7.21 
f4 32.92 47.85 55.42 -4.14 -0.39 -0.44 02 87.11 0 5.93 18.58 
15 13.16 18.42 28.07 -1.37 0.14 0.52 0 96.14 0 5.56 10.15 
ml 21.55 31.72 53.27 1.2 0.73 -0.18 0 88.54 45 G 7.63 
m2 16.15 22.36 46.58 0.73 15 1.07 2.48 83.04 0 2.48 7.94 
m3 1.22 6.42 21.1 -0.95 -0.67 -0.43 0.31 8557 0 0.31 5.87 
m4 20.14 26 40.28 0.43 0.76 0.68 1.41 77.45 1.17 1.41 5.19 
m5 26.65 37.34 50.92 -129 0.15 0.69 1.32 93.71 1.72 1.32 6.8 
MA 17.14 24.77 42.43 0.02 052 037 1.1 85.66 15 1.1 6.68 
FA 14.91 21.45 28.12 -1.4 -022 0.1 0.04 90.49 0 2.45 1057 
OA 16.02 23.11 352^ -0.69 0.15 023 057 88.08 0.75 1.77 8.63 

CX)RR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 62.45 62.45 62.45 038 0.38 0.38 62.45 0 0 62.45 3.3 
f2 62.48 62.85 66.79 -3.04 -254 -1.71 61.35 0 0.38 62.1 6.64 
f3 72.75 72.75 74.04 -0.05 -0.05 0.59 72.75 0 0 72.75 4.64 
r4 78.12 7812 79.55 -227 -227 -1.26 7751 0 02 77.91 7 
f5 59.06 59.94 64.62 -1.09 -1.87 -1.94 57.6 0 0.58 58.48 9.04 
ml 88.86 88.86 88.86 -127 -1.27 -1.27 88.14 0 0.73 88.14 2.08 
m2 75.78 75.78 81.37 -5.05 -5.05 -3.13 75.78 0 0 75.78 4.67 
m3 87.77 87.77 88.38 -1.72 -1.72 -1.35 87.77 0 0 87.77 3.01 
m4 95.55 95.55 95.55 -0.44 -0.44 -0.44 95.55 0 0 95.55 2.1 
m5 92.48 92.48 92.61 -05 -05 -0.68 91.82 0 0.66 91.82 2.19 
MA 88.09 88.09 89.35 -156 -156 -1.37 87.81 0 028 8751 281 
FA 66.97 6722 69.49 -122 -1.33 -0.79 66.33 0 023 66.74 6.12 
OA 77.53 77.66 79.42 -154 -159 •1.08 77.07 0 026 77.27 4.47 

YIN GER20 GERIO GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 54.65 65.43 76.95 5.04 -0.45 -024 0 100 0 46.84 15.48 
f2 59.47 71.86 81.99 655 0.49 -0.4 0 100 0 52.16 18.18 
f3 49.36 63.75 73.78 4.78 -0.1 0.65 0 100 051 35.99 16.08 
f4 65.24 73.21 84.87 626 -021 05 0 100 1.23 53.99 20.22 
f5 59.65 72.51 80.41 6.7 -0.1 -1.06 0 100 0 55.26 19.45 
ml 21.31 3051 44.79 1.35 0.98 0.54 0 100 92 2.91 6.59 
m2 31.06 40.37 52.8 1.98 0.4 0.19 0 100 559 13.04 8.92 
m3 23.85 36.7 52.29 0.44 -0.09 -0.21 0 100 3.98 8.56 9.72 
m4 17.1 22.25 34.66 021 058 0.46 0 99.77 656 0.7 4.28 
m5 35.62 46.97 59.63 057 0.65 051 0 100 16.89 2.11 7.71 
MA 25.79 35.36 48.83 0.91 05 0.3 0 9955 8.44 5.47 7.44 
FA 57.67 69.35 79.6 5.93 -0.07 -0.09 0 100 035 48.85 17.88 
OA 41.73 5^36 6422 3AZ 022 0.1 0 9958 4.4 27.16 12.66 

PRAAT GER20 GERIO GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 69.14 69.14 69.14 0.52 0.52 052 6431 0 0 69.14 2.75 
f2 70.92 70.92 74.11 -3.83 -3.83 -2.45 67.54 0 0 70.92 5.82 
f3 79.43 79.43 79.43 0.58 0.58 0.58 7759 0 0 79.43 3.62 
f4 8221 8221 83.64 -2.71 -2.71 -1.47 80.3? 0 0 8221 7.12 
f5 70.18 71.05 74.27 -0.08 -1.11 -1.88 652 0 0 70.18 9.95 
ml 77 77.48 78.45 0.03 -0.01 -0.1 77 0 0 77 3.1 
m2 77.64 77.64 83.23 -4.7 -4.7 -2.8 77.64 0 0 77.64 421 
m3 88.9$ 88.99 88.99 -1.32 -132 -132 88.99 0 0 88.9S 3.12 
m4 83.37 83.37 84.78 001 OOl 0.1 83.37 0 0 83.37 2.78 
m5 86.54 86.54 86.94 -029 -029 -0.05 86.54 0 0 86.54 254 
MA 82.71 8Z81 84.48 -126 -126 -053 82.71 0 0 82.71 3.15 
FA 74.38 7455 76.12 -1.1 -131 -0.94 71.06 0 0 7438 5.85 
OA 7854 78.68 80.3 -1.18 -129 -059 76.89 0 0 7854 45 

Table A.2.29. Results for 0 dB White noise for low resolution speech signals. 
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DHO GER20 GER10 GERD5 FER20 FER10 FER05 V„UVE UV VE THE TLE STD20 
f l 20.07 25.28 30.11 -1.11 -0.11 -0.09 0 99.1 0 G 8.44 
f2 12.95 18.95 28.71 -0.44 0.06 0.37 0 98.92 0 G 10.74 
f3 24.68 365 44.22 0.87 0.12 0.43 0 96.38 0 C 12.83 
f4 47.65 69.73 76.89 -3.89 25 1.84 0 100 0 0.82 27.33 
15 2251 33.04 43.57 1.09 1.02 1.17 0 100 0 0.2S 145 
ml 30.9S 43.58 60.53 0.49 059 -0.04 0 96.68 251 G 7.65 
m2 19.88 33.54 52.17 -058 0.42 0.88 0 100 0 0 10.46 
m3 7.34 22.02 35.17 -25 -0.62 -0.36 0 100 0 0 8.29 
m4 3455 42.39 545 052 0.34 0.38 0 100 5.15 0 5.47 
m5 36.68 50.4 63.98 -255 -0.07 0.58 0.13 98.8 1.45 0.13 7.97 
MA 25.96 3859 53.33 -054 0.07 0.29 0.03 99.09 15 0.03 7.97 
FA 25.57 36.7 44.7 -0.7 0.72 0.74 0 9858 0 052 14.85 
OA 25.76 3754 49.02 •0.77 0.39 052 051 9859 055 0.12 11.41 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 99.26 99.26 99.26 453 4.83 4.83 99.26 0 0 99.26 559 
f2 99.25 99.25 99.25 -0.16 -0.16 -0.16 99.25 0 0 99.25 3.79 
f3 99.23 99.23 99.23 1.04 1.04 1.04 99.23 0 0 99.23 4.1 
f4 99.8 995 995 0 0 0 995 0 0 995 0 
f5 97.66 97.66 98.83 -12.42 -12.42 -7.02 97.66 0 0 97.66 6.82 
ml 10G 100 100 0 0 0 100 0 0 100 0 
m2 100 100 100 0 0 0 100 0 0 10G 0 
m3 99.69 99.69 99.69 -2.94 -2.94 -2.94 99.69 0 0 99.6S 0 
m4 100 100 100 0 0 0 100 0 0 100 0 
m5 100 100 100 0 0 0 100 0 0 100 0 
MA 99.94 99.94 99.94 -059 -059 -059 99.94 0 0 99.94 0 
FA 99.04 99.04 9957 •154 -154 -056 99.04 0 0 99.04 4.08 
OA 99.49 99.49 9951 •056 -056 -0.42 99.49 0 0 99.49 2.04 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 56.13 67.66 78.44 451 051 0.43 0 100 0.74 44.98 16.1 
f2 65.67 74.48 84.05 655 1.93 0.83 0 100 1.31 49.53 17.06 
f3 55.78 69.67 80.46 2.46 1.14 051 0 100 2.06 38.05 17.19 
f4 71.78 80.78 86.71 852 2.05 -0.74 0 100 1.23 58.49 19.96 
f5 62.28 72.22 83.33 45 -0.14 1.82 0 100 0 55.26 19.67 
ml 46 5559 68.28 051 0.71 0.36 0 100 20.82 4.36 85 
m2 45.34 57.14 69.57 0.31 -1.02 -0.53 0 100 8.7 20.5 11.23 
m3 40.37 56.27 70.95 2.44 0.6 0.34 0 100 8.26 9.7S 11.78 
m4 39.11 50.12 63.93 -0.32 0.75 0.25 0 100 18.03 0.7 6.97 
m5 54.62 69.39 82.19 0.13 059 0.53 0 100 2451 4.75 10.44 
MA 45.09 57.72 70.98 057 057 0.19 0 100 1556 8.02 9.73 
FA 62.33 72.96 82.6 5.37 1.16 0.47 0 100 1.07 4956 18 
OA 53.71 65.34 76.79 2.97 0.71 0.33 0 100 852 28.64 13.86 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V„UVE UV_VE THE TLE STD20 
f l 10G 100 100 0 0 0 100 0 0 100 0 
f2 100 100 100 G 0 0 100 0 0 IOC 0 
f3 10Q 100 100 0 0 0 100 0 0 10G 0 
f4 10G 100 100 G 0 0 100 0 0 IOC 0 
f5 100 100 100 G 0 0 100 0 0 10G 0 
ml 10G 100 100 0 0 0 100 0 G 10G 0 
m2 100 100 100 G 0 0 100 0 0 1O0 0 
m3 10Q 100 100 0 0 0 100 0 0 10G 0 
m4 100 100 100 G 0 0 100 0 0 100 0 
m5 10G 100 100 G 0 0 100 0 0 10G 0 
MA 10G 100 100 0 0 0 100 0 0 100 0 
FA 10G 100 100 0 0 0 100 0 0 100 0 
OA 10G 100 100 0 0 0 100 0 0 1O0 0 

Table A.2.30. Results for -5 dB White noise for low resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV„VE THE TLE STD20 
f1 0.74 1.86 3.35 -0.69 -0.43 -036 0 23.98 0 0 43 
f2 1.69 3.75 11.26 -0.67 -027 035 0 31.25 0 0 7.34 
(3 0.77 3.86 9.25 -0.96 -0.36 -0.1 0 8.14 0 0 6.15 
[4 931 12.07 19.43 -0.97 -0.17 -0.08 4.29 1.03 0 429 83 
15 0.58 2.05 11.99 -0.11 029 039 0.58 503 0 0.58 7.43 
ml 1429 23 41.65 -0.04 0.22 -0.12 5.57 631 218 5.57 6.67 
m2 3.73 6.83 25.47 1.78 2.08 1.52 0 30.18 0 0 6.39 
m3 826 9.17 153 -03 -0.77 -0.33 7.65 18.69 0 7.65 3.85 
m4 19.44 21.08 33.02 -0.04 022i 0.48 4.45 16.4 1.17 4.45 3.76 
m5 23.75 3031 40.63 -0.92 0 2 0.68 11.08 331 0.4 11.08 5.75 
MA 1339 18.14 31.33 0 039 0.45 5.75 15.14 0.75 5.75 528 
FA 268 4.72 11.05 -0.68 -0.19 0.04 0.98 22.98 0 0.98 6.74 
OA 829 11.43 21.19 -034 0.1 024 3.36 19.06 0.37 3.36 631 

CORR GER20 GER10 GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
ri 1.86 3.35 4.83 1 1.04 1.05 1.49 1.81 0.37 1.49 4.77 
\2 336 4.5 11.26 0.14 0.19 024 1.13 0.65 0.94 2.44 6.78 
f3 3.08 4.63 10.28 0.3 0.57 039 0.26 0.72 1.03 2.06 5.57 
f4 5.11 7.57 17.38 -03 -0.18 0.08 2.86 1.03 031 43 8.63 
15 0 1.17 10.23 -022 -0.47 -0.84 0 2.35 0 0 7.63 
ml 1622 17.19 21.79 0.19 0.26 0.44 11.86 0.83 4.36 11.86 3.14 
m2 8.7 9.32 32.92 -1.69 -1.81 -0.67 3.11 3.3 5.59 3.11 5.74 
m3 2.75 3.36 531 0.09 02 03 2.75 0.33 0 2.75 334 
m4 2201 22.48 31.85 0.64 0.65 0.43 15.93 0.23 6.09 15.93 2.93 
m5 13.72 14.91 24.41 0.71 0.67 0.41 13.46 0.67 0.26 13.46 3.73 
MA 12.68 13.45 2336 -0.01 0 0.18 9.42 1.07 326 9.42 3.78 
FA 272 424 103 0.14 023 023 1.15 1.31 039 21 6.68 
OA 7.7 8.85 17.08 037 0.11 0.2 5.28 1.19 1.93 5.76 523 

YIN GER20 GERIO GER05 FER20 FERIO FER05 V UVE UV_VE THE TLE STD20 
f1 87.73 90.71 94.05 3.93 -031 1.63 0 100 0.37 85.87 14.78 
f2 9024 9331 95.31 5.42 0.84 -1.54 0 100 0 87.62 17.93 
f3 8021 87.15 91.26 83 -0.09 -029 0 100 0.26 7631 15.7 
f4 86.3 90.18 93.05 6.84 -0.11 -1.07 0 100 0 82.62 19.11 
f5 90.64 92.4 93.86 4.04 025 -1.83 0 100 0 8801 1431 
ml 11.14 16.71 27.12 03 036 0.37 0 100 2.18 63 4.93 
m2 35.4 38.51 45.96 1.3 0.59 032 0 100 0.62 31.06 6.15 
m3 22.94 27.83 34.86 0.93 -0.03 -039 0 100 0 18.04 6.22 
m4 2.58 4.45 14.29 0.58 0.59 0.49 0 100 0.47 0 2.97 
m5 534 8.84 14.64 035 0.43 0.46 0 100 0.92 2.24 4.13 
MA 1532 1927 27.37 0.79 0.43 0.41 0 100 0.84 1133 438 
FA 8732 90.85 9331 5.71 0.07 -0.62 0 100 0.13 84.15 1631 
OA 5127 55.06 60.44 325 025 -0.1 0 100 0.48 4734 1039 

PRAAT GER20 GERIO GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
n 4.09 6.32 8.18 1.12 1.16 1.23 0.37 0 0.74 3.35 439 
12 338 4.13 10.88 0.38 0.39 036 1.31 0 0.38 3 63 
f3 237 3.86 931 038 0.67 0.68 0.26 0 031 236 5.49 
f4 43 6.34 13.91 -O.U -0.02 031 429 0 0 429 738 
15 0 1.17 7.89 0.08 -0.16 -0.64 0 1.01 0 0 725 
ml 9.93 11.38 20.1 038 033 0.4 9.44 0 0.48 9.44 3.67 
m2 136 3.11 31.68 -1.55 -13 -0.39 1.24 0.66 0.62 124 624 
m3 122 1.83 7.65 0.19 031 03 1.22 0 0 122 339 
m4 14.75 15.46 2623 0.63 0.5S 0.37 11.24 0 3.51 1124 3.18 
m5 439 5.94 1926 0.78 0.72 0.41 4.09 0 0 4.09 3.96 
MA 637 734 2038 0.09 0.11 022 5.45 0.13 0.92 5.45 4.13 
FA 231 4.36 10.07 0.41 0.41 039 125 0 2 0.33 234 636 

OA 4.64 5.95 15.53 0.25 0.26 0.3 3.35 0.17 0.63 3.99 5.25 

Table A.231. Results for 25 dB Environment noise for low resolution speech signals. 
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DHO GER20 GERIO GEROS FER20 FERIO FEROS V UVE UV_VE THE TLE STD20 
f l 0.74 1.86 3.35 •0.68 -0.42 -0.55 0 22.17 0 0 4.33 
f2 056 2.44 10.69 -052 -0.34 031 0 22.63 0 0 7.14 
f3 026 3.34 8.23 -053 -0.26 0.02 0 26.58 0 0 6.18 
f4 5.73 8.18 15.34 -0.88 -0.1 -0.11 327 15.72 0 327 8.38 
f5 5.26 7.02 17.25 -0.09 0.39 0.76 0.58 48.15 0 0.58 751 
ml 15.98 28.33 45.52 0.84 022 -0.18 551 4.98 4.36 551 7.65 
m2 4.97 8.07 26.09 1.94 226 1.54 0 30.4 0 0 639 
m3 52 5.2 12.23 -0.75 -0.75 -0.42 5.2 28.52 0 52 3.56 
m4 11.71 13.82 24.82 -0.02 0.27 0.49 1.41 16.17 07 1.41 3.67 
m5 22.56 27.44 37.86 -0.9 0.08 0.49 14.38 4.02 0.66 14.38 531 
MA 12.08 1657 29.31 022 0.41 0.38 5.36 16.82 1.14 536 531 
FA 251 457 10.97 •0.66 -0.1 S 0.09 0.77 27.0S 0 0.77 6.73 
OA 73 1057 20.14 -022 0.13 024 3.07 21.94 057 3.07 6.02 

CORR GER20 GERIO GEROS FER20 FERIO FEROS V_UVE UV_VE THE TLE STD20 
f l 25 3.72 52 1.15 1.07 0.98 1.86 43 0.37 2.23 436 
f2 4.13 5.25 12.01 0.03 0.03 0.08 2.25 1.72 0.94 3 6.83 
f3 3.08 4.37 10.03 057 0.67 0.59 0.77 2.17 1.03 2.06 5.39 
f4 9.82 12.27 20.65 •052 -0.32 -0.04 7.98 351 0.61 9 8.62 
f5 029 1.46 10.53 -0.12 -0.37 -0.84 0 4.19 0 0.29 7.55 
ml 17.43 18.64 23 0.12 0.24 0.44 12.59 1.99 4.84 12.59 324 
m2 13.04 13.66 35.4 -15 -1.92 -0.67 7.45 4.85 5.59 7.45 5.7 
m3 551 6.42 8.87 0.18 0.3 0.36 5.81 23 0 551 3.3 
m4 2359 24.36 33.26 057 0.58 0.4 16.63 1.59 7.03 16.63 2.9 
m5 18.34 19.39 28.36 0.64 0.64 0.36 17.68 12 0.66 17.68 3.65 
MA 15.7 165 25.78 -0.06 -0.03 0.18 12.03 2.39 3.62 1203 3.76 
FA 3.98 5.41 11.68 0.16 022 0.16 2.S7 32 059 332 655 
OA 954 10.96 18.73 0.05 0.09 0.17 7,3 2.79 211 7.67 5.16 

YIN GER20 GERIO GEROS FER20 FERIO FEROS V_UVE UV_VE THE TLE STD20 
f l 89.96 92.57 95.17 6.65 1.65 0.14 0 100 0.37 88.1 1557 
f2 89.12 93.06 94.93 8.03 05 -0.91 0 100 0 86.87 17.75 
f3 81.49 85.09 91 4.07 -0.97 -0.99 0 100 0.26 77.38 14.43 
f4 8425 88.75 92.23 351 -1.48 -051 0 100 0.41 78.73 20.08 
f5 89.18 90.64 91.81 4.96 2.1 0 2 0 100 0 87.13 13.72 
ml 11.38 15.74 25.67 057 071 0.42 0 100 218 6.05 4.68 
m2 3727 40.99 47.2 1.26 0.75 0.7 0 100 0.62 31.68 6.45 
m3 2355 263 34.86 0.77 025 0.01 0 100 0 20.49 5.48 
m4 3.51 6.32 14.52 0.52 0.63 0.49 0 100 0.94 0 3.22 
m5 6.73 10.03 17.68 035 0.42 0.43 0 100 1.32 224 4.01 
MA 1655 19.88 27.99 059 055 0.41 0 100 1.01 12.09 4.77 
FA 86.8 90.02 93.03 551 0.42 -0.41 0 100 0.21 83.64 1631 
OA 51.67 54.95 6051 3.1 0.49 0 0 100 051 4757 1054 

PRAAT GER20 GERIO GEROS FER20 FERIO FEROS V_UVE UV_VE THE TLE STD20 
f l 6.32 7.43 8.92 151 126 12 3.35 1.36 0 6.32 351 
f2 4.32 5.07 12.38 033 033 031 2.25 0 0.38 3.94 65 
f3 231 4.11 10.03 059 057 0.66 0 0.18 1.03 129 5.62 
14 13.91 15.95 23.72 -036 -0.13 0.06 7.77 0 0 13.91 853 
fS 234 351 10.82 0.1 -0.15 -0.63 0 2.01 0 2.34 733 
ml 1055 11.86 20.1 0.44 0.55 0.47 10.17 0.33 0.48 10.17 356 
m2 3.11 3.73 32.92 -1.44 -155 -026 2.48 1.54 0.62 2.48 631 
m3 2.45 3.06 857 022 034 0.34 2.45 0 0 2.45 3.67 
m4 1452 14.99 26.23 0.67 0.6 0.44 11.48 0 3.04 11.48 3.16 
m5 633 8.18 20.98 078 0.72 0.41 6.33 0.27 0 633 3.95 
MA 7.41 8.36 21.82 0.14 0.13 028 658 0.43 0.83 658 4.13 
FA 554 721 13.17 0.43 038 032 2.67 0.71 028 556 638 
OA 6.63 7.79 175 028 026 03 4.63 057 056 6.07 525 

Table A.2.32. Results for 20 dB Environment noise for low resolution speech signals. 
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DHO GER20 GERIO GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f l 3.35 4.46 5.95 -0.43 -032 -0.44 0 43.44 0 0 433 
f2 3.94 5.63 12.01 -024 -0.05 0.47 0 39.01 0 1.31 6.99 
f3 051 3.86 9.25 -0.63 -0.09 0.11 0 30.38 0 0 621 
f4 951 135 20.65 -0.46 0.45 0.06 5.11 20.62 0 5.11 9.77 
f5 2.05 3.51 12.87 0.04 0.45 0.67 0 61.58 0 0 7.35 
ml 22.03 322 47.94 0.06 023 -0.18 9.93 30.73 1.94 9.93 6.97 
m2 13.04 15.53 31.06 1.72 2.26 1.53 4.97 293 0 4.97 623 
m3 3.06 3.36 11.01 -0.7 -0.66 -0.18 0.61 16.72 0 051 3.85 
m4 14.52 16.86 2851 -0.05 0.23 0.43 251 7.74 0 251 352 
m5 153 21.77 34.17 -0.95 0.13 0.55 9.76 10.04 0 9.76 5.57 
MA 1359 17.94 30.6 0.02 0.44 0.43 5.62 18.91 0.39 552 529 
FA 359 6.19 12.15 -034 0.09 0.17 1.02 39 0 129 6.93 
OA 8.74 1^07 21.37 -0.16 026 0.3 3.32 2856 0.19 3.45 6.11 

CORR GER20 GERIO GEROS FER20 FERIO FER05 V UVE UV_VE THE TLE STD20 
f l 4.83 5.58 7.06 1.35 1.18 1.05 3.35 8.37 0.37 4.46 4.09 
f2 7.32 8.44 14.63 -0.12 -0.04 0.1 5.07 3.02 0.75 657 6.66 
f3 5.66 6.94 11.83 0.7 0.79 0.7 35 6.15 051 5.14 5.44 
t4 2004 22.49 30.27 -053 -0.43 -0.07 135 5.15 051 1851 9 
f5 1.17 2.34 12.87 0.01 -0.24 -0.77 0.29 6.04 0 1.17 7.79 
ml 22.52 23.24 27.85 0.16 021 0.41 15.98 4.32 6.54 15.98 3.18 
m2 18.63 19.88 39.75 -2 -2.27 -0.91 13.04 859 5.59 13.04 5.78 
m3 14.98 155 18.96 027 025 037 14.68 6.23 0.31 14.68 3.59 
m4 2927 29.27 37.^ 0.48 0.48 039 21.78 2.96 7.49 21.78 2.82 
m5 29.68 30.61 36.28 027 028 026 27.97 201 1.72 27.97 3.49 
MA 23.02 23.72 3 i 1 1 -0.17 -021 0.1 18.69 4.82 4.33 18.69 3.77 
FA 75 9.16 15.33 028 025 0 2 5.16 5.75 0.45 723 6.6 
OA 15.41 16.44 23.72 0.06 0.02 0.15 11.93 528 239 1296 5.18 

YIN GER20 GERIO GEROS FER20 FERIO FER05 V.UVE UV_VE THE TLE STD20 
f l 89.59 92.57 945 753 1.43 024 0 100 0.74 86.99 14.89 
f2 89.12 92.5 94.75 35 -1.47 0.91 0 100 0 8555 19.67 
f3 8432 87.66 925 501 0.78 0.13 0 100 0.26 79.95 14.95 
f4 8252 87.32 91.21 1.44 -3.53 -224 0 100 051 76.89 1957 
f5 86.84 91.81 93.86 10.75 0.25 -1.72 0 100 0 83.63 1851 
ml 12.11 17.19 26.63 0.48 0.55 0.32 0 100 1.69 6.78 451 
m2 39.75 44.72 54.66 1.52 0.42 0.21 0 100 3.73 30.43 6.99 
m3 2232 27.83 36.7 1.44 028 -0.13 0 100 0.31 18.35 6.7 
m4 6.32 10.54 18.97 0.59 0.67 0.47 0 100 1.64 0 351 
m5 11.74 16.89 252 02 0.37 0.43 0 100 3.69 2.77 4.86 
MA 18.45 23.43 32.43 0.85 0.46 026 0 100 221 11.67 533 
FA 8654 90.37 93.48 5.65 -051 -053 0 100 0.32 82.6 175 
OA 52.49 56.9 6296 325 -0.03 -0.14 0 100 1.27 47.13 11.47 

PRAAT GER20 GERIO GER05 FER20 FERIO FER05 V UVE UV VE THE TLE STD20 
f l 751 8.55 10.04 1.7 153 128 4.83 2.94 0 751 359 
f2 759 8.63 1651 027 023 0.19 4.13 1.08 0 759 6.7 
f3 6.17 7.71 13.88 0.83 0.74 0.71 1.29 2.71 1.03 5.14 5.77 
r4 3027 31.9 38.04 -0.74 -0.7 -0.4 14.72 1.55 0 3027 854 
f5 2.34 351 11.99 026 0.01 -0.41 0.29 3.69 0 2.34 7.45 
ml 10.9 12.11 20.58 0.46 057 0.52 10.41 1 0.48 10.41 356 
m2 115 13.66 37.89 -1.94 -2.08 -0.58 11.18 2.42 0.62 11.18 632 
m3 7.95 8.56 14.37 0.47 0.45 0.42 7.95 0.66 0 7.95 3.76 
m4 14.99 15.46 26.93 059 052 0.44 13.58 0.46 0 1358 3.17 
m5 15.83 17.41 27.84 052 059 028 15.83 0.67 0 15.83 353 
MA 1229 13.44 2552 0.06 0.03 022 11.79 1.04 022 11.79 4.13 
FA 1055 1206 18.09 0.46 036 027 5.05 2.39 0.21 10.65 653 
OA 1157 12.75 2151 02^ 02 024 8.42 1.72 0 ^ 1122 5.33 

Table A.2.33. Results for 15 dB Environment noise for low resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 4.46 5.95 7.43 -0.6 -0.36 -058 0 56.56 0 0 456 
f2 3.75 4.88 14.26 -0.44 -056 0.45 0 63.15 0 0 7.13 
f3 2.06 5.66 11.83 -0.92 -0.38 056 0 52.8 0 0 6.85 
14 1953 28.83 40.08 -236 -0.94 -054 3.48 60.05 05 5.93 13.84 
f5 155 16.67 25.44 052 0.49 0.7 0 75.84 0 2.92 7.77 
ml 17.43 275 43.1 0.27 0.12 -053 4.36 52.99 1.21 456 6.79 
m2 115 13.66 31.68 2 2.08 1.52 4.97 28.63 0.62 4.97 6.06 
m3 2.45 3.06 14.07 -0.19 -0.18 -0.03 0.61 46.56 0 051 45 
m4 175 21.08 31.62 0.16 05 051 7.49 27.33 3.04 7.49 4.13 
m5 22.43 29.16 40.77 -0.71 0.15 0.47 5.67 47.26 2.24 5.67 5.79 
MA 1458 18.91 3254 051 053 0.45 4.62 4055 1.42 4.62 5.45 
FA 9.02 12.4 1951 -052 -059 0.1 0.7 61.68 0.04 1.77 859 
OA 11.7 15.65 26.0^ -055 0.12 0.27 2.66 51.12 0.73 35 6.77 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV„VE THE TLE STD20 
f l 11.52 12.64 14.87 155 1.38 1.03 6.32 10.86 0.37 10.78 4.56 
f2 12.76 14.45 22.33 -0.02 0 -05 7.88 6.47 0.75 11.63 7.58 
f3 105 12.34 18.25 0.64 05 0.62 9.25 8.32 051 1058 5.73 
{4 3855 4151 47.24 -05 -0.94 -0.45 30.27 6.44 0.41 37.42 9.36 
(5 4.09 5.26 17.84 0.18 -0.08 -0.62 2.34 8.89 0 4.09 852 
ml 34.14 34.38 37.77 053 0.17 0.36 26.15 751 7.99 26.15 2.92 
m2 25.47 26.71 45.34 -2.74 -251 -153 22.98 13.44 2.48 22.98 5.5 
m3 33.33 33.33 36.7 051 051 0.18 30.28 951 2.14 30.28 351 
m4 41.45 41.69 47.78 055 0.33 0.32 32.79 6.15 8.67 32.79 3.16 
m5 4551 46.04 49.87 -0.01 0.04 0.13 40.11 4.28 4.62 40.11 3.18 
MA 35.98 36.43 43.49 -0.41 -0.41 -0.05 30.46 854 5.18 30.46 3.65 
FA 1556 17.24 24.1 057 053 0.08 1151 85 0.41 1454 7.09 
OA 25.77 26.84 335 -0.02 -0.09 0.01 20.84 852 2.7S 22.65 557 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 8459 90.33 94.05 9.72 0.58 -2.38 0 100 0.74 81.41 16.83 
f2 835 88.74 925 6.04 0.05 -052 0 100 0.19 78.42 19.37 
f3 68.64 76.35 8251 3.82 0.78 -055 0 100 0.26 63.24 14.19 
f4 7658 85.48 91.21 652 1.36 -1.57 0 100 1.43 67.48 23.02 
f5 83.92 87.72 91.81 55S -25 -15 0 100 0 7952 1657 
ml 18.64 26.63 385 055 0.63 0.48 0 100 4.12 6.05 5.76 
m2 34.16 43.48 52.17 1.43 0.19 0.37 0 100 3.73 235 9.51 
m3 24.77 33.03 48.93 1 0.09 -0.55 0 100 3.06 1457 855 
m4 954 13.82 22.95 0.46 0.55 0.47 0 100 2.81 0 3.76 
m5 19.13 2751 37.99 0.02 0.23 0.49 0 100 6.86 2.77 6.11 
MA 2151 28.85 40.11 0.63 054 055 0 100 4.11 9.36 6.74 
FA 79.3 85.73 9051 658 0.05 -152 0 100 052 74.08 18 
OA 5051 5759 6551 3.46 05 -0.49 0 100 2.32 41.72 12.37 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 17.1 17.84 21.56 1.67 1.47 151 6.32 5.88 0 17.1 4.74 
f2 23.64 25.33 32.46 0.49 0.49 0.13 8.44 3.23 0 23.64 7.78 
f3 1157 125 18.25 0.63 0.65 0.55 7.71 4.16 1.03 1054 5.67 
f4 5359 55.01 59.71 -0.87 -1.31 -1.02 32.52 2.58 0 53.99 858 
f5 18.71 19.59 30.7 0.43 0.06 -0.88 3.22 55 0 18.71 8.46 
ml 16.71 17.68 26.63 0.33 0.41 055 16.22 3.32 0.48 1652 3.67 
m2 22.36 23.6 47.2 -2.58 -258 -1.06 22.36 5.07 0 22.36 6.29 
m3 2752 27.52 33.03 0.37 0.42 053 26.3 4.26 0.92 265 4.06 
m4 2051 21.31 31.15 0.68 058 0.37 19.44 1.82 0 19.44 3.14 
m5 31.66 ^ .45 39.84 051 0.29 058 31.27 1.47 0.4 3157 3.45 
MA 23.71 2451 3557 -05 •054 053 23.12 3.19 056 23.12 4.12 
FA 25 26.07 3254 0.47 057 0 11.64 451 051 245 7.05 
OA 2456 2559 34.05 0.13 0.02 0.02 17.38 3.7 058 2356 558 

Table A.2.34. Results for 10 dB Environment noise for low resolution speech signals. 
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DHO GER20 GER10 GEROS FER20 FERIO FEROS V_UVE UV_VE THE TI.E STD20 
f l 558 8.92 10.78 -0.85 -0.41 -0.52 0 91.86 0 1.86 5.91 
f2 9.01 1351 22.14 -129 -0.23 053 0 94.83 0 0 9.62 
f3 5.91 9.25 16.45 -1.07 -0.35 0.18 0 87.88 0 0 6.93 
f4 34.97 51.53 60.12 3.06 0.19 -0.04 1.84 94.07 0 7.16 19.08 
f5 21.93 26.32 37.13 -0.63 -0.68 -0.07 0.58 97.48 0 12.57 10.38 
ml 1453 26.39 44.31 0.02 0.02 -021 0.24 85.22 1.45 0.24 7.12 
m2 13.04 22.98 34.16 0.93 1.68 1.51 0 80.18 0 0 8.79 
m3 3.36 9.17 24.46 -134 -1.17 -0.35 0 88.52 0 0 6.17 
m4 24.12 30.68 43.79 0.17 0.84 0.74 5.62 87.93 211 5.62 5.06 
mS 2556 35.75 48.5S 0.1 0.69 0.66 4.49 84.47 1.32 4.49 659 
MA 16.18 25 39.06 -0.02 0.41 0.47 2.07 8526 0.98 207 6.77 
FA 15.48 21.91 29.33 -0.16 •03 052 0.49 93.22 0 432 10.38 
OA 15.83 23.45 34.19 •0.09 0.06 024 1.28 89.24 0.49 3.19 857 

CORR GER20 GERIO GEROS FER20 FERIO FEROS V_UVE UV VE THE TLE STD20 
f l 2751 29.74 33.46 2.07 1.38 0.85 20.82 13.57 0.74 26.02 6.36 
f2 33.02 35.65 42.21 -055 -0.52 -0.36 21.95 9.27 0.75 31.71 8.95 
f3 2853 30.85 36.5 1.12 1.4 0.97 24.42 9.58 051 2725 6.62 
f4 55.01 58.69 63.39 -0.03 -1.78 -0.97 4551 67 0.41 53.17 1127 
f5 19.59 22.22 35.09 0.51 -0.22 -075 12.57 11.07 0 19.59 9.74 
ml 54.96 54.96 57.87 -0.15 -0.15 0.08 45.04 10.96 9.44 4528 3.07 
m2 39.75 40.99 55.9 -3.41 -351 -154 35.4 15.64 3.11 36.02 5.45 
m3 54.13 54.43 56.57 0 0.17 0.17 47.09 11.15 4.28 47.09 4.09 
m4 5751 57.85 62.76 -0.07 0.05 0.23 47.54 1071 9.37 47.54 3.43 
mS 6372 63.98 66.36 -039 -0.3 -0.08 53.17 6.83 9.37 53.17 2.94 
MA 54.04 54.44 5959 -0.8 -0.75 -023 45.65 11.06 7.11 4552 3.79 
FA 32.73 35.43 4213 0.63 0.0S -O.OS 25.11 10.04 0.48 3155 859 
OA 4338 44.94 51.01 -0.09 -0.35 -0.14 35.38 1055 35 38.68 6.19 

YIN GER20 GERIO GEROS FER20 FERIO FEROS V_UVE UV_VE THE TLE STD20 
f l 71.38 74.72 82.53 3.95 127 -03 0 100 0.37 61.34 11.88 
f2 71.11 78.24 845 4.41 -0.02 0.64 0 100 0.56 64.73 16.67 
f3 59.13 69.41 8021 421 0.34 0.43 0 99.82 0.77 49.36 15.36 
14 74.85 84.46 88.55 6.93 -1.78 -124 0 100 2.25 63.19 2251 
fS 71.93 81.58 885 959 0.73 1.15 0 100 0.58 66.37 18.34 
ml 25.42 36.08 48.43 053 0.44 0.45 0 100 7.26 4.84 6.74 
m2 36.65 44.1 59.01 157 -031 -0.06 0 100 8.07 15.53 9.07 
m3 35.17 51.07 66.36 059 0.41 -0.05 0 100 6.42 11.93 10.73 
m4 16.63 24.36 36.07 0.15 0.54 055 0 100 6.79 0 4.83 
mS 35.88 48.15 58.97 0 0.39 0.42 0 100 14.64 2.64 7.9 
MA 2955 40.75 53.77 059 03 026 0 100 8.64 659 755 
FA 69.68 77.68 84.94 5.84 0.11 0.14 0 99.96 0.91 61 16.97 
OA 4951 59.22 69.35 326 02 02 0 99.98 4.77 3359 1241 

PRAAT GER20 GERIO GEROS FER20 FERIO FEROS V_UVE UV_VE THE TLE STD20 
f l 38.66 40.89 44.98 2.68 i.d 121 23.42 7.47 0 38.66 7.33 
f2 47.09 48.78 54.6 -051 -0.36 -0.34 24.58 3.88 0 47.09 8.59 
f3 39.07 40.36 43.96 1.18 1.3 0.97 26.99 5.79 051 3856 6.14 
f4 70.96 725 75.26 -051 -1.96 -22 56.24 2.58 0 70.76 1051 
fS 37.43 40.35 sd 021 -0.65 -158 13.74 5.03 0 37.43 1035 
ml 385 38.74 43.83 0.26 02 024 36.32 4.82 121 3729 331 
m2 39.75 40.37 58.39 -358 -4.09 -1.66 39.75 8.59 0 39.75 551 
m3 55.66 55.66 58.1 0.36 0.36 0.19 5321 5.57 0.92 5321 3.65 
m4 3653 36.77 44.03 05 054 0.4 36.53 4.33 0 3653 3.18 
mS 55.8 55.94 59.1 0.11 0.07 0.12 52.9 3.75 2.51 52.9 3.1 
MA 4525 455 52.69 •051 •058 -0.14 43.74 S.41 0.93 4354 3.77 
FA 46.64 48.6 53.76 059 -0.02 -039 2859 4.95 0.1 465 8.64 
OA 4555 47.05 5322 054 -03 -027 3637 S.I 8 051 4522 621 

Table A.2.35. Results for 5 dB Environment noise for low resolution speech signals. 
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DHO GER20 GERIO GER05 FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f1 26.77 37.92 40.89 -1.91 -1.06 -0.52 0 100 0 1.86 11.18 
f2 2439 30.96 40.34 2.36 131 1.46 0 100 0 2.44 10.94 
f3 2139 28.28 35.99 -2.07 -0.22 0.06 0 98.92 0 026 9.97 
f4 2822 58.9 70.35 439 025 0.65 0 100 0 3.68 24.14 
f5 14.62 23.1 36.84 -0.99 -031 026 0 100 0 6.43 12.46 
ml 26.15 38.74 54.96 -03 0.18 -0.1 0 98.01 6.78 0 7.67 
m2 17.39 26.09 4131 033 1.06 1.47 0 98.68 0.62 0 731 
m3 25.99 43.73 56.57 -0.48 -03 -03 0 100 031 0 112 
m4 4028 50.59 60.89 034 0.93 0.98 2.34 99.09 4.45 2.34 6.15 
m5 27.44 42.22 59.5 -037 034 03 0.53 100 8.58 0.53 823 
MA 27.45 4027 54.71 -0.07 036 0.45 037 99.15 4.15 037 821 
FA 23.12 35.83 4438 036 0.05 0.38 0 99.78 0 293 13.73 
OA 252^ 38.05 49.8 0.14 021 0.42 029 99.47 207 1.75 10.97 

CORR GER20 GERIO GER05 FER20 FERIO FER05 V_UVE UV VE THE TLE STD20 
ri 4721 49.81 53.53 1.68 1.18 039 41.26 16.06 0.74 4431 7.76 
f2 5635 59.85 66.79 -0.13 -129 -0.62 45.03 1121 0.56 54.41 11.68 
f3 5527 57.58 62.21 0.68 039 037 47.04 12.12 1.03 51.67 8.02 
f4 71.17 7639 80.16 1.51 -225 -1.96 57.67 10.57 0 683 153 
f5 49.71 54.09 62.87 027 -1.43 -1.26 41.52 13.09 0 48.83 1131 
ml 81.84 81.84 82.81 -0.94 -0.94 -0.47 69.98 13.46 9.93 7022 3.02 
m2 6211 63.98 74.53 -4.18 -3.63 -1.69 5217 18.72 5.59 52.8 53 
m3 74.92 74.92 77.98 -0.76 -0.76 -0.36 63 14.43 6.73 633 4.14 
m4 7839 78.92 813 -0.6 -0.37 -0.09 65.34 14.35 1218 65.34 3.77 
m5 82.32 82.72 84.04 -036 -0.56 -021 66.36 10.31 13.46 66.36 4.02 
MA 75.98 76.48 80.17 •1.41 -125 •036 63.37 14.25 938 63.6 4.09 
FA 56.04 59.65 65.11 03 -038 -0.42 463 1261 0.47 5336 11.03 
OA 66.01 68.06 7264 -03 •0.91 -0.49 54.94 13.43 5.02 5838 736 

YIN GER20 GERIO GER05 FER20 FERIO FER05 V UVE UV_VE THE TLE STD20 
M 5204 66.91 73.23 6.1 0.77 0.19 0 100 0.74 43.49 16.26 
f2 64.35 72.98 833 4.03 1.16 -0.24 0 100 1.5 543 1723 
f3 6221 75.32 853 536 1.78 -031 0 100 2.83 48.59 17.48 
r4 76.28 84.66 91.62 421 125 -0.02 0 100 3.07 6033 2237 
f5 71.35 79.82 88.3 5.13 1.85 -027 0 100 0.58 61.4 19.94 
ml 43.34 5539 69.73 0.64 1.05 0.65 0 100 17.43 3.63 8.92 
m2 4236 523 6522 0.36 -0.02 0.38 0 100 9.32 13.66 10.87 
m3 51.07 64.83 75.23 2.85 0.36 -024 0 100 1131 10.09 1138 
m4 353 48.24 63.23 0.47 031 0.4 0 100 16.86 023 7.06 
m5 5026 62.93 73.75 -0.75 -0.13 0.08 0 100 23.88 333 9.25 
MA 44.63 563 69.43 0.72 0.44 025 0 100 15.76 629 93 
FA 6525 75.94 84.41 5.07 136 •023 0 100 1.74 53.72 1839 
OA 5434 66.42 76,92 239 03 031 0 100 8.75 3031 14.14 

PRAAT GER20 GERIO GER05 FER20 FERIO FER05 V UVE UV„VE THE TLE STD20 
f1 54.65 56.13 59.85 235 133 1 46.1 8.37 0 5428 7.17 
f2 6829 69.42 73.17 -0.48 -1.13 -1.01 5422 4.53 0 68.11 9.49 
f3 70.18 71.47 74.04 1.71 136 039 56.56 6.33 0.26 69.41 721 
F4 80.16 83.64 863 3.87 -031 -1.01 65.85 2.58 0 79.35 15.18 
f5 6725 6939 7435 -0.72 -221 -2.1 49.42 621 0 6725 11.01 
ml 6731 67.55 69.73 -0.13 -025 0.08 64.65 6.64 2.66 64,65 331 
m2 6522 65.84 77.02 -4.78 -4.6 -217 63.35 9.69 0 643 5.79 
m3 77.68 77.98 78.59 -035 -03 -0.57 73.39 7.54 0.92 7339 3.99 
m4 62.76 62.76 68.62 027 027 0.11 61.12 7.29 1.64 61.12 33 
m5 78.63 78.63 79.55 -0.15 -0.15 0.06 713 4.95 5.41 72.03 2.56 
MA 7032 7035 74.7 •1.07 •1.11 •03 66.88 722 213 67,16 3.79 
FA 68.11 70.05 73.64 139 -021 •0.49 54.43 53 0.05 67.68 1031 
OA 6921 70.3 74.17 0.16 -0.66 -0.49 60.66 6.41 1.09 67J42 63 

Table A.2.36. Results for 0 dB Environment noise for low resolution speech signals. 
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DHO GER20 GERIO GEROS FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
n 23.42 37.55 45.35 0.83 -138 -0.37 0 100 0 0 13.12 
f2 20.64 40.53 53.66 429 1.37 0.67 0 100 0 0.94 18.04 
f3 32.65 50.9 59.38 -2.38 0.05 034 0 100 0 154 15.43 
f4 38.04 66.87 815 12.45 2.87 136 0 100 0 10.63 23.06 
f5 40.94 56.43 71.64 029 -0.01 1.08 0 100 0 1023 1829 
ml 30.75 49.64 66.1 -021 -021 -0.53 0 100 4.84 0 932 
m2 31.06 44.1 58.39 -0.46 0.66 1.15 0 100 0 0 959 
m3 39.76 58.41 70.03 -0.46 -05 -0.54 0 100 0 0 122 
m4 38.17 55.74 70.73 -0.4 0.32 0.95 0 100 2.58 0 7.68 
m5 36.68 56.6 72.03 -2.16 -0.02 0.28 0 100 4.22 0 10.06 
MA 3528 529 67.46 -0.74 -0.01 026 0 100 2.33 0 953 
FA 31.14 50.46 6233 3.1 058 0.62 0 100 0 4.67 1759 
OA 3321 51.68 64.89 1.18 028 0.44 0 100 1.16 233 13.71 

CORR GER20 GERIO GEROS FER20 FERIO FER05 V_UVE UV VE THE TLE STD20 
f l 68.4 72.86 7621 2.42 1.17 0.47 61.71 19.91 0.74 6357 11.88 
f2 76.74 80.11 83.86 2.05 -1.71 -024 68.48 15.73 0.38 725 14.65 
f3 7506 77.12 80.46 -0.14 0.47 0.57 67.35 15.91 1.03 6859 9.44 
f4 82.41 89.57 91.82 7.19 -0.74 -0.73 70.14 15.46 0 77.71 19.75 
f5 73.98 79.53 85.09 354 -029 -2.39 63.74 155 0 70.47 15.85 
ml 94.92 94.92 95.64 -135 -1.35 -0.78 80.63 185 10.41 80.63 4.35 
m2 86.96 88.82 93.79 -452 -3.12 -1.04 75.16 23.79 4.97 75.16 83 
m3 91.74 92.05 92.35 -0.9 -1.83 -1.59 75.84 18.03 7.95 76.15 5.96 
m4 9555 96.02 96.49 -326 -1.69 -0.71 76.11 18.91 16.16 76.11 5.85 
m5 96.7 96.97 97.63 -1.76 -0.72 -023 75.33 15.53 16.75 75.33 5.84 
MA 93.17 93.75 95.18 -2.42 -1.74 -0.87 7651 18.97 11.25 76.67 6.06 
FA 75.32 79.84 83.49 3.07 -022 -0.46 66.29 1652 0.43 70.69 1431 
OA 8425 86.8 89.33 033 -0.98 -0.67 71.45 17.75 5.84 73.68 10.19 

YIN GER20 GERIO GEROS FER20 FERIO FER05 V_UVE UV_VE THE TLE STD20 
f l 60.22 71.38 79.55 6.15 2.05 05 0 100 1.86 43.49 1637 
f2 69.04 81.43 88.56 4.57 027 0.13 0 100 1.69 53.1 21.33 
f3 6757 80.98 91.26 859 2.18 0.86 0 100 3.86 46.79 17.86 
f4 80.57 89.98 93.25 8.15 251 0.38 0 100 3.07 64.01 24.82 
f5 76.9 85.67 92.69 8.96 459 1.13 0 100 2.34 63.45 20.88 
ml 6126 74.58 85.47 0.53 0.04 058 0 100 29.54 3.87 11.06 
m2 55.9 68.94 80.75 4.29 1.68 0.47 0 100 18.01 12.42 123 
m3 5954 78.29 87.46 2.05 2.28 0.11 0 100 1651 11.93 14.81 
m4 63.93 78.92 B6.4Z -0.78 0.77 0.19 0 100 30.91 1.87 9.72 
m5 6355 77.31 87.34 1.43 1.04 0O9 0 100 3021 5.15 10.93 
MA 6058 7551 85.49 151 1.16 029 0 100 25.04 7.05 11,76 
FA 7052 81.89 89.06 734 2.4 0.62 0 100 256 54.17 2025 
OA 6555 78.75 8727 4.42 1.7a 0.45 0 100 13.8 3051 16.01 

PRAAT GER20 GERIO GEROS FER20 FERIO FER05 V_UVE UV VE THE TLE STD20 
f l 7955 81.41 8439 3.11 2.22 0.79 76.21 8.82 0 79.18 10.76 
f2 8705 89.49 91.93 3.93 -23 -2.15 80.11 6.68 0 86.49 155 
f3 87.66 89.46 91.26 1.1 1.68 023 79.43 7.23 0.26 87.4 1122 
f4 89.98 93.87 94.89 13.43 1.47 1.19 84.46 5.15 0 88.75 175 
f5 89.47 93.27 95.91 11.27 051 -6.73 80.12 721 0 89.47 18.04 
ml 95.64 95.64 96.13 -0.49 -0.49 -0.07 90.8 7.97 3.63 905 3.44 
m2 9659 96.89 98.14 •6.41 -6.41 -5.09 91.93 11.89 0 91.93 2.77 
m3 945 945 95.11 -2.03 -2.03 -1.71 86.85 9.84 1.22 8655 3.05 
m4 9157 91.57 93.68 -0.63 -0.63 -0.87 88.29 9.34 3.04 8829 4.05 
m5 98.15 98.15 98.15 035 035 0.35 90.37 6.83 5.67 90.37 2.74 
MA 95.41 95.41 9624 -154 -154 -1.48 89.65 9.17 2.71 89.65 321 
FA 86.74 895 91.67 657 0.72 -134 80.07 7.02 0.05 8626 14.62 
OA 91.08 92.46 93.96 236 -056 -1.41 84.86 8.1 138 8755 8.92 

Table A.2.37, Results for -5 dB Environment noise for low resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
n 0.74 1.86 3.35 -0.67 -0.41 -0.54 0 19.91 0 0 4 2 9 
f2 0.38 2.25 10.51 -0.95 -0.47 0.31 0 23.71 0 0 7 2 1 
f3 0 2.83 7.97 -0.82 -0.27 -0.02 0 9.95 0 0 6.07 
f4 12.07 14.52 20.65 -1.02 -0.19 -0.15 8.59 9.54 0 8.59 8.42 
(5 23A 3.8 13.45 -0.02 0.39 0.75 0.58 44.3 0 0.58 7.43 
m l 13.32 23.73 42.37 0.24 0.2 -0.21 6.3 4.82 0.24 6.3 6.98 
m2 6.83 10.56 28.57 1.S 2 3 3 1.5 0 30.62 0 0 6.65 
m3 3.36 3.98 10.7 -0.91 -0.83 -0.44 3.36 9.84 0 3.36 3.64 
m4 18.74 19.91 32.32 0.28 0.45 0.51 2.11 0.23 0.94 2.11 3.6 
m5 12.93 17.28 28.36 -0.47 0.17 0.55 8.31 0.8 0.26 8.31 4.71 
MA 11.04 15.09 28.47 0 ^ 1 0.47 0.38 4.02 9.26 0.29 4.02 5.11 
FA 3.1 5.05 11.19 •0.7 -0.19 0.07 1.83 21.48 0 1.83 6.69 
OA 7.07 10.07 19.83 -0.24 0.14 0 ^ 2.93 15.37 0.14 Z 9 3 5.9 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV VE THE TLE STD20 
f1 1.12 2.23 5 2 0.87 0.98 1.07 0.37 10.18 0.74 0.37 4JBA 
f2 1.88 3.19 11.07 0.02 0.07 0.15 0.19 3.88 0.94 0.75 7.01 
f3 3.6 4.37 9.51 0.4 0.47 0.71 0.77 3.25 1.03 2.57 5.16 
14 4.5 7.36 17.79 -0.61 -0.19 -0.03 1.84 6.19 0.61 3.89 9.07 
f5 0 1.17 10.53 -0.48 -0.72 -1.07 0 8.22 0 0 7 5 5 
m l 16.95 17.92 22.76 0 2 1 0 2 9 0.41 12.11 2.49 4.84 12.11 3.15 
m2 6 2 1 7.45 30.43 -1.46 -1.5 -0.59 1.86 6.61 4.35 1.86 5.9 
m3 3.06 3.6y 7.34 -0.02 0.08 0 2 8 3.06 4.92 0 3.06 3.34 
m4 21.31 21.78 31.15 0.64 0.55 0.44 16.16 2.73 5.15 16.16 2.91 
m5 14.91 16.09 25.73 0.65 0.62 0.3d 14.38 0.67 0.53 14.38 3.77 
MA 1^49 13.38 23.48 0 0.03 0.18 9.51 3.48 2.97 9 5 1 3.81 
FA 2 2 2 3.66 10.82 0.04 0.12 0.16 0.63 6.34 0.66 1 5 2 6.73 
OA 7.35 8.52 17.15 0.02 0.08 0.17 5.07 4.91 1.82 5 5 1 5 2 7 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV VE THE TLE STD20 
f l 84.76 88.48 92.57 4.72 0.35 -0.26 0 100 0.37 82.53 15.05 
f2 90.06 93.06 96.25 2.98 -1.68 -1.45 0 100 0 87.8 19.39 
f3 81.75 86.63 91.77 5.62 0.83 -0.86 0 100 0.26 77.89 14.88 
f4 89.78 92.02 94.48 5.71 0.44 -0.47 0 100 0 2 86.71 1829 
f5 90.06 91.81 93.57 3 2 2 0 5 1 -0.63 0 100 0 87.13 11.87 
m l 10.9 14.77 26.39 0.74 0.6 0 2 9 0 100 2.18 6.3 4.75 
m2 35.4 37.89 43.48 1 2 4 0.63 0.6 0 100 0.62 32.3 6.02 
m3 21.41 25.99 32.72 1.09 0.09 -0.17 0 100 0 18.96 5.95 
m4 2.34 4.22 13.35 0.68 0.63 0.45 0 100 0.23 0 2.91 
m5 5 2 8 7.78 13.59 0.6 0.43 0.48 0 100 0.66 2 5 1 3.81 
MA 15.07 18.13 25.91 0.87 0.48 0.33 0 100 0.74 1201 4.69 
FA 8728 90.4 93.73 4.45 0.09 -0.74 0 100 0.17 84.41 15.9 
OA 51.17 54.27 59.82 2.66 0 2 8 - 0 2 0 100 0.45 4821 1029 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 4.09 5.95 8.55 1 2 1.15 124 0.37 7.69 0.74 3.35 4.67 
f2 2 2 5 3.38 11.63 0 2 8 0 2 9 0.38 0 3.66 0.38 1.69 6.91 
f3 3.08 3.6 9.77 0.6 0 5 1 0.79 0.26 0 0.77 2 5 1 5.16 
f4 4.7 6.54 15.34 -023 -o.ia 0.08 1.84 3.87 0 4 5 8 2 1 
15 0 1.17 8.77 -0.15 -0.4 -058 0 3.02 0 0 7.26 
m l 9.44 11.14 20.1 0 5 0.59 0.4 8.96 1.16 0.24 8.96 3.65 
m2 0.62 3.11 30.43 -151 -121 -022 0 5.29 0.62 0 6.48 
m3 0.92 1.53 7.03 0 2 6 0 5 7 0 5 2 0.92 1.97 0 0.92 3.68 
m4 14.99 15.46 26.7 0.66 0 5 9 0.42 13.11 1.59 1.87 13.11 3.16 
m5 2 2 4 4.35 18.87 0.78 0.75 0 5 9 2.24 0.27 0 2.24 4.04 
MA 5.64 7.12 20.63 0.18 0 2 1 0 2 6 5.05 2.06 0 5 5 5.05 4 2 
FA 2.83 4.13 10.81 0 5 4 0 5 1 0 5 2 0.49 3.65 0.38 2 5 7 6.44 

OA 4.23 5.62 15.72 0.26 0.26 0.29 2.77 2.85 0.46 3.71 5.32 

Table A.2.38. Results for 25 dB Music noise for low resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
l^ 1^6 2.97 4.09 -0.75 -0.49 -0.57 0 20.36 0 0 4.22 
f2 0 ^ 225 10.13 -0.9 -0.42 0.3 0 32.97 0 0 7.17 
f3 0 5 1 3.34 8.23 -0.8 -024 0.03 0 11.03 0 0 6.1 
f4 8.38 10.84 17.18 -0.94 -0.14 -0.13 5.73 2.58 0 6.54 8.28 
f5 4.0S 5.56 15.5 -0.05 0.37 0.79 0.58 50.34 0 0.58 7 5 3 
m l 12.83 24.46 41.8S 0.41 o.od -0.18 5.33 5.32 0.73 5.33 7.09 
m2 6.83 11.18 29.1S I B S 2.37 154 0 29.52 0 0 6.75 
m3 3.36 3.98 11.01 -039 -0.8 -0.34 3.36 11.15 0 3.36 3.65 
m4 18.74 19.91 32.32 0.26 0.43 0.53 2.11 10.48 0.94 2.11 3.62 
m5 13.59 18.07 28.76 - 0 5 9 0.14 0.5S 8.05 2.81 0.66 8 0 5 4.87 
MA 11.07 1532 28.63 0.21 0.45 0.42 3.77 11.85 0.46 3.77 5.19 
FA 3.05 4.99 11.02 -0.69 -0.19 0.08 1^6 23.46 0 1.43 6.66 
OA 7.06 10.26 19.83 -0.24 0.13 0.25 2 5 2 17.65 0.23 ZS 5 3 3 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV„VE THE TLE STD20 
f1 1.49 2.97 6.32 0.83 1.02 1.05 0.37 24.21 0.37 0.37 5.11 
f2 1.88 3 12.76 -0.01 -0O1 -0.01 0.38 10.13 0.94 0.75 7 2 
f3 4.11 4.88 12.08 0.6 0.67 0.66 1.29 13.74 1.03 3 0 8 5.62 
f4 3.48 6.34 18.81 -0.77 -0.28 -0.08 1.84 11.86 0.61 2.86 9.74 
f5 0 1.17 10.82 -059 -0.82 -125 0 18.79 0 0 7 5 9 
m l 17.92 18.89 23.73 0 . 1 ^ 0.27 0.39 12.83 10.96 5.08 12.83 3.14 
m2 7.45 8.7 30.43 -1.36 -1.4 -0.65 3.11 16.74 4.35 3.11 5.92 
m3 4.89 5.2 10.7 0.06 0.12 0.23 4.59 16.39 0 4 5 9 3.56 
m4 22.72 23.19 32.55 0.6 0.61 0.47 17.1 7.06 5.62 17.1 2.91 
m5 17.94 19.13 28.5 0 5 8 0.54 0.29 14.51 3.21 2.77 14.51 3.82 
MA 14.18 15.02 25.18 0.01 0.03 0.14 10.43 10.87 3 5 6 10.43 3.87 
FA 2.19 3.67 12.16 0J0^ 0.12 0.08 0.77 15.75 0 5 9 1.41 7.05 
OA 8.19 9.35 18.67 0.01 0,07 0.11 5.6 13.31 2.08 5.92 5.46 

YIN GER20 GER10 GER05 PER 20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 84.01 87.36 91.82 3.42 0.77 0.3 0 99.77 0.37 81.41 15.47 
f2 88.74 92.31 95.68 6.43 -1.86 -2.36 0 99.78 0 86.49 19.45 
f3 82.01 86.12 90.75 6.16 1.67 0.99 0 100 0.26 78.66 13.96 
f4 87.93 91.62 93.87 7 5 1 -0.13 0.48 0 100 0.2 84.87 20.04 
15 90.64 92.4 92.98 3 7 0.97 0.92 0 100 0 88.89 11.14 
m l 1138 155 27.12 0.73 0.53 0.28 0 100 2.18 6.3 4.79 
m2 36.65 39.13 45.96 0.97 0.42 0.17 0 100 0.62 32.3 5.88 
m3 21.71 26.91 34.25 129 -0.12 -0.19 0 100 0 18.65 6.63 
m4 2.34 3.98 13.35 0.68 0.6 0.44 0 100 0.47 0 2.9 
m5 4.88 7.12 13.59 0.48 0.42 0.47 0 99.87 0.53 2 5 1 3.73 
MA 15.39 1853 26.85 0.83 0.37 0.24 0 99.97 0.76 11.95 4.79 
FA 86.67 89.96 93.02 5.44 0 2 9 0.07 0 99.91 0.17 84.06 16.01 
OA 51.03 54.24 59.94 3.14 0.33 0.15 0 99.94 0.46 48.01 10.4 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV„VE THE TLE STD20 
f l 1.12 2.97 7.43 0.93 1.1 1.24 0.37 19.23 0.74 0.37 5.41 
f2 2 2 5 3.38 1351 0 2 5 0 2 6 0 2 4 0 6.47 0 2.06 7.09 
f3 3.6 4.11 12.08 0.78 0.79 0.76 0.26 10.85 0.77 2.83 5.57 
f4 3 2 7 5.93 16.77 -1.02 -0.41 -0.1 1.64 11.34 0 3.07 9.42 
f5 0 1.17 9.94 -0.34 -058 -1.04 0 17.79 0 0 7.41 
m l 10.17 11.86 20.82 0 5 4 0.58 0.49 9.69 8.31 0.24 9.69 3.66 
m2 1.86 4.97 31.06 -1.48 -126 -0.37 1.24 11.01 0.62 1.24 6.44 
m3 2.75 3.36 10.4 0.11 0 2 1 0.25 2.75 11.48 0 2.75 3 5 2 
m4 15.22 15.69 26.93 0.66 0.59 0.42 13.82 4.33 0 13.82 3.17 
m5 3.17 5.41 19.39 0.72 0.69 0.36 3.17 1.74 0 3.17 4.12 
MA 6.63 8.26 21.72 0.11 0.16 0.23 6.13 7.37 0.17 6.13 4.24 
FA 2.05 3 5 1 11.95 0.12 0.23 0.22 0.45 13.13 0.3 1.67 6 3 8 
OA 4.34 5.89 16.83 0.12 0.2 0.23 3.29 10.25 0.24 3.9 5.61 

Table A.2.39. Results for 20 dB Music noise for low resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
n 0.74 1.86 3.35 -0.69 -0.43 •036 0 23.53 0 0 4.3 
f2 1.13 2.25 10.51 -0.69 -0.43 027 0 29.96 0 0 6.73 
0 0 2.83 7.97 -0.82 -0.26 0.04 0 11.93 0 0 6.08 
r4 8.18 10.22 16.56 -031 0.16 -0.02 3.48 2.84 0 3.48 8.04 
15 4.97 6.73 17.25 -0.15 0.35 0 3 8 0.58 42.11 0 0.58 7.74 
m l 12.35 23.97 41.89 0.49 0.34 -0.15 6.3 6.48 0.73 6.3 7.07 
m2 8.7 14.29 31.06 1.89 2.47 1.64 1.86 26.87 0 1.86 6.86 
m3 3.36 3.98 11.01 -0.87 -0.78 -0.32 3.36 12.13 0 3.36 3.66 
m4 21.55 22.48 36.07 0.09 0.23 0.44 3.28 9.79 2.58 3.28 3.76 
m5 8.84 13.46 24.8 -0.46 0.16 0.56 4.62 12.99 1.19 4.62 4.78 
MA 10.38 15.63 28.96 0.23 0.48 0.43 3.88 13.65 0.9 3.88 5.23 
FA 3 4.78 11.13 •0J57 -0.12 0.12 0.81 22.07 0 0.81 6 3 8 
OA 6.98 10^1 20.05 -0.17 0.18 0.28 2.35 17.86 0.45 2.35 5.9 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV„VE THE TLE STD20 
t1 2 2 3 4.09 8.55 0 3 2 0.69 0.93 0.74 31.22 0.37 0.74 6.05 
f2 3.19 5.07 16.51 0 2 3 0.01 0.05 0.75 18.97 0.94 1 3 8.06 
f3 4.63 6.43 16.2 0.49 0 3 4 0.4 2.06 23.69 1.03 3.34 6.57 
f4 6.75 10.02 23.93 -0.74 -0.4 -0.38 3.07 17.01 1.43 5.11 1026 
15 0 1.17 13.45 -0.89 -1.13 -1.7 0 24.66 0 0 8.02 
m l 22.7© 23.49 28.57 0 2 2 0 2 6 0.42 13.56 22.76 9 2 1336 3.16 
m2 16.77 18.63 38.51 -2.15 -2.08 -1.06 6 2 1 31.28 10.56 6 2 1 6.11 
m3 8 2 6 8.56 18.04 - 0 2 -0.15 0 2 1 6.12 28.85 0.31 6.12 4.14 
m4 25.7© 26.23 35.36 0 3 2 0.53 0.36 18.74 16.63 6.56 18.74 2.92 
mS 26.39 27.57 35.79 0.44 0.44 0 2 2 17.68 10.04 7.26 17.68 3.85 
MA 19.99 20.9 3125 -023 - 0 2 0.03 12.46 21.91 6.78 1Z46 4.04 
FA 3.36 5.35 15.73 -0.08 0 -0.14 1.32 23.11 0.75 2.14 7.79 
OA 11.67 13.13 23.49 -0.16 -0.1 -0.05 6.89 2 2 3 1 3.76 7J3 5.91 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 85.87 89.22 93.31 3 2 1 -1.1 1 3 0 99.77 0.37 82.9 15.58 
f2 88.93 92.12 94.93 3.31 -2.72 -121 0 100 0 8 6 3 18.4 
f3 80.72 85.6 90.75 5 2 5 -026 0.01 0 100 0 78.15 14.97 
f4 83.44 87.73 9121 6 3 4 0.18 0.95 0 99.74 0.41 7833 16.91 
15 89.47 9123 92.69 3.8 1 2 6 0.68 0 100 0 87.72 113 
m l 11.62 15.98 28.09 0.82 0.5S 0.32 0 100 2.91 6 3 4.98 
m2 35.4 38.51 47.83 128 0.69 0 3 6 0 100 0.62 31.68 5.73 
m3 23.85 26.91 34.56 0.71 -0.12 0.06 0 100 0 18.65 5.59 
m4 3 2 8 5.15 13.82 0 3 4 0.63 0.46 0 100 1.41 0 3.04 
m5 6.99 10.03 i6.es 0.45 0.37 0 3 0 100 2.37 2.77 4.01 
MA 1623 19.32 28.23 0.76 0.43 0 3 8 0 100 1.46 1138 4.67 
FA 85.69 89.18 9238 4.48 -033 0 3 8 0 99.9 0.16 Q2.72 15.43 
OA 50.96 54.25 60.41 2.62 -0.05 0 3 8 0 99.95 0.81 4 7 3 10.05 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V UVE UV„VE THE TLE STD20 
f l 5.95 7 3 1 12.27 1.1 1 2 9 123 1.12 2 8 3 1 0.37 5 2 539 
F2 2.44 4.13 14.63 0 3 1 0.42 0.15 0 18.1 0.19 1.31 7.87 
f3 5.4 8.23 18.77 0 3 1 0.79 0 3 1 0 25.14 0.77 4.37 7.49 
f4 9 10.22 21.27 -0.46 -038 -03 2.66 17.78 0 8.79 8.41 
f5 2.92 4.09 14.33 -0.66 -0.92 -1.43 0 24.83 0 2.92 7.76 
m l 11.14 13.08 22.52 0.63 0.63 0 3 2 9.69 18.77 1 2 1 9 3 9 3 3 4 
m2 136 5.59 32.3 -1.83 -1.69 -031 1.24 27.53 0.62 1.24 6 3 3 
m3 43S 4.89 16.82 0 0.06 0.11 3.36 26.89 0 3.36 4 2 5 
m4 1335 14.99 26.46 0 3 6 0 3 0.45 11.94 13.9 0 11.94 3 3 9 
m5 8 3 1 10.16 23.09 0.71 0 3 7 0 2 9 6.86 9.91 0.79 6 3 6 4.03 
MA 7.85 9.74 2424 0 3 7 0.04 0.17 6.62 19.4 0 3 2 6.62 4.45 
FA 5.14 6.9 1625 0 2 2 0 2 4 0 3 1 0.75 22.87 0 2 7 4 3 2 7.44 

OA 6.5 8.32 20.24 0.15 0.14 0.09 3.69 21.14 0.4 5.57 5.95 

Table A,2.40. Results for 15 dB Music noise for low resolution speech signals. 

195 



DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
H 0.74 2.6 4.09 -1 -0.57 -0.6 0 26.02 0 0 4.73 
F2 2.06 4.13 12.01 -0.71 -0.3 0.29 0 34.91 0 0 7^9 
f3 0 2.57 8.48 -0.87 -0.22 0.1 0 10.13 0 0 6.15 
14 10.22 12.88 19.02 -0.56 0.04 0.1 7.16 8.51 0 7.16 8.64 
15 4.09 5.56 15.79 -0.02 0.38 0.67 0.88 50.67 0 2.92 7.35 
m l 13.08 24.7 40.68 02 0.1 -0.08 4.84 7.81 1.45 4.84 6.94 
m2 3.11 8.7 27.95 1.78 2.58 ^J5 0 32.82 0 0 7.2 
m3 3.67 4.28 11.31 -OBI -0.72 -0.36 3.67 16.07 0 3.67 3.69 
m4 16.16 17.33 30.68 O.lS 0.38 0.54 3.75 13.21 0.47 3.75 3.73 
m5 11.08 16.89 27.7 -0.54 0.35 0.69 5.94 6.96 1.45 5.94 5.16 
MA 9.42 14.38 27.67 0.16 0S4 0.46 3.64 15.37 0.67 3.64 5.34 
FA 3.43 5 3 5 11.88 -0.63 -0.13 0.11 1.61 26.05 0 2.02 6.83 
OA 6.42 9.96 19.77 -0.23 0 ^ 0.29 2.6Z 20.71 0.34 2.83 6.09 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV„VE THE TLE STD20 
f1 4.46 6.69 15.61 0 5 6 0.61 0.97 1.86 41.4 0.74 2.6 7 3 1 
f2 5.63 9.76 24.39 0.45 -0.09 -0.07 1.31 26.51 0.94 3 9.83 
(3 5.4 11.05 26.74 0.51 0.87 0.09 2.57 31.28 1.03 4.11 9.11 
f4 19.02 20.86 34.97 -0.73 -0.69 -0.66 7.16 19.85 3.68 13.91 9.86 
f5 0.88 2.05 20.47 -1.25 -1.49 -1.95 0.29 32.38 0.29 0.58 8.82 
m l 33.66 34.38 38.26 0 3 4 0.37 0.39 14.04 32.23 18.4 14.04 3.11 
m2 21.12 23.6 44.72 -237 -2.43 -1.14 6.21 44.93 10.56 6 3 1 6.44 
m3 21.71 24.16 37.31 -0.87 -0.23 0.32 13.15 35.08 3.36 13.15 5.85 
m4 39.81 39.81 47.54 0.47 0.47 0 3 5 24.82 30.98 12.18 24.82 2.93 
m5 41.69 42.74 47.63 -0.09 -0.03 0.08 23.48 20.48 12.27 23.48 3.83 
MA 31.6 32.94 43.09 -0.5 - 0 3 7 -0.02 16.34 32.74 11.35 1634 4.43 
FA 7.08 10.08 24.44 •0.09 -0.16 •032 2.64 3 0 3 8 1.34 4 3 4 8.98 
OA 1934 21.51 33.76 -03 -0.26 -0.17 9.49 3 1 3 1 6.35 1039 6.71 

YIN GER20 GERIO GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
t1 8 9 3 2 94.05 98.14 8.12 3.68 4.58 0 100 1.49 8635 20.38 
f2 85.37 88.74 92.68 2.91 -1.36 -036 0 100 0.19 82.36 18.13 
r3 76.61 83.29 91 5.39 0.1 0.65 0 100 0.26 71.72 1631 
f4 76.28 82.62 90.39 5 3 -0.07 1.44 0 99.74 1.84 68.3 21.18 
f5 87.72 91.23 92.11 7.92 -2.42 -0.91 0 100 0 85.09 17.91 
m l 1439 21.31 32.93 0.73 0.56 0.38 0 100 4.36 6 3 4 5.52 
m2 34.78 39.75 51.55 2.03 1.15 0.65 0 100 1.86 30.43 7.36 
m3 2 2 3 2 29.05 39.14 0.78 -0.02 -0.13 0 100 0.92 1631 7.46 
m4 4.92 7.03 15.46 0.56 0.61 0.45 0 100 2.81 0 3.11 
m5 1237 17.68 24.67 0.28 0.4 0.42 0 99.87 5.28 2.77 4.99 
MA 17.72 22.96 3275 0 3 7 0 3 4 0 3 5 0 99.97 3.05 11.19 5.69 
FA 83.04 87.99 9286 6.03 -0.01 1.1 0 99.95 0.75 78.74 18.82 
OA 5038 55.47 62.81 3.45 0 3 6 0.73 0 99.96 1 3 4437 1235 

PRAAT GER20 GERIO GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f1 14.13 16.36 23.42 0.84 0.88 0 3 3 1.12 39.59 0.37 13.38 6.9 
F2 12.01 15.95 3031 0.7 0.03 0.05 0.19 24.35 0.19 10.13 10.05 
f3 6.17 12.08 26.99 0 3 9 138 0 3 0 3 1 32.37 0.77 5.14 9 3 8 
f4 16.97 183 31.08 -0.14 -031 -0.3 6.34 19.85 0 3 16.16 9 3 4 
15 3 3 4.97 2231 -1.11 -1.36 -1.93 0 32.05 0 3 3 8 3 9 
m l 11.86 14.04 22.76 0.71 0.75 0.56 9.69 3 2 3 9 1.69 9.69 3.85 
m2 14.29 17.39 4234 -2.17 -1.9 -0.73 4.97 41.85 4.97 4.97 6.68 
m3 1233 15.29 3038 -031 0.09 0.19 7.34 35.08 0 734 6.03 
m4 13.35 15.46 2831 0 3 1 0 3 9 0 3 11.71 31.44 0.23 11.71 3.74 
m5 22.Z 23.88 3335 0 3 6 0 3 0 3 5 11.61 1831 5 3 1131 4.05 
MA 1431 1731 3133 -0.16 -033 0.11 9.06 31.97 2 3 4 9.06 4 3 7 
FA 1 0 3 2 1331 26.9 0 3 4 0.14 -031 1.63 29.64 0.31 9.72 8 3 3 
OA 12.71 15.36 2931 0.04 0.06 -0.05 5.35 30.81 1.42 9 3 9 6 3 5 

Table A.2.41. Results for 10 dB Music noise for low resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
ri 0.74 1.49 3.72 -0.68 -0.48 -0.47 0 33.03 0 0 4.49 
f2 3.19 5.25 1351 -0.65 -0.19 0 5 0.38 5 5 5 0 0.38 7.48 
f3 0 2 6 2.83 8.23 -054 -0.19 0.14 0 21.88 0 0 6.16 
r4 14.72 17.79 23.93 -022 -0.02 0.15 9 5 1 17.78 0 9 5 1 9 5 3 
15 1.17 2.63 14.33 -023 0.15 0.7 0.58 52.85 0 0.58 7.48 
m l 1453 26.88 42.86 0.63 0.01 -0.17 3.87 33.55 4.36 3.87 7 2 7 
m2 5 5 9 115 30.43 1 5 7 2.62 1 5 1.24 40.09 0 124 7.36 
m3 8.87 11.01 18.04 - 0 5 -0.49 -0.19 6.73 21.97 0 6.73 4.42 
m4 14.05 16.16 2951 -0.05 02S 0.49 3.75 31.21 0.23 3.75 3.94 
m5 17.15 24.54 34.83 - 1 2 0.13 0 5 1 11.35 19.54 1.85 1155 5.72 
MA 12.04 18.08 31.13 0.19 0 5 1 0.45 5.39 2 9 2 7 1.29 5 5 9 5,74 
FA 4.02 6 1274 •052 -0.14 0.16 2.11 3 6 2 3 0 2.11 7.03 
OA 8.03 1Z04 21.94 •0.17 0.18 0 5 1 3.75 32.75 0.64 3.75 6 5 9 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V„UVE UV_VE THE TLE STD20 
ri 11.52 15.24 28.25 0 5 2 0.94 1.15 4.83 46.83 1.12 9 2 9 9 
f2 1351 1951 35.46 0 5 3 0.03 0.17 4.13 33.41 1 5 8.63 11.17 
f3 11.83 23.39 43.19 0 5 1 1.62 0.7 7.46 3 4 5 1.54 8.48 12.34 
14 36.2 38.24 51.53 0.04 -0.26 -0.26 1451 27.06 5.73 26.38 11.1 
f5 8.19 11.4 30.41 -1.09 -1.78 -1.67 3.51 35.4 2.05 5.85 10.06 
m l 50.36 51.09 54.96 0.11 0.16 0 2 6 17.92 38.54 30.27 17.92 3.71 
m2 27.95 31.06 51.55 -2.97 -227 -1.16 11.18 56.17 9.32 11.18 6 5 
m3 33.94 37 47.71 -155 -0.44 0.38 17.43 43.61 7.03 17.43 6 5 1 
m4 55.5 55.5 60.66 0 2 0.2 0.11 29.98 4 6 2 4 22.01 29.98 3.11 
m5 56.73 57.39 6 0 5 9 -0.63 -0.47 -0.07 26.52 26.64 19.53 26.52 3.73 
MA 4 4 5 46.41 55.11 -0.93 •056 •0.09 20.6 4 2 2 4 17.63 20.6 4.73 
FA 1625 2156 37.77 0.16 0.11 0.02 6.85 3 5 5 2 ^ 3 9 11.73 10.73 
OA 3 0 5 7 33.98 46.44 -058 -023 •0.04 13.73 38.88 10.01 16.17 7.73 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 82.16 88.1 92.94 3 5 4 -1.73 -0.15 0 100 2.23 75.09 1851 
f2 78.99 84.24 88.93 5 2 6 -1.05 -0.65 0 100 0 76.17 16.53 
f3 63.75 71.98 81.49 3.57 -0.65 -0.35 0 100 0.26 57.84 14.64 
f4 6 4 5 2 72.39 82 35S -0.95 -0.19 0 100 2.25 56.85 18.35 
f5 8 4 5 8 8 5 1 92.11 5.77 -0.62 -0.97 0 100 0 81.58 17.74 
m l 19.85 29.54 39.95 0 5 0 5 8 0.3 0 100 7.02 7.99 6 2 5 
m2 3655 45.96 58.39 2.03 0.15 0.7 0 100 1.86 29.19 9.04 
m3 24.46 30.58 43.43 0.42 -0.01 -0.38 0 100 3.06 12.84 7.36 
m4 9.37 12.88 2 0 5 1 0.67 0.45 0 5 1 0 100 5.85 0 2 3 3.65 
m5 21.37 28.5 38.79 -051 0 5 9 0.38 0 100 11.21 2 5 5 5 5 
MA 2254 29.49 40.23 0.72 0 5 1 0 2 6 0 100 5 5 10.63 6 5 7 
FA 7 4 5 6 80.95 87.49 4 5 7 -1 -0.47 0 100 0.95 6951 17.15 
OA 48.6 5 5 2 2 63.86 2 5 4 •054 -0.1 0 100 3.37 40.07 11.76 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 20.45 25.65 35.32 0.37 0.78 1.07 4.09 46.83 0.37 19.7 8.94 
f2 19.7 25.7 42.96 1 5 6 0.45 0.05 1.88 33.41 0.56 1651 1126 
f3 10.54 21.59 42.67 2.96 1.88 0 5 3.34 35.26 0.77 8.74 11.79 
f4 37.42 38.85 50.31 0.08 -025 -0.26 1 3 5 25.52 0 31.9 1051 
f5 2 9 2 4 31.87 50.58 -052 -1.43 -1.05 2.05 36.07 0 27.49 10.77 
m l 23.49 25.18 34.38 0.44 0.47 0.45 10.9 38.37 9.44 10.9 4.04 
m2 22.98 28.57 47.83 - 3 5 6 -254 -1.14 6.83 53.08 7.45 6 5 3 7 2 
m3 20.18 23.85 38.84 -0.83 -0.02 0 2 2 8.56 40 0 5 1 10.09 6.64 
m4 22.95 23.65 36.07 0.44 0 5 4 0 2 3 14.99 42.37 4.22 14.99 3 5 8 
m5 42.08 43.54 50.53 -0.09 0 0.09 21.37 2 4 5 9 5 21.37 4 2 4 
MA 2 6 5 4 28.96 4153 -0.78 -057 •0.03 1253 39.66 6.18 1254 5.1 
FA 23.47 28.73 4 4 5 7 0 5 9 0 2 8 0 5 8 4.97 35.42 0 5 4 2057 1056 
OA 2 4 5 2855 42.95 0.11 -0.04 0.03 8.75 3 7 5 4 3 2 6 1655 7 5 3 

Table A,2.42. Results for 5 dB Music noise for low resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 2 2 3 3.72 5.95 -0.79 -0.57 - 0 5 2.23 55.66 0 2 2 3 4 5 9 
f2 0 7 5 3.56 12.95 •QJB3 -0.37 0.21 0 59.05 0 0 7.83 
f3 1 5 5.14 105 -1.02 -0.46 -0.04 1.03 59.13 0 1.03 6.38 
f4 13.91 21.27 30.06 1 3 5 0.38 0.46 9 50.26 0 9 1258 
f5 4.68 5.85 17.84 -0.29 0.03 0.77 4.09 69.63 0 4.09 7 3 6 
m l 19.85 32.2 47.7 0.3 -0.16 -0.35 5.57 47.67 2.66 5.57 7 5 5 
m2 5 5 9 11.8 33.54 2 3 1 2.55 1.55 1.24 47.58 0 5 2 124 7 3 5 
m3 7.03 9.17 18.65 •0.66 -0.63 -0.38 0.92 39.02 0 0.92 4 3 4 
m4 29.74 33.02 47.07 -0.06 0.41 0.65 6.79 60.14 5.85 6.79 4.76 
m5 14.12 20.98 34.56 -0.8 0.04 0 5 1 5.28 44.44 4.62 5.28 5.36 
MA 15.27 21.44 36.31 0 3 2 0.44 0.4 3.96 47.77 2.75 3 3 6 5.95 
FA 4.67 7.91 1552 -032 •02 0.16 3.27 58.75 0 3 3 7 7.75 
OA 9.97 14.67 25.91 0 0.12 0.28 3.61 53.26 1.38 3 5 1 6 3 5 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
11 23.79 32.71 48.7 1.23 1.4 1.39 1375 59.73 1.86 1832 12.02 
f2 2 6 0 8 35.08 51.59 1 3 6 -0.09 -0.69 11.26 45.91 2.44 1736 12.97 
r3 19.54 39.33 57.58 3.09 2.74 1.04 13.37 49.19 2.57 14.65 15.74 
f4 55.83 60.33 70.55 0.17 0.16 -0.54 19.43 4 6 3 9 9 2 38.85 14.48 
f5 2339 28.95 48.54 -0.45 -1.81 -1.64 8.77 49.33 4.68 14.91 12.71 
m l 72.88 72.88 75.79 -0.49 -0.49 -0.38 25.67 54.49 41.16 25.67 3.71 
m2 47.2 51.55 68.32 -4.95 -3.25 -1.19 23.6 66.08 12.42 2 3 5 8.43 
m3 55.35 60.24 6 7 3 9 -3.3 -1.17 0.27 22.02 59.34 14.37 22.02 7.77 
m4 77.99 77.99 81.03 -034 -024 -0.12 37.47 63.55 33.26 37.47 3.55 
m5 7839 79.42 81.53 -136 -0.9 -0.3 30.21 47.93 26.52 3031 4.62 
MA 66.46 68.42 74.91 -2.07 -131 -034 27,79 58.28 25.55 27.79 5 5 1 
FA 29.73 39.28 55.39 1.06 0.48 -0.09 1 3 3 2 50.11 4.15 20.78 1358 
OA 48.09 53.85 65.15 - 0 5 -0.37 - 0 3 2 2055 54.19 14.85 2439 9.6 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 58.36 68.4 78.07 1.73 -131 -0.93 0 100 1.86 50.93 15.95 
f2 65.1 72.42 81.24 3.49 0.75 -0.08 0 100 0.38 58.72 16.29 
f3 4422 52.19 63.75 0 5 -0.83 -021 0 100 1.29 3738 1251 
f4 6033 70.35 8 1 5 1.99 -0.76 -0.14 0 100 3.89 4601 20.63 
f5 70.76 79.82 88.01 3.89 -0.16 -033 0 100 1.46 64.33 19.03 
m l 26.63 36.08 49.15 0 5 9 0.53 0.36 0 100 17.19 4.12 7.14 
m2 24.84 36.65 49.69 0 5 9 0 0 9 0 3 1 0 100 8.07 113 9.79 
m3 39.45 51.07 59.94 -0.13 -031 - 0 5 0 100 11.93 13.15 9 3 9 
m4 19.44 26.93 40.52 0.68 05S 0.36 0 100 13.11 0 2 3 5.15 
m5 37.2 45.91 56.33 0.12 0 5 0 5 2 0 100 21.5 2.37 7.05 
MA 2951 39.33 51.13 0.37 0 3 0 3 1 0 100 14.36 6 3 4 7 3 
FA 59.75 68.64 78.53 2.32 -0.46 -032 0 100 1.77 51.45 1638 
OA 44.63 5 3 3 8 64.83 1 3 5 -o.oa -0.05 0 100 8.07 2839 1234 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 30.11 38.29 52.79 0.28 0 3 9 1.09 12.27 56.79 0.37 2639 11.49 
f2 3 6 5 9 45.03 59.1 3.38 0.63 0.13 9.01 42.24 0.19 2933 13.43 
f3 16.49 37.02 57.33 6.26 2 5 8 1.09 8.74 46.29 0.77 14.14 15.06 
f4 60.94 6 3 3 72.19 1.4 0.7 - 0 3 1 18.4 39.69 0 3 4836 12.92 
f5 33.63 37.13 57.31 -0.76 -2.18 -0.88 6.73 45.13 0 30.41 12.09 
m l 4 5 5 2 46.73 54.72 -0.12 0.1 0 3 8 15.25 50.17 21.55 16.71 4 3 4 
m2 30.43 37.89 56.52 -5.16 -326 -132 9.94 64.1 4.97 13.04 8.08 
m3 40.06 46.48 58.1 -2.95 -0.7 0 3 17.43 52.46 1.22 19.88 8.47 
m4 37.7 40.05 51.76 0.65 0.34 0O9 24.59 60.36 9.37 2459 4.16 
m5 65.3 66.23 70.09 -0.92 -0.45 -0.1 24.14 41.23 15.44 2457 4.67 
MA 43.8 47.48 5 8 3 3 -1.7 -0.79 -0.17 1837 53.66 1051 19.78 6.05 
FA 3554 4435 59.74 2.11 0.42 0 3 4 11.03 46.03 0.31 2931 13 
OA 39.67 45.87 58.99 0 3 1 -0.19 0.04 14.65 49.85 5.41 24.79 9 5 2 

Table A-2.43. Results for 0 dB Music noise for low resolution speech signals. 
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DHO GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
11 4.09 10.04 12.27 -0.98 -1.03 -0.93 0.74 74.66 0 0 7 4 9.14 
f2 4.13 9 3 1 18.95 0 3 8 0.14 0.46 2 3 6 63.79 0 2.06 9.86 

» 3.08 10.54 1722 - 2 2 9 -037 -0.32 0 73.24 0 0 8.59 
t4 22.49 3926 48.88 5.93 0 3 -0.1 11.04 67.27 0 11.04 17.72 
r5 3 2 2 9.36 20.18 0.02 0 3 2 0 3 2.34 68.29 0 2.34 1034 
m l 22.52 3 3 3 49.88 -0.73 -0.19 -0.44 4.36 70.27 4.84 4.36 7.16 
m2 113 19.88 41.61 3.39 2.75 0.99 0 61.01 0 0 8.05 
m3 28.44 3425 41.9 0 2 -0.84 -0.52 7.95 62.3 0 7.95 7 3 5 
m4 23.42 31.15 43.33 -0.19 0.23 0.68 6.79 74.03 8.43 6.79 5.36 
m5 26.12 37.34 49.87 -0.74 0.08 0.46 10.55 67.34 5.41 10.55 6.58 
MA 22.46 3 1 3 45.32 0 3 9 0.41 0 2 3 5.93 66.99 3.74 5 3 3 6 3 4 
FA 7.4 15.64 2 3 3 0 3 1 -031 -0.02 3 2 4 69.45 0 3 2 4 11.17 
OA 14.93 23.47 34.41 0 3 0 2 0.11 4 3 8 68.22 1.87 4 3 8 9 3 1 

CORR GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
ri 3829 59.11 72.49 1.76 0.68 1.37 19.33 71.04 4.83 23.79 17.88 
f2 51.03 63.98 72.98 2.62 0.15 -0.86 22.89 63.36 4.32 34.52 16.85 
f3 32.9 59.13 74.55 5 2 8 2.96 1.16 19.02 6 4 3 1 5 3 1 20.57 183 
\4 70.14 77.71 85.48 3 3 7 131 0.53 24.34 63.66 9 2 48.67 20.66 
f5 44.44 55.85 70.76 1.71 -1.42 -1 19.3 64.93 4.09 29.82 17.57 
m l 89.83 90.56 9 2 3 1 -1.98 -0.52 -0.59 27.36 67.11 49.39 27.36 7.04 
m2 63.35 70.81 85.71 -9.07 -5.43 -2.18 29.19 71.37 15.53 29.19 9 3 
m3 6831 76.15 82.87 -6.16 -1.83 0 2 6 22.32 70.49 20.49 22.32 9 3 9 
m4 96.49 96.49 96.72 -1.07 -1.07 -0.64 37.47 7 2 2 1 47.54 37.47 2.87 
m5 93.14 9 3 3 94.59 -3.54 -1.79 -0.54 28.1 63.59 33.38 28.1 6.57 
MA 8232 8536 90.38 -436 -2.13 •0.74 28.89 68.95 3 3 2 7 2839 7.14 
FA 4736 63.15 75.25 3.05 0 3 6 0 2 4 20.98 65.4 5.67 31.47 1835 
OA 64.84 74.36 82.82 -0.66 -0.64 -025 24.93 67.18 19.47 30.18 12.74 

YIN GER20 GER10 GER05 FER20 FER10 FER05 V_UVE UV_VE THE TLE STD20 
f l 4931 57.99 66.91 1.06 -02 0 2 7 0 100 6.32 3 4 2 13.37 
f2 4739 58.54 70.54 3.71 1.74 0.12 0 100 1.69 38.84 16.68 
f3 3728 51.93 70.44 1 3 -0.45 -0.53 0 100 4.88 22.37 15.42 
r4 58.49 71.17 84.46 5.76 3 3 1 0 3 0 100 6.34 3722 21.49 
r5 5731 67.25 78.65 2 2 3 -037 -0.12 0 100 4.97 4327 17.55 
m l 5035 60.53 72.64 -0.02 0.73 0.45 0 100 33.17 3.87 8.09 
m2 3831 54.66 65.84 1.99 -028 -0.78 0 100 14.91 7.45 11.89 
m3 54.13 70.95 80.12 -1.38 0.41 0.16 0 100 18.35 11.93 1 3 3 
m4 46.14 59.25 7 1 3 0.06 0.65 0.35 0 100 33.02 0.7 7.45 
m5 5726 6431 76.65 0.59 1.08 0.36 0 100 3 3 3 1 2 3 1 8 3 7 
MA 4938 62.06 73.43 0 2 5 0 3 2 0.11 0 100 2 6 3 9 5 2 9 9 3 6 
FA 50 61.37 74.2 2.85 0.77 0.05 0 100 4.84 35.18 1 6 3 
OA 4939 61.72 73.82 1 3 5 0.64 0.08 0 100 15.72 2024 1338 

PRAAT GER20 GER10 GER05 FER20 FER10 FER05 V UVE UV_VE THE TLE STD20 
f l 4039 61.34 75.84 7.32 2.48 1.04 16.73 69.68 0.37 3333 16.73 
f2 60.98 73.36 82.18 9.53 2.02 0 3 4 21.01 59.7 0.19 47.65 1628 
f3 28.79 53.98 74.55 8.73 3.49 0.84 13.88 61.48 0.51 24.68 17.14 
f4 7639 80.57 86.71 8.53 4.92 1.54 23.52 61.08 0 2 6033 15.84 
f5 5439 61.7 76.61 0.94 -2.13 -1.1 1931 62.58 0 4737 16.11 
m l 81.11 82.57 85.47 -1.49 -033 0 2 7 22.03 62.29 42.86 2639 6 3 1 
m2 54.66 63.98 81.37 3 .66 -539 -224 27.33 70.26 2.48 31.68 8 3 7 
m3 55.96 66.67 77.37 -639 -2.14 -0.09 19.27 68.2 3.67 21.41 9.82 
m4 7233 75.41 81.97 1.18 0 2 3 0 33.49 7 1 3 25.76 33.72 5 2 9 
m5 87.47 88.26 89.84 -232 -1.01 -024 26.78 6 0 3 1 17.55 2823 6.44 
MA 7041 75.38 8 3 2 -3.6 -1.77 •0.46 25.78 6 6 3 1 18.46 2829 7.47 
FA 5239 66.19 79.18 7.01 2.16 0 3 7 1833 62.91 0.26 AZ77 16.42 
OA 61.4 70.78 81.19 1.71 0.19 0.06 22.3 64.71 9 3 6 3533 1134 

Table A.2.44. Results for -5 dB Music noise for low resolution speech signals. 
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Appendix 3 

T H E C O M P L E T E RESULTS FOR M U L T I P L E P I T C H 
TRACK E X P E R I M E N T S 

This appendix presents the complete results for the multiple pitch track estimation experiments. 

For better readability, the various systems are referred to by brief names, which were also used 

throughout the main text. For reference to these, please see chapter 2 and chapter 5. 

The various error measures and their names, as used in the tables were described in detail in 

chapter 5. 

The various error measures and their names, as used in the tables were described in detail in 

chapter 5. These are abbreviated in the tables as follows. 

G E E 2 0 is Gross Error Rate within 20% or the reference pitch estimate. 

G E E l O is Gross Error Rate within 10% or the reference pitch estimate. 

G E E 0 5 is Gross Error Rate within 5% or the reference pitch estimate. 

F E E 2 0 is Fine Error Rate within 20% or the reference pitch estimate. 

F E E 2 0 is Fine Error Rate within 10% or the reference pitch estimate. 

F E E 2 0 is Fine Error Rate within 5% or the reference pitch estimate. 

V _ U V E is percentage voiced to unvoiced error measure. 

U V _ V E is the percentage unvoiced to voiced error measure. 

T H E is the percentage of "too-high" errors. 

T L E is the percentage of "too-loV errors. 

STD20 is the standard deviation of F E E 2 0 errors. 

The Foreground track average performance is represented by the name F A V G . 

The Background track average performance is represented by the name B A V G . 

For double pitch tracking systems (PMPT and DHO), the prefix F _ before the utterance type 

means the foreground track performance, while the prefix B _ means background track 

performance. 

200 



DHO GEE20 GEElO GEE05 FEE20 FEE10 FEE05 V„UVE UV_VE THE T L E STD20 
F vO 12.5 23.75 45 -0.77 -032 -0.57 11.88 0 0 11.88 7.15 
B_vO 21.19 25.19 28.34 -0.23 -033 -0.88 20.19 0 0 19.19 5.75 
F _ v l 11.18 22.37 41.45 -0.61 -0.48 -0.71 11.18 0 0 11.18 6.82 
B_v1 1337 1737 21.27 1.52 1.52 1.52 12.27 0 0 11.27 3.87 
F v2 4 3 8 123 46.34 -0.97 0.14 -033 0 6.25 0 0 7 3 1 
B v2 36.54 40.54 44.54 3 .43 -3.43 -3.43 35.54 0 0 34.54 2 3 1 
F_v3 4.5 931 31.53 -0.39 0 3 3 -0.83 0.9 0 0 0.9 6.62 
B_v3 6.33 10.33 14.33 -2.79 -2.79 -2.79 5.33 0 0 4.33 2.35 
F v4 5 3 4 12.34 28.57 -0.39 0.67 0.3 1.9S 0 0.65 1.95 5.72 
B_v4 15.49 19.45 20.2 1.97 1.97 1.71 14.45 0 0 13.45 8 3 7 
F_v5 2.5 6.88 15.63 -0.92 -0.75 -0.77 0 0 0 0 5.18 
B v5 0 4 8 0 0 C -1 0 0 -2 0 
F_v6 0 0.6 21.69 -0.84 -0.69 -0.37 0 100 0 0 5 3 1 
B_v6 0 4 8 0 0 0 -1 0 0 -2 0 
F_v7 0 3.03 18.18 -1.29 -097 -0.54 0 0 0 0 4.49 
B_v7 0 4 8 0 0 0 -1 0 0 -2 0 
F_v8 0.79 1.59 19.05 -0.75 -0.6 -0.66 0.79 0 0 0.79 4.69 
B_v8 0 4 8 0 0 0 -1 0 0 -2 0 
F_v9 l . t 1.7 16.48 -0.55 -0.55 -0.44 0 3 7 0 0 0.57 3.85 
B v9 2.26 6.26 9.5 11.2 113 9.97 1.26 0 0 0.26 1.77 
FAVG 4.39 9.44 28.39 -0.75 -0.32 -031 2.73 10.63 0.06 2.73 5.7 
BAVG 9 3 133 17.02 O.BZ 0.82 0 3 1 8.5 0 0 7 3 2.42 

PMPT GEE20 GEElO GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
F_vO 8.13 11.88 27.5 -0.56 -0.32 -0.41 3.13 100 5 3.13 4.66 
B vO 71.19 7637 81.36 -0.99 1.41 1.57 55.93 23.53 0 59.32 18.57 
F_v1 0 137 15.13 -0.05 0.02 -0.11 0 0 0 0 4.41 
B _ v l 73.45 79.65 83.19 -2.08 5.19 3.7 55.75 23.53 0 55.75 2 0 3 9 
F v2 0 3.66 24.39 -1.04 -0.43 -039 0 31.25 0 0 5.77 
B_v2 59.62 63.46 73.08 10.56 8.14 4 3 8 59.62 23.53 0 59.62 10.65 
F v3 0.9 5.41 20.72 -0.5S 0.09 -0.34 0.9 100 0 0 3 5.07 
B_v3 64.56 72.15 77.22 -0.95 5 3.57 54.43 23.53 0 59.49 19.12 
F v4 4.55 9.09 22.73 -0.61 0 0 3 2 0.65 100 3.9 0.65 4 3 1 
B v4 76.42 85.37 88.62 -9.83 0.62 0 3 3 60.98 11.76 0 63.41 20.38 
F_v5 5.63 8.75 17.5 -0.68 -0.19 -0.63 0 100 5 G 4.93 
B_v5 74.14 83.62 86.21 -8.34 2.97 1.75 58.62 23.53 0 63.79 21.19 
F v6 0 0 12.05 -0.31 -031 -0.16 0 100 0 0 3 3 2 
B v6 71.67 60.83 84.17 -7.32 3.16 3.42 63.33 0 G 63.33 21.32 
F v7 1.01 1.01 8.08 -0.68 -0.68 -03 1.01 0 G 1.01 3.03 
B_v7 60.78 62.75 66.67 8.32 6.92 4.94 60.78 5.88 0 60.78 9.54 
F_v8 0 0.79 8.73 -0.48 -037 -0.42 0 33.33 G 0 3.45 
B_v8 75.58 81.4 8837 -0.5 6.42 6 3 2 59.3 18.75 0 59.3 2 1 3 2 
F v9 2 3 7 2 3 7 5.11 -0.27 -037 -037 0 0 2.27 0 2.79 
B v9 88.72 9333 93.23 -13.45 1 3 1 3 69.92 23.53 0 70.68 18.73 
FAVG 4.48 16.19 - 0 3 2 -034 -039 0 3 7 56.46 1.62 0 3 7 4 3 
BAVG 7 1 3 1 7737 8231 -2.46 4.11 3.1 59.87 17.76 0 6135 18.13 

Table A.3.1 (continued on the next page). 
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CORR GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V UVE UV VE THE T L E STD20 
vO 6.88 6.88 14.38 -0.18 -0.18 -031 6.88 100 0 6.88 2 3 5 
\/^ 3.29 4.61 123 -1.35 -1.17 -03 3.29 0 0 3 2 9 3.13 
v2 8.54 1535 1931 -1.83 -0.58 -023 2.44 3 7 3 6.1 2.44 4.86 
v3 7 2 1 9 3 1 16.22 -1.4 -031 -0.16 1 3 100 5.41 1 3 4.43 
v4 3 2 5 3 3 7.14 -0.12 -0.02 0 3 9 1.95 84.62 13 1.95 2.91 
v5 3.13 6.88 11.88 -0.55 -034 -0.11 G 100 2 3 0 4.93 
v6 0 0 331 -03 -03 -03 0 100 0 0 2.15 
v7 0 0 13.13 -1.93 -1.93 -0.89 0 0 0 G 3.38 
v8 3.17 3.17 7.94 -1.4 -1.4 -1 0 0 3.17 0 2 3 1 
v9 1.14 2.84 4.55 -0.5 -0.4 - 0 3 G 0 1.14 0 2.52 
FAVG 3.66 5.4 11.08 •0.98 •0.71 -036 1.64 52.21 1.96 1.64 3 3 4 

YIN GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V UVE UV_VE THE T L E STD20 
1 2 5 3.75 18.13 -0.16 -0.12 - 0 3 d 100 0 0 4.48 

V l 1.32 5.26 17.11 -0.26 -0.71 -03 0 0 0 0.66 5.74 
v2 7.32 1829 32.93 -1.78 -0.91 0.17 0 100 2.44 3.66 6.42 
v3 0 6 3 1 9 3 1 -0.79 -0.42 -0.34 0 100 0 0 4.95 
V4 3 2 5 6.49 15.58 -0.01 0.45 0.49 0 100 0.65 1.95 3.98 
v5 3.13 8.75 15.63 -0.36 -02 -032 0 100 0 0 5.18 
v6 4.82 6.02 10.84 -0.05 -0.36 -0.59 0 100 0 2.41 4.15 
v7 8.08 9.09 17.17 -0.27 -031 -0.37 0 0 0 6.06 3 3 
v8 2.38 7.94 9.52 0.1 -0.19 -0.33 0 100 0.79 1.59 4.84 
v9 1.14 1.7 7.95 0.18 0.05 0 3 9 0 100 0.57 0 3.39 
FAVG 3 2 7 7 3 6 15.39 -0.34 -029 -0.17 0 80 0.45 1.63 4.7 

PRAAT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV VE THE T L E STD20 
vO 3.13 3.13 9.38 0.34 0.34 -0.03 3.13 100 0 3.13 2 2 9 
v l 0 1.97 7.89 -0.97 -07 -021 0 0 0 0 3.12 
v2 0 13.41 18.29 -2.1 -031 0.04 0 43.75 0 0 5.78 
v3 0 0 3 8.11 -0.75 -03 -0.07 0 92.86 0 0 3 2 2 
v4 0 1.95 4.55 0.O4 0.32 0 3 1 0 92.31 0 0 3.02 
v5 1.25 5.63 10 0.4 0.36 0 2 7 0 100 0 0 4.66 
v6 0 0 4.22 -0.07 -0.07 - 0 2 0 100 0 0 2 2 8 
v7 0 0 12.12 -1.14 -1.14 -023 0 0 0 0 3.66 
v8 0 0 5.56 -1.09 -1.09 -0.63 0 0 0 0 2.7 
v9 0 0.57 3.41 -0.35 -0.27 -0.1 0 0 c 0 2.13 
FAVG 0.44 2.76 8.35 -0.57 -0.34 -0.05 0.31 52.89 0 0 3 1 3 2 8 

Table A.3.1. Performance with background utterance n7 at 5 dB SNR (high resolution signal). 
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DHO GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
F vO 135 125 36.25 -031 -0.35 -058 1.25 0 0 1.25 6 3 
B_vO 2.54 6.54 10.54 -5.88 -5.88 -5.88 1.54 0 0 0.54 3.97 
F v1 125 21.71 41.45 -0.87 -0.42 -0.67 1 2 5 0 0 125 6.62 
B v1 15.04 19.04 23.04 -1.48 -1.48 -1.48 14.04 0 0 13.04 3.52 
F_v2 4.88 122 47.56 -0.92 0.18 -0.38 G 6.25 0 0 7.39 
B v2 36.54 40.54 44.54 -3.42 -3.42 -3.42 35.54 0 0 34.54 2 3 7 
F v3 4 5 9.91 31.53 •0.42 0.19 -039 O.S 0 0 0.9 6.65 
B„v3 5.06 9.06 13.06 -2.9 -23 -2.9 4.06 0 0 3.06 2.32 
F_v4 5.19 12.34 25.97 -0.62 0.55 0.38 1 3 0 0.65 1 3 5.79 
B_v4 13.82 17.82 21.01 -0.08 -0.08 0 5 1 12.82 0 0 11.82 5.86 
F_v5 1.88 6.88 15.63 -1.07 -0.73 -0.76 0 0 0 0 5 5 7 
B v5 0 4 8 0 0 0 -1 0 0 -2 0 
F v6 0 0 5 22.89 -0.83 -0.68 -0.48 0 100 0 0 5 2 1 
B v6 0 4 8 0 0 0 -1 0 0 -2 0 
F v7 0 3.03 18.18 -1.3 -0.96 -0.53 0 0 0 0 4.54 
B v7 0 4 8 0 0 G -1 0 0 -2 0 
F_v8 0.79 1.59 19.09 -0.77 -05 -0.66 0.7S 0 0 0.79 4.73 
B_v8 0 4 8 0 0 0 -1 0 0 -2 0 
F v9 1.7 1.7 15.91 -0.56 -0.56 -0.48 0.57 0 0 0.57 3.85 
B„v9 2.26 6.26 9.5 11.95 11.95 1026 1 3 6 0 0 0.26 2.4 
FAVG 3 3 7 8 3 5 27.44 -0.82 -0.34 - 0 5 1 1.73 10.63 0.06 1.73 5.71 
BAVG 7 5 3 1153 15.37 -0.18 -0.18 -038 6.53 0 0 5 5 3 2.03 

PMPT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV VE THE TLE STD20 
F„v0 0.63 7 5 23.75 -0.88 -0.33 -0.35 0.63 0 C 0.63 4.87 
B_vO 83.33 83.33 88.1 -2.46 -2.46 -0.46 83.33 11.76 0 83.33 3 3 9 
F _ v l 0 1.97 15.79 -0.15 -0.08 -0.15 0 0 0 0 4.45 
B_v1 81.4 81.4 81.4 -1.16 -1.16 -1.16 81.4 12.12 0 81.4 1.1 
F_v2 0 4.88 21.95 -0.98 -035 -0.47 G 81.25 0 0 5.71 
B_v2 61.54 65.38 73.08 -3.22 -2.54 -131 61.54 0 0 61.54 3 3 3 
F_v3 0 4 5 20.72 -0.65 0.02 -032 G 64.29 0 0 5.17 
B_v3 65.71 65.71 77.14 -359 -359 -1.63 65.71 15.38 0 65.71 3.08 
F v4 1.95 6.49 20.13 -0.54 0.05 0.34 1.95 30.77 0 1.95 4 3 1 
B_v4 8251 8251 86.96 -2.67 -2.67 -1.34 82.61 16.18 0 8251 2 5 1 
F_v5 1.25 3.75 125 -0.75 -034 -0.57 0 0 0 0 4.64 
B_v5 75 75 88.64 -4.65 -4.65 -1.34 75 16.67 0 75 3 3 6 
F_v6 0 0 10.24 -0.41 -0.41 -03 0 100 0 0 3.48 
B v6 81.4 81.4 83.72 -1.97 -1.97 -136 81.4 10.29 0 81.4 2 3 7 
F_v7 0 0 7.07 -0.33 -0.33 0.18 0 0 0 0 3 3 2 
B_v7 69.23 69.23 76.92 -254 -2.54 -0.76 69.23 0 0 6933 3.15 
F_v8 0 0.79 6.35 -0.47 -036 -031 0 100 0 0 3 5 7 
B_v8 80 80 80 -1.15 -1.15 -1.15 80 17.54 0 80 1 3 3 
F v9 1.7 1 7 4.55 -034 -034 -035 1.7 0 0 1.7 2 3 6 
B_v9 86 86 88 -1.79 -1.79 -0.93 86 14.29 0 86 2 5 2 
FAVG 0 5 5 3.16 143 -054 -032 - 0 3 1 0.43 37.63 0 0.43 4 3 3 
BAVG 76.62 77.01 82.39 -252 -Z45 -1.12 76.62 11.42 G 76.62 2 5 8 

CORR GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
vO 23.75 25.63 31.88 -0.71 -0.54 -036 7.5 100 15 7 5 3.58 
V l 14.47 21.05 30.92 -2.36 -1.17 -0.42 3.95 0 10.53 3.95 5 3 3 
v2 1839 28.05 29.27 -2.63 -0.73 -0.55 2.44 37.5 15.85 2.44 5.65 
v3 21.62 29.73 39.64 -3.74 -1.91 -0.56 2.7 100 18.92 2.7 6 5 
v4 1234 18.18 22.08 -1.12 0.15 0 5 2 4.5S 100 7.79 4 5 5 5.49 
v5 18.13 2638 31.88 -1.92 -0.58 -0.11 2.S 100 13.13 2 5 5.95 
v6 4.82 4.82 13.86 -0.51 -051 -031 0 100 3.01 0 3.09 
v7 13.13 13.13 29.29 -2.19 -2.19 -0.72 5.09 0 6.06 5.05 4.15 
v8 1537 19.05 28.57 -2.52 -2 -0.99 0.7S 0 15.08 0.79 4 2 8 
v9 1751 21.02 27.27 -1.29 -0.88 -0.37 1.7 33.33 15.91 1.7 4.08 
FAVG 16 20.75 28.46 -1.9 •1.04 -038 3.12 57.08 12.13 3.12 4 3 

Table A.3.2 (continued on the next page). 
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YIN GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
vO 6.88 13.13 29.38 -0.22 -05 -0.56 0 100 2 5 125 5.79 
V l 4 5 1 14.47 27.63 -1.65 -0.96 -0.67 0 0 0 32S 6.63 
v2 122 21.95 32.93 -1.1 -0.33 0.08 0 100 3.66 2.44 6.92 
v3 7 2 1 2252 36.94 0.08 -1.08 -0.7 0 100 0.9 0 8.34 
v4 3.9 8.44 22.08 -0.95 -024 0.46 0 100 1.95 0.65 5.19 
v5 3.13 15.63 30 -0.28 0.06 0.02 0 100 0 0 7.35 
v6 8.43 12.05 25.9 0.93 0.25 -0.47 Q 100 0 6.02 6.03 
v7 4.04 9.09 2 3 2 3 -0.74 -1.16 -0.42 0 0 0 1.01 6.48 
v8 11.9 1557 26.19 -1.58 -0.89 -054 0 100 0.7S 2.38 4 5 2 
v9 7.95 142 23.3 0.3 -0.19 0.18 0 100 2.27 0 5.32 
FAVG 7.0^ 14.74 27.76 - 0 5 2 - 0 5 -024 0 80 1.21 1.7 6 2 9 

PRAAT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV VE THE TLE STD20 
vO 6.88 11.88 25.63 0.32 -0.06 -0.07 3.75 100 3.13 3.75 5.02 
v l 0 8.55 19.74 -2.18 -1.04 -0.12 0 0 0 0 4.88 
v2 3.66 21.95 26.83 -2.66 -0.7 -021 3.66 43.75 0 3.66 6.77 
v3 0.9 19.82 30.63 - 1 5 - 1 5 -0.18 O.S 92.86 0 0 5 8.15 
v4 7.79 12.99 18.18 -0.66 0.46 0.69 1.95 100 5.84 1.95 521 
v5 125 23.75 31.25 0.38 0.46 0.16 0 100 0 0 8.57 
v6 0 2.41 12.05 0.11 -022 -0.05 0 100 0 0 3.77 
v7 0 5.05 24.24 -0.79 -1.83 -057 0 0 0 0 6 5 
v8 0 3.97 15.08 -2.28 -1.73 -0.75 0 0 0 0 4.32 
v9 0 5.68 15.34 -0.1 -0.64 -0.03 0 0 0 0 4.86 
FAVG 2.05 1 1 5 2 1 5 -0.85 -0.66 -0.11 1.0^ 53.66 0.9 1.03 5.79 

Table A.3.2. Performance widi background utterance n8 at 5 dB SNR (high resolution signal). 
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DHO GEE20 GEElO GEE05 FEE20 FEEIO FEE05 V_UVE UV_VE THE T1.E STD20 
F vO 11.88 23.13 45.63 -0.9 -0.38 -031 11.25 0 0 1135 7.11 
B vO 173 2 1 3 2 5 3 -2.11 -2.11 -2.11 1 6 3 0 0 153 4.33 
F v1 25 3431 53.95 -0.74 -039 -0.98 24.34 0 0 24.34 7 3 7 
B_v1 9.73 13.73 17.73 -0.72 -0.72 -0.72 8.73 0 0 7.73 4.35 
F v2 4.88 123 47.56 -0.93 0.17 -036 G 0 0 0 7.34 
B_v2 40.38 44.38 48.38 3 .12 -3.12 -3.12 39.38 0 0 38.38 2.42 
F v3 6.31 1031 32.43 -0.23 0 3 3 -039 1 3 0 0 1 3 6.47 
B v3 11.39 15.39 19.39 -5.16 -5.16 -5.16 10.3S 0 0 9.39 2 3 1 
F v4 5.84 12.34 27.27 -0.4 0.67 0 3 9 1.95 0 0.65 1.95 5.72 
B_v4 9.76 13.76 16.94 -1.35 -1.35 -031 8.76 0 0 7.76 5.99 
F_v5 1.88 6.88 15 -0.99 -039 -0.75 0 0 0 0 5.4 
B_v5 0 4 8 0 0 0 -1 0 0 -2 0 
F_v6 0 3 0.6 22.29 -0.68 -0.68 -0.41 0 100 0 0 4.84 
B v8 0 4 8 0 0 0 -1 0 0 -2 0 
F v7 0 3.03 21.21 -139 -0.97 -0.67 G 0 0 0 4 3 1 
B_v7 0 4 8 0 0 0 -1 0 0 -2 0 
F_v8 0.79 1.59 19.05 -0.75 -031 -0.67 0.7S 0 0 0.79 4 3 5 
B_v8 0 4 8 0 0 0 -1 0 0 -2 0 
F_v9 1.7 1.7 1531 -0.56 -0.56 -0.47 0.57 0 0 0.57 3.84 
B_v9 1 3 5 3 9.5 9.67 9.67 9.67 0.5 0 0 -03 1.08 
FAVG 5 3 9 10.65 30.03 -0.75 - 0 3 2 -034 4.07 10 0 3 6 4.07 5.72 
BAVG 9.06 13.06 16.98 -038 •038 • 0 3 8.06 0 0 7.06 2.07 

PMPT GEE20 GEElO GEE05 FEE20 FEEIO FEE05 V_UVE UV_VE THE TLE STD20 
F_vO 135 5 22.5 -0.62 -0.39 -034 1.25 100 0 135 4.57 
B vO 82.73 83.64 89.09 3.86 5.3 5.58 73.64 4 0 3 1 0 73.64 11.72 
F v1 0 1.32 15.13 -0.02 -0.02 -0.16 0 0 0 0 4.4 
B_v1 74.77 79.44 85.05 -3.12 1.78 2.37 74.77 25 0 74.77 14.39 
F_v2 G 4.88 2531 -1.01 -039 -0.47 0 5 6 3 5 0 0 5.75 
B v2 67.69 67.69 72.31 6.12 6.12 4.56 55.38 46.15 0 55.38 5 3 
F_v3 0 3 5.41 19.82 -0.69 -0.02 -0.41 0.9 100 0 0 3 5.1 
B_v3 7133 7133 78.08 2.85 2.85 4.35 71.23 9.52 0 71.23 9.9 
F_v4 1.95 6.49 20.78 -0.52 0.08 0 3 8 1.95 100 0 1.95 4.33 
B_v4 85.84 8731 92.92 2.03 6 3 1 5.72 85.84 42.86 0 85.84 15.13 
F v5 1 3 5 3.75 11.25 -0.74 -0.46 -0.62 0 100 0 0 4.44 
B_v5 79.09 83.64 88.18 -1.35 4.81 6.11 75.45 10 0 75.45 14.72 
F_v6 0 0 11.45 -0.31 -031 -0.18 G 100 0 0 3 3 4 
B_v6 90.35 93.86 97.37 -17.14 -12.32 -6.14 85.0S 15 0 85.09 7.8 
F v7 0 0 8.08 -0.57 -0.57 -0.02 C 0 0 0 3.16 
B_v7 78.46 78.46 83.08 5.38 5.38 2 3 5 7 2 3 1 58.33 0 72.31 7.56 
F v8 0 0.79 9.52 -0.34 -0.23 -0.36 0 100 0 0 3.67 
B_v8 9 7 3 97.5 100 -16.26 -1636 0 99 52.63 G 95 1.77 
F v9 1.14 1.14 4.55 -035 -035 -0.2S 1.14 0 0 1.14 2 3 4 
B v9 84.07 86.73 91.15 -4.26 -0.32 1.4 84.07 50 0 84.07 13.86 
FAVG 0.65 2 3 8 14.87 - 0 3 1 -035 -038 0 3 2 65.63 0 0 3 2 4.18 
BAVG 81.17 8 2 3 8 87.72 -2.19 0 3 3 2.65 7 7 3 5 35.04 0 7 7 3 8 1035 

CORR GEE20 GEElO GEE05 FEE20 FEEIO FEE05 V_UVE UV VE THE TLE STD20 
vO 55.63 55.63 56.88 -0.24 -034 0.06 10.63 100 45 10.63 2 3 
tfl 43.42 46.71 52.63 -2.52 -1.66 -0.82 13.82 0 2931 1332 4.53 
v2 2937 3 7 3 39.02 -2.81 -0.78 -037 4.88 37.5 24.39 4 3 8 6.02 
tf3 4 3 3 4 47.75 52.25 -2.43 -1.07 -035 2.7 100 4034 2.7 5.43 
v4 4 0 3 6 46.75 50 -2.36 -0.52 -0.08 5.84 100 34.42 5 3 4 5.93 
v5 50.63 5135 55 -0.9 -0.72 -0.69 8.75 100 39.38 8.75 3.22 
v6 30.72 3133 38.55 -0.71 -035 0.03 8.43 100 21.69 8.43 3.84 
v7 30.3 3434 47.47 -4 -331 -1.46 11.11 0 19.19 11.11 5.16 
v8 34.13 34.92 43.65 -2.41 -237 -1.05 2.38 0 31.75 2 3 8 4 
v9 38.64 43.18 49.43 -1.86 -0.75 -037 3.98 33.33 34.09 3.98 4.9 
FAVG 39.62 4297 48.49 •2.02 •1.18 -031 7.25 57.08 32 7 3 5 4 3 2 

Table A.3.3 (continued on the next page). 
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YIN GEE20 GEE10 GEE05 FEE20 FEE10 FEEOS V UVE UV_VE THE T L E STD20 
vO 20.63 2958 46.25 -0.8 -0.41 -0.41 G 100 8.75 0.63 6 5 
v l 18.42 36.84 48.03 -1.73 -1.13 -0.85 0 0 6.58 3 2 9 9.34 
v2 24.39 3659 45.12 -0.48 -0.76 -0.13 0 100 6.1 122 8.45 
v3 26.13 39.64 54.95 -3.49 -154 -1.11 0 100 1 5 0.9 8 
v4 1753 25.32 3751 -0.57 0 2 8 0 5 3 0 100 5.19 1 5 6 2 9 
v5 18.75 3625 49.38 -0.34 0.35 0 5 5 0 100 5.63 0 8.95 
v6 9.04 1928 37.95 1.47 0 5 3 -0.35 0 100 2.41 2.41 7.85 
v7 15.15 2121 35.35 - 1 5 -1.42 -0.66 0 0 151 2.02 7 2 2 
v8 29.37 39.68 52.38 -1.69 -1.13 -0.4 0 100 10.32 5 5 6 7.64 
v9 27.84 3 5 5 49.43 -0.49 -0.12 0 2 6 0 100 8.52 1.14 7.62 
FAVG 20.72 32 4559 -0.99 -053 -029 0 80 5.63 155 7.8 

PRAAT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV VE THE T L E STD20 
vO 2125 30.63 41.88 1.67 0.85 0 2 3 6.25 100 6.25 1125 6 2 5 
v l 4 5 1 25 37.5 -4.98 -1.59 -0.34 4.61 0 0 4.61 7.45 
v2 20.73 32.93 37.8 -3.39 -056 -027 3.66 25 17.07 3 5 6 6 5 
v3 9 5 1 33.33 48.65 -1.75 -1.89 -0.08 0.9 92.86 9 5 1 0.9 9.52 
v4 9.09 21.43 29.22 -1.59 0.74 0 5 0.65 100 5.84 0.65 7.08 
v5 10 36.25 4 2 5 0.63 -0.03 0 0 100 0 0 9.94 
v6 6.02 13.86 26.51 1.21 -0.04 0.35 6 100 0 0 6.34 
v7 15.15 22.22 44.44 -4.06 -259 -0.87 9.0d 0 0 9.09 6.59 
v8 2 4 5 32.54 43.65 -3.74 -2.35 -0.9 2.38 0 19.84 2.38 5.57 
v9 13.64 26.7 39.2 -1.16 -1.02 -0.16 1.7 0 6.82 1.7 7.63 
FAVG 135 27.49 39.14 -1.72 -059 -0.13 2.92 51.79 6.48 3.42 7 2 9 

Table A.33. Performance with background utterance n9 at 5 dB SNR (high resolution signal). 
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DHO GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE rn-E STD20 
F vO 125 123 37.5 -0.83 -0.37 -0.52 1.25 0 0 125 6.84 
B vO 1429 1829 2229 0 3 5 0.05 0.05 13.2S 0 0 1229 0.62 
F v l 19.08 27.63 48.03 -0.69 -026 -03 18.42 0 0 18.42 7 
B_v1 9 3 10.98 14.98 -3.83 -0.65 -0.65 5.98 0 0 4.98 5.52 
F v2 4.88 122 47.56 -0.96 0.15 -0.38 G 0 0 0 7.38 
B_v2 7 3 9 11.69 15.69 -0.7 - 0 7 -0.7 6.6S 0 0 5.6S 0.35 
F_v3 4 3 9 3 1 29.73 -0.41 0 2 1 -0.64 0 3 0 0 0.9 6 3 1 
B_v3 17.14 21.14 22.29 -1.61 -1.61 -0.73 16.14 0 0 15.14 2.46 
F v4 5.19 12.34 27.27 -0.72 0.44 0 2 2 1 3 0 0.65 1 3 5.73 
B_v4 2826 23.57 27.57 -3.21 -1.67 -1.67 18.57 0 0 17.57 6.74 
F v5 1.88 6.88 15.63 -1.06 -0.74 -0.76 0 50 0 0 5.46 
B_v5 2 2 7 6 2 7 10.27 -0.74 -0.74 -0.74 1.27 0 0 0 2 7 0 
F v6 0 3 0.6 21.69 -0.69 -0.69 -037 0 100 0 0 4 3 5 
B_v6 20.93 24.93 28.93 -0.32 -032 -0.32 19.93 0 0 18.93 0.65 
F v7 0 2.02 19.19 -1.29 -1.07 -0.48 0 0 0 0 4 3 
B_v7 46.15 50.15 54.15 -0.5 -03 - 0 3 45.15 0 0 44.19 0.99 
F_v8 0.79 1.59 19.05 -0.74 -039 -0.65 0.79 0 0 0.79 4.7 
B v8 0 4 8 0 0 0 -1 0 0 -2 0 
F_v9 1.7 1.7 15.34 -0.55 -0.55 -038 0.57 0 0 0 3 7 3 3 5 
B_v9 4 8 12 -031 -031 -031 3 0 4 2 0.08 
FAVG 3.99 8.74 28.1 -0.79 -035 -03 2.32 15 0.06 ^ 3 2 5 3 9 
BAVG 15 173 21.62 -1.15 -0.68 •039 1 2 3 0 0.4 113 1.74 

PMPT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE T L E STD20 

F_vO 6 2 5 10 23.75 -0.53 -028 -0.39 1.25 100 5 1.25 4.64 
B_vO 3729 37.29 38.14 -1 -1 -123 37.2S 0 0 3729 4.22. 
F_vl 0 0.66 15.13 -036 0 3 1 -0.18 0 0 0 0 4 2 7 
B _ v l 28.32 28.32 30.97 -0.91 -031 -0.83 28.32 0 0 28.32 5 3 6 
F v2 0 4.88 21.95 -1.03 -0.33 -039 0 100 0 0 5 3 2 
B v2 59.62 59.62 6731 4 2 4 2 0 3 59.62 0 0 59.62 8.65 
F_v3 0 3 5.41 19.82 -0.61 0.08 -0.43 0.9 100 0 0.9 5.08 
B_v3 3924 39.24 4031 -0.29 -0.29 -0.72 39.24 0 0 39.24 5.83 
F v4 3 3 8.44 22.08 -0.6 0 3 1 0.14 0.65 100 3.25 0.65 4 3 
B_v4 36.59 36.59 37.4 -1.75 -1.75 -1.62 34.96 0 0 36.59 3.17 
F v5 5.63 8.75 15.63 -0.68 -02 -0.66 0 100 5 0 4 3 9 
B_v5 38.79 3879 39.66 -1.92 -1.92 -1.78 33.62 0 0 38.79 4 2 5 
F v6 0 0 11.45 -0.38 -0.38 -026 0 100 0 0 3.52 
B_v6 29.17 29.17 3G -0.52 -0.52 -0.68 29.17 0 0 29.17 5 3 1 
F_v7 1.01 1.01 9.0S -0.63 -0.63 -0.1 1.01 0 0 1.01 2.96 
B_v7 3 1 3 7 31.37 33.33 0.07 0.07 -0.39 31.37 0 0 31.37 5.57 
F v8 0 0.79 7.94 -0.41 -03 -0.25 0 100 0 0 3.52 
B v8 3 8 3 7 38.37 40.7 0.13 0.13 -0.47 38.37 0 0 38.37 5.65 
F v9 3.41 3.41 6.25 -027 - 0 2 7 -028 0 0 3.41 0 2.76 
B v9 69.17 69.17 69.17 -0.7 -0.7 -0.7 68.42 0 0 69.17 2.59 
FAVG 2.11 4 3 3 1531 - 0 3 2 -023 -03 0.38 70 1.67 0 3 8 4.15 
BAVG 40.79 40.79 42.7Z - 0 2 7 - 0 2 7 -0.76 40.04 0 0 40.79 5 

CORR GEE20 GEEIO GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
vO 2 3 3.75 6.88 -0.73 -03 -0.37 2.5 25 0 2 3 1.93 
v l 0.66 0.66 8.55 - 0 3 -03 -0.44 0.66 0 0 0.66 2.48 
v2 3.66 3.66 3.66 -O.OS -0.05 -0.05 3.66 43.75 0 3.66 1.44 

v3 1 3 1 3 1 3 -039 -0.39 -039 1 3 85.71 0 1 3 0.69 
v4 0 0 0.65 -026 -0.26 -022 0 46.15 0 0 1.19 
v5 125 3.75 6.25 -0.31 -0.47 -031 1.25 0 0 1 2 5 2 3 1 
v6 0 0 3 131 -023 •03 -0.4 0 100 0 0 1.74 
v7 0 0 3.03 -0.07 -0.07 -024 0 0 0 0 2 3 8 
v8 0 0.79 1.59 -0.32 -0.19 -023 0 100 0 0 1.91 
v9 0 0 0 -0.09 -0.09 -039 0 0 0 0 0.92 
FAVG 0 3 9 1 3 3.42 -033 -032 -03 0.99 40.06 0 0.99 1.7 

Table A.3.4 (continued on the next page). 
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YIN GEE20 GEE10 GEE05 FEE20 FEE10 FEEOS V UVE UV_VE THE TLE STD20 
vO 1.25 4 5 8 17.5 -0.52 -0.14 -0.11 G 100 0 0 3.95 
v l 3.95 7.89 19.08 0 2 -0.43 -0.43 G 0 0 2.63 5.71 
v2 2.44 2.44 7.32 -0.12 -0.12 -0.15 G 100 0 2.44 3 5 8 
v3 0 0 3 5 0.04 0.04 0 2 G 100 0 0 2.91 
V4 1.95 3 5 10.39 -0.28 0.04 0.33 C 100 0 0.65 3 5 1 
v5 1 5 8 4.38 11.25 -0.22 0.03 - 0 5 C 100 0 0 4 2 5 
v6 6.02 7 2 3 12.05 -0.05 -028 -057 G 100 0 4 2 2 3.65 
v7 1.01 1.01 3.03 0.58 0.58 0 5 6 G 0 0 0 2.73 
v8 5.56 7.14 12.7 0.34 0 2 5 -0.13 G 100 0 3.17 4 5 1 
v9 2.2y 2.84 6.25 0.21 0.33 0.15 G 100 0 0.57 2.94 
FAVG Z 6 3 4.12 10.32 0.OZ 0.03 -0.03 0 80 0 157 3.72 

PRAAT GEE20 GEE10 GEE05 FEE20 FEE10 FEEOS V_UVE UV_VE THE T L E STD20 
vO 0.63 2 5 5.63 -0.41 -021 -0.06 0.63 25 0 0.63 2 5 1 
v l 0 0.66 5.92 -0.42 -0.5 -0.34 G 0 0 0 2.4 
v2 0 2.44 2.44 0 2 1 0.48 0.48 G 56.25 0 0 2.16 
v3 0 0 0 0.O3 0.03 0.03 G 92.86 0 0 0.73 
v4 0 0 0 -0.03 -0.03 -0.03 G 53.85 0 0 0.93 
v5 0 3.13 6 2 5 0.47 0.08 -0.13 0 0 0 0 2.88 
v6 0 0 5 1.81 0.04 -0.03 -0.13 0 100 0 0 1.61 
v7 0 0 3.03 0 2 4 0.24 0.07 0 0 0 0 1.97 
v8 0 0 1.59 0.14 0.14 0.01 Q 100 0 0 1.29 
v9 0 0 0 0.12 0.12 0.12 0 0 0 0 0.74 
FAVG 0 5 6 0.93 2.67 0.04 0.03 0 0.06 4 2 8 0 0 5 6 1.67 

Table A.3.4. Performance with background utterance n7 at 0 dB SNR (high resolution signal). 
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DHO GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV VE THE TLE STD20 
F vO 1.88 12.5 37.5 -0.82 -0.44 -0.67 1.88 0 0 1.88 6.86 
B_vO 0 4 8 0 0 0 -1 0 0 -2 0 
F_v1 15.13 24.34 45.39 -0.83 -055 -0.76 15.13 0 0 15.13 6.88 
B_v1 0 4 8 0 0 0 -1 0 0 -2 0 
F_v2 4.88 ^22 45.12 -0.95 0.16 -0.31 0 6.25 0 0 7.35 
B_v2 0 4 8 0 0 0 -1 0 0 -2 0 
F_v3 4.5 9.91 32.43 -0.4 0.22 -0.95 0.9 0 0 0.9 6.61 
B_v3 2.86 6.86 10.86 -1.9 -1.9 -1.9 1.86 0 0 0.86 0 
F v4 5.19 11.69 26.62 -0.46 0.6 0.34 1.95 0 0 1.95 5.71 
B v4 0 4 8 0 0 0 -1 0 0 -2 0 
F v5 1.88 6.88 15 -1.01 -0.68 -0.74 0 0 0 0 5.49 

B_v5 15.91 19.91 23.91 -0.05 -0.05 -0.05 14.91 0 0 13.91 0.49 

F_v6 0 0.6 21.69 -0.84 -0.69 -0.36 0 0 0 0 5 2 
B_v6 0 4 8 0 0 0 -1 0 0 - a 0 
F v7 0 3.03 19.19 -1.31 -0.97 -0.48 C 0 0 0 4.53 
B v7 23.08 27.08 31.08 0.05 0.05 0.05 22.08 0 0 21.08 0.46 
F v8 0.79 1.59 i9.osi -0.76 -0.6 -0.66 0.79 0 0 0.79 4.68 
B_v8 11.43 15.43 16.57 1.23 ^23 -1.04 10.43 0 2.86 9.43 4 

F_v9 1.7 1.7 15.91 -0.56 -0.56 -0.47 0.57 0 0 0 5 7 3.84 

B_v9 4 8 12 -1.05 -1.05 -1.05 3 0 0 2 0.01 
FAVG 3.6 8.44 27.79 -0.79 -0.35 -051 Z 1 2 0.63 0 2.12 5.71 

BAVG 5.73 9.73 13.44 -0.17 -0.17 -0.4 4.73 0 0.29 3.73 0 5 

PMPT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 

F_vO 0.63 4.38 22.5 -0.64 -0.42 -0.39 0.63 0 0 0.63 4.55 
B_vO 47.62 47.62 57.14 -1.79 -1.79 -0.76 47.62 0 0 4752 2.42 
F v1 0 1.32 14.47 -0.13 0.02 -0.11 G 0 0 0 4.41 
B_v1 4651 4651 55.81 -1.9 -1.9 -1.14 4 6 5 1 0 0 4651 2.26 
F_v2 0 4.88 29.27 -1.11 -0.38 -0.3 C 31.25 0 G 5 5 
B_v2 65.38 65.38 65.38 -0.29 -0.29 -0.29 65.38 0 0 65.38 0.45 
F_v3 0.9 5.41 19.82 -0.59 0.1 -0.26 O.S 100 0 0.9 5.11 
B_v3 60 60 62.86 -0.85 -0.85 -0.45 60 1.92 0 60 1.96 
F v4 1.3 5.84 19.48 -0.48 0.12 0.36 1.3 23.08 0 1.3 4.31 
B_v4 56.52 56.52 60.87 -1.21 -121 -0.64 56.52 2.94 0 56.52 2.03 
F_v5 1.25 3.75 11.25 -0.68 -0.18 -05 0 0 0 0 4 5 3 
B v5 59.09 61.36 72.73 -2.73 -2.32 -0.18 59.09 6.06 0 59.0S 3.73 
F_v6 0 0 11.45 -0.42 -0.42 -0.31 G 100 0 0 3.53 
B_v6 65.12 6 5 1 2 69.77 -0.96 -0.96 -0.26 65.12 0 0 65.12 1.91 
F v7 0 0 7.07 -0.67 -0.67 -0.19 0 0 0 0 3 0 5 
B v7 50 50 50 -0.02 -0.02 -0.02 50 0 0 50 1 
F_v8 0 0.79 7.94 -0.42 - 0 5 -0.27 0 0 0 0 3 5 1 
B v8 60 60 60 -0.4 -0.4 -0.4 60 0 0 60 0 5 6 
F v9 1.7 1.7 4.55 -0.28 -0.28 -0.29 1.7 0 0 1.7 2 5 3 
B v9 58 58 58 -0.71 -0.71 -0.71 58 0 0 58 1.4 
FAVG 0 5 8 2 5 1 14.78 • 0 5 4 -0.24 - 0 ^ 4 0.45 25.43 0 0.45 4.17 
BAVG 56.8^ 57Xi5 61.26 -1.09 -1.04 -0.4Q 56.82 1.09 0 5 6 5 2 1 5 

CORR GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 

vO 3.13 5 8.75 -0.85 -0.65 -0.47 3.13 25 0 3.13 2.28 
Vl 7.24 9.21 15.13 -0.23 -0.56 -0.34 5.26 0 0 5 2 6 3.11 
v2 1.22 3 5 6 4.88 -0.1 0.18 0.25 1.22 37.5 0 122 2.92 
v3 8.11 8.11 15.32 -0.09 -0.09 -021 8.11 85.71 0 8.11 3.13 
v4 3.25 4 5 5 6.49 0.03 -0.15 -009 3.25 46.15 0 3 2 5 2 2 6 
v5 3.13 8.13 10.63 0.12 - 0 5 -0.63 3.13 0 0 3.13 3.54 
v6 7 5 3 1024 12.05 0.09 -056 -0.32 5.42 100 0 5.42 2 5 5 
v7 9.09 9.09 14.14 0.28 Q2B 0.1 9.0£ 0 0 9.09 225 
v8 1.59 3.17 4.76 - 0 5 -0.49 - 0 5 9 1.59 100 0 1.59 2 5 
v9 1.14 1.14 1.7 -0.07 -0.07 -0.1 1.14 0 0 1.14 1.27 
FAVG 4 5 7 6.23 9.3^ -0.16 -0.23 -0.22 4.13 39.44 0 4.13 2.65 

Table A.3.5 (continued on the next page). 
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YIN GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
tfO 1.88 5.63 18.75 -0.27 -029 -022 0 100 0 0.63 4.64 
Vl 5.92 11.18 25.66 1.15 -0.01 -0.13 0 0 0 3.95 6.42 
v2 3.66 8 5 4 19.51 -0.13 0.15 -0.07 0 100 0 3.66 5.47 
v3 2.7 2.7 12.61 0.41 0.41 0.19 0 100 0 2.7 3.81 
v4 3 2 5 4.55 10.39 0.33 0.33 0.3 0 100 0 1.95 3 5 7 
v5 3.75 1125 18.75 0.75 02A -021 0 100 0 125 5 5 5 
tf6 9.04 13.86 20.48 0.93 -0.13 -0.31 0 100 0 3.61 5.72 
v7 3.03 7.07 12.12 1.27 0.85 0.66 G 0 0 1.01 4 5 9 
v8 7.14 9 5 2 14.29 0.15 027 0.13 0 100 0 4.76 3.66 
v9 1.14 1.7 4.55 0.39 0J5Z 0.3 0 100 0 0 3.07 
FAVG 4.15 7.6 15.71 0 5 0 2 3 0.06 0 80 0 2.35 4.65 

PRAAT GEE20 GEEIO GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 

vO 125 3.75 8.13 •0.58 -0.32 -0.08 1.25 25 0 125 2.45 
Vl 4.61 6.58 13.16 -0.09 -0.4 -0.13 0 0 0 0 3.06 
v2 0 3.66 6.1 0.3 0.74 0.73 0 62.5 0 0 3.19 
v3 1.8 1 5 9.01 0.5 0 5 -0.03 1 5 92.86 0 1 5 2.98 
v4 0 1.95 5.84 0.35 0.06 0.05 G 53.85 0 0 2.91 
v5 0 5.63 9.38 0.91 0 2 1 -0.18 G 0 0 0 3 5 
v6 3 5 1 7.83 10.24 0.65 0.09 -0.12 G 100 0 0 3.22 
v7 0 0 11.11 0.94 0.94 0.47 G 0 0 0 3.39 
t/8 0 2.38 3.17 0.26 0 -0.08 0 100 c 0 2.33 
v9 0 0 1.14 0.18 0.18 0.12 0 0 0 0 1.33 
FAVG 1.13 3.36 7.73 0.34 0 ^ 0.08 0.31 43.42 0 0.31 2.87 

Table A.3.5. Performance with background utterance n8 at 0 dB SNR (high resolution signal). 
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DHO GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE T L E STD20 
F_vO 1.88 13.13 38.13 -0.82 -0.35 -0.74 1.88 0 0 1.88 6.84 
B vO 2.38 6.38 10.38 -1.1 -1.1 -1.1 1.38 0 0 0.38 0 
F v l 17.11 25 46.05 -0.59 -0.23 -0.74 17.11 0 0 17.11 6.92 
B v1 0 4 8 0 0 0 -1 0 0 -2 0 
F_v2 4.88 ^22 46.34 -0.96 0.15 -0.24 0 12.5 0 0 7.35 
B_v2 15.38 7.85 11.85 -9.94 -1.55 -1.55 2.85 0 0 135 4 3 4 
F v3 4.5 9.91 33.33 -0.41 0.2 -0.95 O.S 0 0 0.9 6.62 
B_v3 20 24 28 -0.4 -0.4 -0.4 IS 0 0 18 0.78 
F v4 5.19 12.34 27.27 -0.65 0.53 0.25 1.3 0 0 1 3 5.84 
B_v4 6.52 4 8 -4.41 0 0 -1 0 0 -2 12.32 
F_v5 1.88 6.88 15 -1 -0.68 -0.75 0 0 0 0 5.42 
B v5 13.64 6.27 10.27 -11.4 -0.91 -0.91 1.27 0 0 0.27 4.78 
F v6 0.6 0.6 22.89 -0.69 -0.69 -0.49 0 100 0 0 4.85 
B_v6 0 4 8 0 0 0 -1 0 0 -2 0 
F_v7 0 3.03 18.18 -1.29 -0.95 -0.37 0 0 0 0 4.54 
B_v7 0 4 8 0 0 0 -1 0 0 -2 0 
F_v8 0.79 1.59 19.05 -0.79 -0.6 -0.66 0.79 0 0 0.7S 4.7 
B v8 20 24 28 0.02 0.02 0.02 IS 0 0 18 1.05 
F_v9 1.7 1.7 16.48 -0.56 -0.56 -0.43 0.57 0 0 0.57 3.86 
B_v9 10 14 18 -0.39 -0.39 -0.39 9 0 0 8 1.17 
FAVG 3 3 5 8.64 28.27 -0.77 •032 -031 2.25 11.25 0 2.25 5.69 
BAVG 8.79 9.85 13.85 -2.76 -0.43 -0.43 4.85 0 0 3 3 5 2.49 

PMPT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE T L E STD20 
F_vO 14.38 18.13 34.38 -0.57 -0.3 -0.34 0.63 100 13.75 0.63 4.88 
B_vO 51.82 53.64 56.36 0.44 1.34 1.06 51.82 0 0 51.82 7.82 
F v l 1.97 2.63 15.13 -0.28 -0.21 -0.01 0 0 0 3 6 0 4.2 
B_v1 41.12 41.12 43.93 1.38 1.38 1.15 32.71 0 0 41.12 6.28 
F_v2 0 6.1 26.83 -1.3 -0.42 -0.37 0 43.75 0 0 5.93 
B v2 10.77 13.85 20 1.92 2.91 1.98 10.77 0 0 10.77 8.16 
F_v3 0 4.5 19.82 -0.78 -0.08 -0.51 0 35.71 0 0 5.14 
B v3 38.36 38.36 45.21 1.06 1.06 1.46 38.36 0 0 38.36 7.14 
F v4 5.84 11.69 24.03 -0.61 0.2 0.32 1.95 100 3.9 1.95 4.53 
B v4 61.95 61.95 65.49 3.94 3.94 2.65 61.95 0 0 61.95 6.9 
F v5 1.25 3.75 11.88 -0.71 -0.45 -0.66 0 100 0 0 4.35 
B„v5 42.73 42.73 45.45 2.29 2.29 1.61 38.18 0 0 42.73 5.59 
F_v6 0 0 12.05 -0.33 -0.33 -0.17 0 100 0 0 3.58 
B_v6 42.11 42.11 47.37 2 8 7 2.87 2.09 42.11 0 0 42.11 6.7 
F_v7 0 0 8.08 -0.71 -0.71 -0.2 0 0 0 0 3.04 
B v7 47.69 4 7 3 9 50.77 2.21 2.21 1.39 47.69 0 0 47.69 7 
F v8 0 0.79 7.94 -0.33 -0.22 - 0 3 0 100 0 0 3.65 
B_v8 57.5 57.5 61.25 2.62 2.62 2.21 57.5 0 0 57.5 8.25 
F v9 0 0 3.41 -0.34 -0.34 -0.38 0 0 0 0 2 3 1 
B_v9 74.34 74.34 78.76 3.77 3.77 3.62 74.34 0 0 74.34 6.97 
FAVG 2.34 4.76 16.4 -0.6 -0.29 -0.26 0.26 58 1.83 0.26 4.21 
BAVG 4 6 3 47.3 51.5 2.25 2.44 1.92 4 5 3 0 0 46.8 7.08 

CORR GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V UVE UV_VE THE TLE STD20 
vO 14.38 20.63 28.13 0.33 -0.42 -0.45 13.75 25 0 14.38 5.15 
v l 15.13 17.76 24.34 0.01 -035 -039 9.87 0 0 9.87 4.06 
tf2 13.41 17.07 243S -0.6S -02 0.1 3.66 37.5 1.22 3.66 4 3 3 
v3 2 4 3 2 24.32 27.93 0.08 0.08 -02 16.22 8 5 7 1 G 1932 2.77 
v4 12.99 22.73 26.62 1 3 0 2 1 -0.08 9.74 46.15 0 9 7 4 5.73 
v5 1625 2625 28.75 1.59 -025 -03 11.25 0 0.63 15.63 5 3 6 
v6 24.1 2831 30.12 0 3 9 -0.15 -02 13.86 100 0 18.67 3 3 2 
v7 14.14 14.14 19.19 0 3 0 3 0.13 7.07 0 d 7.07 2 3 2 
v8 23.02 2 4 3 26.19 -0.12 -033 -039 11.11 100 1.53 15.08 3 2 7 
v9 13.07 1731 20.45 1.26 0.13 -0.1 7.39 0 0.57 9.09 5.06 
FAVG 17.08 2134 2531 0 3 1 -0.12 -022 10.39 39.44 0.4 123 4.19 

Table A.3.6 (continued on the next page). 
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YIN GEE20 GEE10 GEE05 FEE20 FEEID FEE05 V_UVE UV_VE THE T1.E STD20 
vO 3.75 12.5 31.88 0.73 029 -0.14 G 100 0 1.88 6.03 
Vl 9 ^ 1 15.13 30.26 1.05 -035 -0.05 0 0 0 3.95 6.94 
v2 7.32 21.95 35.37 0.81 -0.01 0.03 0 100 0 3.66 7.68 
v3 5.41 1622 27.03 1.96 0.33 0.3S c 100 0 0.9 6.98 
v4 4.55 15.58 2727 2.6 1.07 0.45 G 100 0 1.95 6.51 
v5 7.5 21.25 31.88 1.8 0.22 -0.36 C 100 0 3.13 7.29 
v6 17.47 25.3 31.93 1.28 -034 -0.29 0 100 0 9.64 6.23 
v7 11.11 15.15 24.24 1.28 0.94 0.7 C 0 0 4.04 5.05 
v8 15.87 21.43 29.37 1.3 0.07 0.06 C 100 0 7.14 5.78 
v9 6 ^ 13.07 22.73 1.64 0.6 -0.17 0 100 0 1.14 5.84 
FAVG 8 ^ 17.76 29.19 1.44 0J28 0.06 0 80 0 3.74 6.43 

PRAAT GEE20 GEEIO GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE T L B STD20 

vO 7.5 16.88 26.25 0.95 0.1 -0.09 3.13 25 0 6.25 5.82 
v l 9.21 13.82 22.37 0.27 -0.63 -0.17 1.97 0 0 3.29 4.59 
v2 10.98 14.63 20.73 -0.29 0.19 0.63 C 56.25 0 0 4.12 
tf3 18.02 22.52 25.23 1.35 0.46 0.14 3.6 92.86 0 9.91 4.46 
v4 5.84 19.48 25.32 2.89 0.56 0.28 G 53.85 0 0.65 6.83 
tf5 10.63 25.63 29.38 3.15 0.48 0.06 5 0 0 9.38 6.54 
v6 19.88 24.1 26.51 0.86 0.18 0.08 8.43 100 0 13.86 3.36 
v7 12.12 13.13 18.18 1.06 0.91 0.54 3.03 0 0 3.03 2.62 
t/8 18.25 24.6 24.6 1.14 -0.06 -0.06 4.76 100 0 11.9 4.49 
tf9 9.09 15.34 20.45 1.84 0.36 0.06 0 0 0 3.41 5.79 
FAVG 12.15 19.01 23.9 1.32 0.26 0.15 199 42.8 ) Ei.l7 4.86 

Table A,3,6. Performance with background utterance n9 at 0 dB SNR (high resolution signal). 
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DHO GEE20 GEEIO GEE05 FEE20 FEE10 FEE05 V_UVE UV„VE THE T L E STD20 

F_vO 2 5 13.75 38.75 -0.84 -057 -0.64 2.5 0 0 2 5 6 5 5 
B_vO 3.64 7.64 8 18.72 18.72 0 2.64 0 0 1.64 3.07 
F_v1 25 3457 53.29 -0.52 -029 -0.72 24.34 0 0 24.34 7.4 

B_v1 28.04 32.04 3 2 5 -1.35 -1.35 0.7 27.04 0 0 26.04 6 5 4 

F_v2 4 5 8 122 43.9 -0.88 0 2 3 -0.31 0 6.25 0 G 7.39 
B_v2 7.69 11.69 14.15 -7.34 -7.34 -4.33 6.6S 0 0 559 6.87 

F v3 4 5 9.91 31.53 -0.5 0.12 -0.94 0.9 0 0 0.9 6.59 
B_v3 0 4 8 0 0 0 -1 0 0 -2 0 
F v4 5.84 12.34 26.62 -0.56 0 5 0.34 1.95 0 0.65 1.95 5.66 
B v4 1651 2051 20.39 8.18 8.18 4.47 15.81 0 0 1451 7.09 

F_v5 1.88 6 5 8 15.63 -1.05 -0.74 -0.76 0 50 0 0 5.44 

B_v5 0.91 4.91 8 22.46 22.46 0 -0.09 0 G -1.09 0 

F_v6 0.6 0 5 21.69 -0.69 -059 -0.37 0 0 0 0 4.84 

B_v6 0.88 4.88 8.88 5.25 5.25 5 2 5 -0.12 0 0 -1.12 0 

F_v7 0 3.03 2 0 2 -1.26 -0.94 -0.7 0 0 0 0 4 5 1 
B_v7 0 4 8 0 0 0 -1 0 0 -2 0 

F_v8 0.79 1.59 19.05 -0.76 -051 -0.67 0.79 0 0 0.79 4.68 

B_v8 3.75 7.75 105 -10.49 -10.49 -8.97 2.75 0 0 1.75 2.43 
F v9 1.7 1.^ 15.91 -0.54 -0.54 -0.45 0.57 0 0 0.57 3.83 

B_v9 0 4 8 0 0 0 -1 0 0 -2 0 
FAVG 4.77 959 28.66 -0.76 -053 -052 3.11 5.63 0.06 3.11 5.72 
BAVG 6.17 10.17 12.62 3 5 4 3 5 4 -029 5.17 0 0 4.17 2.63 

PMPT GEE20 GEE10 GEE05 FEE2a FEE10 FEE05 V_UVE UV VE THE T L E STD20 

F_vO 7 5 11.88 26.88 -056 -0.42 -0.45 3.13 100 4.38 3.13 4.66 

B_vO 70.34 76.27 78.81 0.94 4.68 3.99 5359 23.53 0 53.39 18.19 
F_v1 1.97 3 2 9 17.11 -027 -0.11 -028 G 0 1.97 0 4 2 3 

B v l 72.57 77.88 82.3 -0.1 5.41 3.79 5 2 2 1 23.53 0 60.18 18.56 
F v2 0 3.66 29.27 -1.03 -0.47 -0.42 G 31.25 0 0 5 5 2 

B_v2 55.77 5759 63.46 8.17 6.94 4.68 55.77 23.53 0 55.77 9.35 

F_v3 0.9 5.41 19.82 -0.59 0.09 -0.4 O.S 100 0 0.9 5.11 

B_v3 54.43 64.56 68.35 -2.74 4 5 3.94 48.1 23.53 0 53.16 19.79 
F_v4 7.14 11.69 25.32 -0.76 -0.13 0.08 0 100 7.14 0 4.34 
B_v4 76.42 86.18 88.62 -10.32 1.91 0 2 3 53.66 23.53 0 59.35 21 
F_v5 11.25 11.88 175 -0.09 -0.19 -0.68 1.25 100 10 125 3.42 
B_v5 76.72 84.48 87.07 -7.43 126 -0.38 53.45 23.53 0 64.66 195 
F_v6 0 0 13.25 -0.39 -0.39 -0.33 G 100 0 0 3.48 
B_v6 69.17 79.17 81.67 -621 4.09 3 5 4 49.17 23.53 0 49.17 2 0 5 4 

F v7 0 0 7.07 -0.8 -05 -056 0 0 0 0 2.93 

B_v7 50.98 52.94 56.86 8.06 6.94 5.4 50.98 23.53 0 50.98 8.88 

F_v8 8.73 8.73 16.67 -0.46 -0.46 -051 0 0 8.73 0 3 2 2 

B v8 74.42 8023 83.72 -2.35 2.4 0.97 41.86 18.75 0 51.16 18.04 

F v9 4 5 5 455 8.52 -022 -022 -024 0 0 4.55 0 2.83 

B v9 78.2 8 7 2 2 89.47 -10.93 1.97 0 2 5 50.38 23.53 0 54.14 2 1 5 
FAVG 4 2 6.11 18.14 -052 • 0 5 1 -056 0 5 3 53.13 3.68 0 5 3 4 

BAVG 6 7 5 74.66 78.03 -2J29 4.02 2.62 50.9 23.05 0 5 5 2 1755 

CORR GEE20 GEEIO GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 

vO 5.63 6.88 14.38 -1.01 -0.86 -0.33 5 100 0.63 5 2.77 
v l 0.66 0.66 1.32 -0.12 -0.12 -0.15 0.66 0 0 0.66 1.7 

v2 4 5 8 7 5 2 10.98 -0.85 -0.58 -053 3.66 43.75 122 3.66 2.72 

v3 6 5 1 721 1051 -0.98 -0.78 -05 2.7 100 3.6 2.7 2.75 
v4 3 2 5 3 2 5 3 2 5 -0.35 -0.35 -055 3.25 100 0 3 2 5 125 

v5 0.63 6 2 5 11.88 -2.12 -1.17 -0.79 G 100 G 0 4 5 1 
v6 3 0 1 3.01 3 5 1 -O.OS -0.05 -0.08 G 100 0 0 127 

v7 0 0 2.02 -0.06 -0.06 0.1 G 0 0 0 1.99 

v8 2.38 7.14 14.29 -023 0 5 7 -009 0 100 G 0 4 2 5 

v9 2 2 7 3.41 7.95 -0.53 -057 -0.15 2.27 0 G 227 2.75 

FAVG 2 5 4 5 1 8.05 •0.63 -0.4 -0.3 1.75 64.38 0.54 1.75 2.6 

Table A.3.7 (continued on the next page). 
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YIN GEE20 GEEIO GEE05 FEE20 FEE10 FEE05 V UVE UV_VE THE T L E STD20 

vO 1.25 3.13 20 -0.64 -056 -032 G 100 0 0 4.05 
v l 1.97 3.29 11.84 0.28 0.04 -024 0 0 0 1.32 A2 
v2 9.76 12.2 28.05 -0.41 -0.48 -0.4S G 100 1.22 3.66 4.8 
v3 4.5 7 2 1 17.12 -0.5 -0.62 -0.44 C 100 1.8 0 4.18 
v4 0.65 4.55 9.09 0.04 0.15 0.12 G 100 0 0 4 

v5 1.88 9.38 14.38 -1.94 -0.8 -0.4 G 100 0 0 4.86 
v6 10.84 11.45 16.27 -0.27 -0.16 -0.36 G 100 0 6.63 2.94 

v7 0 2.02 3.03 0.24 0.56 0.64 0 0 0 0 3.34 

v8 0.79 7.94 17.46 0.01 0.88 022 0 100 0 0 5.72 

v9 1.14 3.41 10.23 0.03 -0.04 -0.05 0 66.67 0 0 3.77 

FAVG 3.28 6.45 14.75 - 0 3 2 •0.1 •0.15 G 76.67 0.^ 1.16 4.19 

PRAAT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V„UVE UV_VE THE TLE STD20 

vO 0 2J5 8.13 -0.76 -0.48 -0.12 0 100 0 0 2.83 
v l 0 0 1.97 0.32 0 3 2 0 2 3 G 0 0 0 1.41 

v2 0 6.1 9.76 -0.65 -03 -025 G 50 0 0 3.7 

v3 4.5 4.5 7.21 -0.41 -0.41 -0.32 0.9 100 3.6 0.9 1.93 
V4 0 0 0 -0.08 -0.08 -0.08 0 100 0 0 125 

v5 0.63 6.88 9.38 -1.7 -0.61 -0.43 0 100 0 0 4.68 

v6 3.01 3.01 3.61 0.23 0 2 3 0.19 G 100 0 0 1.06 

v7 0 0 1.01 0.55 0.55 0.63 G 0 0 0 1.71 

v8 0.79 6.35 14.29 0.17 0.64 0.16 G 100 0 0 4.51 
v9 0 i . y 6.82 -0.07 -0.01 -0.03 0 0 0 0 2.78 
FAVG 0.89 3.1 6.22 - 0 2 4 -0.01 0 0.09 65 0 3 6 0.09 2.59 

Table A.3.7. Performance widi background utterance n7 at -5 dB SNR (high resolution signal). 
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DHO GEE20 GEE10 GEEG5 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
F vO 13.13 23.75 45.63 -0.77 -0.36 -0.44 11.88 0 0 11.88 7.04 
B vO 23.64 27.64 27.09 6 6 3 2 2 22.64 0 0 21.64 6.45 
F v l 17.11 26.97 46.71 -034 -0.35 -0.88 17.11 0 0 17.11 7.06 
B v l 20.56 23.63 25.76 -3.42 -2.56 -1.35 18.63 0 0 17.63 6.9 
F_v2 4.88 122 47.56 -0.91 0.19 -0.34 G 6.25 0 0 7.37 
B_v2 7.69 11.69 14.15 -6.42 -6.42 -4.06 6.69 0 0 5.69 5.68 
F_v3 4.5 9.91 31.53 -0.38 0.23 -0.85 O.S 0 0 0.9 6.64 
B_v3 0 4 8 0 0 0 -1 0 0 -2 0 
F v4 5.19 11.69 29.22 -0.43 0.62 0.25 1.95 0 0 1.95 5.72 
B_v4 15.04 19.04 18.62 8.81 8.81 4.78 14.04 0 0 13.04 7 2 7 
F_v5 1.88 6.88 1625 -1.05 -0.72 -0.73 0 0 0 0 5 3 2 
B v5 1.82 5.82 8 22.76 22.76 0 0.82 0 0 -0.18 0.68 
F v6 0 0.6 21.69 -0.77 -0.69 -0.37 0 100 0 0 4.95 
B v6 0 4 8 0 0 0 -1 0 0 -a 0 
F v7 0 3.03 2 0 2 -127 -0.95 -0.72 0 0 0 0 4 3 3 
B v7 0 4 8 0 0 0 -1 0 0 -2 0 
F_v8 0.79 1.59 19.05 -0.75 -0.6 -0.65 0.79 0 0 0.79 4.68 
B_v8 3.75 7.75 9.25 -1025 -1025 -7.66 2.75 0 0 1.75 2.05 
F_v9 1.7 1.7 14.77 -034 -0.54 -0.45 0.57 0 0 0.57 3.83 
B_v9 0 4 8 0 0 0 -1 0 0 -2 0 
FAVG 4.92 9 3 3 29.26 -0.74 -0.32 -032 3 3 2 10.63 0 3 3 2 5.74 
BAVG 7 2 5 11.16 13.49 1.75 1.83 -031 6.16 C 0 5.16 2.9 

PMPT GEE20 GEEIO GEE05 FEE20 FEEIO FEE05 V„UVE UV_VE THE TLE STD20 
F_vO 5 14.38 30 -0.91 -0.37 -02 G 0 0 3.75 5.14 
B_vO 7331 73.81 85.71 -3.12 -3.12 -037 7 3 3 1 14.71 0 7331 3 3 
F_v1 0 1.32 15.13 -0.1 S -0.02 -029 G 0 0 0 4 3 6 
B v l 67.44 69.77 79.07 -338 -3.1 -13 67.44 12.12 0 67.44 3 2 5 
F v2 0 4.88 23.17 -1.06 -0.36 -035 G 81.25 0 0 5.65 
B_v2 50 50 69.23 3 .45 -3.45 -1.36 5G 0 0 50 2.83 
F_v3 0 4 3 21.62 -0.81 -0.15 -0.62 0 71.43 0 0 5 2 6 
B_v3 48.57 51.43 65.71 3 .04 -2.67 -122 48.57 15.38 0 48.57 3.06 
F v4 1.95 7.14 19.48 -0.45 0 2 6 0.43 1.95 53.85 0 1.95 4.51 
B_v4 6522 6 5 2 2 78.26 3 .91 -3.91 -2.16 65.22 17.65 0 6522 2 3 1 
F_v5 8.13 123 173 -0.67 -0.54 -0.58 C 0 0 4.38 5.01 
B_v5 70.45 70.45 79.55 -3.64 -3.64 -1.92 63.64 18.18 0 63.64 2.96 
F_v6 6.63 12.05 24.1 0.44 -028 -0.12 G 100 0 6.63 4.68 
B v6 93.02 95.35 95.35 -7.65 -2.92 -2.92 90.7 13.24 0 9 0 7 6.7 
F v7 0 0 8.08 -0.32 -0.32 0.3 G 0 0 0 3.43 
B_v7 53.85 5739 65.38 3 .09 -235 -1.36 53.8S 0 0 53.85 3 2 3 
F_v8 0 2.38 8.73 -0.13 -031 -02S G 100 0 0 4.4 
B v8 57.14 57.14 71.43 3 .62 -3.62 -1.74 57.14 21.05 0 57.14 3.01 
F v9 1.7 1.7 6.25 -0.2 - 0 2 -0.32 1.7 0 0 1.7 3.03 
B v9 68 76 86 1 3 1 -33 -124 68 17.14 0 68 9.64 
FAVG 2 3 4 6.08 17.41 -0.43 -023 • 0 2 2 0 3 7 40.65 0 134 4 3 7 
BAVG 64.75 6639 7 7 3 7 •336 -328 -136 63.84 12.95 0 6 3 3 4 4.08 

CORR GEE20 GEEIO GEE05 FEE20 FEEIO FEE05 V_UVE UV„VE THE TLE STD20 
vO 2 2 3 30 38.75 -1.73 -0.42 -0.43 5.63 100 15.63 5.63 4.94 
v l 7.89 1332 24.34 1 2 8 -023 0.13 3.29 0 3.95 3 2 9 6 3 5 
v2 122 2 9 2 7 41.46 2.09 -0.43 -038 1.22 50 7.32 122 9 2 
v3 11.71 2 1 3 2 27.93 -1 -1.13 -0.92 2.7 100 5.41 2.7 6 3 
v4 20.78 22.73 26.62 -035 -0.14 -033 14.94 100 4.55 14.94 3.64 
v5 7.S 15 2 7 3 •237 -126 -037 2.5 100 5 2 3 4.97 
v6 1325 1536 22.29 0.36 0 3 3 0 3 8 3 3 1 100 2.41 3 3 1 4 3 5 
v7 4.04 11.11 2 0 2 1 3 0 3 2 0 2 8 4.04 0 0 4.04 5 3 4 
v8 11.9 15.08 25.4 -026 0 3 5 0.02 3.97 100 7.14 3.97 4.95 
v9 9.66 14.77 25 -1.64 -0.77 -0.11 4.55 0 4.55 4.55 4 3 1 
FAVG l i 1 4 1831 27.95 -0.22 -027 - 0 2 7 4.64 65 5 3 9 4.64 5 3 1 

Table A.3.8 (continued on the next page). 
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YIN GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
tfO 8.75 21.88 43.75 -2.16 -1.35 -0.64 0 100 2 5 0 6 5 5 
v l 5.26 6 5 8 26.97 0.42 0.22 0.2 0 0 0 4 5 1 4.74 
v2 9.76 21.95 46.34 1.35 -0.1 -051 0 100 0 4.88 8 5 5 
v3 9.91 23.42 36.04 -0.32 -1.27 -1.04 0 100 3 5 0.9 7.72 
v4 5.84 18.18 30.52 -0.45 0.48 0 5 0 100 1.3 0 6.15 
v5 3.13 175 30 -3.13 -0.92 -0.54 0 100 0 0 6.47 
v6 1024 14.46 24.7 -0.05 0.42 -022 0 100 0 3 0 1 5 5 2 
v7 2.02 11.11 23.23 1.59 0 7 1.18 0 0 0 0 6.47 
v8 2.38 11.11 26.19 1.71 0.64 0.14 0 100 0 0 6.05 
v9 2.27 11.36 25 -1.47 -0.41 -0.16 0 100 0 0 5 7 6.14 
FAVG 5.9^ 15.76 31.27 •0.25 -0.16 -0.11 0 80 0.74 1.4 6.44 

PRAAT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV VE THE TLE STD20 
vO 8.13 23.13 36.25 -2.55 -0.43 -0.08 1.88 100 3.13 1.88 6.13 
v l 0 7 5 9 19.08 1.84 0.11 0 2 0 0 0 0 6.74 
v2 0 24.39 39.02 1.62 -0.35 -0.4S 0 50 0 0 9.57 
v3 72^ 18.92 27.03 •0.83 -0.49 -05 0.9 100 3.6 0.9 7 2 
v4 8.44 18.18 24.03 -0.34 0.32 -0.07 5.19 100 0 5.19 5.65 
v5 3.75 14.38 26.88 - 2 5 3 -0.73 -0.42 1.88 100 0 1.88 6.18 
v6 7 2 3 10.84 18.07 1.13 0.86 0 2 5 0 100 0 0 4.84 
v7 0 9.09 19.19 1.5 1.27 0.65 0 0 0 0 6 2 7 
v8 4.76 9.52 2351 0.32 0.97 0 2 6 3.17 100 0 3.17 5.39 
v9 3.41 105 22.73 -1.44 -0.39 OOl 2.27 0 0 2 2 7 5.37 
FAVG 4.29 14.71 2 5 5 1 -0.13 0.11 -0.02 1.53 65 0.67 153 6.33 

Table A.3.8. Performance with background utterance n8 at -5 dB SNR (high resolution signal). 
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DHO GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE T L E STD20 
F vO 1125 22.5 43.75 -0.85 -0.33 -036 10.63 0 0 10.63 7.13 
B vO 23.64 27.64 27.09 6.13 6.13 3.41 22.64 0 0 21.64 6.38 
F v l 13.16 2171 44.74 -0.62 -0.19 -0.87 13.16 0 0 13.16 6 3 1 
B v l 27.1 30.17 31.36 -2.28 -133 0 25.17 0 0 24.17 7.12 
F_v2 4.88 122 47.56 -0.96 0.14 -0.36 G 0 0 0 7.35 
B_v2 739 11.69 14.15 -7.18 -7.18 -4.43 63S 0 0 5.69 6.45 
F v3 4.5 9.91 34.23 -0.5 0.11 -1.13 0.S 0 0 0 3 6.58 
B v3 0 4 8 0 0 0 -1 0 0 -2 0 
F v4 5.19 12.34 28.57 -0.41 0.73 0.23 1.95 0 0 1.95 5 7 
B v4 15.04 19.04 18.62 8 7 8.7 4 3 6 14.04 0 0 13.04 7.38 
F_v5 1.88 6.88 15 -1.01 -0.68 -0.74 G 0 0 0 5.52 
B v5 1.82 5.82 8 2 2 2 2 2 2 2 2 0 0.82 0 0 -0.18 0.17 
F_v6 0.6 0 3 22.89 -0.6S -0.69 -0.48 G 100 0 0 4 3 5 
B v6 0 4 e 0 0 0 -1 0 0 -2 0 
F_v7 0 3.03 19.19 -1.29 -0.97 -0.63 G 0 0 0 4.54 
B_v7 0 4 8 0 0 0 -1 0 0 -2 0 
F v8 0.79 1.59 19.09 -0.74 -03 -0.6d 0.7S 0 0 0.79 4.66 
B_v8 3 7 5 7.75 10.5 -10.33 -10.33 -8.85 2.75 0 0 1.75 2.36 
F_v9 1.7 1.7 15.91 -0.57 -0.57 -0.48 0.57 0 0 0.57 3.85 
B_v9 0 4 8 0 0 0 -1 0 0 -2 0 
FAVG 4.4 9 2 5 29.09 -0.76 -03 - 0 3 7 2.8 10 0 2.8 5 7 
BAVG 7.9 11.81 14.17 1.73 1 3 -033 6 3 1 0 0 5 3 1 2.99 

PMPT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV VE THE TLE STD20 
F_vO 5.63 9.38 25 -0.65 -0.41 -0.52 3.75 100 1.88 3.75 4.57 
B vO 69.09 69.09 72.73 1.82 1.82 2.15 48.18 68.18 0 48.18 7.49 
F v l 0 1.32 15.79 -0.04 -0.05 -0.12 G 0 0 0 4.42 
B v l 65.42 70.09 7 5 7 -3.39 0.37 2.03 53.27 80 0 5327 13.43 
F v2 0 4.88 25.61 -0.97 -026 -0.42 0 6 2 3 0 0 5.76 
B v2 46.15 46.15 52.31 3.84 3.84 2.4 26.15 53.85 0 26.15 6 3 
F_v3 0 4 3 20.72 -0.76 -0.1 -0.45 0 100 0 0 5.06 
B v3 42.47 42.47 52.05 1.45 1.45 1 3 6 24.66 28.57 0 24.66 8 3 3 
F v4 0.65 5.19 18.18 -0.58 0 0 2 6 0.65 100 0 0.65 4 2 4 
B_v4 71.68 74.34 78.76 -1.13 2.72 2 7 61.95 71.43 0 61.95 14.74 
F v5 125 3.75 10.63 -0.71 -0.46 -0.68 G 100 0 0 4.32 
B_v5 66.36 71.82 77.27 -1.9 2.45 3.47 50.91 70 0 5031 13.13 
F_v6 0 0 9.64 -021 -021 - 02 G 100 0 0 3.45 
B_v6 67.54 73.68 79.82 -5.42 -0.4 1 3 56.14 70 0 56.14 14.35 
F v7 0 0 8.08 -0.66 -0.66 -0.12 0 0 0 0 3 2 2 
B_v7 60 60 63.08 2.8 2 3 1.75 38.46 66.67 0 38.46 7 3 1 
F v8 0 0.79 8.73 -0.38 -0.26 -0.32 0 100 0 0 3.62 
B v8 6 7 3 68.75 73.75 -0.56 1.15 1.19 55 73.68 0 55 12.77 
F v9 0 0 3.41 -0.29 -029 -032 G 0 0 0 2.78 
B v9 74.34 76.99 84.07 -1.93 0 3 1 3.07 69.91 60 0 6931 12.62 
FAVG 0 7 5 2 3 8 1 4 3 8 -033 - 0 2 7 -029 0.44 6625 0.19 0.44 4.14 
BAVG 63.06 65.34 70.95 -0.44 1.68 2 2 1 48.4$ 6 4 2 4 0 48.46 11.06 

CORR GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
vO 43.75 46.25 53.75 -1.39 -071 -0.66 8.13 100 35 8.13 4.49 
v l 27.63 3239 47.37 -0.03 -0.93 0 3 4 3.95 0 19.08 3.95 6 7 1 
v2 182S 4736 59.76 2.43 -0.63 -03 1.22 68.75 17.07 122 1 2 2 
v3 18.92 2833 45.05 -1.71 -2.07 -0.93 G 100 16.22 0 7 3 6 
v4 34.42 38.96 47.4 -0.56 -0.05 -0.62 8.44 100 25.97 8.44 5 2 9 
v5 28.75 35.63 45 -136 -0.74 -121 8.13 100 20 8.13 5 3 8 
v6 31.93 3835 4318 -037 0.19 0.12 2,41 100 21.69 2.41 5.75 
v7 17.17 202\ 39.39 0.3 0 3 0 3 7 4.04 0 12.12 4.04 5 3 9 
v8 26.98 28.57 34.92 -0.43 -0.16 -02 2.38 100 2 4 3 2 3 8 4.47 
v9 38.07 41.48 46.59 -1.42 -0.65 -032 7.95 0 28.41 7.95 4 3 4 
FAVG 2839 3539 46.44 -0.49 -032 -0.42 4.6G 66.88 22.0^ 4.66 6 2 6 

Table A.3.9 (continued on the next page). 
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YIN GEE20 GEEIO GEE05 FEE20 FEE10 FEE05 V UVE UV_VE THE TLE STD20 

vO 2125 3658 56.25 -1.59 -1.57 -1.4 0 100 6 2 5 1.88 7.69 
v l 9 2 1 17.11 46.05 0.09 0.06 0.18 0 0 0.66 5 2 6 7.45 
v2 23.17 5122 65.85 0.03 -028 -0.44 G 100 1.22 9.76 1223 
v3 14.41 29.73 49.55 -1.64 -257 -15 0 100 5.41 3 5 9.08 
v4 11.04 29.87 5 2 5 -0.35 0.87 -0.48 0 100 1.95 0.65 8.94 

v5 13.13 30.63 45.63 -2.58 -1.11 -0.94 G 100 4.38 125 8.05 
v6 18.67 32.53 47.59 0.48 126 0.17 G 100 2.41 5.42 8.12 
v7 7.07 19.19 42.42 1.34 0.72 0.55 G 0 0 1.01 7.79 

v8 19.03 27.78 44.44 -0.67 -0.27 -0.17 0 100 0 7.14 7.96 
tf9 16.48 30.11 44.89 -2.63 -0.91 0 0 66.67 0 2.84 7.91 

FAVG 15.35 3 0 5 4953 -0.75 -0.36 -0.41 0 76.67 2 2 3 3 5 8 8 5 2 

PRAAT GEE20 GEEIO GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE T L E STD20 

vO 14.38 3125 48.75 - 1 5 -058 -0.43 0.63 100 8.75 0.63 7.75 
v l 0.66 13.16 38.16 1.34 -0.63 0.38 G 0 G 0 8 2 5 

v2 0 3659 51.22 1.58 -0.36 -0.48 G 56.25 0 0 11.79 
v3 11.71 22.52 42.34 -1.83 -1.91 -059 0.9 100 5.41 0.9 7.82 
v4 12.34 31.17 46.1 0.04 0.75 -0.19 5.19 100 0.65 5.19 8.39 

v5 15 30.63 44.38 -3.13 -0.98 -0.45 9.38 100 0 9.38 7.55 

v6 10.84 24.7 39.76 0.1 1 0.48 0 100 0 2.41 8 5 1 

v7 0 14.14 36.36 1.91 121 0.77 0 0 0 0 8.05 

v8 9.52 13.49 33.33 0.13 0.92 0.58 3.17 100 3.97 3.17 6.14 

v9 15.34 26.7 40.91 -2.67 -0.66 -0.12 10.8 0 0 105 7 0 1 
FAVG 8.98 24.43 42.13 -0.41 -0.1 0 3.01 65.63 1.88 3 2 5 8.14 

Table A.3.9. Performance with background utterance n9 at -5 dB SNR (high resolution signal). 
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DHO GEE20 GEE10 GEE05 FEE20 FEE10 FEEDS V_UVE UV_VE THE T L E STD20 

F vO 8.92 20.38 4351 -0.71 -05 -05 8.28 0 0 8.28 6.63 

B_vO 0 4 8 0 0 0 -1 0 0 -2 0 

F v l 5.88 16.34 29.41 -0.65 -0.38 -051 5.88 0 0 5.88 6.53 

B v l 5.31 9 5 1 1351 -4.75 -4.75 -4.75 4.31 0 0 3 5 1 1.67 

F_v2 7.41 19.75 48.15 •1.25 0.34 - 0 5 2.47 0 0 2.47 8.17 

B v2 38.46 42.46 46.46 -2.83 -253 -2.83 37.46 0 0 36.46 1.95 

F_v3 8.18 15.45 38.18 -0.77 0 5 -1.02 5.45 0 0 5.45 7.1 

B_v3 18.75 22.75 26.75 -4.55 -4.55 -455 17.75 0 0 16.75 3 2 8 
F_v4 5.88 12.42 26.14 -0.19 0.93 0 5 2 5 1 0 0 2 5 1 5.71 
B v4 4.88 8.88 12.07 7 1 2 7.12 5.65 3.88 0 0 2 5 8 3.95 

F_v5 2.5 8.13 16.25 -0.89 -0.94 -0.82 0.63 50 0 0.63 5.7 

B_v5 0 4 8 0 0 0 -1 0 0 -2 0 

F_v6 0 5 3 0 1 25.3 -123 -051 -059 0.6 0 0 0 5 5 5 
B v6 0 4 8 0 0 0 -1 0 0 -2 0 
F v7 1.02 7.14 23.47 -1.73 -0.95 -051 1.02 0 0 1.02 5.25 
B_v7 0 4 8 0 0 0 -1 0 0 -2 0 

F v8 0 5 1 1.61 25 -0.94 -0.85 -0.65 0 5 1 40 0 0 5 1 4.97 

B v8 0 4 8 0 0 0 -1 0 0 -2 0 

F_v9 2.29 3.43 20 -0.56 -0.44 -0.56 2.29 25 0 2.29 4.35 

B_v9 4.48 8.48 11.73 10.43 10.43 9.55 3.48 0 0 2.48 2.54 

FAVG 4.35 10.77 2952 -059 -052 - 0 5 6 3 1 1 5 0 3 5.99 

BAVG 7.19 11.19 15.03 0.54 0 5 4 0 5 1 6.19 0 0 5.19 1.34 

CORR GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV VE THE TLE STD20 
vO 11.46 11.46 12.1 -029 -029 -025 2.55 80 8.92 2.55 1.31 
v l 4.58 6.54 11.76 -122 -0.95 -051 3.92 0 0.65 3.92 3.03 
v2 9.88 16.05 19.75 -1.68 -053 -0.11 1.23 25 8.64 123 4.98 

v3 12.73 14.55 18.18 -0.83 -0.41 0 0 5 1 100 8.18 0 5 1 3 5 
v4 7.84 7.84 9.15 0.07 0.07 0 2 4 3.92 78.57 3.92 3.92 1.93 
v5 9.38 1125 14.38 -0.45 -0.33 -0.07 1.88 100 6.88 1.88 3 5 

v6 2.41 2.41 3 5 1 -0.52 -0.52 -0.44 2.41 100 0 2.41 1.76 
v7 0 0 8.16 -127 -127 -05 G 0 0 0 2.87 

v8 8.87 8.87 10.48 -0.98 -0.98 -0.85 0 5 1 0 8 5 6 0 5 1 2 2 8 
v9 7.43 8 8 -024 -0.15 -0.15 1.71 0 5.71 1.71 1.77 
FAVG 7.46 8.7 1156 -0.74 -054 - 0 2 7 1.93 48.36 5.1 1.93 2.7 

Table A.3.10 (continued on the next page). 
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YIN GEE20 GEEIO GEE05 FEE20 FEEIO FEE05 V_UVE UV_VE [THE t L E STD20 

vO 5.1 5.73 20.38 0.13 0.04 0.06 G 100 2.55 127 3.96 
v l 12.42 16.34 24.18 0.46 -02 -026 G 0 0 11.76 5 3 1 
v2 2439 37.04 50.62 0.45 -031 -0.68 G 100 2.47 13.58 8.55 

v3 11.82 13.64 20.91 -0.54 -0.17 -0.51 G 100 0 7 2 7 4.37 
v4 7.84 11.76 17.65 0.23 0.1 0 2 1 G 100 1.31 5 2 3 4.77 
v5 123 16.88 26.25 -1.04 -0.36 -0.23 G 100 0 5.63 5.32 

v6 1627 19.88 2711 0.39 0.28 -0.19 0 100 0 14.46 5.32 
v7 1327 17.35 18.37 0.12 -0.44 -0.31 0 0 0 102 4.88 
v8 24.19 2 8 2 3 34.68 0.72 0 3 9 0 0 100 0 3 1 16.94 4.59 
v9 9.71 14.86 20 0.44 0.13 0.26 0 100 0 6.86 5.26 
FAVG 13.78 18.17 26.01 0.14 •0.06 -0.17 0 80 0.71 9.32 5 2 5 

PRAAT GEE20 GEE10 GEE05 FEE20 FEEIO FEE05 V_UVE UV_VE THE TLE STD20 

vO 1.91 1.91 5.1 0.1 0.1 -0.13 1.91 80 0 1.91 1.78 
v l 0 1.96 7 1 9 -0.86 -038 -0.16 0 0 0 0 2.99 
v2 7.41 1431 19.75 -1.06 -0.16 0.1 1.23 18.75 3.7 123 5.14 

v3 0 0.91 6.36 -0.5 -0.35 -0.02 G 100 0 0 2.86 
v4 2 3 1 231 3.92 0.3 0 3 0.46 1.31 78.57 1.31 131 1.84 

v5 0.63 6.25 10 0 3 0 2 4 0.23 0 100 0 0 4.94 

v6 0 0 4.22 -0.08 -0.08 -022 0 100 0 0 2.14 
v7 0 0 9.18 -0.92 -0.92 -028 0 0 0 0 3.1 
v8 0 0 3.23 -0.84 -0.84 -03 0 0 0 0 2 2 1 
v9 0 0.57 4 -026 -0.18 -005 0 0 0 0 2.12 
FAVG 1 2 6 2.S 7 2 9 -033 •025 -0.07 0.45 47.73 0 3 0.45 2.91 

Table A.3.10. Performance with background utterance n7 at 5 dB SNR (low resolution signal). 
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DHO GEE20 GEEIO GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE fTHE T L E STD20 

F vO 0.64 12.1 36.31 -0.85 -0.67 -0.74 0.64 0 0 0.64 6 5 4 

B_vO 0 4 8 0 0 0 -1 0 0 -2 0 
F_v1 5.23 15.69 28.1 -0.59 -0.36 -05 5.23 0 0 5.23 6.41 
B v l 22.12 26.12 28.35 - 3 2 -32 -2.46 21.12 0 0 20.12 4 2 1 
F v2 4.94 1451 44.44 -1.17 0.04 -0.44 G 0 0 0 7.93 
B_v2 40.38 44.38 48.38 -3.1 -3.1 -3.1 39.38 0 0 38.38 2.13 

F_v3 8.18 15.45 38.18 -0.68 0.59 -0.94 5.45 0 0 5.45 7.13 

B_v3 175 2 1 5 25.5 -45 -4.9 - 4 5 165 0 0 155 3.12 
F v4 6.54 13.73 25.49 -0.28 0.94 0.37 2 5 1 0 0 2 5 1 5 5 1 
B_v4 4.88 8.88 12.07 6.64 6.64 5.08 3.88 0 0 2.88 4.36 

F_v5 2 5 8.13 16.25 -0.95 -0.99 -0.88 0.63 0 0 0.63 5.85 
B_v5 0 4 8 0 0 0 -1 0 0 -2 0 
F_v6 0.6 3 5 1 24.1 -1.31 -0.93 -0.87 o.d 0 0 0 5 5.42 

B_v6 0 4 8 0 0 0 -1 0 0 -2 0 
F v7 1.02 7.14 24.49 -1.76 -0.97 -0.88 1.02 0 0 1.02 5.31 
B_v7 0 4 8 0 0 0 -1 0 0 -2 0 
F v8 151 4.03 23.39 -1.03 -0.76 -0.77 1.61 40 0 1.61 5 

B_v8 1.16 5.16 9.16 6.95 6.95 6.95 0.16 0 0 -0.84 0 

F_v9 1.71 3.43 20 -0.74 -0.47 -0.58 1.14 0 0 1.14 4.72 

B_v9 6.72 10.72 14.72 3.41 3.41 3.41 5.72 0 0 4.72 5.26 
FAVG 3.3 9 5 1 28.08 -0.94 •0.36 •0.62 1.89 4 0 1.89 6.01 
BAVG 9 2 8 1328 17.02 0 5 8 0 5 8 0 5 8.28 0 0 7 2 8 1.91 

CORR GEE20 GEEIO GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 

vO 31.85 31.85 33.76 - 0 2 -02 -02 3.18 80 24.84 3.18 1.66 
v l 2026 22.88 29.41 -1.56 -1.12 -0.39 2.61 0 17.65 2 5 1 3.76 
v2 19.75 28.4 30.86 -2.55 -0.83 -0.38 2.47 25 17.28 2.47 5.68 
v3 30.91 35.45 40.91 -2.21 -1 -0.23 2.73 100 27.27 2.73 5.37 
v4 18.95 2 1 5 7 24.18 -0.68 -0.08 0 5 1 4.58 100 13.73 4.58 4.24 

v5 3 2 5 33.13 3625 -0.4 -051 -0.25 0.63 100 28.75 0.63 2.67 

v6 12.65 12.65 15.06 -0.61 -051 -05 0 100 11.45 0 2.35 
v7 1122 1122 24.49 -1.97 -1.97 -051 2.04 0 9.18 2.04 4 

v8 2651 2 6 5 1 33.06 -1.47 -1.47 -0.75 2.42 0 24.19 2.42 2.96 
v9 28 29.14 30.29 -0.64 -0.41 -028 1.71 0 26.29 1.71 2.49 
FAVG 2 3 2 7 2529 29.83 -123 -052 -053 2.24 5 0 5 20.06 2 2 4 3 5 2 

Table A.3.11 (continued on die next page). 
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YIN GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
vO 1529 19.75 32.48 -0.44 0.09 -0.13 0 100 3.18 6.37 5.37 
v l 16.34 2353 32.03 -0.05 -05 -023 0 0 1.31 11.11 6.63 
v2 3056 41.98 48.15 0.32 0.42 -023 G 100 4.94 1728 7.49 
v3 21.82 29.09 40.91 -1.2S -0.92 -1.08 C 100 1.82 10.91 7.25 
v4 9 5 13.73 27.45 -051 -0.38 -OOl 0 100 1.96 3.92 5 2 2 
v5 14.38 21.25 30 -0.37 -0.08 -0.04 G 100 1.25 8.75 6 2 6 
v6 1657 20.48 30.12 0.91 0.32 OOl 0 100 0 15.06 5.55 
v7 4.08 9.18 19.39 -0.9 -0.78 -0.36 0 0 0 2.04 5.56 
v8 21.77 27.42 33.06 -0.7 -0.17 -0.02 0 100 0 5 1 12.1 5.57 
v9 1 ^ 1829 22.29 0 5 7 0.14 0.06 0 100 0 7.43 5.18 
FAVG 1652 22.47 31.59 -028 -022 - 0 2 0 80 1 5 3 9 5 6.01 

PRAAT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
vO 3 1 8 7.64 19.75 0.27 0 -0.17 0.64 80 2.55 0.64 4 5 1 
v l 0 6.54 16.99 -0.79 -0.92 -0.07 0 0 0 0 4 5 
v2 7.41 16.05 22.22 -1.86 -0.82 -0.12 1.23 18.75 3.7 123 5.52 
v3 6.36 22.73 33.64 -0.83 -1.18 0.08 0 100 0 0 8.16 
v4 7.19 11.11 15.69 -0.56 0.29 0 5 1 1.9G 100 5.23 1.96 4.79 
v5 10.63 2125 25.63 -0.41 -051 0 2 5 0 100 0 5 6.59 
v6 0 0 5 8.43 -0.05 -0.12 -0.11 0 100 0 0 3 5 1 
v7 0 0 17.35 -1.29 -129 -027 0 0 0 0 4.3 
v8 9.68 1 2 5 21.77 -2.11 -15 -0.75 0.81 0 8.87 0 5 1 4.17 
v9 6 2 9 9.14 14.86 -0.43 -05 -0.26 1.14 0 5.14 1.14 3.55 
FAVG 5.07 10.8 19.63 -0.81 -0.62 -0.08 0 5 8 49.88 2.55 1.08 4.93 

Table A.3.11. Performance with background utterance n8 at 5 dB SNR (low resolution signal). 
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DHO GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE T H E T L E STD20 
F_vO 7.01 19.11 41.4 -0.85 -0.56 -0.63 7 3 1 0 0 7.01 6.73 
B_vO 0 4 8 0 0 0 -1 0 0 -2 0 
F_v1 5.88 15.69 29.41 -0.66 -031 -0.52 5.88 0 0 5.88 6.4 
B_v1 1631 2031 22.16 -2.66 -2.66 -2.44 15.81 0 0 1431 6.52 
F v2 4.94 1431 4631 -1 0 2 -07 G 0 0 C 7.89 
B_v2 38.46 42.46 46.46 -3.04 -3.04 -3.04 37.46 0 c 36.46 2.28 

F_v3 4.55 10.91 32.73 -0.59 0.18 -0.97 0.91 0 0 0 3 1 6.77 

B v3 7 3 113 153 -2.63 -2.63 -2.63 6 3 0 0 5 3 1.97 
F v4 7 3 4 15.03 26.8 -0.43 0.85 0.41 4.58 0 0 4 3 8 5.96 
B v4 5 3 9 9.69 13.69 5.96 5.96 5.96 4.69 0 0 3.69 2 3 1 
F_v5 3.13 8.13 16.25 -031 -0.97 -0.86 0.63 50 0 0.63 5.63 

B v5 0.86 4.86 8.86 9.58 9.58 9 3 8 -0.14 0 0 -1.14 0 
F_v6 0 3 3 3 1 24.1 -1.21 -0.83 -036 0 3 0 0 0.6 5.43 

B„v6 0.83 4.83 8.83 6.39 6.39 6.39 -0.17 0 0 -1.17 0 
F v7 1.02 7.14 22.45 -1.78 -0.98 -0.85 1.02 0 0 1.02 5 2 9 
B_v7 0 4 8 0 0 0 -1 0 a -2 0 
F_v8 0 3 1 2.42 24.19 -0.94 -0.77 -0.96 0 3 1 60 0 0 3 1 4.93 
B_v8 1.16 5.16 9.16 9.92 9.92 9.92 0.16 0 0 -0.84 0 
F_v9 171 4.57 22.29 -0.88 -0.47 -0.53 1.14 0 0 1.14 4.84 

B_v9 6 7 2 10.72 14.72 3.46 3.46 3.46 5.72 0 0 4.72 5.26 
FAVG 3.75 10.14 28.65 -0.91 -0.39 -0.65 2 2 6 11 0 2 2 6 5.99 

BAVG 7 3 113 1534 2.7 2.7 2.72 6 3 0 0 5 3 135 

CORR ^ E 2 0 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 

vO 50.32 50.32 50.32 0.02 0.02 0.02 3.82 100 45.22 3.82 1.07 

tfl 39.87 41.18 44.44 -13 -1 -0.54 1.96 0 37.91 1.96 3.04 

v2 29.63 3 5 3 3827 -2.36 -0.82 -0.41 1.23 25 28.4 123 5.64 

v3 45.45 49.09 52.73 -2.08 -031 -0.1 2.73 100 42.73 2.73 5 3 1 
v4 43.14 45.1 47.06 -13 -0.73 -028 1.31 100 41.18 131 3.94 

v5 48.75 48.75 48.75 -031 -031 -031 1.25 100 45.63 125 1.36 

v6 31.93 31.93 33.73 -0.28 -028 -031 2.41 100 28.31 2.41 2 7 1 
v7 28.57 2939 4032 -2.68 -231 -0.88 2.04 0 26.53. 2.04 4.42 
v8 40.32 40.32 45.16 -1.52 -1.52 -0.79 3.23 0 37.1 3.23 3.37 

v9 4171 4229 45.14 -0.6 -0.47 - 0 2 0 0 40.57 0 2.55 
FAVG 3937 41.44 44.64 -126 -0.87 -037 2 5 2 3 3 7 3 B 2 3 3 4 

Table A.3.12 (continued on the next page). 
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YIN GEE20 GEEIO GEE05 FEE20 FEEIO FEEDS V_UVE UV_VE THE T L E STD20 
vO 26.75 33.76 52.23 -1.18 -035 -0.04 C 100 7.01 10.19 6 2 1 
v l 31.37 43.14 50.98 -0.41 -0.74 -0.52 G 0 9.15 16.99 8 3 
v2 33.33 41.98 49.38 1.56 -0.04 -0.08 G 100 1.23 19.75 7.58 
v3 38.18 45.45 60.91 -0.03 -03 -1.55 0 100 6.36 2031 8 3 1 
v4 2 6 3 33.99 49.67 -1.13 -0.71 -0.1 0 100 7.84 8 3 6.48 
v5 3G 4125 51.88 -0.43 -0.05 -037 C 100 5 20.63 8.63 
v6 33.73 42.77 5301 0.16 0.28 -0.05 G 100 12 20.48 8.74 
v7 16.33 20.41 33.67 -1.46 -1.04 -0.79 G 0 0 1122 5.18 
vd 40.32 5323 65.32 0.66 0 2 6 - 0 2 2 0 100 6.45 20.97 9.75 
v9 32 43.43 53.14 -0.03 -0.07 0.08 0 100 3.43 1836 8.38 
FAVG 30.88 3934 5Z02 -023 -035 •0.4 0 80 4.77 1635 7 3 1 

PRAAT GEE20 GEEIO GEE05 FEE20 FEEIO FEE05 V_UVE UV_VE THE T L E STD20 
vO 32.48 34.39 35.67 0.63 0.25 0 2 1 1.91 80 17.83 8 2 8 2.74 
v l 22.22 28.76 35.29 -2.49 -1.13 -0.34 1.96 0 13.73 1.96 5.4 

v2 1832 29.63 34.57 -3.06 -0.88 -03 2.47 25 16.05 2.47 6.06 
v3 18.18 41.82 50 -1.06 -0.94 0.18 2.73 100 15.45 2.73 9.63 
v4 18.95 26.14 28.1 -1.31 0.42 0 3 1 3.27 100 12.42 3.27 5.98 
v5 33.75 40.63 45 -1.13 0.03 0.17 3.13 100 19.38 9.38 5.55 
v6 15.06 1627 25.9 0.15 - 0 2 0.35 0 100 0 0 4.46 
v7 1429 17.35 36.73 -3.4 -2.92 -0.8S 2.04 0 12.24 2.04 4.82 
v8 31.49 34.68 44.35 -2.71 -2.04 -0.93 3.23 0 25 3.23 4.73 
v9 34.86 3771 44.57 -1.36 -0.74 0.12 4.57 0 30.29 4.57 4.34 
FAVG 2338 30.74 38.02 - 1 3 7 - 0 3 2 •038 2 3 3 5 0 3 16.24 3.79 5.37 

Table A.3.12. Performance with background utterance n9 at 5 dB SNR (low resolution signal). 
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DHO GEE20 GEE10 GEE05 FEE20 FEE10 FEEDS V_UVE UV_VE THE TLE STD20 
F vO 5.73 17.2 39.49 -0.85 -0.67 -0.61 5.73 0 0 5.73 6.67 
B vO 24.39 28.39 32.39 -0.14 -0.14 -0.14 23.39 0 0 22.39 0.65 
F_v1 5.23 15.69 28.1 -0.64 -0.38 -0.39 5.23 0 0 5.23 6.45 
B_v1 1459 18.29 22.29 0.14 0.14 0.14 13.29 0 0 12.2S 055 
F_v2 4.94 17.28 46.91 -1.26 0.27 -0.54 0 0 0 0 8.06 
B_v2 34.62 38.62 42.62 0.03 0.03 0.03 33.62 0 0 32.62 0.73 
F„v3 3.64 9.09 30 -0.41 0.21 -0.98 0.91 0 0 0.91 6.61 
B v3 29.41 33.41 37.41 -0.08 -0.08 -0.08 28.41 0 0 27.41 0.67 
F_v4 7.19 14.38 27.45 -0.44 0.84 0.42 3.92 0 0 3.92 5.99 
B_v4 24.44 12.89 16.89 -7.93 -0.53 -0.53 7.8S 0 0 6.89 5.63 
F_v5 3.75 8.13 16.25 -0.63 -0.96 -0.84 3.13 50 0 3.13 5.24 
B_v5 11.9 15.9 19.9 0.66 0.66 0.66 10.9 0 0 9.9 0.47 
F_v6 1.2 3.01 25.9 -1.14 -0.93 •0.88 1.2 100 0 1.2 5.3 
B v6 28.57 32.57 36.57 -0.21 ^.21 -0.21 27.57 1.45 0 26.57 0.69 
F v7 1.02 7.14 24.49 -1.84 -1.04 -0.97 1.02 0 0 1.02 5.32 
B v7 23.08 27.08 31.08 -0.2 -0.2 -0.2 22.08 0 0 21.08 0.73 
F_v8 1.61 2.42 25.81 -1.15 -1.05 -0.85 1.61 40 0 1.61 5.02 
B_v8 17.14 21.14 25.14 0.15 0.15 0.15 16.14 0 0 15.14 0.54 
F v9 1.71 4 20.57 -0.87 -0.54 -0.64 1.14 25 0 1.14 4.84 
B v9 8.33 12.33 16.33 -0.47 -0.47 -0.47 7.33 0 0 6.33 0.59 
FAVG 3.6 9.83 28.5 -0.92 -0.42 -0.83 2.39 21^ 0 2.39 5.95 
BAVG 21.62 24.06 28.06 -0.81 -0.06 -0.06 19.06 0.14 0 18.06 1.13 

CORR GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
vO 701 8.92 10.83 -0.62 -0.42 -0.27 382 0 318 3.82 1.87 
Vl 7.19 7.19 9.8 -0.4 -0.4 -0.18 7.1S 0 0 7.19 1.8 
v2 3.7 3.7 3.7 -0.02 -0.02 -0.02 3.7 18.75 0 3.7 1.46 
v3 0.91 0.91 0.91 -0.23 -0.23 -0.23 G 71.43 0.91 0 0.83 
v4 1.31 1.31 1.31 -0.29 -0.29 -0.29 1.31 42.86 0 1.31 0.83 
v5 4.38 5.63 7.5 -0.22 -0.2 -0.39 4.38 0 0 4.38 2.2 
v6 1.2 1.81 301 -0.11 -0.18 -0.28 1.2 100 0 1.2 1.73 
v7 1.02 1.02 5.1 •0.06 -0.06 -0.18 1.02 0 0 1.02 2.07 
v8 1.61 2.42 2.42 -0.11 •0J2 -0.2 1.61 80 0 1.61 1.55 
v9 0 0 0 -0.02 -0.02 -0.02 0 25 0 0 0.97 
FAVG 2.83 3.29 4.46 -0.21 •0^ -0.21 2.42 33.8 0.41 2.42 133 

Table A.3.13 (continued on the next page). 
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YIN GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV VE THE TLE STD20 
vO 4.46 7.01 20.38 -0.31 -0.02 -0.26 0 100 0 3.82 4.08 
Vl 10.46 13.73 22.22 0.36 0.09 -0.12 0 0 0 9.15 5.17 
v2 18.52 25.93 34.57 1.56 0.5 -0.49 0 100 0 1338 7.02 
v3 13.64 16.36 26.36 0.84 0.17 -0.18 c 100 0 10.91 5.41 
v4 7.19 11.11 18.95 0.19 0.12 0.17 0 100 0 5.88 5.13 
v5 6.88 10.63 18.75 -0.26 0.01 -0.35 0 100 0 5 4.98 
v6 23.4S 27.71 32.53 0.48 0.07 -0.32 G 100 0 22.29 5.94 
v7 145S 16.33 17.35 0.46 0.46 0.39 0 0 0 13.27 3.39 
v8 19.35 23.39 30.65 0.36 0.15 -0.51 0 100 0 16.94 552 
v9 9.71 13.14 16.57 1.18 0.36 0.29 0 100 0 7.43 5.07 
FAVG 12.8 1633 23.83 0.48 0.19 -0.14 0 80 0 10.83 5.17 

PRAAT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV„VE THE TLE STD20 
vO 0.64 3.18 5.73 -0.42 -0.16 -0.06 0.64 20 0 0.64 2.01 
vl 0 0.65 3.92 -0.16 -0.24 -0.19 0 0 0 0 2.17 
v2 0 0 0 0.4 0.4 0.4 0 18.75 0 0 1.24 
v3 0 0 0 -0.02 -0.02 -0.02 0 85.71 0 0 0.36 
v4 0 0 0.65 0 0 -0.05 0 42.86 0 0 0.83 
v5 0 3.13 5 0.43 0.05 -0.13 0 0 0 0 2.64 
v6 0 0.6 1.81 0.02 -0.05 -0.14 G 100 0 0 1.57 
v7 0 0 3.06 0.27 0.27 0.1 0 0 0 0 1.96 
v8 0 1.61 2.42 0.23 0.06 0 0 80 0 0 1.7 
v9 0 0 0 0.11 0.11 0.11 0 25 0 0 0.65 
FAVG 0.06 0.92 2.26 0.09 0.04 0 0.06 37.23 0 0.06 131 

Table A.3.13. Performance with background utterance n7 at 0 dB SNR (low resolution signal). 
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DHO GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V„UVE UV_VE THE TLE STD20 
F vO 0.64 12.1 35.03 -0.82 -0.65 -0.52 0.64 0 0 0.64 6.53 
B_vO 24.39 28.39 32.39 -0.05 -0.05 -0.05 23.39 0 0 22.39 0.68 
F v1 5.23 15.69 29.41 -0.73 -0.44 -0.47 5.23 0 0 5.23 6.58 
B_v1 16.67 20.67 24.67 0.06 0.06 0.06 15.67 0 0 14.67 0.42 
F v2 4.94 16.05 48.15 -1.23 0.1 -0.73 G 0 0 0 8.01 
B v2 26.92 7.85 11.85 8.81 -1.08 -1.08 2.85 0 0 1.85 4.06 
F v3 3.64 10 31.82 -0.36 0.11 -0.82 0.91 0 0 0.91 6.69 
B_v3 32.35 36.35 40.35 -0.27 -0.27 -0.27 31.35 0 0 30.35 0.7 
F v4 5.23 11.11 23.53 -0.22 0.85 0.38 1.96 0 0 1.96 5.72 
B_v4 13.33 17.33 21.33 0.21 0.21 021 12.33 0 0 1133 0.3 
F v5 3.13 8.13 16.25 -0.83 -0.98 -0.87 0.63 50 0 0.63 5.67 
B v5 23.81 27.81 31.81 -0.04 -0.04 -0.04 22.81 0 0 21.81 059 
F v6 ^2 3.61 25.9 -1.12 -0.85 -0.71 12 100 0 12 526 
B_v6 26.19 30.19 34.19 -0.16 -0.16 -0.16 25.1S 0 0 24.19 0.6 
F_v7 i.oa 7.14 23.47 -1.83 -1.05 -0.88 1.02 0 0 i.oa 525 
B_v7 23.08 27.08 31.08 0.02 0.02 0.02 22.08 0 0 21.OS 0.77 
F_v8 1.61 323 25.81 -1.09 -0.91 -0.9 1.61 40 0 1.61 5.01 
B_v8 28.57 32.57 36.57 •0.25 -025 -0.25 27.57 1.72 0 26.57 0.57 
F v9 1.71 4.57 21.14 -0.81 -0.42 -0.56 1.14 0 0 1.14 4.77 
B_v9 14.58 18.58 22.58 0.14 0.14 0.14 13.58 0 0 12.58 0.41 
FAVG 2 ^ 9.16 28.05 •0.9 -0.42 -0.61 1.43 19 0 1.43 5.95 
BAVG 22.99 24.68 28.68 0.85 -0.14 •0.14 19.68 0.17 0 18.68 0.91 

CORR GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV VE THE TLE STD20 
vO 9.55 12.1 14.01 -0.71 -0.43 -0.28 6.37 20 3.18 6.37 2.12 
Vl 10.46 12.42 18.3 0.2 -0.15 -0.16 5.88 0 0 5.88 3.14 
v2 2.47 4.94 4.94 0 028 028 2.47 18.75 0 2.47 2.65 
v3 8.18 8.18 11.82 -0.18 -0.18 -025 7.27 85.71 0.91 727 2.31 
v4 6.54 7.19 7.84 -0.16 -0.26 -022 6.54 50 0 6.54 1.67 
v5 6.25 8.75 12.5 0.11 -0.03 -0.46 5.63 0 0 6.25 3.17 
v6 9.04 12.05 13.86 0.44 0 -0.07 4.22 100 0 6.63 2.99 
v7 1122 11.22 17.35 0.29 029 0 11.22 0 0 11.22 2.4 
v8 4.84 4.84 5.65 -0.35 -0.35 -029 0.81 80 2.42 0.81 1.61 
v9 2.29 229 2.86 -0.06 -0.06 -0.11 1.14 25 1.14 1.14 127 
FAVG 7.08 8.4 10.91 •0.04 -0.09 -0.15 5.15 37.95 0.77 5.46 2.33 

Table A.3.14 (continued on the next page). 
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YIN GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V UVE UV_VE THE TLE STD20 
tfO 1.27 5.73 19.11 -0.04 0.06 -022 G 100 0 0.64 5.2 
vl 15.69 18.3 28.1 0.82 0.09 0.02 G 0 0 11.76 5.41 
yj2 1852 27.16 38.27 0.9 0.45 -0.18 G 100 0 14.81 7.4 
v3 11^2 1455 24.55 0.89 0.55 0.09 0 100 0 8.18 5.3 
v4 7.84 10.46 17.65 -0.13 0.13 0.1 0 100 0 3.92 4.3 
v5 5.63 1125 21.25 0.35 0.14 •0.15 0 100 0 3.13 5.74 
v6 24.7 30.72 37.95 0.64 -0.13 -0.45 0 100 0 19.88 6.65 
v7 ^A2B 16.33 22.45 0.6S 0.68 0.63 b 0 0 1327 3.97 
v8 15.32 20.16 2853 0.92 -0.02 -0.48 0 100 0 12.9 524 
v9 6.86 837 13.14 1.01 0.59 0.43 0 100 0 4.57 4.41 
FAVG 12.19 1632 25.07 0.6 0.25 •0.02 0 80 0 9.31 5.36 

PRAAT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
vO 0.64 3.18 5.73 -0.47 -021 -0.12 0.64 20 0 0.64 2.16 
Vl 5.88 9.15 15.69 0.45 -0.09 -0.04 0 0 0 0.65 3.45 
v2 0 3.7 4.94 0.15 0.59 0.66 0 18.75 0 0 2.91 
v3 0 0 6.36 0.57 0.57 -0.01 0 92.86 0 0 2.78 
v4 327 52a 7.84 026 -0.05 0.06 3.27 42.86 0 327 2.6 
v5 3.75 10 12.5 0.95 0.15 -0.03 0 0 0 3.13 3.59 
v6 9.04 1325 15.06 0.83 022 0.06 0 100 0 4.82 3.1 
v7 9.18 9.18 13.27 0.68 0.68 0.41 9.18 0 0 9.18 2.04 
v8 323 4.84 6.45 0.14 -0.04 -0.08 0 80 0 0 2.11 
v9 0 0 1.14 021 021 0.14 0 25 0 0 12 
FAVG 35 5.85 8.9 0.38 02 0.11 1.31 37.95 0 2.17 259 

Table A.3.14. Performance with background utterance n8 at 0 dB SNR (low resolution signal). 
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OHO GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
F vO 13.38 26.11 46.5 -0.94 -0.47 -0.3 12.74 0 0 12.74 7.09 
B_vO 24.39 28.39 32.39 -022 -022 -0.22 23.3S 0 0 22.39 0.7 
F v l 6.54 16.34 29.41 -0.72 -0.35 -0.47 6.54 0 0 654 6.42 
B_vl 23.81 27.81 31.81 0.03 0.03 0.03 22.81 0 0 2151 0.61 
F v2 4.94 14.81 44.44 -1.02 0.17 -0.68 0 0 0 0 7.87 
B_v2 30.77 34.77 38.77 -0.45 -0.45 -0.45 29.77 0 0 28.77 1.04 
F_v3 3.64 8.18 29.09 -0.43 0.34 -0.83 0.91 0 0 0.91 65 
B_v3 11.76 15.76 19.76 0.14 0.14 0.14 10.76 0 0 9.76 0.6 
F v4 85 14.38 27.45 -0.22 0.87 0.54 4.58 0 0 458 5.79 
B_v4 28.89 32.89 36.89 -0.26 -0.26 -0.26 27.8S 0 0 26.89 0.86 
F_v5 4.38 8.13 16.88 -0.45 -0.92 •0.86 3.13 50 0 3.13 4.94 
B_v5 19.05 23.05 27.0^ 0.11 0.11 o.n 18.05 0 0 17.05 0.7 
F_v6 12 3.61 23.49 -1.13 -0.86 -0.83 i.a 100 0 12 528 
B v6 21.43 25.43 29.43 -0.16 -0.16 -0.16 20.43 0 0 19.43 0.65 
F v7 1.02 7.14 23.47 -1.75 -0.97 -0.93 1.02 0 0 1.02 529 
B_v7 42.31 46.31 50.31 -0.15 -0.15 -0.15 41.31 0 0 40.31 0.65 
F v8 1.61 323 25 -1.05 -0.87 -0.83 1.61 20 0 1.61 4.96 
B_v8 31.43 35.43 39.43 -0.3 -0.3 -0.3 30.43 0 0 29.43 0.65 
F_v9 2.86 3.43 21.71 -0.76 -0.69 -0.66 2.86 0 0 2.86 45 
B_v9 25 29 33 -0.47 -0.47 -0.47 24 0 0 23 0.73 
FAVG 4.81 1054 28.74 -0.85 -0.37 -058 3.46 17 0 3.46 5.86 
BAVG 25.88 29.88 33.88 -0.17 -0.17 -0.17 24.88 0 0 23.8^ 0.72 

CORR GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV VE THE TLE STD20 
vO 20.38 25.48 29.94 0.17 -0.13 -0.19 13.38 40 5.1 1529 4.34 
vl 17.65 2026 26.14 0.29 -0.3 -025 11.11 0 0.65 12.42 4.11 
v2 16.05 20.99 23.46 •0.37 0.42 0 7.41 18.75 1.23 7.41 426 
v3 26.36 2727 29.09 028 0.12 -0.13 17.27 92.86 0.91 21.82 25 
v4 16.99 24.18 265 1.03 -022 -0.16 15.03 57.14 0 15.03 5.46 
v5 175 24.38 28.13 1.21 0.14 -0.37 11.25 0 1.88 15 5.1 
v6 19.88 24.1 25.3 0.82 0.13 0 7.83 100 0.6 1325 3.34 
v7 21.43 21.43 26.53 0.71 0.71 0.31 13.27 0 0 1327 2.31 
v8 2651 2651 26.61 -0.27 -027 -027 10.48 80 2.42 16.94 12 
v9 18.86 23.43 24.57 1.16 -0.06 -0.17 8.57 25 4 9.71 5.13 
FAVG 20.17 2351 26.66 0.5 0.06 -0.12 1156 41.38 1.68 14.01 3.77 

Table A.3.15 (continued on the next page). 
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YIN GEE20 GEE10 GEEOS FEE20 FEE10 FEE05 V^UVE UV_VE THE TLE STD20 
vO 10.19 19.75 36.31 0.25 -0.56 -0.61 0 100 2.55 2.55 6.36 
vl 18.3 20.26 32.03 0.8 0.34 0.14 G 0 1.31 7.84 5.07 
v2 20.99 30.86 44.44 0.53 0.92 0.06 0 100 0 14.81 7.48 
v3 11.82 23.64 39.09 2.17 0.83 -0.35 G 100 0.91 727 7.47 
v4 7.84 13.73 24.18 1.17 0.74 0.2 0 100 0 3.92 5.41 
v5 10 20.63 31.88 0.7 0.27 -0.48 0 100 0 4.38 7.16 
v6 31.93 40.36 50 1.73 0.68 -0.09 0 100 0 23.49 7.45 
v7 16.33 2633 35.71 2.85 0.96 0.93 0 0 2.04 9.18 7.14 
v8 2238 30.65 40.:^ 1.06 0.4 -0.52 G 100 0.81 14.52 6.47 
v9 13.14 17.71 25.71 1.2 0.21 -0.27 0 100 0.57 5.71 5.55 
FAVG 16.31 24.41 35.97 1 ^ 0.48 -0.1 0 80 0.82 9.37 835 

PRAAT GEE20 GEE10 GEEOS FEE20 FEE10 FEE05 V_UVE UV VE THE TLE STD20 
vO 8.92 17.83 25.48 1.08 0.32 -0.06 3.82 20 0 7.64 5.4 
vl 10.46 15.03 22.22 0.41 -0.5 -0.16 3.27 0 0 4.58 434 
v2 9.88 14.81 20.99 -0.29 -0.01 0.53 0 18.75 0 0 4.14 
v3 1727 20.91 22.73 1.09 0.33 0.13 0 85.71 0 6.36 3.99 
v4 9.8 22.22 25.49 2.32 0.43 0.13 3.27 50 0 4.58 6.53 
v5 8.13 19.38 21.25 1.99 0.12 -0.1 1.29 0 0 6.25 5.55 
v6 16.87 21.08 23.49 0.96 0.31 0.1 4.82 100 0 10.84 32 
Ml 19.39 19.39 24.49 0.95 0.95 0.55 9.18 0 0 9.18 2.21 
v8 17.74 22.58 23.39 1.05 0.08 -0.03 2.42 80 0 11.29 4.31 
v9 9.71 16 19.43 1.88 0.4 0.12 0.57 25 0 4 5.7 
FAVG 12.82 18.9^ 22.9 1.15 0.24 0.12 2.8€ 37.95 0 6.47 436 

Table A.3.15. Performance with background utterance n9 at 0 dB SNR (low resolution signal). 
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DHO GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V UVE UV_VE THE TLE STD20 
F vO 1.27 12.1 36.31 -0.84 -0.67 -0.58 0.64 0 0 0.64 6.64 
B_v0 4.46 8.46 8 18.12 18.12 0 3.46 0 0 2.46 4.04 
F v1 5.88 15.69 30.07 •0.75 -0.62 -0.48 5.88 0 0 5.88 6.4 
B_v1 21.3 25.3 29.3 3.79 3.79 3.79 20.3 0 0 19.3 3.72 
F_v2 3.7 14.81 48.15 -1.36 0.08 -0.6 0 0 0 0 82 
B_v2 6.15 10.15 12.62 -7.34 -7.34 -53S 5.15 0 0 4.15 3.95 
F v3 3.64 8.18 30.91 -0.45 0.32 -0.95 0.91 0 0 0.91 6.55 
B_v3 0 4 8 0 0 0 -1 0 0 -2 0 
F v4 6.54 12.42 26.14 -0.11 0.94 0.25 2.61 0 0 2.61 5.72 
B v4 14.78 18.78 18.43 8.68 8.68 4.3 13.78 0 0 12.78 7.78 
F_v5 313 8.13 15.63 -0.78 -0.96 -0.78 0.63 0 0 0.63 5.55 
B v5 1.8 5.8 8 22.81 22.81 0 0.8 0 0 -0.2 0.48 
F_v6 1.2 3.61 24.7 -1.09 -0.83 -o.a 1.2 100 0 1.2 5.22 
B v6 0 4 8 0 0 0 -1 0 0 -2 0 
F_v7 1.02 7.14 22.45 -1.83 -1.08 -0.95 1.02 0 0 1.02 5.19 
B v7 0 4 8 0 0 0 -1 0 0 -2 0 
F_v8 1.61 3.23 25 -1.03 -0.85 -0.94 1.61 20 0 1.61 4.94 
B_v8 3.75 7.75 10.5 -10.16 -10.16 -8.81 2.75 0 0 1.75 2.22 
F_v9 2.29 4.57 20.57 -0.71 -0.43 -0.61 2.29 0 0 229 4.58 
B vg 1.74 5.74 9.74 -0.05 -0.05 -0.05 0.74 0 0 -0.26 6.13 
FAVG 3.03 8.99 27.99 -0.9 -0.41 •0.64 1.68 12 0 1.68 5.9 
BAVG 5.4 9.4 12.06 339 339 -0.64 4.4 0 0 3.4 2.83 

CORR GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
vO 2229 22.29 23.57 -0.3 -0.3 -0.17 7.01 100 15.29 701 1.53 
Vl 83 83 8.5 -0.15 -0.15 -0.15 3.27 0 5.23 3.27 1.48 
v2 9.88 9.88 9.88 -0.37 -0.37 -0.37 3.7 18.75 3.7 3.7 132 
v3 10.91 10.91 13.64 -0.64 -0.64 -0.41 2.73 100 8.18 2.73 1.66 
v4 4.58 4.58 4.58 -0.31 -0.31 -0.31 4.58 100 0 4.58 1.05 
v5 5 8.13 1313 -1.34 -0.93 -0.57 0.63 100 4.38 0.63 2.93 
v6 422 422 5.42 -0.02 -0.02 -0.02 1.81 100 1.2 1.81 1.49 
v7 2.04 2.04 3.06 0.07 0.07 0.16 2.04 0 0 2.04 1.74 
v8 12.1 12.1 13.71 0.03 0.03 0.01 0 80 12.1 0 1.77 
vg 5.71 6.29 8.57 -0.41 -0.34 -0J23 3.43 25 2.29 3.43 22 
FAVG 832 8.89 10.4 •0.34 -03 -021 2.92 62.38 524 2.92 1.77 

Table A.3.16 (continued on the next page). 
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YIN GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V„UVE UV_VE THE TLE STD20 
vO 10.83 13.38 29.3 -0.11 -022 -0.11 0 100 3.18 127 4.49 
vl 7.19 12.42 20.92 0.63 -0.41 -0.48 0 0 0 5.88 5.61 
v2 20.99 27.16 37.04 -0.07 -0.54 -0.71 0 100 1.23 14.81 6.89 
v3 12.73 16.36 29.09 0.08 -0.35 -0.83 0 100 4.55 4.55 5.56 
v4 7.84 11.11 16.34 0 0.35 024 0 100 0 6.54 4.5 
v5 8.75 13.13 20.63 -1.85 -124 -0.4S d 100 0.63 5.63 5.18 
v6 19.88 22.89 33.73 0.3 0.1 -021 0 100 0 14.46 5.18 
v7 102 102 13.27 0.47 0.47 0.38 0 0 0 8.16 3.3 
v8 18.55 23.39 35.48 1.35 1 -0.17 0 100 2.42 12.1 5.52 
v9 12 15.43 24 0.58 0.04 -0.15 0 100 0.57 8 5.05 
FAVG 12.9 16.55 25.98 0.14 -0.08 -025 0 80 1.26 8.14 5.13 

PRAAT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
vO 6.37 7.64 9.55 -02S -0.15 0 1.27 100 5.1 1.27 1.9 
vl 0 0 G 0.15 0.15 0.15 0 0 G 0 1.32 
v2 3.7 4.94 4.94 -0.15 -0.35 -0.35 d 12.5 1.23 0 2.46 
v3 5.45 5.45 7.27 -0.42 -0.42 -026 0.91 100 4.55 0.91 1.5 
v4 0 0 0 -0.06 -0.06 -0.06 G 100 0 0 0.99 
v5 2.5 625 12.5 -1.35 -0.71 -023 0 100 0 0 3.86 
v6 3.01 3.01 3.61 0.2 02 0.16 0 100 0 0 1.03 
v7 0 0 0 051 0.51 0.51 0 0 0 0 1.35 
v8 4.03 8.06 13.71 -028 0.44 0.16 0 80 0 0 4.01 
v9 229 3.43 5.71 -0.2 -0.06 0.05 2.29 25 0 2.29 2.32 
FAVG Z74 3.88 5.73 -0.19 -0.04 0.01 0.45 61.75 1.09 0.45 2.08 

Table A.3.16. Performance with background utterance n7 at -5 dB SNR (low resolution signal). 
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DHO GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V UVE UV_VE THE TLE STD20 
F vO 14.01 25.48 47.13 -0.85 -034 -0.46 12.74 0 0 12.74 7.05 
B vO 26.79 30.79 30.32 5.31 531 2.75 25.7S 0 0 24.79 6.67 
F_vl 523 15.69 29.41 -0.7 -0.47 -0.67 5.23 0 0 5.23 6.43 
B_vl 14.81 1831 2231 4.76 4.76 4.76 1331 0 0 1231 3.16 
F v2 4.94 16.05 48.15 -1.32 0.02 -0.79 G 0 0 G 8.06 
B_v2 6.15 10.15 12.62 -6.94 -6.94 -5.43 5.15 0 0 4.15 4.07 
F_v3 3.64 10 28.18 -0.36 0.11 -0.76 0.91 0 0 0.91 6.65 
B v3 2.67 6.67 10.67 -1.2 -1.2 ^^2 1.67 0 0 0.67 0.52 
F v4 83 15.03 27.45 -0.25 0.91 0.44 4.58 0 0 4.58 5.79 
B_v4 22.61 26.61 26.26 7.08 7.08 4.22 21.61 0 0 2031 6.68 
F_v5 23 8.13 16.25 -0.93 -0.96 -0.85 0.63 50 0 0.63 5.78 
B v5 0.9 4 8 24.66 0 0 -1 0 0 -a 0 
F„v6 0.6 331 23.49 -1.21 -0.83 -0.68 0.6 0 0 03 5.39 
B_v6 0.87 4.87 8.87 5.21 5.21 5.21 -0.13 0 0 -1.13 0 
F v7 1.02 7.14 23.47 -1.83 -1.05 -0.86 1.02 0 0 i.oa 5.24 
B_v7 0 4 8 0 0 0 -1 0 0 -2 0 
F_v8 1.61 2.42 24.19 -1.02 -0.93 -034 1.61 40 0 1.61 4.95 
B v8 23 63 10.5 -8.81 •831 -831 13 0 0 03 1.39 
F_v9 1.71 229 21.71 -0.73 -0.67 -0.57 1.14 0 0 1.14 4.46 
B_v9 0 4 8 0 0 0 -1 0 0 -a 0 
FAVG 438 1038 28.94 -0.92 -0.44 -0.6 2.85 9 0 235 5.98 
BAVG 7.73 11.64 14.6 3.01 034 0.15 6.64 0 0 5.64 225 

CORR GEE20 GEE10 GEEOS FEE20 FEE10 FEE05 V_UVE UV VE THE TLE STD20 
vO 40.13 40.13 43.31 0.04 0.04 -0.19 3.82 100 35.03 3.82 1.78 
vl 20.92 25.49 30.07 1.44 -0.06 0.27 5.23 0 14.38 5.23 6.63 
v2 18.52 28.4 38.27 239 -0.03 -0.4 2.47 18.75 12.35 2.47 8.09 
v3 17.27 23.64 30 -0.02 -031 -0.54 4.55 100 11.82 4.55 6.08 
v4 27.45 27.45 28.76 -0.38 -0.38 -0.39 12.42 100 15.03 12.42 1.81 
v5 20 23.13 28.13 -1.21 -0.73 -0.62 3.13 100 16.88 3.13 3.39 
v6 22.29 22.29 25.3 0.32 0.32 0.26 7.83 100 12.05 7.83 2.19 
v7 14.29 15.31 23.47 0.75 0.56 0.34 4.08 0 10.2 4.08 4.08 
v8 21.77 21.77 25 -0.04 -0.04 0.05 1.61 80 20.16 131 2.72 
v9 22.29 22.29 28.57 -0.59 -0.59 -0.15 3.43 25 18.86 3.43 2.92 
FAVG 2Z49 24.99 30.09 0.29 -0.14 -0.14 4.86 62.38 16.68 436 3.97 

Table A.3.17 (continued on the next page). 
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YIN GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
vO 28.66 35.67 50.96 0.36 -0.11 -028 q 100 19.75 1.91 653 
tfl 15.03 24.84 32.68 1.14 -02 -05 G 0 251 523 7.67 
tf2 19.75 33.33 51.85 3.94 0.42 0.12 G 100 1.23 12.35 9.67 
v3 18.18 29.09 44.59 0.54 -1.31 -1.34 0 100 5.45 4.55 7.64 
v4 25.49 31.37 39.22 0.11 0.72 05 0 100 9.15 7.84 5.26 
tf5 16.25 225 36.88 -155 -1.4 -0.56 q 100 6.88 5.63 627 
v6 25.3 31.33 42.77 1.15 0.65 0.19 d 100 3.01 12.65 726 
v7 1224 22.45 2551 1.47 0.74 0.65 0 0 2.04 6.12 7.05 
v8 2551 29.84 42.74 0.37 -02 -0.47 0 100 051 12.9 624 
v9 21.14 2629 34.86 -0.17 -0.49 0.09 G 100 4.57 8 658 
FAVG 20.79 28.67 40.2 0.74 -0.12 -0.16 0 80 5,55 7.72 7.05 

PRAAT GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
vO 28.03 29.3 37.58 -0.03 0.17 -0.08 4.46 100 23.57 4.46 2.96 
vl 1.31 6.54 15.69 156 051 028 1.31 0 0 1.31 6.03 
v2 4.94 19.75 32.1 2.53 -0.13 -0.45 0 125 1.23 0 8.34 
v3 11.82 20 27.27 -024 -0.7 -0.36 3.64 100 5.45 3.64 625 
v4 1951 1951 22.22 0.12 0.12 -0.03 9.8 100 9.8 95 1.94 
v5 9.38 15 23.75 -1.65 -0.69 -0.36 3.75 100 3.13 3.75 4.75 
v6 9.64 12.65 18.07 0.85 05 029 351 100 0 351 4.84 
v7 4.08 9.18 18.37 1.92 1.15 0.59 4.08 0 0 4.08 4.97 
v8 10.48 14.52 22.58 -0.3 0.49 0.3 4.03 80 0 4.03 4.88 
v9 629 12 21.71 -1.34 -0.42 -0.03 4.57 25 0 4.57 4.71 
FAVG 1056 1555 23.93 0.34 0.11 0.02 3.93 61.75 4.32 3.93 4.97 

Table A.3.17. Performance with background utterance nS at -5 dB SNR (low resolution signal). 
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DHO GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
F vO 0.64 12.1 36.94 -0.68 -0.5 -055 0.64 0 0 0.64 6.62 
B_vO 625 1025 9.79 15.21 1521 7.63 5.25 0 G 425 585 
F vl 523 15.03 29.41 -0.72 -056 -054 5.23 0 0 5.23 6.37 
B vl 15.74 19.74 23.74 3.99 3.99 3.99 14.74 0 0 13.74 421 
F_v2 4.94 14.81 44.44 -1.04 0.18 -0.35 0 6.25 0 0 7.87 
B_v2 6.15 10.15 1415 -5.71 -5.71 -5.71 5.15 0 0 4.15 3.16 
F v3 3.64 8.18 30.91 -0.48 029 -0.97 0.91 0 0 0.91 6.54 
B_v3 0 4 8 0 0 0 -1 0 0 -2 0 
F v4 85 15.03 27.45 -0.26 0.88 0.36 4.58 0 0 4.58 5.75 
B_v4 22.61 26.61 26.26 7.1 7.1 4.16 21.61 0 0 20.61 6.78 
F v5 3.75 8.13 16.25 -0.62 -0.95 -0.74 2.5 0 0 2.5 52 
B v5 1.8 5.8 8 22.97 22.97 0 0.8 0 0 -02 0.44 
F v6 12 3.61 24.7 -1.13 -0.85 -0.74 12 0 0 12 5.33 
B_v6 1.74 5.74 9.74 7.33 7.33 7.33 0.74 0 0 -026 2.12 
F v7 1.02 7.14 23.47 -i.a -1.03 -1.02 1.02 0 0 1.02 52 
B_v7 0 4 8 0 0 0 -1 0 0 -2 0 
F_v8 1.61 323 25 -1.04 -0.86 -0.81 1.61 20 0 1.61 4.98 
B_v8 3.75 7.75 9.25 -10.8^ -10.82 -7.68 2.75 0 0 1.75 2.59 
F_v9 1.71 3.43 21.14 -0.72 -0.53 -0.61 1.71 0 0 1.71 4.45 
B v9 0 4 8 0 0 0 -1 0 0 -2 0 
FAVG 322 9.07 27.97 •0.85 -0.39 -0.6 1.94 2.63 0 1.94 5.83 
BAVG 9.8 12.49 4.01 4.01 0.97 43 0 0 3.8 252 

CORR GEE20 GEE10 GEE05 FEE20 FEE10 FEEDS V UVE UV_VE THE TLE STD20 
vO 57.32 57.32 59.24 -0.18 -0.18 -0.47 4.46 100 52.87 4.46 1.98 
vl 39.87 41.18 52.29 -0.12 -0.62 0.19 1.31 0 31.37 1.31 5.32 
v2 35.8 48.15 54.32 4.11 0 -0.26 1.23 25 32.1 123 9.28 
v3 30.91 33.64 46.36 -1.63 -1.85 -0.79 0.91 100 30 0.91 5.48 
v4 47.71 48.37 52.29 -0.88 -0.73 -0.54 85 100 39.22 85 2.98 
v5 43.13 45.63 48.75 -1.92 -1.38 -0.92 2.S 100 40.63 25 3.43 
v6 48.8 50.6 512 -0.65 -0.12 -0.03 3.61 100 39.16 3.61 3.31 
v7 35.71 37.76 48.98 -0.94 -053 -029 5.1 0 29.59 5.1 4.85 
v8 3629 36.29 37.1 -0.23 -023 -0.14 0.81 80 35.48 0.81 2.65 
v9 45.71 45.71 49.71 -0.78 -0.78 -028 5.14 25 40.57 5.14 3.05 
FAVG 42.13 44.46 50.02 -0^2 •0.64 •0.36 3.3$ 63 37.1 3.36 423 

Table A.3.18 (continued on the next page). 
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YIN GEE20 GEE10 GEE05 FEE20 FEE10 FEE05 V_UVE UV_VE THE TLE STD20 
vO 38.85 49.68 68.79 -1.17 -124 -0.63 0 100 19.75 5.1 8.64 
tfl 29.41 3922 53.59 0.77 0.39 0.46 G 0 13.07 3.92 8.09 
v2 33.33 51.85 67.9 3.78 1.62 1.12 G 100 8.64 11.11 10.47 
v3 23.64 3727 61.82 0.16 -1.08 -0.87 0 100 5.45 909 9.66 
v4 39.22 48.37 60.13 1.08 0.66 0.04 0 100 18.95 11.11 7.19 
v5 23.13 39.38 48.13 -2.49 -135 -0.83 0 100 10 73 8.02 
v6 39.76 54.22 68.07 1.57 1.17 -0.33 0 100 7.23 13.86 103 
v7 4032 51.oa 6531 2.93 1.05 0.76 0 0 8.16 1224 931 
v8 35.48 48.39 58.87 02S 0.18 0.05 G 100 031 16.13 9.33 
v9 35.43 43.43 59.43 -0.54 -1.05 0 0 100 9.71 12 7.92 
FAVG 33.91 4628 61.2 0.64 0.01 -0.02 Q 80 10.18 1021 8.92 

PRAAT GEE20 GEE10 GEEOS FEE20 FEE10 FEEDS V_UVE UV_VE THE TLE STD20 
tfO 40.76 42.68 51.59 -022 0.13 -0.46 5.1 100 32.48 8.28 3.72 
vl 1931 29.41 41.18 2.03 -0.3 0.52 1.31 0 17.65 1.31 8.32 
v2 7.41 37.04 46.91 2.06 -029 -031 G 25 1.23 0 11.43 
v3 11.82 22.73 41.82 -13 -1.64 -0.53 0.91 100 5.45 031 7.7 
v4 3529 35.95 45.1 0.81 0.7 -0.07 13.07 100 22.22 13.07 3.72 
v5 223 33.13 45 -1.93 -1.03 -0.54 3.75 100 16.25 3.75 6.28 
v6 21.08 2932 39.16 131 1.34 0.52 331 100 10.84 331 7.66 
v7 4.08 16.33 3337 1.24 0.84 0.73 4.08 0 C 4.08 7.45 
v8 2339 23.39 33.87 0.49 0.49 0.48 1.61 80 21.77 1.61 4.31 
V9 31.43 33.14 44.57 -1.25 -0.95 -0.14 9.71 25 21.71 9.71 4.38 
FAVG 21.74 3033 42.29 0.33 -0.07 0.02 4.32 63 14.96 4.63 63 

Table A.3.18. Performance with background utterance n9 at -5 dB SNR (low resolution signal). 
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