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PITCH ESTIMATION FOR NOISY SPEECH

Azar Khurshid

Abstract

In this dissertation a biologically plausible system of pitch estimation is proposed. The system 1s
designed from the bottom up 1o be robust to challenging noise conditions. This robustness to
the presence of noise in the signal is achieved by developing a new representaton of the speech
signal, based on the operation of damped harmonic oscillators, and temporal mode analysis of
their ourput. This resulting representation is shown to possess qualities which are not degraded
in presence of noise. A harmonic grouping based system is used to estimate the pitch frequency.
A detailed statistical analysis is performed on the system, and performance compared with some
of the most established and recent pitch estimation and tracking systems. The detailed analysis
includes results of experiments with 2 varety of noises with a large range of signal to noise ratos,
under different signal conditions. Situations where the interfering “noise” is speech from another
speaker are also considered. The proposed system is able to estimate the pitch of both the main
speaker, and the interfering speaker, thus emuladng the phenomena of auditory streaming and
“cocktail party effect” in terms of pitch perception. The results of the extensive statistcal analysis
show that the proposed systemn exhibits some very interesting properties in its ability of handling
noise. The results also show that the proposed system’s overall performance is much better than
any of the other systems tested, especially in presence of very large amounts of noise. The system
is also shown to successfully simulate some very interesting psychoacoustical pitch percepton
phenomena. Through a detailed and comparative computational requirements analysis, it is also
demonstrated that the proposed system is comparatvely inexpensive in terms of processing and

memory requirements.
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Chapter 1

INTRODUCTION

The work that is described in this dissertaton relates to the perception of pitch when listening to
speech. The topics that are explored include the perception of pitch in speech by humans and
emulation of this perception through measurement, by computers. The main thrust of this
research is to build a computational model of pitch measurement in speech this is both
biologically plausible and more importantly, has a robust performance, especially in challenging

high noise environments.

Sensory systems like the auditory system have evolved because they provide an advantage in the
evolutionary process of selection. The advantage of any sensory system is that it provides
information about what is going on in the environment and as such enables appropriate action
and reacton. One can be sure about that because any sensory system that has once existed but
was a failure in this respect was inevitably “filtered our” by evolutionary sclection [Terhardt,
1991]. In view of these notions it is not surprising that higher animals, such as man, possess an
auditory system that is robust to the distordons that may diminish its ability to perform.
Therefore, by leaming from the way information is processed in the auditory system, one can
develop models which are similarly robust in their ability to handle challenging noise conditons.
These “biologically inspired” techniques could then be used to make the computer based
systems of speech processing similarly robust. On the other hand, such computer models of the

auditory system help us to understand the biological auditory processes much better.

The perception of pitch is related to the pedodicity of the sound signal. A very concise defininon
of pitch is elusive, but most agree that “Pitch is the perceptual correlate of the frequency of a
simple tone” [Shroeder, 1999]. It is the feature of sound by which listeners can arrange sounds
on a scale from “lowest” to “highest” on a frequency scale. For complex sounds like speech, the
sensation of pitch is more difficult to define, but is closely related to the lowest frequency of the

sound, or the fundamental frequency. Complex periodic sounds in a normal speech or music




context have a pitch that covaries with the fundamental frequency independendy of the
presence or absence of energy in the sound spectrum at this frequency [Shouten, 1940]. In the
signal processing sense, the pitch or fundamental frequency of a periodic sound is defined as
“the greatest common divisor of its harmonic components”. Before contnuing with the
presentation of more advanced concepts, a few basic definitions are presented in the next

secton.

1.1. Concepts related to speech signals and auditory processing

This section brefly introduces concepts regarding speech signals that are used in this
disserration. Speech is produced by forcing air from the lungs through the oral and nasal caviges.
Different sounds are created by changing the shape of the vocal tract (oral + nasal cavites)
and/or changing the charactedstics of the airflow from the lungs. The latter can roughly be
either pedodic, or noise-like, which leads to perodic (voiced) or noise-like (unvoiced) speech. An
example of a voiced sound is /a/ in father and an unvoiced sound is /s/ in see. An important
parameter for voiced speech is the repetiion frequency which is called the pitch frequency. Male
speakers have in general a lower pitch frequency (creating a deeper voice) that female and child
speakers. Usually, the pitch frequency component is accompanied by several components at the
frequencies which are integer multples of the pitch frequency. These components are called the
harmonics. The vocal tract can be viewed as an acoustic tube of varying diameter. Depending on
the shape of the acoustic tube (mainly influenced by the tongue posidon), a sound wave traveling
though it will be reflected in a certain way so that interferences will generate stronger resonances at
certain frequencies than others. These stronger resonances are called formants. Their frequency
determines the speech sound that is heard, and generally is not influenced by the pitch of the
sound. The prosody of speech is the qualitative variation of stress, duration and pitch of the
utterance, and is usually a carrer of supplementary information in speech, like emoton and

context.

Audio data is generally present in the form of electric oscillations. These can either come from a
microphone recording acoustic sound waves, from a tape or other storage device, or an

electronic instrument or device. To convert these oscilladons to a form that can be treated by a

* In this dissertation, the terms “fundamental frequency” and “pirch” are somerimes used interchangeably. For most signals, and
conditions that we deal with, this is true. However, this not true for all signals under all conditions, and we shall point out in the
text if such is the case.



computer they have to be sampled, which is a process of converting the analogue electrical signal
into a digital signal. The sampling of sounds is performed at fixed rates called the sampiing
[frequency ot sampling rate. A higher sampling rate corresponds to a better quality signal, because it
can contain more details about the original signal. The bandwidth of a sampled signal is the largest
frequency information it may contain, and is half the sampling frequency, sometimes also called
the Nygrist frequency. The sample resolution is equal to the number of computer bits used to store

a single signal sample. Usually, this is a muldple of 8 (1 byte).

The biological auditory systems employ a varety of strategies and stages to analyse sounds.
When the sound enters the ear canal, it hits the eardrum, which vibrates with a modon
corresponding to the ripple of the sound wave. The moton of the eardrum is transported to the
cochlea, where there is a membranous structure called the basilar membrane [Moore, 1997). This is
attached to spedal sensory cells called the hair cells. The cochlea provides a very fast response
sound analyser, and can distinguish a very large range of frequencies, ranging from 20 to 20000
Hz. The hair cells are connected to the auditory nerve, which passes through several neural
pathways to the awditory cortex. Different frequencies of sound are represented in particular
regions of the cortex. This arrangement is called fonotpic representation, and is found throughout
the auditory pathway, stardng from the basilar membrane in the inner ear. The most medial
portion of the auditory cortex contains the representation of the basal end of the basilar
membrane of the inner ear, while the apical end of the basilar membrane is represented in the
lateral portion of the auditory cortex. This arrangement is called place coding. The tonolopic
organization of each auditory cortical sub-region remains unclear, but in general it appears that in
each subfield that has been mapped, low tones are represented posteriorly, while the high tones

more anterorzly.

Although the human auditory system is capable of analyzing a large range of frequencies, most of
the useful information in the speech signal has been shown to lie within the first three formants
of the signal, which corresponds 1o a frequency range of 150 Hz to 5000 Hz [Klatt, 1980]. In
signal processing terms, the speech signal is defined as quasi-pedodic and non-stationary. A guasi-
periodic signal is penodic for short amounts of time, but the perodicity changes over longer
peticds of time. Another property resulting from the processing of the speech signals is that of

amplitude modulation. 1f the bandwidrth of a single processing unit covers more than one frequency



component or harmonic, then these components interact to produce an ourput which is a result
of an interaction of these components, which itself contains components equal to the difference
berween these frequendes. This phenomenon of amplitude modulation at higher frequency
components by in analysis of voiced speech sounds is used in some pitch estimation systems.

The reader is referred to [Strope at al., 2001] for review of these ideas.

1.2. Advances and Problems in Modeling Pitch Perception

In the process of building and testing pitch percepton models, one can draw on the wealth of
exising knowledge about the types of signals that generate a pitch sensation, and the large
amount of psychoacoustcs data that has been collected by researchers. Psychoacoustical study as
a recognized branch of science has been in existence for more than a century. Some of the
earliest studies recognizable as psychological science in the 19* century were concerned with the
percepton of the loudness and pitch of sounds. However, even before scientfic methods
developed, philosophers engaged in speculaton about the nature of sound. Psychoacoustc
thinking dates all the way back to Pythagoras, who is credited with recognizing that strings whose
lengths are related as the rato of small integers sound good when plucked at the same dme
[Singh, 1997). Modern psychoacoustics, since the work of Wegel, Fletcher and others in the early
204 century [Allen, 1996], has evolved a sophisticated understanding of the early stages of
hearing. Robust and well-tested models have been developed, especially of single perceptual
features (such as pitch and loudness) of simple stimuli, and the way in which one simple sound

“masks” (hides) another depending on the ume-frequency relatonship between the two sounds

[Plomp, 1976].

Although the field of psychoacoustics has given us a lot of insight into the perception of pitch
and other related phenomenon, the computational models that are dedved from the
understanding of the data cannot always reproduce the results in complex sounds and
environments. The early days of pitch research dealt primanly with understanding the exact
capabilides and psychophysical discimination accuracy for pitch; more recenty, research has
focused on the construction of computational (or at least functional) models that mimic the
human ability to determine pitch from acoustic signals [Slaney, Lyon, 1990], [Meddis, O’Mard,
1997], [de Cheveigné, 1998]. In these latest attempts, there is also an attempt to reproduce the

various psychoacoustic phenomena related to pitch. These include the missingfundamental



phenomenon, the percept of dichotic pitch, musical intelligibility and the multiple pitch stimuli effect. The
missing fundamental [Shouten, et al, 1962] effect is experienced in its simplest form by most of us
during a telephone conversation. The telephone signal is usually band-limited to frequencies
above the voiced sounds pitch range, but we stll perceive the pitch effortlessly [Hess, 1983]. The
dichotic pitch phenomenon is demonstrated by presenting different sound signals to each ear. On
their own, neither of the signals produce a perception of pitch, but presented simultaneously to
both the ears, listeners experience a definite pitch [van der Brink, 1974). Music intelligibrlity relates
to the phenomena in which the pitch of complex tones made up of a random number of
harmonics can be heard equally well whether the subject is presented with them monotcally (all
in one ear) or dichotically (different harmonics sent to each ear) [Moore, 1997]. There have been
psychoacoustical tests in which the subjects are presented with two or more vowels at one ome,
and depending on the differences in pitch and the identity of the vowels, different results are
obtained. These experiments explored the role of differences between the fundamental
frequencies of concurrent voices on the perceptual separation of those voices; all the frequency
components of one vowel share the same fundamental frequency, allowing them to be
perceptually grouped, but differ from those of the competing vowel, which can therefore be
perceprually segregated. A difference in fundamental frequency between two concurrent vowels
(a "double-vowel" simulus) is known to facilitate identification of the vowels [Scheffers, 1983],
[Meddis, Hewitt, 1992]. The improvement in identificaton was assumed to agse from a
perceptual segregation process, which allowed the characteristic spectral features of the two
vowels to be analysed separately, rather than as a confusing mixture. The role of the fundamental
frequency in segregating natural speech is probably large, since the voiced pordons of speech are
important for intelligibility and since competing voices will differ in fundamental frequency most
of the dme [Culling et al, 1994]. Several computadonal models for the perceptual segregation of
simultaneous voiced speech have been proposed, which measure the two fundamental
frequencies using models of pitch perception and then separate the two vowels by selecting the
frequency components which are harmonics of those two fundamentals. These simultaneous
speech stimuli are known as mudliple pitch stimnli effects. These phenomena are described in detail in

[Terhardr, 1980).



1.3. Uses and Motivation for Pitch Analysis
The percept of pitch is fundamental to the understanding of the hearing processes in the ear and

brain. Equally, a computational system for pitch detecon and measurement is fundamental to
the processing of the signal in an efficdent way. Although pitch is one of the most understood
parts of speech processing in humans, with many different theories and computatonal systems,
-the systems cannot always provide an accurate measure of the pitch of the presented speech
signal when it is adulterated with significant amount of noise. With the presence of other,
interfering speaker(s) in the speech signal, the problem is compounded, and usually the systems
designed for single pitch estimates have much reduced performance [Hermes, 1993]. Resolution
of these problems is an active area of research. Due to the problems faced by even the best pitch
detection systems, the use of pitch as an important analysis paramerer for real-world applications

of speech processing, apart from use in voicing detection, has remained dormant.

Use of Pitch information in Robust Automatic Speech Recognition Systems: Most automatic speech
recogniion (ASR) systems use a hicrarchy of non-stadonary stochastic models operating at
progressively longer intervals of speech analysis and statistical modeling at different
representational levels (phonetic, word, phrase etc), in order to decipher the “what” content of
the speech signal being analysed. However, ASR systems rarely use pitch or voicing informauon
in this process. Linear prediction is used, for example, with a predictor polynomial that is
significantly shorter than the pitch period. In Mel Frequency cepstral coefficients computaton,
the initial spectral estimate is averaged over muluple pitch perods, and then integrated across
frequency, providing the approximation of auditory frequency selecuvity [Rabiner, Juang, 1993].
In all these signal processing systems for ASR, there is a deconvolution of the vocal tract transfer
function and the driving function (periodic glottal pulses). Although deconvolution in this way is
justified as segregation of “what” information from the “how” information, doing so in the first
stages of analysis does not give the benefit of this lost information to the later stages of the
recognition process, where this information would be useful in the presence of noise. Speech
communication has evolved to be robust to noise, and although the pitch informadon may be
“redundant” in the tasks of ASR, it plays a large part in defining the saliency of speech and is
robust to high levels of noise. Therefore, elimination of this information in the first stages may
not be optimal [Strope at al, 2001]. ASR systems in noisy speech have much lower performance

when compared to natural speech recognition. Apart from analysis and recognition, pitch




information, propetly incorporated should also benefit the training of ASR systems. Currently,
most ASR systems require a large amount of speech from lots of different speakers for stanstical
modeling of speech units. If, however, these systems made use of the noise robust
representations by better udlizaton of redundancy in the speech signal, it may be possible to
train these systems with much less data. Pitch processing also helps in the speech/ non-speech

decision, which can be very hard in challenging noise conditons.

Use of Pitch information in Speech Synthests Systemns: In speech production systems, the prosody of the
speech to be produced has a huge impact on the intelligibility of the result. A vast body of
research has been devoted to the human speaking process, including high-speed motion pictures
of the vocal tract, x-rays of moving articulators, myographic recording from the muscles that
control the articulators, amongst many others. In additon neural nerworks have been trained to
speak in order to gain further understanding of the processes involved in the producton of
speech [Sejnowski, Rosenberg, 1986], [ Guenther, 1995). One of the most popular (and
successful) ideas for machine based speech production is the concatenative speech synthesis
paradigm. Although whole-word concatenation is least complicated in terms of co-articulatory
cffects, it suffers from the problems of prosody in the larger sentence and context structure, and
size-of-dictionary constraints. Typically, sub-word units are used in the process of generating
concatenated speech. Units which minimize the co-articulation effect have been designed for this
purpose, including demisyllables [Fujimura, 1979} (where the boundary for each unit is a steady
state vowel), and diphone (vowel to post-vocalic consonant transitions). However, these units
have been found to be language dependent, and usually have to be re-engineered for different
languages. In current speech synthesis systems, like the festival system [Dusterhoff, Black, 1997],
the quality of the speech is quite high, but the mechanical nature of the speech sounds produced
remains an anathema to most systems. These problems have most often been assodated with
prosody (or lack of it). Prosody in wrn depends on the pitch for a large part, and researchers
have been making use of this information to produce natural sounding speech [Stlipo,
Greenberg, 1999]. The use of prosody typically involves rules of pitch manipulaton and
constraints as an utterance evolves over ime, based on the overall context. However, the use of
pitch for these models of synthesis is not very well understood, especially the contribution of

pitch to stress, and to take effective advantage of the various variables involved (i.e. the role of




amplitude, duration and pitch, and their interplay in determination of prosody), [Bergem, 1993]

in order to improve quality and intelligibility of synthesised speech remains a difficule task.

Use of Pitch in Computational Auditory Scene Analysis: Since the 1970s, the work of Bregman
[Bregman, 1990], his collaborators, and others has resulted in a new body of psychoacoustc
knowledge collectvely known as auditory scene analysis (ASA). The goal of this field is to
understand the way the auditory system and brain process complex sound scenes, where muluple
sources that change independently over time are present. Two sub-fields are dominant: auditory
grouping theory, which attempts to explain how multiple simultaneous sounds are parttoned to
form muldple “auditory images”; and auditory streaming theory, which attempts to explain how
multiple sequental sounds are associated over time into individual cohering enddes, called
streams of sound. Both these groups of study in ASA make use of pitch informadon for the

respectve tasks.

Pitch as a speaker characteristic: The pitch of voiced speech varies with the speaker who produces it.
Pitch for female speakers is significantly higher on average, compared to male speakers. Other
speaker characterstics like vocal tract length (VTL) are used in conjunction with pitch in some
speaker identification tasks. The problem of speaker identification based on the speech signal is
hard to tackle with pitch alone because of the varability of pitch based on the prosodic
requirements of speech production. However, it can be seen as one of the dimensions in the

multi-dimensional speaker space [Furui, 1996].

Pitch and Musiz: Although not the domain of our research, pitch has been traditonally a central
concept in the studies of western music. This includes the way multiple notes group honzontally
into melodies, vertically into chords, and in both directons into larger-scale structures such as
“harmonies” and “keys.” The preponderance of formal music theory deals with the subsumption
of notes into melodies and harmonic structures, and harmonic structures into areas of “key” or
“tonality.” It is believed that an understanding of pitch in speech within challenging noise

environments will have fruition in the study and processing of music as well [Scheirer, 2000].

1.4. Dealing with adverse noise and multiple speaker environments

The primary problem that faces the real word computer based speech analysis technology is to

deal with noisy signals. Noise can be attributed to transmission and digitization noise, and to




interfering sounds or environmental noise. The transmission and digitzaton processes are well
controlled and compensation techniques have been developed to deal with these problems to
some extent. Environmental noise without any a-priori knowledge of the source of such noise
has proved to be a very hard problem, even with moderate levels of noise. In challenging noise
conditions, where the signal to noise rato (SNR) falls below 5 decibels, most analysis systems
simply break down. Most ASR systems can only tackle the noise problem by including noisy data

in training, which requires a-priod assumptions about the noise environment in general.

Speech interface based applicatons in noisy environments provide a primary challenge for
auditory research because of the move towards mobile devices with small form-factor, with very
limited input/output interfaces. Although speech forms a very natural mode of input/output for
these small devices like mobile phones or “pocket computers”, these devices have the added
requirement of being used in everyday noisy environments like in ralway stations or in cars.

There is a great need to make the speech based interfaces more robust to noise.

Although humans can handle multiple speaker environments quite effectively, pitch detecton
systems that can achieve this in real world noisy signals have not yet been developed to a
satisfactory accuracy level or can handle only certain types of noise. Pitch determination for
signals with muldple speakers has traditonally been used in the computational auditory scene
analysis research for segtegation or streaming (more on these systems in the next chapter).
However, it also has application in the field of regular speech processing, by treating one of the
speakers as the foreground speaker and the rest of the signal components, including other

speakers, as noise.

1.5. Original Contributions and Results
In this dissertation, a new system of pitch estimadon and tracking is proposed. The system is

very simple in design and computationally efficient.

The proposed pitch estimation system uses damped harmonic oscillators to model the tonotopic
ordering of sounds by the basilar membrane. A temporal representation, based on the teatment
of the output of the damped harmonic osdllator units on a “temporal pattern coding” basis
rather than the more commonly used ‘“channel based coding” is developed. The temporal

pattern coding uses the fine temporal structure of the output signals, rather than the channel




frequency, as is the case in Fourer transform and filter-bank based systems. This processing
produces a representation that demonstrates properties similar to the “noise masking” properties
observed in the auditory system (see chapter 3 for deuwiled discussion). A harmonic grouping
based system for pitch frequency estimation is proposed that uses this representaton’s high
frequency resolution. The system is based on the Barlowian approach to perception for
minimization of representation [Barlow, 1959], and is not dependent on a-prod knowledge of
the pitch frequency. In the Barlowian approach to the problem, the pitch would be an emergent
property of the auditory system, in order to achieve some sort of minimal representanon of the
information contained in the sound stimulus. Similarly, in the proposed system, the pitch
frequency arises as a product of the need to group lower harmonics for coding and
representation efficiency. The system is easily extended ro multple pitch frequency estimation

for simultaneous speech from two speakers with different fundamental frequency.

A detailed statsdcal analysis, and performance comparnsons with selected pitch estmation
systems in a large varety of noise conditions and different signal conditions is performed. This
large scale analysis involving different error metrics for comparison of different pitch estimanon
systems on a single database, espedially for noisy speech, has not been reported before, especially
with different kinds of noises at many different SNR values. Some recent studies have attempted
to address the dearth of comparative performance of pitch estimation systems in [de Cheveigné,
Kawahara, 2002] and [Hermes, 1993], among others, but they have usually stopped short of
publishing detailed results on all the error metrics so that a detailed comparative analysis on the

merits of these systems may be carned out.

This research has dealt with the modeling of pitch perception in very tough environmental
conditons, with high noise levels and low signal resolution. It may be pointed out that no
attempts ate made to put forward a new theory of auditory perception. The focus of this work is
to present a system that is developed from the ground up to be robust to challenging noise

conditions, has reasonable computatonal requirements, and is suitable for practical applications.

1.6. Outline of the thesis based on chapters
In the current chapter, the problem of pitch determinadon by computers was introduced. The
motvation behind pitch analysis in speech was also presented. A bref introduction of pitch

determination and related concepts was presented. The aims of the research carried out and
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onginal contrbutions to this dynamic area of research were outlined, with the details addressed

in the following sections of the dissertaton.

In chapter two, Case Studies and Backgronnd, a detailed survey of different pitch analysis models
and theories behind them is presented. The systems chosen for analysis and evaluation of

performance are described in detail.

Chapter three presents a detailed analysis of the front end of the proposed system, along with the
derivation of the equations that govern the dynamic behaviour of this part of the system. We
also present an analysis of controlled synthetic signals and speech signals to demonstrate the
properties of the systemn, and explain the major reasons for the noise robustness of the system.

An empitical analysis of the properues of the systems is also presented.

Chapter four gives a detailed account of the proposed pitch measurement and detecton
algorithms, as well as motivations for their design. The multiple pitch tracking system extension
to the model is also presented. Some typical psychoacoustical phenomena are discussed, and a

general discussion of the system’s capabilities is presented.

Chapter five comprises of a detailed benchmark study of the performance of the proposed
system, and some of the chosen pitch ¢stimation systems. Their performance in noise is
compated for different types and levels of noise, and a detailed error analysis of the results is
presented. Multiple pitch track experimental results are also presented with detailed error

analysis.

Chapter six, Discussion, takes account of the results that are presented in the previous chapter, and

provides arguments that explain the results.

Chapter seven concludes this dissertation and highlights the main conclusions that can be drawn

from this work and the results presented.

'The appendix 1 to this dissertation contains a computational complexity and requirements
analysis of the various systems evaluated in the text and compares the results with the proposed
system. Appendixes 2 and 3 contain detaited tabulated results for all the experiments discussed in

the main text.
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Chapter 2

CASE STUDY AND BACKGROUND

Most people are familiar with the general principles of hearing and speaking. By means of the
speech organs, vibratons are produced, and depending on what needs to be conveyed, the
vibrations have different charactenistics. These signals are then transmitted through the air to the
ears of the listener. There, the speech signal transfers its vibratonal energy to the ear drum, and
through an intricate mechanical coupling of the bones of the middle ear, the vibrations reach the
inner ear. In the inner ear, the cochlea transforms the signal into neural impulses, which are sent

to the brain for analysis and recognition.

To trace the historical acquisition of this knowledge, and the current state of research in the area
of auditory processing and pitch analysis, we present a brief historical account of the various

stages of these developments to the current day.

2.1. A Historical Account
Pythagoras, who is credited with recognizing that strings whose lengths are related as the ratio of

small integers sound good when plucked at the same tme [Singh, 1997], is a fine example of our
earliest fascination with the subject of auditory percepuon. However, a comprehensive theory of
auditory analysis did not exist before Helmholtz (a translaton of his works is available Sensations
of tones) [Helmholez, 1870]). His theory dominated the field for some six decades. He realised
that we have no difficulty in following the individual instruments in a concert, thus it follows that
different streams of sounds are propagated without mutual disturbance, and that the ear can

analyse a complex mix of these streams into its orginal constituents [Boer, 1977].

Helmholtz’s explanation of how the ear performs this complex analysis task was based on two
earlier theories. He used Ohm’s law of hearing to suggest that the ear performs a type of Founer
analysis to separate a complex tone into its corresponding sinusoidal components. He extended
this concept to account for phenomena like ‘difference tones’ by suggesting a non-linearity in the
analysis, that introduces new sinusoids corresponding to the difference tone, not present in the

original signal. The other part was based on Miiller’s doctrine of specific nerve energies. This
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doctrine states that a particular type of sensation is related to the type of nerve fibres that are
stmulated by the sound stimulus. Helmholtz explained this by assuming that every pitch that is
discernable, corresponds to a different nerve, or a small group of nerves. Further assumption of
a connection between these nerves and the cochlear segments resonating to specific tones

enabled him to formulate a theory of pitch perception [Moore, 1997).

Helmholtz’s simple explanations on auditory perception soon started to show inconsistences.
The greatest difficulty was the selectivity of resonators. The fine frequency discrimination by the
human ear would imply that the resonators in the inner ear were highly selecave. However,
selectivity and damping of tesonators are inversely proportional and high selecuvity implies low
damping. Lower damping would mean that tones presented even for short penods would have
long persistence. This is certainly not the case, and doubts about the theory presented by
Helmholtz started to grow, untl 1900, when Gray suggested that nerve fibres maximally excited
by the segments on the basilar membrane give rise to a sensation of pitch, while the rest are

suppressed.

Von Békésy made the first known measurements of the vibrations of the basilar membrane in
1960 [von Békésy, 1960]. He found that there is mechanical analysis in the cochlea, so that
sinusoids are distributed along its length according to their frequency, i.e., pardcular sections of
the basilar membrane respond to frequencies assodated with them. He also found that based on
the amplitude of the tone, each sdmulatng sinusoid displaces a large part of the membrane. In
light of these findings, Helmholtz’s theory became untenable, and new ideas about auditory
analysis were sought, and found [von Békésy, 1963].

Explanatons of the perception of pitch can be found at the centre of the auditory analysis
theones, and fall into two groups. These are the femporal/ models and the frequency models or the

place models.

The temporal model assumes that the frequencies in the lower and middle regions of the
spectrum are determined by the tming of the neural impulses rather than the place of vibradon
on the basilar membrane. The main evidence for these theores comes from experniments which
show that periodicity of the waveform may give rise to a pitch sensaton, even though there is no

corresponding frequency component present in the original signal [Licklider, 1956}, [Boer, 1977].
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The place models postulate that the preliminary mechanical analysis at the basilar membrane is
supplemented by a neural sharpening process that limits pitch percepdon to a small group of
nerve fibres. Arguments for this model were invoked to explain the well-defined pitch of very
short tones. However, it was later argued that the analysis time required by the place theory for
inhibition processes would lead to difficulies in explaining the pitch percepton of a
simultaneous tone or a tone of different frequency just after the first small duradon tone. This is
because the establishment of inhibition requires a duration of analysis larger than the time delay

between two tones that have a different pitch [Whitefield, 1970].

Temporal analysis for pitch esimation and full auditory analysis has been encouraged by
physiological studies demonstrating phase locking of the auditory nerve fibre activity to sumulus
tone pedod [Kiang et al, 1965]. The sensitvity of the place methods to the formant structure of
high amplitude speech sounds has also encouraged the dertailed development of models of
temporal representation of auditory nerve fibre actvity. The major aim of these representatons
and models is to simulate a wide range of physiological phenomena linked to the perception of
pitch, such as virtual pitch or the pitch of the missing fundamental [Shouten, 1940], the pitch of
inharmonic complexes [Plomp, 1976], [Moote et al, 1985], and repetition pitch [Bilsen, 1966].

These various psychophysical effects of pitch perception are discussed in chapter 4.

In the present study, the emphasis is on speech signals, and their perceived pitch. The non-
stationary speech signal is much more interesting that stationary ronal signals and measurement
of pitch has much practcal use in computer based speech analysis systems. Although
measurement of pitch in speech signals is much more difficult than in pure tonal complexes,
there are some features algorithms usually take advantage of, including a well known existence
range of pitch for speech (usually 60 Hz to 350 Hz), and local contunuity constraints inherent in
speech production systems. The different systems that employ these models for measurement of

pitch in speech signals shall be discussed in the following secdons.

2.2. Temporal Mode of Pitch Determination

The methods and algorthms that are described in this section are dme-domain pitch detectors
that operate directdy on the speech waveform to estmate the pitch period. For these pitch
detectors the measurements most often made are peak and valley measurements [Dubnowski, et

al, 19706], zero-crossing measurements [Sondhi, 1968], and autocorrelation measurements [Hess,
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1983]. The basic assumption in these systems is that the signal has been previously suitably pre-
processed to remove any effects of formant structure so that the time domain structure provides
good estimates of the period (the formants affect the peak in the ACF calculation by sometimes
producing peaks larger than those due to the fundamental frequency of the signal). These
techniques include methods like centre-clipping [Noll, 1967].

2.2.1. Time Domain Autocorrelation Based Methods

A typical autocorrelation based pitch determination algorithm (PDA) consists of three stages.
The first stage is the pre-processing stage that operates on the original signal. The aim is to make
the resulting signal spectrally flat. The second stage is windowing the signal and the calculaton of
the autocorrelation function over different lags for each windowed section. The third stage is the
calculation of the maximum autocorrelation peak in the pitch range, and based on the strength of
the peak, determining the period and the salience of the pedod. If the salience is high, the
windowed section of the speech is termed voiced, otherwise it is termed un-voiced or silent.
These three stages vary slightly for different methods. We shall give a brief example of one of the
systems described by Rabiner [Rabiner et al, 1976].

The speech waveform is low pass filtered to a low cut-off frequency near 1000 Hz frequency.
The low-pass speech is then processed in sections of 30 ms with an overlap between segments of
no larger than 15 ms. The next stage of the process is centre-clipping. Centre-clipping is a simple
technique that makes the values of the signal zero, when it’s absolute value lies below a
predetermined level. A clipping level C, is determined from the current segment of speech. The
C, is usually set near to 60 % of the maximum peak of this portion of the signal. Following the
determination of the clipping level, the signal is centre clipped so that the resulting signal has
three possible vales of +1, 0, or —1. If the signal sample is greater that the C, then its assigned a

value of 1, if its below —C,, it is assigned a value of —1, and zero otherwise.

Following centre-clipping, the signal autocorrelaton function is evaluated over a range of lags,
usually ranging for speech signals from 2 ms to 20 ms. Additionally, the autocorrelation 1s also
compured at 0 lag for normalisation purposes. The autocorrelation values at varous lags are then
searched for a maximum nommalised value. If this maximum value exceeds a certain threshold,

the current segment of speech is classified as voiced, and its fundamental frequency computed,
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which is proportional to the lag at which the maximum occurs. The block diagram of the system

is presented in figure 2.1.

s(n)
—H Low Pass Filter —»|  Centre Clipping —  Autocorrelation
caleulation
Voiced [ l
Pitch ——1 Voiced/Unv Continuity Find Peak
oiced l—— constnints }—— Positdon &
Unvoiced — Dedision height

Figure 2.1. A simple Autocorrelaton based PDA..

A variant of this system uses inverse filtering instead of centre clipping in order to achieve a
spectrally flat signal for the autocorrelation analysis. In this case the signal is first low pass filtered
to about 1000 Hz, and then decimated. The resulting 2 kHz signal is then inverse-filtered to give
a spectrally flattened signal which is then auto-correlated.

2.2.2. Zero Crossing and Peak and Valley Measurements
The pitch detection algorthms discussed here, place pitch markers (mark the position of pitch
related peaks in the ime waveform) on the low pass filtered speech and are therefore also called

phase synchronous pitch detection algorithms [Sondhi, 1968].

In the pre-processing stage, speech signal is low pass filtered to about 1000 Hz. To obtain the
approprate pitch matkers, the excursion cycles in the signal are detected by measurement of the
intervals berween major zero-crossings. Then a heuristic approach is used to identify those
excursion cycles that correspond to true pitch perods. This includes a series of steps involving
the measurement of short ime energy, and anticipates syllabic rate pitch changes in the signal.
An error measure is used to provide continuity constraints in the pitch markers. Regions of
unvoiced pitch are idendfiable in this method by the lack of pitch markers in the processed

poruon of speech.

Another phase synchronous method of pitch detection uses autocorrelaton based pitch

estimates, and then uses the zero-crossings in the original signal for the measurement of the

16




phase synchronous pitch periods [Goodwin, 1992]. Firstly, the output of the autocorrelation
system is assumed to be a running estimate of the pitch periods of voiced speech with proper
time indices of the evaluated window. The algorithm then searches for the first major zero
crossing after a non-zero pitch period is detected (zero pitch period value is assumed for
unvoiced). Then, the pitch period is interpolated between two pitch periods by the time instance
of the zero-crossing, at the zero crossing moment. This leads to an esdmate of the pitch at the
zero-crossing moment, thus phase locking the pitch esimate with the signal itself.
Mathemadcally, if P, is the first pitch perod, and P, is the next pitch petiod, and the zero

crossing measured at t,, then the perod calculaton for P, is given by the equation below.

R«.(’b _to) + B&(IO _In)
tb_’a

P@,)= .21

2.3. Place or Frequency Model of Pitch Determination

The systems described here are a class of frequency-domain pitch detectors which use the
property that if the signal is pedodic in the time domain, its frequency representaton will have a
series of bands at the fundamental frequency and its harmonics. Thus simple measurements can
be made on the frequency-domain representation of the signal (or a non-linearly transformed

version of it as in the cepstral pitch detector) to estimate the pitch of the signal.

The first deliberate attempt to develop a pitch estimadon system based on place theory was
made by Duifhuis in [Duifhuis et at, 1982]. He implemented his system based on the Goldstein
optimum processor [Goldstein, 1973]. Exact implementation of the system as envisaged by
Goldstein was very computationally demanding as it needed maximum likelihood estimation of
the high resolution spectrum of the signal. The Gaussian widening required by Goldstein’s
model to explain pitch perception in tones with nonharmonic partials, was replaced by a
rectangular widening, in what is now termed a Harmonic Sieve. All spectral peaks contributed with
an all-or-none principle to the pitch estimate, based on certain audibility and masking constraints.
Making the all-or-none principle more relaxed with a gradual decrease in contribution of the
estimate based on the position of the peaks, and their amplitudes, results in systems similar to a

spectral comb [Goldstein, 1973], or the Sub-Harmonic Summadon (SHS) [Scheffers, 1983].
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However, the most popular pitch detection technique belonging to this class of models is
cepstral pitch estimation, first proposed by Noll in [Noll, 1967]. The Cepstrum is defined as the
inverse Fourer transform of the logarthm of the Fourer transform of the windowed signal. In
the case of cepstral pitch estimation, the signal is first windowed with 2 Hamming window of at
least 512 points. The cepstrum of this signal is computed, and the peak cepstral value and its
position determined. If this peak exceeds a pre-determined threshold, the portion of the signal is
declared voiced, and the position is used to compute the pitch period. If the peak does not
exceed the threshold, a zero-crossings count is made, and if this exceeds a certain threshold, the
secton is termed unvoiced. Otherwise, it is called voiced and the perod of the cepstrum is
determined by the maximum value positon of the cepstrum. A heudstic decision loop is

suggested and often used for prevention of pitch doubling and pitel hatving errors.

Another system which is used in practical speech recognition systems (with some vanations) 1s
based on the Linear Predicdve Coding (LPC) theory by Aral [Atal et al, 1971). The first step in
this pitch detecton system is the voiced/unvoiced decision, which is actually performed by a
trained pattern recognition system. The sampled speech is low pass filtered and decimated to
about 2 kHz sampling rate. A 41-pole LPC analysis is done on this signal, and the resulting
coefficients are spectrally flattened using a Newton transformation. The position of the peaks in
this representation gives the pitch of the signal at the 2 kHz rate, which is then interpolated to

give a higher resoluuon.

2.4. Mixed Mode Pitch Determination

In 1951 Licklider proposed a duplex theory of pitch percepton [Licklider, 1951}, to account for
many properties of pitch perception, including the perception of the missing fundamental as well
as the pitch of modulated noise. Licklider imagined a neural system that measured the running
temporal autocorrelation in each auditory frequency channel. A frequency channel is simply a
section of the basilar membrane that can be assigned its own charactenstic frequency to which it
maximally responds. The sensation of pitch is then determined by the common perodicities

observed across channels.

In 1983, Lyon simulated an implementation of the duplex theory [Lyon, 1983], and labelled the
simuladon output the correlogram. In general, simulatons using these models provide a graphical
output that correlates well with pitch. The tdme lag of the peak in the summary correlogram
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(summation of the autocorrelation function analysis across channels) is usually found to be the
reciprocal of the frequency of the perceived pitch and the height of the peak is often correlated
with pitch salience.

Since the attempts by Lyon, this area of research in modelling the pitch perception has seen great
activity. Meddis [Meddis, Hewitt, 1991], [Meddis, O’Mard, 1997], formalised the simulations and
added the final summary autocorrelation stage. Cariani [Cariani, Delgutte, 1996] also showed that
similar processing of measured auditory nerve impulses is sufficent to predict many pitch
perception phenomena. Other researchers have replaced the autocorrelation function with

different mechanisms that measure the temporal intervals in each channel [de Cheveigné, 1998}.

2.5. Multiple Pitch tracks from simultaneous speech

A reliable algorithm for muldple pitch tracking is critical for many auditory processing tasks such
as compurational auditory scene analysis (CASA), prosody analysis, speech enhancement and
recognition. This is because pitch is an important cue in the segregation of vowel sounds in
speech [Meddis, Hewitt, 1992]. However, due to the difficulty of dealing with the interference
from noise and mutual interference among multple harmonic structures, the design of such an
algorithm is very challenging and most existing pitch determination algorithms are limited to
clean speech or a single pitch mack in modest noise. Certain speech related applications, like
speech and speaker recognition, would greatly benefit from a system which is able to detect
speech from a target speaker, in the presence of other speaker(s). This target speaker’s speech
may not always be dominant (discontinuous background speech may be detected as foreground
speech in certain instances). Therefore, a pitch esimadon system that is able to detect and track
pitch from one speaker may be used in these applications to ensure continuity of performance in

the presence of background speech.

An ideal pitch esimation system for most applicadons should perform robustly in a varety of
acoustic environments. However, the restricion to a single pitch track limits the types of
background noise in which these algonthms can perform usefully. For example, if the noise
background contains harmonic structures such as background music or voiced speech, 2 muldple
pitch tracking algordthm is required for providing useful results. The background concurrent
speech may be treated as noise in single pitch tracking systems, however, a streaming architecture

is needed to make sure that the system can track the pitch of a target speaker, and assign the
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right pitch to each stream. This problem lies outside the scope of single pitch tracking systems,

as there is no inherent concept of target, foreground or background streams.

There have been several proposals made for muldple pitch tracking systems, for example see
[Assmann, Summerfield, 1990], [Tolonen et al, 2000], [de Cheveigne et at, } and [Weintraub,
1986]. However, these systems are designed and tested for either vowels or synthencally
generated signals, and have not been extensively evaluated in terms of stadstical performance on
a longer speech signals. Many of these systems are perceptual models of the segregation of sound

streams, and not necessarly multiple pitch period esimation systems.

Most of the muldple pitch estimation systems, including the one proposed in this dissertaton,
are designed to estimate two simultaneous pitch wacks and have several processing stages in
common. Here is a brief account of the varous stages involved in the estimation of two pitch

tracks from simultaneous speech from two speakers with different fundamental frequencies.

The first stage is to simulate the middle and outer ear low and high frequency artenuadon effects.
This is followed by simulatdon of mechanical frequency-selectivity of the basilar membrane. The
third stage is simulation of mechanical to neural ransduction at the inner hair cells. This lead to
an output comprsing multple “channels” of actvity, almost always tonotopically dismbuted
with frequency overlap between channels. The fourth stage is the calculaton of a running
autocorrelation functon in each individual channel. The fifth and the sixth stage differ in
different models. In some models, like [Meddis, Hewitt, 1992], these stages involve first
computation of a summary autocorrelation functon by summing activity in all channels, and
then picking up peaks as candidates of pitch (first and second peaks which are not harmonically
related in case of Meddis and Hewitt). In other models, like that of Wu et al [Wu er al, 2002], this
process is more involved. It consists of picking up peaks and channels selectively, based on a
certain stadstical hypothesis, and then evaluation of that hypothesis, operating under some global

constraint (explained later in this chapter in detail).

2.6. Detailed Description Of Pitch Estimation Systems Used In This Study

There are many different pitch estimation algorithms, and new ones continue to appear.
However, most of them are based on similar principles and therefore share the same strengths

and weaknesses. Nevertheless, the evaluadon of most of these systems in different noise
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conditions and signal resolutions appears to be lacking. Indeed, to the best of our knowledge, the

most prominent of these systems have yet to be tested under the 2bove mentioned conditons.

The main reason for the testing and analysis, such as that carried out in this thesis is to evaluate
the practical usefulness of these systems as noise robust pirch esamators. The auditory system in
mammals has evolved over millions of years. The ability to perceive threats, prey and predators,
and to communicate with others, are essential to survival. The barn owl for example, perceives
the slightest ruste in the field, in the presence of other noises, in order to hunt, with a very
advanced and specially adapted auditory system [Konishi, 1993]. The robustness of auditory

percepton under such condidons is not only an advantage, it’s a requirement.

It is therefore quite surpdsing that most of the models of auditory pitch perception have not
been tested for their robustness under challenging noise condidons. One of the reasons for this
situation is the fact that it has proved quite difficult to develop a model which can perform well
(in compatison to the human subjects) even in situatdons where no noise is present. Also, too
often too much effort has been spent on explaining all the different psychoacoustcal quirks of
human pitch perception, and robustness in noise has been paid too litde attention. Most recent
auditory pitch perception models have not been extensively tested in noise. Practcal pitch
perception systems, like the ones we shall describe next, have also not been extensively tested for

robustess in challenging noise environments.

Multiple pitch tracking has proved to be a very difficult problem in its own right. Although there
are systems that have been used in the context of computational auditory scene analysis to
handle these problems, the approach has been to carry out streaming expenments, and the
systems have not been extensively tested for their ability to produce accurate multple pitch
tracks, untl recendy [Wu et al, 2002). This problem is also an interesding one for music
applicatons. Therefore one of the aims of this work is to evaluate the reference systems that are
descrbe below for both robustness in noise, and their ability to track pitch in the presence of

interfering speech.

The systems that are descrbed next are among the fore-front of research in the area of pitch
estimation systems. Special attention to their description is paid here as their performance is

evaluated and compared with the performance of the proposed system.
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2.6.1. PRAAT — Window Normalised Autocorrelation Based Pitch Estimation

The PRAAT pitch estimadon algorithm proposed by Paul Boersma in [Boersma, 1993] is
implemented in the publicly available package on the intemet [Boersma, 2002]. It is a simple
periodicity detecton system that operates in the autocorrelation (lag) domain, and produces
accurate pitch estimates and harmonic to noise ratios (HNR). It is better than other systems, in
terms of finding the right peak in the lag domain, based on the autocorrelaton pnnciple because
it performs normalisation of the autocorrelation domain representation of the signal with the
window functon, before computadon of the pitch estimates. It claims robustness in noise in
principle, but in the original paper, only synthetic signals like pulse trains and sine waves were
used to evaluate performance in noise, and not speech. It has been evaluated for speech signals
elsewhere [de Cheveigné, Kawahara, 2002], however in those studies, no noise evaluatdon was

carried out.

Computation of Normalised Antocorrelation:

The autocorreladon of a periodic and stationary signal x(t) is given by the equadon 2.2.
r, ()= [x(@Ox( +7)dt .22

The function r,(1) evaluated at lag 1, corresponds to a frequency given by 1/ 1. The functon r,(1)
at lag 0 is the power of the signal, and the normalised autocorrelation, r’ (1), is given by equaton
2.3.

r;(t)=ﬂ .23

r,(0)

However, most of the speech signals are not stationary, and in order to use autocorreladon in
this context, the signal is windowed. The window function used is normally maximum in the
middle portion of the signal and tapered to zero towards the edges. In this system, in additon to
using the nommalised autocorrelation of the windowed signal, the system also normalises the
autocorrelation function r’ (1) with the normalised autocorrelation function of the window (r.(7))

which was used to make the portion of the signal under consideration statonary.
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r. (1)

r(7) = " )

.24

The reason for this further normalisation is to undo the tapering effect the windowing process
has on the higher lags. In situations where the second harmonic of the fundamental is high in
energy, the lack of this normalisation leads to octave jumps upwards on the frequency scale. This
1s a senous problem espedially for telephone quality speech, where the fundamental frequency
component is usually missing. The actual computation of autocorrelation is done through a Fast

Fourer Transform (FFT).

Caleuilation of Harmonics to Noise Ratio and Parabolic Interpolation:

The autocorreladon of a signal at zero lag equals the power of the signal. For normalised
autocorrelation, the maximum at 7, represents the relauve power of the penodic or the
harmonic part of the signal, and its complement represents the relatve power of the noise

component. Thus the harmonic to noise ratio is given by equaton 2.5.

r (o)
HNR =10Lo —E- s ...2.5
e

For perfectly periodic sounds, the HNR is infinite.

The HNR is used in this system to determine, based on the value of the ratio and a fixed
threshold, whether a portion (frame over which HNR is calculated) is voiced (has a higher HNR
with respect to the fixed threshold), or unvoiced (lower HNR with respect to the fixed
threshold).

This pitch detector aims to detect the fundamental frequency very accurately. However, the
sampling rate of the digital signal places inherent resuictions on the accuracy with which the
frequency of any of its components can be measured, proportional to the sampling rate. These
problems are overcome in the lag domain by up-sampling the signal in the frequency domain
{(which is the intermediate domain for calculation here). This interpolation is done beth for the
frequency domain representation of the window function, and the frequency domain

representation of the signal, according to the parabolic interpolation of sin(x) / x equation, where
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x is the frequency domain vadable. This interpolation makes the systemn more robust to aliasing

problems in higher frequency regions (close to the Nyquist limit).

Precision and Figures of Performance:

For pure periodic functions, the accuracy of the algorithm is claimed to be 10” in the lag domain.
Undoubtedly, this makes the system the most accurate system for sampled data. However, for a
sine wave with a frequency of 206 Hz and a window of 40 ms, with noise (white) added at 20 dB
SNR level, there are 40% local octave errors. If the proposed global path finder is used (the
global path finder is a system that weighs the potental pitch candidates with cost functions for
voiced unvoiced transitions and octave-jumps), the octave errors are the reported to reduce to
0%. However it is also acknowledged that for a dynamically changing signal, this may not be
possible.

2.6.2. YIN: A recent fundamental frequency estimator for speech and music

The YIN algorithm is a recent periodicity estimator for speech that we have come across in the
literature [de Cheveigné, Kawahara, 2002]. It is also well evaluated (by the authors) on different
databases, claiming impressive gross error rates for clean speech in several speech databases,
hence our motivation for including this system in this evaluation and compadson. The system is
comprsed of techniques used by many other systems in a unique way. Like the system described
above, it is based on the autocorreladon calculadons, and relies on parabolic interpoladon for
accuracy. It uses a cumulatve mean normalised difference function (explained later in the text)
for a local search for the best peak in the lag domain representadon of the signal to lock for
better (more accurate) estimates. The system is descrbed with an outline of the processing steps

and claimed performance below.

The Method:

The first step in the method used for computing pitch in the YIN system is that of
autocorrelation, which forms the front end of the system. There are no references to the
normalizadon of the autocorrelation functon with the autocorrelaton of the window used 1n the
paper [de Cheveigné, Kawahara, 2002], and this does not appear to be the case on code

inspection.
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The next stage is the calculaton of the difference function. Mathematcally, the difference

function is defined in terms of the autocorrelation function r(t) in equation 2.6. below.

d.(z)=r(0)+r, (0)-2r(z) .26

+7

However, according to de Cheveigne, the difference funcdon is quite sensitve to amplitude
changes, and therefore, in the next stage of processing, a “cumulative mean normalized

difference functdon” is computed, as below.

1, ift=0
d@)= L
(1) dl(z—)/[-‘l;Zd,(j):Iothenvise

j=1

The next stage is to set an absolute threshold and choose the smallest value of 1 that gives

minimum of d' (less than the absolute threshold). This threshold was set to a value of 0.1.

Parabolic interpolaton is implemented by choosing the minimum value of d(x), and
interpolating this value by fitting a parabola to the neighbouring values and choosing the

minirmum point on the parabola.

The last stage of the algorithm finds the best local estimate of d’(t). For each time index t, search
is performed for the minimum of the function dg(Ty), for parameter 0 in the vicinity of t, i.e., in
the range Ty = [t—T,,./2, t + T,_,./2], where T, is the estimate at ime 0 and T, is the largest

expected period. The typical value of T, was reported to be 25 ms.

The Performance Claims:

The YIN system is quite well tested, and performance figures were reported for several
databases, with comparisons to many other similar systerns. However, the evaluadon was carried
out without any additve noise, or variations in the signal resolution. The system was reported to
have the best performance compared to the other evaluated methods. The averaged figures
indicate a better performance by about a factor of 3. Over 99% of the esumates were accurate
within a tolerance of 20% of the reference pitch data, 94% within 5% tolerance, and 60% within

a tolerance of 1%.
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2.6.3. The Auditory Toolbox — Slaney’s Correlogram based Pitch Estimation

This is the classic correlogram pitch estimation system proposed and implemented by Slaney and
Lyon [Slaney, Lyon, 1990]. Similar, but more advanced system is presented in [Meddis, Hewntt,
1991] by Meddis and Hewitt, based on the auto-correlogram computation. However, only the
auditory toolbox based system was evaluated because the system descdbed by Meddis and
Hewitt is much more computationally expensive. The system included in the auditory toolbox by
Slaney is based on Licklider's [Licklider, 1951] “Duplex Theory” of pitch perception, and tested
on a variety of stimuli from human perceptual tests. It is aimed to accurately model the way
humans perceive pitch. They claim that it correctly identifies the pitch of complex harmonic and
inharmonic stimuli, and that it is robust in the face of noise and phase changes. This perceptual
pitch detector combines a cochlear model with a bank of autocorrelator units. By performing an
independent autocorrelation for each channel, the pitch detector is relatvely insensitive to phase
changes across channels. The information in the correlogram is filtered, nonlinearly enhanced,
and summed across channels. Peaks are identfied and a pitch is then proposed that is consistent

with the peaks.

The representation used by the pitch detector, which corresponds to the output of Licklider's
duplex theory, is the correlogram. This representaton shows the spectral content and ame
structure of 2 sound on independent axes of an animated display. A pitch detecton algonthm
analyses the information in the correlogram and chooses a single best pitch. The system does not
address the decision of whether there is a valid pitch (the voiced/unvoiced decision), nor does it

attempt to enforce or utilize frame - by - frame conunuity of pitch.

The Model-
According to Slaney and Lyon [Slaney, Lyon, 1990], the human auditory system can be simplified
to three processing stages, and the model they implemented, is broadly based on these stages.

These are descobed below.

The Cochlear Model: A cascade of second order filters is used to model the propagation of
sound along the Basilar Membrane (BM.) At each point along the cochlea the BM responds best
to 2 broad range of frequendies and it is this movement that is sensed by the Inner Hair Cells.
The “'best" frequency of the cochlea varies smoothly from high frequencies at the base to low

frequencies at the apex. Inner Hair Cells only respond to movement of the BM in one direction.
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This is simulated in the cochlear model with an array of Half Wave Rectifiers (H\WRs) that detect
the output of each second order filter. The HWR non-linearity serves to convert the motion of
the BM at each point along the cochlea into a signal that represents both the envelope and fine
time structure. Finally, four stages of Automatic Gain Control (AGC) allow the cochlear model
to compress the dynamic range of the input to a level that can be carried on the auditory nerve.
The muldple channel coupled AGC used simulates the ear’s adaptation to spectral ult as well as

to loudness.

The Correlogram: If a sound is perodic, the autocorrelation functions for all cochlear channels
can be assumed to show a peak at the horizontal position that corresponds to a correlation delay
equal to the perod of repedtion. This is generally equal to the perceived pitch perod. Since the
peaks in all channels, or rows of the image, occur at the same delay, or horizontal positon, they
form a vertical line in the image. This is based on the “duplex” theory, which says that sounds
with a perceived pitch, even if they are not periodic, will produce a vertical structure in the
correlogram at the delay related to the perceptual pitch. On the other hand, formants, or narrow
resonances in the frequency domain, are displayed as horzontal bands in the correlogram. The
correlogram is computed by finding the (short-time, windowed) autocorrelaton of the output of

each cochlear frequency channel.

The Pitch Esaumadon System: The pitch esimator consists of four steps. A preprocessing step
modifies the correlogram to enhance the peaks. In the second step, the values at each time lag in
the enhanced correlogram are then summed across all frequenaes. Peak locations at this stage
give estimates of all the possible periodicities in the correlogram. The third step is to combine
evidence at the subharmonics of each pitch to make the pitch esumate more robust. Finally, the
largest peak is picked, being careful to avoid octave errors, and a numerical value of the pitch is
determined based on the locaton of the peak. The system uses a technique descobed by
Nishthara [Nishihara, Crossley, 1988] to judge the location of the pitch peaks. In general the
peaks in the pitch function are symmetric and an accurate estimate of their centre is made by
fitting a polynomial to the points near the peak. Using multiple points to determine the location
of the peaks allows the pitch period to be determined with a resolution finer than the sampling

interval (in low noise situations), and a more robust estimate to be made when noise is present.
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The Performance Clainis:
The original model was not evaluated in a systematic way for noise or varying signal resolutions.
[t was however demonstrated that the system can emulate various perceptual effects such as the

phenomenon of wrtial pitch when the fundamental frequency is missing or of very low energy.

2.6.4. The Probabilistic Muluaple Pitch Tracking System

The probabilistic muldple pitch tracking system that is described here was published most
recently [Wu et al, 2002], and is one of the few muldple pitch tracking systems whose
performance has been tested on speech signals for two simultaneous speakers. The software to
simulate the model was obtained by a request to the authors. However, in its current
configuration, the system supplied works only on signals sampled at 16 kHz sampling rate, and
was not used for all of the experiments that were performed, but only for the two simultaneous

speakers test, sampled at the required 16 kHz sampling rate.

The system is based on the processing of a summary autocorrelation function of a large number
of channels. This is followed by a probabilistic processing step on the output of the
autocorrelaion function computation, using Hidden Markov Models (FIMM) to estimate the

two (or less) pitch tracks. The model is descrbed in detail below.

The Model:

The algorithm consists of four stages.

In the first stage, the input signal is sampled at 16 kHz and then passed through a bank of 128
fourth order gamma-tone filters [Patterson et al., 1987]. The frequency channels are classified
based on their centre frequencies as either belonging to the low-frequency group, or the high
frequency group, with the channels having their centre frequency below 800 Hz belonging to
former (channels 1-55), and the rest to the latter group (56-128). The high frequency channels
have their output passed to an envelop estmation system. A normalized autocorrelaton function
is then computed on the envelopes of the higher frequency channels and the ourput of the low
frequency channels (computation is performed in each channel separately at the rate of 10 ms,

using a window size of 16 ms).
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Channel and peak selection comprise the second stage. For low frequency channels, the swength
of the autocorrelaton function output is constdered. If the autocorrelaton function in a channel
has a peak greater than a fixed threshold at the lag corresponding to the centre frequency of the
channel, it is concluded that the corresponding frequency component is present in the signal, and
the channel is selected for further processing, otherwise, it is rejected. For high frequency
channels, another autocorrelaton function is evaluated, this time with a larger window. If the
difference between the two outputs (standard autocorrelation and larger window autocorrelation)
is not large, the channel is selected, otherwise it is rejected. A local search method is used for the
selecton of peaks in the autocorrelation function output of high frequency channels. If the peak
is above a certain threshold, and there is another peak at a lag corresponding to double the
period, the original peak is kept, otherwise it is removed. Another method 1s used in conjunction
to this method. If a strong peak in the high frequency channels is found, all the muldple peaks
corresponding to other perods are removed. This process is aimed at reducing the errors due to

multple and sub-mulaple pitch peaks in the autocorrelaton functaons.

The third stage comprises the probabilistic calculation of pitch periods and time lags of selected
peaks, achieved by studying the statistical fit of the selected peaks to a particular pitch period
hypothesis, based on the normalised autocorrelation funcdon. First, the contribution of each
frequency channel to a pitch hypothesis is calculated. Then, the contributions from all channels
are combined into a single score. By studying the statistical relationship berween the ideal pitch
periods and the time lags of selected peaks obtained from the last stage, attempts are made to
formulate the probability of a channel supporting a pitch hypothesis, using a statstical
integration method for producing the conditional probability of observing the signal in a time

frame given a hypothesized pitch perod.

The final stage acts as a probabilistic pitch tracking system, given the different pitch hypotheses
from previous steps. The system uses an HMM for approximating the generation process of
harmonic structure in natural environments. The hidden nodes represent the possible pitch states
(one pitch, two pitches, no perodicity) given the observation nodes. The observation nodes are
represented by the set of selected peaks and lags from each time frame. In the final step the
state-spaces for one, two or zero pitch states are discretised and the Viterbi algorthm is

employed for finding the optimal sequence of states.
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Performance Claims:

The system is claimed to reliably track pitch in varous situations, one speaker, speech mixed
with other acoustic sources, and multple (two) speakers’ speech. The system was compared to
another multiple pitch tracking system by Tolonen et al [Tolonen, et al, 2000]. The results show
huge advantage in terms of performance improvement over this system, with gross error rates
improved by nearly four times. The absolute gross error rates for the dominant pitch for the
multiple pitch case (two simultaneous talkers) was 0.93%, while the gross error rates for the non-

dominant pitch are not given.

In this chapter, a number of pitch estimation systems and techniques were presented. Their
performance and claims were discussed, and put in a historical context in terms of the
development of advanced pitch estimadon algorithms. It was realized that none of the systems
have been evaluated in a statstical sense for varying noise condidons, or for different signal
resolutions. Although attempts have been made to carry out comparative evaluations of different

pitch estmaton algorithms, these factors have generally been omitted from the analysis.
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Chapter 3

DAMPED HARMONIC OSCILLATORS BASED SIGNAL
PROCESSING

The Front-End Analysis

Speech signal processing plays a fundamental role in all speech related research, whether it is
modelling psychoacoustical data, or coding for compression and transmission or storage of the
signal. During the course of long years of speech processing, a varety of signal processing
techniques have been developed and used. These include the Fouder transform and the Fast
Fourer Transform and related techniques, digiral filters and banks of digital filters, the linear
predictive coding technique, and other stochastic signal analysis techniques. All of these
techniques are suitably adapted for speech processing and collectively called front-end processing
techniques. The bank of damped harmonic oscillators is a novel front-end signal processing
technique, inspired by Helmholtz’s model [Helmholtz, 1870] of basilar membrane processing,
but grounded in the theory of damped oscillators and signal processing.

One of the most useful ways of characterizing speech is in terms of an acoustc waveform, called
the speech signal. For the processing of this signal by means of computers, the acoustc
waveform is converted into a current waveform, using a microphone or other such device. This
continuous tme current waveform representing the acoustic analogue waveform is achieved
through a transducer like a microphone. The current waveform is then digifised by sampling the
signal at fixed (and very short) intervals of time, to obtain the digital speech signal, using an
electronic A/D (analogue to digital) converter device. The quality of the digital signal thus
obtained is a functon of the sampling interval, and the number of digital bits used to represent a
single sampled value of the signal, the smaller the sampling interval, and larger the number of
bits used for representaton, the higher the quality of the digital signal. Most of the speech
processing research is done on this representatdon of the acoustic signal. Using an inverse
mechanism, involving the application of D/A (digital to analogue) converter, and a transducer
like a2 sound speaker, the processed speech waveform can be converted back into an acousuc

waveform.
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Once a digital signal representation of the acoustic waveform is obtained, the representaton is a
one-dimensional tme-amplitude signal, which is very difficult to analyse in this ‘raw’ form. The
difficulty arses because the actual speech sounds are pseudo-penodic signals composed of
different frequencies, each of these frequency components being present in varying degrees of
strength, which may change over tme. It is pseudo-periodic because the frequency components
described above change with time (in both the frequency of oscillaton and the amplitude with

which they oscillate). Mathemarcally, we can state this by equation 3.1.
s(t)= a, (), )+ a ()P, )+ a, (), ).+ a,(n)¥(f,) .34

It is the task of all the front-end techniques to estimate the contributon of components of
frequencies /;, given 4; at a time instant denoted by variable £ We shall take a brief look at the
most commonly used techniques to do this analysis, and establish the necessary signal processing

background before presenting the proposed technique.

3.1. Pre-processing Methods for Speech Analysis

Research into efficient and robust front ends is a very active area of research on its own. In
speech processing, there are three different techniques on which most of the speech research is
based. All these techniques, at least as an intermediate stage, transform the signal to a

representation in the frequency domain, in order to calculate the coefficients g;in equadon 3.1.

3.1.1. Fourier Analysis and Related Techniques
For Fourer analysis of any signal, the frequency based function ¥ in equadon 3.1 1s modelled as

a complex exponendal. Thus the Fourier model of the signal is represented by equaton 3.2.
s()= [A,e*"dt .32

The complex exponendals are called the basis functions in Fourier terminology [Kammler, 2000].
The term A, is the amount of discrete exponenual ¢¥ that must be used in the recipe for the
signal s(t). The summation operation in equation 3.1 is replaced by an integral operaton in
equation 3.2. For sampled signals, the Founer synthesis equation 3.2 is given by equation 3.3, and
is called the Discrete Fourer Transform (DFT) pair.
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s[n]: ZN—IA[klezahIN
=0
N-1 ...33

5 s[n]e-2mm
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N =
The equation 3.3 is called the DFT analysis/synthesis pair. The top equadon is the signal model,
and the bottom equation defines the coefficients .4f&]. The vadables / (ime) and f (frequency)
have been replaced in equation 3.3 by [/ and [&] to emphasise the discrete nature of these
calculations. The DFT analysis is computationally expensive in the form described by equaton
3.3. The FFT (Fast Fourer Transform) algorithm uses the redundancies in this calculation to

make the computation of the DFT much more efficent.

The Fourier Transform based analysis can also used for the computaton of the cepstrum of the
signal. Cepstrum is defined as the Fourier transform of the log of the power spectrum of the
signal [Oppenheim, Schafer, 1975]. It was observed that for periodic signals the spectrum is itself
perdodic, and that the Fouder transform of the power spectrum provides this period. The
cepstrum serves as a log compressed representation, thus reducing the difference in energy of the
various frequency bands. FFT computation can be used for computing the Mel Scaled Cepstral
Coefficients (MFCC) computadon. MFCC representarion is similar to cepstral representadon,
but the cepstral output is scaled according to a warped frequency scale, which is based on the
place model of the basilar membrane frequency selectivity [Rabiner, Juang, 1993]. FFT is also
used for efficient computadon of the autocorrelation function of the signal. In general, place
models of pitch estimation also work on the Fourier representaton of the signal. Computation
of the instantaneous frequency based pitch estmaton also depends on the FFT analysis

presented above.

The main advantage of using the Fast Fouter transform is its computational efficiency.
However, the signal model assumed in the analysis is that of a stationary, pedodic signal. For
non-stadonary pseudo-pedodic signals like speech, the Fourier analysis of the raw speech signal
would give erroneous results. In order to perform Founer analysis of the speech signal, it is first
split into small sections or frames, and multiplied by a window to make it stationary and remove
the effects of splitting the signal into smaller parts (the window functions used generally have
tapering edges to remove these effects). This technique of Fourier analysis is called the Short
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Time Fouder Transform (STFT). However, this process limits the frequency and temporal
resoludon of the signal. The frame size determines the frequency resolution (the number of
frequencies for which the analysis can be performed). The temporal resolution is reduced
depending on the frame size and the overlap between frames, by limiting the number of instants
at which the spectral estimate is available. However, making the frame size smaller reduces the
frequency points at which the estimate of the signal energy is available. The STFT also
introduces inherent errors in the frequency analysis, namely the short term and long term
spectral leakage. These are effects of sampling, and the fact thar the estimate is only available for
discrete frequencies [Kammler, 2000]. Therefore there is a trade-off between accuracy and
computational efficiency in the STFT of the signal.

3.1.2. Filter Bank based Analysis
A filter bank is a collection of band-pass filters, with each filter output giving a measure of the
energy in the frequency band it is designed for. Filter design theory and their realisation is a

subject of great depth, and the reader is referred to [Rorabaugh, 1997] for a complete treatment.

The sampled signal s5(#) is passed through a bank of P band-pass filters, giving the band-pass
filtered outputs s52), given by the equation 3.4,

s,(1)=s(t)*h (1), 1<i<P

s(t)= ui.:lh,(m)s(t -m) .. 34

where we have assumed that the impulse response of the # band-pass filter is /fm) with a

duradon of M; samples, and the * symbol represents the convolution operaton.

Since the purpose of the filter bank is to give a measure of energy of the speech signal in a given
frequency band, each of the band-pass signals s42), is first half-wave or full-wave recdfied. This
non-linear treatment concentrates the energy in the lower frequency region of the output, as well
as creating high frequency images. Following this step, the output is low-pass filtered to remove
the high frequency images and maintain the DC component of the output. The resulung signals
give an esdmate of the energy of the frequency components of the original signal in each of the
frequency bands of the bank of filters. The mathematical basis of these operations is dealt in full
in [Oppenheim, Schafer, 1975] and [Rabiner, Juang, 1993].
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The bank of filters can be realised as an FIR (Finite Impulse Response), IIR (Infinite Impulse
Response), or through FFT. A treatment of all these different techniques is beyond the current

scope, and not relevant to the current discussion.

The more important part of filter-bank design for speech processing, which is also a subject of
much research is the spacing of the bands on the frequency spectrum, the number of such bands
(= number of filters), and the bandwidth of each of these filters. The most popular filter banks
are designed on the varous perceptually relevant scales, like the Mel Scale {Pickles, 1988], the
bark scale [Zwicker, Fast, 1990], or the ERB scale [Glasberg, Moore, 1990]. With some minor
differences, the bark scale and the Mel scales arrange the centre frequencies and bandwidths of
the filters in the same manner as the experimentally determined frequency profile along the
basilar membrane. The result is close to linear spacing for frequencies below 1000 Hz, and
approximately logarithmic for frequencies above 1000 Hz. The ERB scale has the filter
bandwidths nearly multiplicative as a funcdon of centre frequency of the band-pass filters for
frequencies above 1000 Hz. In its most general form, each band-pass filter is implemented via a
direct convolution, i.e., no efficient FFT structure can be used. This makes the implementaton
of these non-uniform filter banks at least 6 to 7 rimes slower than a uniform filter bank, which
may be realised using an FFT computation. Although some “quick and dirty” methods for
realising the non-uniform filter banks ate available, there are generally not used [Rabiner, Juang,
1993]. Figure 3.1 shows the typical frequency charactenstics of filters used in Lyon’s cochlear
model [Slaney, 1988], {Slaney, Lyon, 1993].

3.1.3. Linear Predictive Coding Analysis

Linear Predictive Coding (LPC) for speech analysis/synthesis which originated about three
decades ago [Atal et al, 1971], is based on an all pole model of the speech signals. LPC is used in
most of today’s commercial speech analysis/synthesis systems. With LPC, formant like analysis
of the speech signal was made possible, without the need for explicit formar tracking, which has
proven to be quite problematc. This is because the peaks in the LPC spectrum are usually linked
with the active format region of speech. LPC computation was made very efficient with the

method of partal correladons [Itakura, 1975].
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Lyon's Cochlear Model

Decibels

10 10° 10
Frequency

Figure 3.1. The filter characteristics as reported by Slaney and Lyon in [Slaney, Lyon, 1993]. The
x-axis represents the frequency, and the y-axis is the gain of each filter in the filter-bank,
as a functon of the frequency.

The basic idea behind the LPC analysis method is that of the auto-regressive model. That s,
given the past p values of the signal, the current sample 5(n) can be modelled as the weighted sum
of these past p values. The basic assumption is that this model remains constant for the length of
the frame (i.e. assuming statonarity fot that frame). The mathematical equation for this analysis

is given by equaton 3.5,
s(n)=as(n-p~1)+asn-p-2)+asn-p —3)...+a,s(n -1)+e¢ ... 35
where the ¢ is the error in the model, and is also modelled as a constant term for each frame.

If the error term ¢ is modelled as G.u(n), whete #(n) is the input to the model, and G is gain,

equadon 3.5 can be represented as equaton 3.6.
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G.u(n):s(n)-ia,s(n—k) ...30

k=l

The transfer function of the model in the 7 domain is given by equation 3.7b.

Gu(z):s(z{l-Za,z“J ...37a

5(z) 1 1
Hiz)= = =
(z) G-Uz) l—ia,Z" A(z)

=1

.. 3.7b

This is the most significant step in the LPC analysis, because not only does it tell us that LPC
model can be viewed as an all-pole model, but also as a model of speech production. In this view
of the model, the G.ufn) is the excitation signal or the glottal pulse, and the LPC coefficients
model the shape of the vocal tract. This also acts as a justificanon for the statonanty assumpton
of the model inside the frame, as it is well known that the shape of the vocal tract changes slowly

with time. Figure 3.2 shows this speech synthesis model of the LPC analysis.

¢ Pitch perod

Voiced Unvoiced Switch
Impulse Train
Generator
B LPC Parameters
Time varying digital filter
)4 > -
Random Noise Gain
Generator

Figure 3.2 Speech Synthesis model of LPC analysis. The pitch perdod and voiced/unvoiced
switch are important parts of this model.

3.2. The Damped Harmonic Oscillator Based Analysis

In this dissertatdon, a new signal processing front end for the purpose of periodicity analysis is

proposed. The proposed system is similar to the bank-of-filters based approach, but is much
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more computationally efficent (an analysis of the computational costs and effidency is included
in the appendix A.1. of this thesis). The results of this processing are used to develop a signal
representation based on the temporal analysis of the output. The resuiting system affords a much
higher frequency resolution. The most important claim however, is that this model of speech
signal processing and the associated representadon that is developed, is robust to added noise,
and can perform an effective separation of the periodic part and the a-pediodic noise. These
claims shall be substantated by means of examples in this chapter, and by means of an extensive
empirical study of performance of the complete system in chapters 5 and 6. It may be noted
however, that the property of noise robustness is not derived from the operation of the damped
harr‘nonic oscillators alone, but, is a property of the whole system that is proposed in this and the

following chapter.

The operation of a damped harmonic oscillator is a conceptually advantageous construct that
yields itself to further analysis in terms of temporal properties of the oscillatory behaviour of a
mechanical system in order to derive the components of a complex tonal signal. The prnciples
of the operation of the damped harmonic oscillator are described next, followed by an analysis of

their frequency and temporal characterstcs.

3.2.1. Principle of Operation

The fundamental units of the proposed system, the damped hamonic oscillators, are not an
explicit model of the basilar membrane vibradon as a result of the acoustic sumulus, but are
inspired by its mechanical analogue. From the days of Helmholtz [Helmholtz, 1870], it was
widely agreed that the cochlea in the mammalian inner ear acts as a frequency analyser. From the
expedments carded out by von Békésy [von Békésy, 1960] it was further inferred that the
cochlea acts 2 mechanical runing device, with various sections of the basilar membrane selective
for particular frequencies of the simulus. It was also discovered that ar least at moderate sound
pressure levels, the frequency tuning of the basilar membrane is quite broad, and that there is
also significant damping. At the tme, these results came as quite a surpmse because
psychoacoustical tests [Licklider, 1956} had shown that the frequency selectivity in human
subjects was much higher than the experimentally measured selectvity at the cochlea. However,

currenty held views [Yates et al., 1985] based on further experiments on the tuning of the basilar
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membrane have shown the selectivity of the basilar membrane to be at par with the selectivity

observed in the auditoty nerve fibre mning curves.

From these experimental results, it is clear that the basilar membrane acts as a frequency
selection systemn with the oscillatory movement of the basilar membrane sharply runed to the
frequency of the stimulus [Russel, 1987). Therefore, the fine frequency disunctions measured in
the psychoacoustical tests, must be inferred as encoded in the dynamic nature of the oscilladons
of the basilar membrane, which are then transmitted to the auditory nerve through the inner hair

cells in the inner ear. This is the basic principle of operation of our system as well.

A damped harmonic oscillator [Pain, 1976], [Patk, 1964], is a very simple device, that has two
design parameters, the characterstuc frequency of oscillation, and the damping constant.
However, the charactedsdc frequency only controls the ampliude of oscillation in response to
the simulus, and the oscillator actually oscillates with the frequency of the applied samulus, with
the amplitude of these oscillations inversely proportional to the difference between the
charactenstic frequency and the frequency of the stumulus, and directly proportional to the
amplitude of the original stimulus. This simple design principle means that the system composed
of such units is data drven, as the system’s dynamic behaviour is driven largely by the sdmulus,
and not so much by the properties (or parameters) of the system itself. The input samulus
“dnves” the damped harmonic oscillator at a frequency that is determined by its own frequency,
and the design parameters influence the amplitude of the acuvity. This situation is analogous to
that of the basilar membrane with broad with the fine dynamic behaviour (fine in terms of
temporal mechanical oscillations) encoding the perodicity of the actual signal. The damping
constant of the damped harmonic oscillator determines the effective bandwidth of the oscillator,
by enforcing a time constant related to the oscillatory behaviour, and is analogous to the suffness

of the basilar membrane.

3.2.2. Dynamic Operation and Derivation of the System Equations

The Damped Harmonic Oscillator (DHO) is a unit that oscillates preferendally to a signal with
frequency close to its charactenstic frequency. In the absence of a close frequency component,
the oscilladons are very small in amplitude and decay asymptotically towards zero amplirude. The

state varable of a DHO can be descobed concisely as a complex number £ as in equation 3.8.
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Z=X+iy ...38

The dynamic operation of the DHO unit is controlled by equaton 3.9.

%:(b+iw)z ... 39
For clanty let,
k=b+iw ... 310

Then, the solution to equaton 3.9 can be written as the standard soluton in equadon 3.11.

1= e .31

z=e"e™ ... 312
Then, if
x= Refz) ..3.13
y= Im(z)
we get,

x=e"cos(wi)

" .. 314
y=e sin{wt}
using 3.9 and 3.13,
dx . .
-— = Re(z) = Re((b + iw)(x + iy)}
dt .. 315

% =1Im(z)=1Im(b + iw)(x +iy))



Therefore the final dynamical system takes the form of equation 3.16.

dx

7=bx—wy

d’ .. 3.16
34

——=bhv+

o Y+ WX

In the above solution, the time subscripts have been ignored for clarity. The parameter 4 is the
damping constant of the oscillator, and determines the rate of decay of the varables x and y with
tme. The parameter w is the charactedstic frequency of the damped oscillator. From equation

3.14 it is clear that the variable 4 should be negative for damped osalladons.

The equadon 3.12 defines the behaviour of the impulse response. In the presence of a
condnuous time real valued signal s, the system can be treated as a forced damped oscillator. In

that case, the dynamic equaton takes the form of equadon 3.17.

dx

—=bx—wy+s

Z’ .. 317
y

= —py-

o 'y — WX

In the case of digital signals, the signal is only specified at a certain rate, known as the sampling
rate. To implement the system descrbed by equation 3.17, we need to have a discrete ome
version of the equadon. These equadons depend on the sampling frequency of the input signal,
/. Under these assumpdons, the equation 3.17 can be modified as equaaon 3.18.

M_x_(r)= bx(t)— wy(1)

1) vt .. 3.18
L%: by(t)+ wx(t)
Leading to the final system of difference equations 3.19.
x(t+1)=(1+ 4b)x(t)— wAy(t}+ s(1) 319

Yt +1)=(1+db)y(t)+ wix({1)
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The term 21 is the time interval berween two samples, and is determined as the reciprocal of the
sampling rate and wis the angular frequency. The output of the DHO units is the corresponding

_ varable in equation 3.19.

3.2.3. Magnitude and Phase Response of the DHO Units
The DHO unit as described in equations 3.17 has its Laplace transform as described by equation

3.20, when the inidal values are taken as zero.

sX =bX —wY +1
sY =bY + wX

..3.20

Where 1 is the input varable and Y is the output variable. The complex frequency vanable s for
the varables X and Y is implicit. Rearranging the vanables, and substituting yields the transfer
function of the DHO unit, as descrbed by equation 3.21.

Y_ — = H(s) 321
I (s—b)P+w

The system defined by the transfer function of the form in equation 3.21 has a steady-state
response H(jw) which can be obtained by evaluatng the transfer function H(s) at s = jw. The
magnitude response is simply the magnitude of H{jw), 1e.,

|H(jw) = Re(jw) +Im(jw)*]"” .. 3.22

Figure 3.3 shows the magnitude response of a typical DHO unit. The magnitude response of a
comparative second order filters with Q" factors of 20 and 50 are shown in fgure 3.4 for
comparative purposes. The second order filters used for comparison were designed using the
Auditory Toolbox provided by Slaney [Slaney, 1998]. The transfer function of the filters used is
given by equation 3.23.

1

H(s)= —F————r
sT+as+w,

.. 3.23

* The Q factor or the Quality factor of the second order filier determines its selectivity, a higher Q being more selective than a
lower Q. Q factor can be seen as the ratio of the cnergy of the system to the energy dissipated in one cyde. For more on
second order filters theory, please see [Rorabaugh, 1997]
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where a, is given by w,/Q, where , is the centre frequency and Q) is the quality factor.

Normalised Magnitude Response

Magnitude, dB

0 200 4090 600 800 1000 1200
Frequency, Hz

Figure 3.3. The normalised magnitude response of a single DHO unit with design frequency of
500 Hz. The continuous line is for & = -60, and the dashed line is for b = -30.
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Figure 3.4. The normalised magnitude response of a second order filter, with design frequency

of 500 Hz. The continuous line is for a quality factor(Q) of 20, while the dashed line is
for Q = 50.

Several important conclusions may be drawn about the nanure of the magnirude response of a

DHO unit. The response is shallower at frequencies below the design frequency of the unit than
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for higher frequencies. The magnitude response is also continuous and has no discontinuitdes, or
local peaks. Compared with the second order filters, the response is different in two ways. Firsdy,
it may be observed that the region around the design frequencies for the DHO response is
broader, and secondly, the shape of the curve is different, with the second order filter response

falling sharply, but not to the same extent as that of the DHO magnitude response.

Nomanised Gammatone Filter Magnitude Response
0 1 1 L) T T

Magnitude, dB
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Frequency (Hz)

Figure 3.5. The normalised magnitude response of a gammatone filter, with design frequency of
500 Hz. The response is derived from a filter which was selected from a bank designed
with 80 filters to cover the design range of 60 to 4000 Hz, using the Auditory toolbox
Madab funcdon [Slaney, 1998] MakeErbFilters.

Figure 3.5 shows the normalised magnitude response of a gammatone filter with its characterstc
frequency at 500 Hz. It is clear from the figure that the filter is highly selective, compared to the
second order filter and the DHQ unit. The gammatone filter is a fourth order filter. As can be
seen from the figure, the magnitude response of a gammatone filter is much sharper, it is not
guaranteed to be a smooth function of the frequency. High sclectivity means that the response

will be substantially attenuated at frequencies different from the charactenstic frequency.

The phase response of a system with the transfer function as in equation 3.21 is given by

equation 3.24.



8(w)= m*[%] .. 3.24

The phase response of the bank of DHO units is presented in figure 3.6. The phase response of

a comparative bank of second order filters is presented in figure 3.7.
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Figure 3.6. The phase response of a DHO unit with design frequency of 500 Hz. The
continuous line is for # = -60, and the dashed line is for 4 = -30.
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Figure 3.7. The phase response of a second order filter with design frequency of 500 Hz. The
continuous line is for a Q = 20, while the dashed line is for Q = 50.
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From the phase plots of the DHO unit presented above, it may be observed that the response
lags by half a cycle at the design frequency for both the systems. However, for frequencies
substantially below the design frequency, the delay is close to zero, and for frequencies
substandally higher than design frequency, the delay is nearly one cycle. From the second order
filter phase response, it may be observed that the response also lags by half a cycle at the design
frequency, however, unlike the DHO unit, the delay does not approach a constant value for
frequencies substantally lower or higher than the design frequency. For both the systems, the
values of 4 and Q respectively have litde effect on the phase response apart from frequencies
around the design frequency. If the phase response is plotted from -180° 10 180° (-m to ), then
the response is in phase with the input at characteristic frequency, leads the signal by 180° for
frequencies lower than the design frequency, and lag by 180° for frequencies higher than the
design frequency for both the systems.

3.2.4. Temporal Response Analysis and Transient Behaviour

In the previous section, the steady-state response of the proposed system was presented. In this
section, the aim is to present the temporal response in order to analyse the transient response of
a system of DHO units. The transient analysis is performed by analysing the response of a DHO
unit to a delayed impulse, and to a delayed step function. Compansons are made with the

transient response of a typical second order filter.

Impulse response
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Figure 3.8. The impulse response of a DHO unit, design frequency = 500 Hz, b = -30. The

impulse at 10 ms time instant is represented by the dashed line. The delay in response is
measured to be 0.37 ms.
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Figure 3.9. The unit step response of a DHO unit with design frequency = 500 Hz, b = -30.
The response settles down into steady state after about 25 ms of the 1uaal stmulus.
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Figure 3.10. The Impulse response of the second order filter with design frequency = 500 Hz,
Q = 20. The impulse at 10 ms time instant is represented by the dashed line. The delay in
response is measured to be 0.27 ms.
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Figure 3.11. The step response of the second order filter with design frequency = 500 Hz,
Q = 20. The response settdes down into steady state after about 60 ms after the initial
samulus.

From comparison of figures 3.8 and 3.10, the tme delay involved in the impulse response is of
the system gives a measure of the delays involved in the system response. When compared with
a second order filter, the delays involved (0.37 ms) are larger (compared to the second order filter
delay of 0.27 ms, figure 3.9). However, the transient response of the system, as measured by the
time taken by the response to reach steady state when the input is a unit step response is much
shorter (25 ms) compared to that of the second order filter (60 ms, figure 3.11). This indicates
that the comparable DHO system has a more damped response than the second order filter,

with proportionally lesser delay in its impulse response.

3.2.4. Analysis of DHO Response to Noise

As described by equation 3.21, the DHO unit is a linear filter. The shape of the magnitude
response of a typical DHO unit, as shown in figure 3.3 shows that the response is similar in
shape in some senses to a corresponding second order filter. However, as brought out in the
previous sections, there are also differences that can be observed in the response, when
compared to second order filters. In this section, an analysis is presented that is aimed to provide

an insight into the effect of these differences on the response to noise being present in the input

signal,



The response of an analogue or a digital filter when a zero mean white noise process with a
power spectral density (two-sided) N,/2 is applied, is a finite average power N, given by

equation 3.25, where H(f) is the magnitude response of the system.
v e ar .. 325
2 2

Given the equation above, in presence of similar noise processes, the response is completely
characterized by the shape of the magnitude response, as defined in H(f). For a zero mean white
noise process based signal, the power spectral density (PSD) is more or less uniform (i.e. equal
power in each frequency “bin”). The magnitude response that decides the total power N of the
response, are not only different in case of the comparison of DHO units and second order filters
in terms of the general profile, but they are also different in terms of levels of attenuation away
from the design frequency. For a typical DHO unit, this level of attenuation is much more
compared to a similar second order filter. Therefore, one can expect to see much less power in
the outpurt signal (N in equation 3.25) derived from DHO response, as compared to a similar

second order filter.

In response to a pure tonal signal, the integration in equation 3.25 is zero for all points but for
the sinusoidal components (tones) present in the signal. In this case, the output power of the
signal is governed by the response curve values at these points. For the case when the signal
contains a pure tone with frequency close to the design frequency of the unit/filter, the response
will be the same as input signal, muldplied by a certain gain value and slightly delayed (barring the
initial transient behaviour). The power N of the response will be H(f)} where / is the signal
frequency. For the case when the input signal is a mixture of a tone and zero mean white noise,
the actual response signal will be dependent on the actual short term nature of the noise process,
but generally, the response power would be equal to that of the input without the noise.
However, the actual short term structure of the response will vary depending on the short term
structure of noise. The effect would be to slightly increase or decrease the signal power
associated with the tonal frequency component. By comparing the shape of the magnitude
response curves of typical DHO units and second order filters, it may be observed that the
DHO unit response is broader around the design frequency as compared to the second order

filter. Therefore, these slight perturbations to the signal power at the tonal component frequency
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due to the presence of white noise would have less effect on the overall response of a DHO unit
compared to 2 similar second order filter. The figure 3.12 below compares the actual responses
of the DHO units and second order filters to white nose, and to a tonal signal with added white
noise. The responses are scaled so that the maximum response in steady state to the pure tonal
signal is taken as one. This is done because the gains of the two systems being compared might

be in general different. Only steady state portion of the responses is shown to facilitate analysis

and companson.

DHO: white noise SOF: white noise
1 1
0.5 0.5
0 M AMAAN A IAAAAN 0 WVWW
-0.5¢ : -0.5¢ :
-1 -1
0.06 0.08 0.1 0.06 0.08 0.1
DHO: white noise + tone SOF: white noise + tone
1 1
0.5 0.54
0 0
-0.5 “ -0.5
p d p
0.06 0.08 0.1 0.06 0.08 0.1

Figure 3.12. The experimental noise tesponse of the DHO units and second order filters is
compared here. The DHO unit is designed at a design frequency » of 500 Hz anda b = -
30. The second order filter (SOF) is designed with centre frequency of 500 Hz, with a
quality factor of 20. All the responses ate scaled with respect to the steady state response
at design frequency. The top two plots compare the response to zero mean white noise.
Please note the difference in scales of the two plots with the DHO response (top left)
being four times smaller than the SOF response. The bottom two plots compare the
response to a mixture of tone and noise. The tonal component was present at 510 Hz.
Again, please note that the DHO response is twice as large when compared to the SOF
response in bottom rght hand plot.
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3.3. Design of the Bank of DHO Units as a Signal Processing Front-End

A single DHO unit has its behaviour descobed by equation 3.19 in the digital domain, given a
sampled signal. In this equaton (7 + 21.4) is the normalized damping (or more appropuately in
this equation, the leakage factor), and Zl.w is the normalized radial frequency. To design a bank
of such units that covers the frequency range of interest, we can use the same principles as those

used in the design of a bank of digital filters for speech analysis, as described in sectuon 3.1.2.

The cochlear processing essentially acts like a bank of ovetlapping band-pass mechanical
oscillating units. The bandwidths of these units are arranged in a specific (tonotopic) order.
Below 500 Hz, the crdcal bandwidth is a constant around 100 Hz. For higher frequencies, the
bandwidths are roughly one fifth of the centre frequencies [Zwicker, Fasd, 1990}. Thus the
relationship between the Bark, which is the crtical bandwidth unit, and the linear frequencies is
linear for low frequencies and exponendal for large frequencies. Since in our pitch estimaton
experiments charactenstic frequencies ranging up to 1000 Hz are used, in those experiments only
the linear scale for determination of characteristc frequencies should suffice. For full scale
illustrations, the ERB scale of frequencies is used, which is given by equation 3.26 [Glasberg,
Moore, 1990]. The first part of the equaton gives the centre frequency on the ERB scale given

the centre frequency F,and the second part gives the associated bandwidth.

437%F
ERB_.(F, )=21.4% Log ,,{ ————~+1)
1000 396
437xF T
ERB, .(F })=1247x < +1
wl(F. ) ( 1000 )

Due to the digital approximations of equatdon 3.17, as w approaches the Nyquist frequency, the
system tends to get unstable, i.e. instead of damped oscillations, un-damped oscillatons
increasing in amplitude are observed. This is due to the relatively large step size used in the
simulatons of the equation 3.17, with a step size equal to <.. In implementing equatdon 3.19, the
characterstc frequency, specified by w is varied between 0 and f, / 7 where f, is the sampling
frequency. The relatonship between the actual charactensdc frequency f’ and the design

parameter £, is given by the equation 3.27 below.

fo=f +e"" .37
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The above equation was obtained by considering the response of full spread (nearly up to the
Nyquist limit), and then fiting a curve to the response frequencies, compared with the
characterstic frequencies. This equaton is not used in the pitch estimation system, as the highest

frequency (1000 Hz.) is much lower than the signal bandwidth (4000 Hz.). Another way to

remove the need for this approximation is to decrease the step-size to /2 or A/3.

To design the bank of DHO units of order N (i.e. the number of DHO units in the bank), the
charactenstic frequencies are varied from J] (the lowest frequency of interest), to f;, the highest
frequency of interest, on a linear scale. The damping constant & is kept constant to have equal
bandwidth for all the N units. Thus these four parameters specify the complete design of the
bank of DHO units. The values used in the system for rest of the thesis are given in table 3.1

below.
Parameter Name Description Value Used
S Highest centre frequency 1000 Hz
L Lowest centre frequency 60 Hz
N Number of DHO units 40
B Controls bandwidth -40

Table 3.1. The parameters used in bank of DHO design for the proposed pitch estimadon
system.

The lowest and the highest frequencies were chosen to reflect the range of resolvable harmonics
of the speech signal in the auditory system [Plomp, 1965] (the issue of resolvability is discussed
further in chapter 4) given the normal speech pitch range, since the proposed system considers
only resolved harmonics for computadon of the pitch estimate. The number of
resolved/resolvable harmonics is a functon of the fundamental frequency, but given the pitch
range of human speech in normal conditions, this range of frequencies appears to be adequate.
However a slightly larger or smaller range of frequencies could also be used. The number of
units and the bandwidth is chosen so as to design units with overlapping frequency response

with complete resolution and frequency range coverage.
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The magnitude and phase responses of the designed bank of DHO units is provided in figures

3.13 and figure 3.14. The magnitude response is normalised with respect to the single largest gain

(i.e. the maximum gain has a value of 1). The phase responses are provided over the entire cycle.

Response Magnitude (dB)

Normalised magnitude response
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Figure 3.13. The Magnitude response of the bank of DHO units. The magnitude is normalised
with respect to the single largest gain value.
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Phase response
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Figure 3.14. The phase response of the bank of DHO units. The phase is measured over one
cycle.

3.4. Analysis of DHO Bank Using Test Signals

As mentioned eatlier, each unit in the bank of DHO units has its own design frequency to which
it maximally responds. Figure 3.8 provides an example of the impulse response of a typical unit.
In this section the aim is to provide a deeper insight into the working of the bank of DHO units.
It is hoped that this can be achieved by further empirical analysis of the output response and the
dynamic behaviour and presentation of the results of this analysis in graphical form. To make
things clear, sinusoidal signals and speech are used as the input stimuli, with white noise at zero

decibels signal to noise ratio as additive noisc.
Single Unit Chirp Response:

Let us start with a DHO unit of characteristic frequency of 500 Hz. As an input, a chirp signal 1s
applied, with instantaneous frequency increasing linearly with time, staring with 100 Hz, and
finishing with 1000 Hz, over a period of one second, at the sampling rate of 8 kHz. It is quite
clear from the figure 3.15 that the single unit picks up the relevant part of the signal (which is in
the middle) and amplifies it preferendally. It is also clear thar this selectvity is quite broad. Figure
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3.16 shows the response to the same signal, but with white noise added at zero decibels signal to

noise ratio (equal amplitude noise is added to the signal). The output signal amplitude is slighdy

lower for the signal portion with frequency in the neighbourhood of 500 Hz; however, the

response profile in general remains the same, with some low amplitude noise. The 500 Hz and

the neighbouring portions of the output signal are periodic with the same frequency as the input

signal, even in the presence of noise. This is a an important property, which makes the system

output SNR (signal to noise ratio) much higher than the input signal SNR. Another property is

that output signal in the endre frequency of the DHO output is same as input signal frequency,

but with a varying amplitude, the maximum of which occurs at the characteristc frequency of

the DHO unit. In this sense the DHO unit behaves like a linear filter.
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Figure 3.15. The output response of a DHO unit with CF=500 Hz, and b = -30. The input is a
chirp signal, with frequency increasing linearly from 60 Hz to 1020 Hz over the perod of
one second. The graph on the left is the instantaneous frequency of the response,
calculated using the Hilbert transform. The graph on the dght is the log magnitude of the
response. A slight non-linearity in the plot on the left reflects the transient behaviour of
the unit response near the design frequency (500 Hz).
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Figure 3.16. DHO unit response to a chirp signal with added noise at 0 dB SNR. The DHO
unit is same as used in figure 3.15. The instantaneous frequency of graph on the left
shows that the frequency of oscillations of the unit is its charactedstic frequency for
noisy signals at frequencies much higher than the design frequency. The log magnitude
graph on the right as compared to that in figure 3.15 is more noisy, but with the location
and size of the peak magnitude unchanged.

Response of a Bank of Three Units:

The input stimulus consists of a mixture of 300 Hz and 900 Hz tones. The analysis is based on
the output of DHOs with characteristic frequendies of 300 Hz, 600 Hz, and 900 Hz. Figure 3.17
illustrates the output of these DHO units for the given stmulus. The DHO units with
characteristic frequencies of 300 Hz and 900 Hz respond with much higher amplitude than the
DHO with the charactedstic frequency of 600 Hz, the component which is not present in the
input signal. Also, the units oscillate at the same frequency as those present in the input stimulus.
A combination of the correct frequency of oscillations and their higher amplitude indicates that

the system is able to “pull out” or separate the components of the input signal.
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DHO CF = 300 Hz

) ' ' ) ]
20
107
ot
-10
20 J
20 ]
o © © © o

80 100
DHO CF = 600 Hz DHO CF = 800 Hz

10
0

10}

e M u

-0

D0 40 60 80 100 o} 20 40 60 4] 100

Figure 3.17. The top left plotis the input signal comprising of 300 Hz and 900 Hz components,
sampled at 8000 Hz, the top rght is the output of the DHO with charactensuc
frequency of 300 Hz, the bottom left is the output of the DHO with charactensuc
frequency of 600 Hz, and the bottom right is the output of the DHO with charactenstc
frequency of 900 Hz. The x-axis is time, with the number of samples; the y-axis is the
amplitude of oscillations.

Response to Speech Like Synthetic Signal:
Let us consider the speech like signal given by equation 3.28.
x(t)=(1+D-sinf2x - fO-1)}-sinf2x-2- fO-1) ...3.28

The signal x(%} is speech like in the sense that the strong 240 Hz component can be considered
the first formant component of voiced speech, and this component is modulated with a weaker
component, analogous to the fundamental frequency, /0. The parameter D specifies the “depth”

of modulation. A value close to zero means very weak modulation, and a value close to one
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means very strong moduladon. A value of 0.3, for example, indicates quite weak modulation, as

may be expected in speech signal where the fundamental frequency component is lower in

power. The output of the bank of DHO units is presented in figure 3.18. From the figure, it is

clear that the component with the fundamental frequency (120 Hz in this example) is quite

active, even though the depth of moduladon for the formant frequency is low. Figure 3.19 gives

the output of the same signal, but with zero decibels of added white noise. Again, it may be

observed that a even very high noise level does not destroy the structure of the response,

although the amplitude of the response is slightly reduced.
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Figure 3.18. The output of the bank of DHO unit, to the input given by the equaton 3.28, with

D =0.3,and 0 =

H-=.

120 Hz. The x-axis is time {in seconds), and the y-axis is frequency in
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Bank of DHO response to speech-like noisy stimulus
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Figure 3.19. The output of the bank of DHO units, to the input given by the equation 3.28, but
with white noise added at 0 dB. The x-axis 1s time (in seconds), and the y-axis is
frequency in Hz.

Speech Signal and Spectrogram Representations:

The representation of the figures 3.18 and 3.19 is the spectral representation, with the frequency
on the y-axis and the tme on the x-axis. As in the case of filter-bank output, in this
representaton, all the waveforms (DHO outputs) are stacked on top of each other {in order of

increasing centre frequency).

The compardson of DHO output with the FFT power spectrum is a valuable one, as it enables us
to analyse the temporal and frequency resolution and discriminanon, in the presence of noise.
Figures 3.20 and 3.21 are respectively the output response of the DHO units and the FFT power
spectrum given a clean speech signal. Figures 3.22 and 3.23 are respecuvely the output response
of the DHO units and the FFT power spectrum given a speech signal with added noise as the
input. The aim of this analysis 1s to demonstrate the robustness to noise of the DHO system
compared with the FFT power spectrum representation. An overall noise estimate is constructed
by comparing the output of the clean signal representation with the output obtained by adding
white noise to the signal at zero decbels SNR. The estmated noise is the difference in the

average power of the signals. The SNR is computed as the rado of the average power level of the
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signal and the average estimated noise level. If the average power of the clean signal

representaton is P, and the average power of the estimated noise is P, then we have the

estimated SNR by equation 3.29.
P
SNR = lO-logm(Pﬁ] ...329

The estimated SNR for the DHO output, calculated using the clean signal based outpur, and the
speech signal with added white noise at 0 dB SNR is -1.55 dB. For the FFT based power
spectrum, the estimate, using the same signals is found to be -8.05 dB. The FFT used for the
computaton was computed using 512 point calculaton (256 frequency estimates are available for
the complete frame and full frequency range, 65 points for up to 1000 Hz range, with no
interpolation or smoothing), a Hamming window was used to compute the signal frames, and
the overlap between frames was 64 signal samples. Only the first 65 values, corresponding to the
analysis range of 1000 Hz upper frequency were considered. The SNR calculations are negative
because for large number of points in the clean signal with low power in the output, the
corresponding regions under noise have comparatively higher energy. However, comparing the
petformance of the two systems, the DHO system handles the noise better than the FFT
computation. The operation of the DHO units, as illustrated in figure 3.15 is such that even in
the absence of a frequency component close to its characterstc frequency in the input signal, the
unit produces activity at a reduced amplitude (power) with the frequency of oscilladons
corresponding to the component in the input signal closest to its charactedstc frequency. This
property of the DHO units influences the SNR calculations as when noise is present in the input
signal, even though the unit may not respond with the same frequency, the overall power of the

output signal remains similar.
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Bank of DHO response speech stimulus

1000 F ' Clhie—m e ' i 45
DL CSIFIIN, Oms 40
R v T
800 - M """hm’jhﬂbﬂumcuur RTE ] 35
—~ ix i’ )
T T ol .‘;’ . 30
- 600 | I c1e00 T 25
g : n“llmx;;:- {120
S ool Wisommemggy o ]
i . ) 115
ettt " 110
200 |- Hee N mmeomaom Rt Tlsisi T T T T R 5
Sash
0 0.1 0.2 0.3 0.4 0.5
Time (s)

Figure 3.20. The output of the bank of DHO units, to the input is speech from a female
(telephone quality), saying the word “brown”. The x-axis is time (in seconds), and the y-

axis is frequency in Hz.

FFT Spectrogram of the speech stimulus
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Figure 3.21. The same signal input as in figure 3.20, showing the power
using a 512 point FFT and hamming window.
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3.5. Construction of Time-Frequency Energy Maps

The discussion and analysis above involved using the “raw’” output of the DHO units. However,
this representation does not take full advantage of the fine temporal structure of the output. The
frequency of oscillations is a very useful factor in the construction of the time-frequency energy
maps, and it is the frequency of oscilladons that is used in the construction of the ime frequency
energy maps, rather than the charactenstc frequencies of the units. By measurement of the true
oscilladon frequency of the outputs of the DHO units, the representaton achieves a much
higher frequency resolution. In contrast to the usage of the tradittonal filter-bank outputs, where
the energy of the output is assigned to fixed channels based on the centre frequencies of the
digital filters, the representadon that is proposed is constructed by measuring the true frequency
and energy of the output of each unit and combining the output of units with the same

oscillating frequency.

3.5.1 Measurement of Frequency for Each Qutput

The measurement of frequency is performed for each unit of the bank of DHO units. A peak is
defined as a point when the amplitude is locally highest and greater than some positve constant
value. This value depends on the maximum range of the input signal (a pre-processing step was

used to make the signal range the same).

The maximum amplitude for the first of the two peaks is measured as A, and the ume of the
first peak stored as t,. After the detecton of t,, the time of posiuve slope zero-crossing just after
the point t, is measured as t,. The next positive peak time t, is measured The period of the signal
is determined at point t; by interpolating the period at g between t, and t,. The perdod P, is

determined by equation 3.30.

A, =1, )+ A(t,—1t,)
A +A,

P, =

[+

.. 3.30

The process is repeated by assigning Ay to A, and , to t,.
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Figure 3.24. Diagram to describe the calculaton of A, Ay, t,, t,, and t,, and their relationships.

For times when A, > 0 and A, = 0, P, is assigned a value of zero to prevent incongruous pitch
estimates. Given the sampling frequency is given by F,, the frequency of the output is
determined as F,/P, for non-zero values of P, and zero when the period is zero or unassigned.

The calcutatdon and reladonships between the variables is descrbed in figure 3.24.

3.5.2 Measurement of Energy for Each Output
The energy in each ourtput is found at the same time as the perodicity. Due to the thresholded
nature of the periodicity calculadon, the energy calculation algorithm assigns a value of zero
energy to any period of any channel whose current acuvity (maximum value between zero
crossings) is below a certain threshold. The measurement of the energy is calculated using the
following algorithm.
¢ Initialise a vector before processing begins of size N, where N is the number of DHO
units in the bank. Let this be named stored_max(n}).
e For each channel, and each sample, consider the output of the DHO is y(n,t). Then, if
the value of y(n,t) > stored_max(n), replace the value of stored_max(n) with the value of
y(n,0)-

e If for unit n, the current position is positve slope zero-crossing, then assign the current

energy of the unit the value stored_max(n). Reinigalise stored_max(n) to zero.




Frequency (Hz)

¢ \Wait for the next input sample to be processed by the bank of DHOs, and then repeat
all the steps once again.

Time Frequency Energy plot for chirp stimulus
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Figure 3.25. The Time-Frequency energy plot. This output was produced in response to an
input chirp signal with low frequency of 1 Hz, and the highest frequency of 1000 Hz. The
x-axis is time in seconds, and the y-axis is frequency.

A sample output, with input a chirp signal is presented in figure 3.25. The figure illustrates the
output for the algorithms descrbed above. The representation in this form is similar to the

spectral representaton, although with a very fine frequency resolution.
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Time Frequency Energy plot for speech stimulus

1000 T T - —— T — . — 1500

800 | qﬂ—u‘t‘ A
. —

- 1000
600 - T 1
400} (L ———— ]

— L |s00
200¢ t———1j [ — e — . = 7
T e -
0 bt 1 L 1 1 1 1 y - 0
0 1 2 3 4 5 6 7

Time (s) -3

Figute 3.26. The tume-frequency energy plot produced by processing the DHO output, with the
input of speech mixed with white noise at 0 dB SNR (same as figure 3.22). The average
SNR calculated for this output is 1.01 dB (when compared with the output from a clean

signal).
The resuldng representadon improves the SNR of the output when compared to the raw DHO
output representadons. For example, in figure 3.26, the SNR is improved in response to same
signal and signal conditions, from -1.55 dB (in figure 3.22) to 1.01 dB in figure 3.26. The figure
also illustrates the point about the systems “noise masking” abilites. The portions of the
response which are closer to the strong conunuous inputs (between tme points 0.1 to 0.3
seconds in figure 3.26), have much less noisy components at lower amplitude, compared with

regions before and after.

3.6. Comparison with other temporal analysis schemes

Over the course of many years of auditory perception research, many different temporal
processing schemes have been proposed. This section briefly discusses the different approaches,

and highlights the differences and similantes with the proposed system.

The optimum processor theory of the central formaton of pitch by Goldstein [Goldstein, 1973]
proposes the idea of a central processor acting on the stochastic estimates of harmonic

frequencies, without any phase or amplitude information, in order to estimate the pitch that best
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explains the simulus. The cochlear output leads to a frequency analysis of the stimulus in this
model of processing. Following this, independent noisy channel based processing are assumed to
produce a maximum likelihood estimate of the harmonic numbers associated with the harmonic
frequencies. This is followed by a maximum likelihood estimaton of the pitch frequency, given
the estimates of the harmonic numbers present in the stimulus. The theory itself is independent
of whether the mode of processing is channel based or completely temporal. Thus this model
provides a mechanism of estimaton of the pitch frequency, given the information about the
harmonic frequencies. In the proposed system, the pitch frequency is also esumated from the
harmonic frequencies, using a temporal mode of operation. However, in the proposed system,
the amplitude informaton is also made use of, in estimaton of the pitch period. Moreover, the
esimation of the harmonic numbers is deterministic rather than stochastic, although presence of

noise would add a stochastic component in any calculation.

The Ensemble Interval Histogram (EIH) model of auditory processing was proposed by Ghitza
in [Ghitza, 1991], [Ghitza, 1992]. In this model, the temporal processing occurs after the
cochlear filtering stage (with channels equally spaced on a log-frequency scale), through an array
of level detectors corresponding to each channel. These level crossings are roughly arranged on a
logarithmic scale. The level crossing detectors measure the tme interval between each of the
level crossings of the output of their corresponding channel, and contribute a count of the level
crossings to an EIH corresponding to the time interval between level crossings. Since the level
crossings are equally distributed on a logarithmic scale, the magnitude of any EIH bin is related
in some fashion to decibel units. The major differences between the EIH model and the
proposed model is that the number of level detectors in the proposed case is 1, and that unlike
the several discrete level crossing events that each channel may conmbute to in case of EIH, in
the proposed system each channel can contdbute to at most one frequency bin. Also, the
pedodicity calculadon in the proposed system is based on the zero crossings rather than level
crossings, making the system less susceptible to level changes in the signal due to the presence of
noise. The effect of these differences is that the proposed system may be more robust to small
perturbatons in the amplitude of the response due to noise, as there is only one, relatively low
amplitude level detector. On the other hand, slight changes in the amplitude in the short term
may lead to increased or decreased counts in the frequency bins of the EIH. These perturbatons

would then be multiplied because of the muldplicity of the level detectors. This muldplicity of
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level detectors would not always help the system, as the different level detectors would generally
be contmbuting to different frequency bins. The main advantage of a muluplicity of level
detectors would be in higher frequency regions, where the signals are heavily modulated by the
fundamental petdod, resulting in beadng in the speech signal spectra at the rate of the
fundamental. However, for our analysis of limited frequency range, this would not be of any
partcular advantage. Moreover, the costs involved in terms of computing these mulrple level

crossings would be quite large.

The “Generalised Synchrony Detector” (GSD) proposed by Seneff [Seneff, 1988), also makes
use of the temporal characteristcs of the cochlea filter output stage. In this scheme, the output
of the cochlear filtering stage first passes though several intermediate stages including low-pass
filtering, half-wave recuficanon and adaptaton. This adapted output is then processed through a
GSD tuned to the centre frequency of the corresponding auditory filter. Thus, if there is a
prominent peak in the signal corresponding to a frequency f] it is claimed that the result of GSD
processing is such that the channel whose centre frequency is closest to f would specifically
detect the “correct” perodicity, and the output of the adjacent channels would be comparauvely
small. However, the output of such a system is not partcularly suited to pitch esdmation. The

author descnbes the results of the GSD processing as:

“Hamonic structure is completely obliterated in the synchrony spectrogram for male
voices, but typically rerained in the first-formant region of fernale voices. Harmonics
between F1 and F2 are typically suppressed, because prominent energy in the first-
formant frequency in the channel output destroys synchrony to the intermediate
harmonics. Pitch striadons over tdme are usually absent, due to the amplitude

normalisation process.”

These characteristics may make the estimation of pitch from the GSD output difficult. The
major difference between GSD process itself and the proposed system is that the contribution to
any frequency component is a summation of contribunons over all channels, rather than just
from the design frequency channel. Since there are no intermediate stages, the fine temporal
structure is analysed in its raw form in the proposed system, which results in the preservadon of

the maximum amount of information for the temporal processing.
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The DOMIN system of Carlson and Granstém in [Carson, Granstrom, 1982] is also a temporal
mode processing model that explicitly measures the frequency of the output of the cochlear
filtering stage. However, unlike the proposed system, the DOMIN system only measures the
number of channels that are oscillating at the same frequency, rather than the actual strength of
the frequency component, based on muldple outputs at the same frequency. Thus the output of
the DOMIN system is far more discrete, and may not be able to make fine distincdons berween
the relative strength of different harmonics, which is vital for the estimation of the pitch

frequency in a harmonic grouping based system.

Cooke [Cooke, 1991] uses instantaneous frequency compurtation on the output of the auditory
filters in order to estimate slow vanattons in the frequency components of a speech signal (or any
other generc sound) over time. The estimates of these slowly varying estimates are used to form
“place-groups” corresponding to the centre-frequencies of the filters which have similar
instantaneous frequency. The final frequency estimate is made by a weightng function on these
groups. The amplitude of each place group is measured by summing up the amplitudes of all
filters making up the place group. This method is similar to the proposed system, however, the
details of how the frequency and the amplitude calculated are quite different.

3.7. Noise Robustness and Biological Plausibility of the Proposed System

This chapter presents a novel way in which the processing of the input sound stimulus results in
a representaton that was demonstrated to be robust to noise. The robustness to noise arises due
to two factors. The first is the broad selecuvity of the DHO units. It was shown that this broad
selectvity helps the system to handle noise. When presented with a signal with no noise,
resulting actvity increases the dynamic range of the system by providing an estimate of the
frequency of the signal component which lies close to its charactenstic frequency. When
presented with an uncorrelated noise source and a tonal signal, the system still responds to the
strongest frequency in the vicinity of its characteristic frequency, thus providing an effect similar
to noise-masking, where the stronger frequency component masks the noise around the
frequency region where the energy in the input is higher. The second reason for noise robustness
comes from the treatment of the output of the DHO units on a “temporal pattern coding” basis
rather than the more commonly used “channel based coding”. In the proposed temporal pactern

coding scheme that was developed, the frequency information of the output is calculated from
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the fine temporal structure, rather than the charactenstic frequency of the signal. This leads to a
superior time-frequency resolution, with the DHO system only providing a rough ordering of
the frequency components, but a detailed temporal descrpuon of the signal, dnven by the actual
signal dming and form.

It is also claimed that the proposed scheme is biologically plausible. Timings of discharges in
auditory nerve fibres reflect the ime structure of acoustic waveforms, such that the inter-spike
intervals that are produced precisely convey information concerning stimulus perodicites.
Similar stimulus-driven temporal discharge patterns are observed in major neuronal populadons
of the cochlear nucleus [Richmond, Gawne, 1998]). Channel based models of frequency
estimation depend upon the actvaton of specific neural channels or of configurations of
channels. So constructed, channel-based schemes depend cntically upon the extent to which
particular neurons are activated. In such a model, if the connectivites of neurons are suddenly
rearranged in the system, or the neurons are damaged, the coherence of neural representadons
will be disrupted, at least untl the system can be adapavely rearranged to reflect the new
channel-identities. Also, under the channel-based schemes, spatial patterns of channel-activaton
have to represent arbitrary combinations of simulus properties in order to create signal feature

maps, which may then be used for pattern recognition or learning purposes.

However, in the auditory system, as in many other sensory systems, receptor cells depolanse
when stereocilia are deflected in a particular direction, such that the dmings of spikes
predominandy occur during one phase of the sumulus waveform as it presents itself to the
individual receptor (for example, after having been mechanically filtered by the cochlea). This
form of sumulus-locking is known as phase-locking, and is observed in the auditory system.
Moreover, given that phase-locking exists, then the time intervals between the spikes that are
produced (inter-spike intervals) reflect simulus periodicities, such that ime intervals themselves
can serve as neural representations of sumulus form [Delgutte, 1995]. This is the argument which
is used for the choice of temporal-code based representation of the signal information in the
proposed system. Inter-spike interval information is extremely precise, permitting the
fundamental pedod to be reliably estimated with a high degree of accuracy. This case is also
analogous to the proposed system, where the DHO output information is used to estimate the

petiods of the outputs to a very high accuracy, increasing the frequency resoludon of the system.
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Although there is a large body of evidence to support these arguments [Cadani, 1997), [Rose et
al, 1967], [Ryugo, 1992], whether such a temporal analysis is in fact implemented in the central
auditory system, what form it might take, and where it might occur are issues that are presently

under investigation [Canani, 1999].

This chapter considered a new auditory information processing model, based on the operation of
damped harmonically oscillating units. A system design was presented that was shown to
produce a noise robust and high resoludon tme-frequency representaton. This gain in
performance in noise and resolution was shown to arse from the way the outpur of the DHO
units is processed. In the next chapter, a pitch esimaton system 1s presented. This system uses

the representation produced by processing of the DHO outputs, to find reliable pitch esumates.
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Chapter 4

THE PROPOSED PITCH ESTIMATION AND TRACKING
SYSTEM

Pitch Tracking through Harmonic Grouping

In proposing a pitch estimaton system, the aim of this dissertaton is not to put forward a new
auditory theory of pitch percepdon. The aim is to propose a very robust pitch estimation system,
that is biclogically plausible, and in accordance with principles of modem auditory perception
theory and experimental data. To this end, this chapter descrbes the proposed system of pitch

estmation and tracking based on harmonic grouping.

The idea of contributons to the pitch percept by some sort of auditory grouping is not new and
1s related to the binding problem in auditory scene analysis literature [Bregman, 1990] [Brown,
Cooke, 1994]. The binding problem concerns the auditory scene analysis task of assigning a
common identty or source to different auditory components. In the case of speech, this could
be achieved by detecting common amplitude modulation or common fundamental frequency of
the different spectral components. Indeed the moedels of ‘harmonic sieve’ and ‘summary
autocorrelation’ implicitly group harmonics of a common fundamental. The ‘harmonic sieve’
perceptual experiments by Moore et al [Moore et al, 1985] for example demonstrated the
“mustuned harmonic” principle which shows that the frequency components when shifted by
more than 3% with respect to the fundamental period, gave dse to the perception of separate
sounds. However, in most models of auditory processing for speech signals, the “binding
problem” is solved by assuming a-priozi availability of pitch information [Brown, Cooke, 1995],
[Brown, Wang, 1997]. Usually, autocorrelaton or summary autocorrelation based methods are

used to provide an estimate of pitch in these models.

However, explicit grouping of spectral frequency components has remained problematic for
practical fundamental frequency estimation algorithms because of the very high spectral
resolution requirements. Such high spectral resoluton demands great compuradonal cost for any

practical system.
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In the proposed method, explicit grouping of harmonic components in the time-frequency plane
(the frequency is measured in the outputs of the DHO units) is carded out, which leads to
greater tolerance to noise and also provides a chance to carry out muldple pitch esimation and
tracking. Other harmonic grouping systems, like the one descdobed by Brown and Cooke
[Brown, Cooke, 1995], rely on an esiimate of the fundamental frequency to be computed first by

autocorrelaton, in order to determine if a particular harmonic belongs to a particular group.

Explicit grouping of harmonics has been proposed before, in systems related to the idea of the
harmonic sieve [Duifhuis et al., 1982], [Scheffers, 1983]. These modcls, based on the findings of
the perceptual experments with mistuned harmonics [Moore et al., 1985], construct a template
for all possible harmonics given a partcular pitch hypothesis. The width of the sieve is derived
from the findings of the perceptual experiments on mistuned harmonics [Moore et al., 1985).
These experiments establish that mistuning any harmonic by less than 3% has licde effect on its
contribution to the pitch percept, and that the contribution starts decreasing up to a mistuning of
8%, after which the mistuned component has no effect at all. Cooke in [Cooke, 1991], also uses a
harmonic grouping scheme based on a common fundamental hypothesis, which produces
separate harmonic groupings when there is more than one fundamental frequency present in the
tonal complex. This system [Cooke, 1991] is quite simular to the proposed system, both, in terms
of the initial hypothesis of pitch candidates, and in the assignment of saliency to each of these

pitch candidates.

Some researchers have come to the conclusion that pitch perception results two mechanisms,
one based on the contribution of the lower order (resolved) harmonics, and the other depending
on the higher (unresolved) harmonics. Systems designed to take advantage of one of the aspects
cannot, in general, simulate the contibution of the other aspect. It is thought that the temporal
mechanism is used only for the processing of amplitnde envelgpes, and coexists with a completely
different central processor of spectral cues [Terhardr, 1974], [Ohgushi, 1978], [Carlyon,
Shackleton, 1994). The theoreucal differences anise from the relative importance ascrbed to each
signal aspect (i.e., temporal versus spectral cues, first order versus all-order inter-spike
differences). In the next section, we shall present a bnoef look at the expenmental and

physiological data that motvates us to use explicit harmonic grouping to estmate pitch.
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4.1. Perceptual Arguments for Harmonic Grouping for Pitch Perception

The original ideas of Helmholtz [Helmholtz, 1870] gave rise to immediate objections, based on
insight gained by perceptual expedments with complex sumuli. When complex stimuli contain
sounds that are harmonically related, they give rise to the perception of a tone that is largely
indistinguishable from the pitches of an isolated tone of the same frequency. However, if the
specific nerve energies of Helmholtz’s models were to exist, all the frequences would be

expected to be heard separately.

In order to rectfy the model of perception as put forward by Helmholtz, two scenanios were
envisaged. The first one was that originally pur forward by Gray [Gray, 1990], in which it was
proposed that the perception of pitch arses from the principle of maximum stmulation. The
second account for the percepton of pitch is that a difference tone is generated [Plomp, 1965].
The prnciple of maximum sumulaton was negated by the experiments that showed that the
pitch of a harmonic complex could be perceived even in the absence of the fundamental pitch
component [Fletcher, 1934]. Evidence against the difference tone theory was conclusively put
forward by Shouten [Shouten, 1940]. He reasoned that if a sinusoidal signal is present in a
stimulus, then it can be cancelled by adding a second sinusoidal component of exactly the same
amplitude, with a phase difference of 180 degrees. He used this argument to cancel the
difference pitch component in the simuli he presented to his subjects, and found that even after
the cancelladon of the difference component, the corresponding pitch is clearly perceived, thus
the difference tone could not be responsible for percepdon of pitch. Experiments by Licklider
[Licklider, 195¢], further demonstrated the absence of evidence for the difference pitch.

Another technique used for pitch estimation is the detection of periodicity in the modulaton
spectrogram of the signal [Dau et al, 1997], [Strope at al, 2001]. In these models, the higher
frequency channels are used to predict the pitch period, usually through autocorrelaton, by
discovering the rate of amplimmde moduladon. Previous to 1956, most dara indicated that the
perceived pitch in complex sumuli corresponds to the frequency of amplimude modulation
[Small, 1970]. According to Small, De Boer (Boer, 1956] showed that this correspondence is true
only approximately. In perceptual experiments that they carried out, they presented their subjects
with simuli where the modulating frequency was kept constant and the carder frequency was

varied. Under the hypothesis that the pitch perceived correspondence to the rate of amplitude
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modulation, the perceived pitch would be constant as the carner frequency was vaned. However,
this was not found to be true in all conditons. In fact, what De Boer found was that as the
carrier frequency increases, the pitch first increases, then abruptly jumps to a lower value, nses
again, and repeats the same process. This varation in pitch is oscillatory about the modulation
frequency. If the carder frequency is kept constant and the modulation frequency is increased, a
similar effect was measured with the pitch ininally following the modulating frequency increase,
then jumping abrupdy to a lower value, and then continuing to increase again, repeaang the
entire process. De Boer, based on these effects, postulated that the perceived pitch does not
actually correspond to the rate of amplitude modulation, rather, the pitch corresponds to those
frequencies that are integral submuldples of the carrer frequency. When the modulating
frequency is close to one of these submultiples, the pitch “locks in” on it, resulting in a jump to a
lower value. Shouten [Shouten et al, 1962] termed these effects the “second effect of pitch shift”.
These experiments demonstrated that the percepton of pitch is not just based on the rate of
amplitude modulation (1.e. the change in envelope of the signal), but depends on the temporal
fine structure of the complex samuli. According to Small, these effects also act as an argument
against the “difference tone” theory of pitch perception. He argues that the spectral structure is
uniquely determined by the modulating frequency, and if this remains constant, so should the
difference tone. However, the perceived pitch increases when the spacing of spectral

components does not change. Thus pitch perception is unrelated to difference tones.

Licklider [Licklider, 1951] hypothesized that the auditory system is able to calculate the
autocorrelation function of a neural spike train, and to transform in this way temporal regulanties
into a place code for pitch. The neural scenario imagined by Licklider is depicted in figure 4.1.
Nowadays, this specific neural scenario is often judged unrealisuc [Kaermbach, Demany, 1998],
[Strope et al, 2001], but Licklider’s basic proposal is stll very influental {Lyon, 1983], [Slaney,
Lyon, 1990], Assmann, Summerfield, 1990], [Meddis, Hewitt, 1991] [de Cheveigné, 1998] [de
Cheveigné, Kawahara, 2002}, [Canani, Delgutte, 1996].
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Figure 4.1. A neural autocorzelator by Licklider [Licklider, 1951). A set of coincidence neurons 1s
placed berween a fast line and a delay line. The delay line is realized as a chain of neurons
losing approximately 1 ms. per synaptc transmission.

The autocorrelaton function and the summary autocorrelation calculations give a good
indication of the dominant period in complex sdmuli. However, Carlyon [Carylon, 1996] and
Kaernbach et al [Kaembach, Demany, 1998] point out that relevant informadon about the pitch
is promarly limited to first order differences or inter-spike intervals, and the method of
autocorreladon does not distinguish between first order and higher order inter-spike intervals.
They pointed out this inability of order distinction in autocorrelanon based theory leads to the
autocorreladon models giving rise to spudous peaks. Other problems with the autocorrelaton
method are those concerning mulaple pitch tracking. Various schemes to esimate mulaople
periods have been proposed (see [de Cheveigné, 1998], [Wu et al, 2002] for a review). Single-
perod estumaton models can be extended to estimate two peniods by using secondary cues such
as the second-largest peak in an autocorreladon pattern [Assmann, Summerfield, 1990]. However
as de Cheveigne points out, this approach is not too effective. The "secondary cue” is often
absent, or else not unique, or its posidon may not quite correspond to the secondary perod.
Also the primary period cues may themselves degrade in the presence of additional perods. He
proposed a scheme which used a first period estimate to dnve a harmonic segregation stage to
suppress one voice, and then estimated the period of the other voice from the remainder. This
“Joint Cancellaton model” was based on a within channel “neural cancellation filter”. After all
the harmonics that belong to one perdod were removed, the remaining activity in the channels
was used to derdve the second period, and so on. This scheme has one fundamental theoretical
problem. After cancelladon, if the complex sumulus contains fundamentals that have common
harmonics, the first cancelladon stage will completely remove them and the detection of the

second period may become erroneous. It has been shown in the literature that decreasing the
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number of harmonics present in complex stimuli has a detrimental effect on the perception of
pitch [Small, 1970]. Thus the removal of harmonics through the cancellation procedure leads to
fewer harmonics for the secondary pitch, and therefore a reduced salience, leading to difficulty in

estimation of the secondary pitch.

Moore [Moore, 1997] argued that most of the psychophysical data concerning the pitch of
complex sounds can be understood on the basis of a simpler model. According to Moore, the
pitch of a complex sound would simply correspond to the most frequent inter-spike interval
(ISI) occurring in the responses of all the auditory nerve fibers excited by this sound. In a nerve
fiber excited by a resolved spectral component with frequency / Hz, consecutive spikes will
typically be separated by ISIs corresponding to 1/f, 1/2f, 1/3f, .., 1/nf In other nerve fibers
excited by another resolved component, the ISIs will be partly different, but common ISIs will
occur if the two components are harmonically related i.e., if the sound is penodic. The largest of
the common ISIs will correspond to the period of the sound. As the corresponding ISI should
also occur in fibers excited by the sum of several harmonics rather than by a single harmonic,
this ISI should be overall the most frequent one. Note that although Moore’s model posits that
the pitch extraction process is the same for spectrally resolvable sounds and unresolvable sounds,
it is possible in this conceptual framework to make sense of the fact that resolved harmonics
provide more salient pitch cues than unresolved harmonics, due to the consistency of first order
ISIs in the lower order harmonics. This forms one of the prmary motivadons for our choice of
grouping of the harmonics in order to determine pitch pedod, and to carry out multple pitch

tracking.

From the study of different perceptual experiments and models, a picture of conflicing results
emerges, a few which support one particular view, while other expenmental data and models rule
it out, at least in certain cases. This scenario has traditonally made it very difficult to propose a
system that explains all the experimental data. In the end, the method of harmonic grouping was
chosen because of its simplicity and plausibility as a pitch percepuon mechanism that naturally
supports the estimation of multiple pedodicites in the complex stmuli, as well as its low

computational requirements.
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4.2. Computation of Single Pitch Tracks through Harmonic Grouping

The sound signal that is presented to the system is first processed by a bank of damped
harmonic oscillator (DHO) units. The output of this stage is further analysed to produce a
representation that has high frequency resolution, and is robust to noise. This model of

processing the auditory signal was presented in chapter 3, and its performance analysed in detail.

The high frequency resolution, which is a product of the temporal processing of the DHO unit
outputs, is capable of resolving all the harmonics in the analysis range (lower frequency of 60 Hz,
and the highest frequency of 1000 Hz). Information about these resolved harmonics is used in
the system described below to produce pitch tracks for one voice present in the sumulus. In the
next secton, the system is further modified to handle the case of multple pitch tracks, for
stimuli which contain two simultaneous voices (with different fundamental frequency). An

overview of the proposed system, with the varous processing stages involved is presented is

fgure 4.2.

4.2.1 The Harmonic grouping and Periodicity Analysis System

The energy and frequency estimates calculated in the previous chapter provide estmates of
sustained activity in the spectro-temporal domain for the resolved harmonics of the speech signal
in the range of analysis (from f; = 60 Hz to f; = 1000 Hz). As pointed out previously, this range
was chosen to reflect the range of resolved harmonics found in physiological data [Licklider,
1956). It was also pointed out that the individual actvity of the DHO is “locked in” to the
harmonic closest to its charactedstic frequency (see section 3.5 for detailed model of this
processing). This output, produced by the energy-frequency analysis, is sampled at a rate of 100
Hz for the purpose of harmonic grouping.
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Figure 4.2. The system design and overview for single pitch track estimation. The Input signal is
processed at several stages, giving the estimated pitch tracks of the speech signal as the
system output.

The task of harmonic grouping is split into three stages of processing. In the first stage, sustained
spectral peaks are found, which correspond to local maxima of the estumated energy from the
amplitude of the bank of oscillators. The purpose of this stage is to pick out the harmonic
frequencies and the corresponding energy in these harmonics from the full analysis range. The
energy and the frequency of these locally maximum peaks in the estimate are treated as input for
the next processing stage. The second stage is the esimatdon of possible candidates for
fundamental frequency from the local maxima calculated in the first stage. The possible
candidates are limited in this analysis by the range possible for normal speech, ie. 65 Hz to

79




350 Hz. The third stage of processing then allocates a saliency figure to each of the possible
candidates found, based on the energy of the harmonics that belong to that group. The
membership of a group is calculated for each locally maximum energy-frequency pair, depending
on whether the candidate fundamental frequency could have produced that harmonic. Apart
from continuity constraints that are applied (descdbed in the next section), the group with
maximum saliency, is ranked as primary candidate for the foreground pitch estimation. This
algorithm for harmonic grouping is described below in detail.

Stage 1. The input of this stage is the sustained actvity in terms of the energy-frequency estimate
calculated in secuon 3.5. This input 1s sampled at a rate of 100 Hz, irrespective of the sampling
rate of the signal. Let the estimated energy content of the signal at this point be represented by
Afn), with » ranging from 1 to N (total number of DHO units = 40), and the frequency estumate
of each unit (this is in general different from the charactenstic frequency of the unit) as F(n).
These frequency esumates are tonotopically arranged, with F(n) increasing fromn =1twn =N.
If a particular harmonic is present, more than one osdillator (depending on the amplitude) will
have sustained acuvity at that frequency. However, the oscillator that has its charactenstc
frequency closest to the target harmonic has maximum sustained activity. Therefore, in an
attempt to distinguish the outpur of other neighbouring oscillators from the maximum activity
one, a simple peak picking algorithm is employed. These locally maximum energy frequency
pairs are represented by E(c) and P(c). Physiologically, this situation could be likened with the
‘lateral inhibiton’ in neural processing [McCabe, Denham, 1997][Denham, 2001]. Since the
system here deals with populations of neurons but single units, a very simple and effective locally

maximum prnciple is used. The Matlab code below describes this step algorithmically.

If (A(n}) > A(n-1)) & (A(n)> A{n+l)),
E(c) = A(n);
P{(c) = F(n);
c=c+l;

End

In the code above, the esumated energy vector for the current tme is stored in vector A
(indexed by n), and the local peak energy and corresponding frequency are stored in vectors E

and P respectively.
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Stage 2. This state of processing provides the system with possible pitch frequency candidates
that may explain the current activity pattern stored in the locally maximum energy-frequency
pairs, designated above as E(c) and P(c). The iniual esuimation of possible pitch candidates is
conditional on whether the system is currently processing voiced speech activity. This is
indicated if the previous actvity was assigned a pitch. If it is, then the initial pitch candidate is

computed by the steps described below.

Let f0,, represent the previous pitch frequency estimate. Let the parameter for rate of change of
pitch frequency (this parameter also allocates some margin for error in frequency estimaton
process) be a constant Gamma. Then for each energy-frequency pair detected in stage 1, the
algorithm described by the Matlab code below is applied to find the pitch hypothesis, given the

prior knowledge of the previous pitch estimate.

M = round(P(k) / £0..1);

If mod(P(k)/M, £0..,)/£0.; < Gamma,
GF(1) = P(k}):;
break;

end

In the Matab code above, GF{(7) is the initial pitch estmate. The frequencies are stored in the
vadable P and k is the index which iterates through possibly all the local peak amplitude
frequencies. The operation is intended to find the closest possible pitch estimate to the previous
estimate. The term f0,,/M means that the P(&) is the M” harmonic of the possible current pitch
estimate GF(7). For example, if the previous estmate was f0;, = 100 Hz, and P(g) = 310 Hz,
then M = 3 (P(&) is the 3* harmonic), and 4 = 10, then GF(7) = Pk)/M = 103.33, becausc d//0,,
= 0.1 which is less than Gamma (=0.2).

The above calculations ensure that if there are any harmonics in the current activity data that
correspond to the previously estimated pitch, the corresponding pitch candidate is included in

the list of all possible candidates first.

If the previous pitch estimate is zero (unvoiced), then an alternative method of finding the inigal
estimate is used. It involves generating the sub-harmonic series of the first peak (a sub-barmonic

series is the inverse of the harmonic seres, that is, it is comprised of frequencies of P(k), P(k)/2,
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P()/3, P(k)/4, P(k)/5 ...), and selecting those elements of the seres which lie within the pitch
range as the initial pitch candidates, GF.

After the formation of initial esimates as described above, the task is to search for peaks in
activity whose frequency, P(k), is not explained by the inital pitch candidates, ie., those
harmonic frequencies in the set P(&), which are not harmonics of any of the candidates in GF.
This process is similar to finding the inital pitch candidate, given the previous pitch frequency
f0,,, where the initial esdmate is replaces by GF()), and the constant Gamma is replaced by 0,
which is the tolerance factor for deviadon of the harmonic due to inaccuracies in measurement,
or noise. The value used for @ is 0.7 (10% deviation is allowed). For all these frequencies, the
sub-harmonic series is constructed, and all candidates that fall within the normal human pitch
range are appended to GF. Thus at the end of stage 2, GF contains all the possible pitch
candidates which could explain the activity in the current estimate. The frequencies stored in GF
are called gromp frequendies because they possibly explain a whole group of harmonics in the current

frequency estimates P(&).

Stage 3. This stage of analysis ascribes saliency to each of the pitch candidates discovered in the
previous processing stage. This process is a simple double loop, in which all the pitch candidates
of the previous stage (represented here by GF), are tested for all the current sustained activity
data (represented in stage 1 by vanable E). The process can be likened to assigning a
membership value to each data point for each candidate, based on how much they explain each
of the pitch estimates. In this scenatio, a single data point (defined by a frequency and amplitude
of activity, P(k) and E(#k) for the £ such element) can contribute to different pitch candidates,
GF. The contrbution of each data point to each pitch candidate is inversely proportional to 1t’s
distance from the current pitch candidates, and directdy proportional to the associated acuvity
(the energy measure E(k)). Mathematically, if the contrbution of dara point £ to candidate 7 is
defined as C,, and the distance of the frequency of the data point and the candidate as D, then,
the algorithm in form of Matab code below describes the compuuation of the saliency
contrbutions. In the algorithm, the variable G contains the pitch hypothesis candidates, and P
contains the frequency and E contains the energy of the local peaks. The computation of D, is

represented by D(&, i) and C;is represented by C(k, I).
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For I = 1 : NumberOfPeaks,
For j = 1 : NumberOfCandidates,
D(k, i) = mod(GF(i) / P(k);
If (1 - D(k, i) < 8, D{(k, i) = 1-D(k, 1i);
If D(k, i})< 8, C(k, 1) = E(k};
End
End

Where #1is the tolerance factor defined in stage 2. The winning candidate is simply the candidate
with maximum total contribution from all the current activity. This candidate is the primary or
foreground pitch estimate. The second group (whose group frequency GF is not a2 harmonic or a
subharmonic of the primary group), forms the background pitch esamate, and so on. The
saliency of the pitch estdmate is simply the sum of contributions for that candidate, i.e., we define
saliency for pitch esimate GF(f) as GS(i), given by equadon 4.1, where K is the total number of
peaks.

GS(f):Z';c,,. LA,
The algorithm descrbed above is used to form possible groups of harmonics. However, as may
be notced, the groups thus constructed may not always be “true” groups, and some groups may
be sub-groups of others. This is because the sub-harmonic sedes that are constructed in step 2
give rise to a number of groups, which are harmonically related. Thus if two or more groups
have the same saliency, as measured in equation 4.2, then the group with maximum group
frequency is selected as the dominant group, and all the other groups that are harmonically
related to the pomary or foreground group are not considered when determining the
background group. In the above algorithm, several constants are used for the formation of
harmonic groups, and the calculation of group saliency. These parameters of the system are

tabulated in table 4.1 below.
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Parametet Brief Description Value

LowF0 Lowest possible pitch in thd 60 Hz
search range

HiF0 Highest possible pitch value inf 350 Hz
the search range

Gamma The continuity constraint, as 2  20%
Percentage of current pitch

0 Tolerance factor for harmonic 10%
group membership as a
percentage of the group
frequency

Table 4.1. The parameters of the harmonic grouping algorithm with typical values.

4.2.2. The Voiced Unvoiced Decision/ Pitch Tracking Algorithm
The voiced unvoiced decision is a very important part of the algorithm as it is critical for good

performance in challenging noise conditons.

The input to the system is the primary group saliency, GS(primary), associated with the primary
group as described in secdon 4.2.1. The output is a flag which specifies if the input speech signal
is voiced or unvoiced at a particular point in dme. The aim of the algonthm is to produce
continuous pitch tracks, and to avoid short duration voiced or unvoiced segments. These
situatons of short discontinuities may arise due to noise in the signal, or when the saliency of
voicing GS(prirtary) falls below a fixed threshold. The algorithm achieves this by the operation of
a state machine, where the current state of the algorithm determines the action to be taken. The

state variables that are tabulated in table 4.2, along with a brief description of their funcaon.
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State Variable Description

crrrentActivity The current saliency indicator, true if over a fixed threshold,
otherwise false.

tracking The current voicing indicator, if the algorithm has a recent history of
voicing, then this is set to true, otherwise false.

gapLength The state vadable for the length of the unvoiced sections during
unvoiced sectons.

wordLength The state variable for the length of the voiced sections durng voiced
sections.

startTime The state varable for storing the starting of voicing,

Table 4.2. The state varables of the pitch tracking algorithm.

The operaton of the algorithm also depends on some parameters that control the state

transitions. These control the allowable length (in terms of frames) of the voiced and unvoiced

sections, and also the decisions of whether a particular frame is voiced or unvoiced. These

parameters were initially chosen heuristcally, depending on the minimum word length, the

possible gap length, and the general level of activity during voicing (the minimum values of pitch

saliency for voiced sections), and later manipulated if found unsansfactory, based on

performance on test utterances. These parameters of the system are presented in table 4.3.

Parameter Description Value

6, The voicing threshold, acting on 3 (absolute threshold)
the group saliency

8, The minimum track length thatis 10 (corresponds to 100 ms)
a vabd oack

b, The minimum gap between 4 (corresponds to 40 ms)
voicing that may be a genuine gap
in voicing

Table 4.3. The parameters of the pitch tracking algorithm and their descapton.

The value of 100 ms for the minimum voiced sections as defined by the parameter 8, has been

found to be in accordance with the studies carried out by Greenberg and others in [Greenberg et

al., 1996] on the properties of conversational speech derived from the Switchboard corpus.
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The Voice Activity Detection Algorithm:

The algorithm for voice activity detection is presented here in the form of Matlab code. The
various variables involved in the algorithm are explained in table 4.2, and parameter values in
table 4.3. The basic feature of this algorthm is that it favours either contnuous activity, or
continuous silence. This algorithm enables the system to get rid of spurious peaks and valleys in

noisy environments.

Let the group saliency be denoted by a vadable called glnfensity at point in time t.

If gIntensity > Ogp,
currentActivity =1;
else,
currentActivity = 0;

end
If tracking == 1,

If currentActivity == 1,
trackLength = tracklLength + 1;
gapLength = 0;

Elseif gapLength > 84 ,
tracking = 0;

Output = 1;

Elseif trackLength > &, .
gapLength = gapLength + 1;
Output =1;

Else,

Reset (startTime) ;
Qutput = 0;
End
Else,

If CurrentActivity == 1,
Tracking = 1;
TrackLength = 1;
GapLength = 0;
StartTime = t;
Output = 1;

Else,

Qutput = 0;

End

End
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pair can be varied over a wide range, without affecting the recognition performance, as long as
the vowels are present at different pitch. This difference is quantified in some experiments
[Scheffers, 1983] as about 12% of the lower fundamental frequency, for pairs of vowels at least

200 ms in duration.

As presented in the previous chapter, there were a few modificaton made to the system for it to
be able to extract multiple pitch tracks. These changes are not changes to the fundamental
system of harmonic grouping, but some continuity constraints placed on the tracking and
estimation system, which make up for the lack of the “attendon” like feedback in order to form
pitch tracks from simultaneous speech sounds. Although the system in theory is able to track
multiple pitches, we have put it in the framework of foreground and background “streams”. This
is because for more than two groups, not much experimental data is available, and also, it would
require a finer frequency resolution than our current system, due to the increase in number of
harmonics and decreasing spacing berween the harmonics in the cases with more than two

voices.

4.3.1. Two Pitch Track Considerations

Depending on the local saliency of a group of harmonics, there is a possibility that the esumates
of pitch switch between foreground and background tracks. This was one of the biggest practical
problems faced by this system. The second problem was that sometimes the pitch of one track
becomes too close to the pitch track of the other because of the tolerance factor. In the original
system, this tolerance factor was designed to take account of the maximum rate of change of
pitch, and the error in estimating the frequency of the DHO output. These problems with the

otiginal system required some minor modifications, which are explained in this secton.

All the problems are linked to the “attention” mechanism which acts as a feedback in the
assignment of pitch estimates to pitch tracks. The modifications are implemented in terms of
introducing an additonal continuity heuristic to account for the “attention feedback”, and the

tolerance factor is lowered.

The continuity constraint is applied once the harmonics have been grouped and their saliency
calculated. At this point, a “look-back” heuristc is applied, which takes account of the modified

tolerance factor for changes in pitch estdmate from the previous sectdon. If the previous pitch
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estimates are available (the previous section was voiced), irrespective of the relative amplitude,
the identity of the track is decided on the distance of the current esumates from the previous
estimates. If the previous section is not voiced, burt there has been a pitch estimate in the recent
ume (previous 0.5 seconds in this case), then these estmates are used as a reference. If however,
no pitch tracks have been computed within this time, the foreground and background estimates

are made on the reladve saliency of the esumated groups.

Foreground Pitch Track
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Background Pitch Track
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Figure 4.8. The pitch track on the top is the intended foreground pitch track. The one in the
middle is the background pitch track. Both were computed independently with no noise.
The bottom plot shows the muluple pitch tracking output of the proposed multiple pitch
tracking system. The continuous line is for foreground pitch track, and the “+’ line is for
background pitch track. The signals in this case were added together at 0 dB SNR. The
top (foreground) speaker is male, saying “Why were you all weary”, while the middle
(background) speaker is female, saying ‘“Why were we keen to use human™.
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In the figure above, an example of processing that has two pitch tracks is presented, showing the
pitch tracks separately, and then their simultaneous tracking using the proposed system. The
isolated “reference” pitch tracks were computed using the proposed system pror to addition of
the utterances, without any added noise (there was no laryngograph data available for these
utterances, however, these utterances are very often used in computational auditory scene

analysis research [Cooke, 1993]).

4.4. Modeling of Some Perceptual Pitch Phenomena
The primary purpose of the model presented in this chapter is to estimate pitch in speech signals

and to be robust to noise and interfering speech. The model has been developed from the
ground up for robustness to noise, in a biologically plausible way. An analysis of some
psychophysical phenomena related to pitch perception is quite important in order to propose a
pitch esimadon model that aims to emulate the human performance in relaton to pitch
perception and its robustness to different kinds and levels of noise. In the next chapter, a
detailed analysis pertaining to the noise robustness of the proposed pitch estimation system is
presented. In this section, a few of the well researched perceptual pitch phenomena are analysed,

and the behaviour of the proposed system for some controlled signal condinons is presented.

4.4.1, The Missing Fundamental Case
In the case of the missing fundamental phenomenon of pitch perception, the simulus is composed
of a set of successive harmonics, without the fundamental frequency. However, listeners perceive

the pitch of the missing fundamental, even though it is not part of the sumulus [Boer, 1977].

To emulate this behaviour, the system was presented with a complex tone consisting of different
successive harmonics of a fundamental that was missing from the complex. The system
performance was found to be consistent with the perceptual data, and the pitch of the complex
was correctly esumated as that of the missing fundamental. Figure 4.9 and 4.10 present two

examples of the output of the system for these expeniments.
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Figure 4.9. System output for the virtual pitch expenment. The input signal to the system
consisted of the 3%, 4" and 5* harmonic of the 100 Hz tone. After a brief transient
period at the beginning, the system is able to track the pitch accurately.
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Figure 4.10. System output for the virtual pitch experiment. The input signal to the system
consisted of the 6%, 7* and 8® harmonic of the 100 Hz tone. After a brief transient
perod at the beginning, the system is able to track the pitch accurately.

4.4.2, The Pitch of Iterated Ripple Noise Case
When a broadband noise stimulus is delayed and added to itself, the resulung stimulus has a
pitch that increases as the delay is decreased. This phenomenon is called the Repefition Pitch or the
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pitch of lterated Ripple Noise [Bilsen, 1966), {Yost, 1978]. If the delayed noise is added to itself with
a delay t, then the perceived pitch is 1/t. Also, as the number of iterations is increased, the
perceived pitch increases in saliency, and becomes more well defined. These phenomena were

successfully emulated by the proposed system when presented with the Iferated Ripple Noise

The perceptual results of IRN sdmuli in terms of percepton of a pitch in presence of such
sumuli, have a pitch which varies with the reciprocal of the delay, [Bilsen, 1966], and the strength
of the pitch increases with the number of iteradons, and with the absolute value of the
attenuaton factor. IRN stmuli have been used to study pitch perception, principally, in time-
domain auditory models which suggest that pitch is mediated by regulanty in the fine-structure
of the IRN stimulus. The temporal information is extracted by autocorrelation either directly
from the waveform [Yost, 1997] or from the autocorrelogram [Meddis and Hewitt, 1991]
[Patterson et al., 1996). The transfer function of the IRN network has a spectral ripple, and, prior
to the temporal hypothesis, the spectral peak spacing in the rpple was used to explain the
perceived pitch [Bilsen, 1966] The spectral ripple can probably not be resolved in the spectral
region above about the eighth harmonic of the reciprocal of the delay, and yet IRN stimuli
restricted to this spectral region stll produce strong pitch perceptions [Partersen et al,, 1996]. So

the spectral hypothesis has been rejected for high-pass-filtered IRIN stimuli at least.
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Figure 4.11. The Output of the system in response to iterated ripple noise input. As the number
of iteratons is increased, the output gets closer towards the frequency corresponding to
the delay (delay was 4 ms, corresponding to a pitch of 250 Hz.)).

In the experiments that were carried out on the proposed system, the simulus included IRN.
The system was presented with IRN with increasing number of iterations, starting with 1 (no
addition, and therefore pure broadband noise in the input signal), and finishing with 10 (well
defined envelope pedodicity). It was observed that as the number of iterations were increased,
the output of the system became increasingly accurate. These results are presented in figures 4.11

and 4.12. In figure 4.11, the actual ourput of the system corresponding to varous iteraton
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counts is presented. In figure 4.12, the standard deviation of the outputs {around the 250 Hz
mean) is calculated. The results are in general agreement with perceptual data.

Standard Deviation of the IRN Pitch
55 T T T T T

Frequency (H2)

Itaration Count

Figure 4.12. The standard deviadon of the pitch estimates for IRN stimulus with increasing
number of iterations, with iterations increasing from 1 to 10. The first point
corresponding to the iteration 1 is excluded, as the system output was zero throughout
for that case (see figure 4.11).

4.5. Key Aspects of the Proposed System

This chapter completes the presentation of the proposed system for pitch esimation. Chapter 3
provided the details of the DHO based processing of the input speech signal, while this chapter
provided the details of a harmonic grouping algorithm for pitch estimaton from the resulting

tepresentaton.

The DHO based processing results in a broadly tuned tonotopic orderng of the frequency
information in the input signal. This output is then used to develop a high resoludon tme-
frequency representation that was shown to be robust to challenging noise conditions. The
source of this noise robustness is the temporal processing of the output of the bank of DHO
units, rather than the usual channel based processing. This processing results in DHO units

“locking in” to the closest harmonic, and thus exhibiting a “noise masking” behavior.
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The harmonic grouping based system is used to estimate the pitch of the voiced section of the
input speech signal. One of the major differences with respect to other systems of grouping
harmonics [Brown, Cooke, 1995), that the proposed system does not rely on any pnor estimate
of the pitch frequency, and the harmonic grouping itself leads to an estumate of the pitch
frequency. Also, unlike the “Joint cancelladon model” of de Cheveigné [de Cheveigné, 1998}, the
harmonic grouping system is based on “joint activaton”, where one harmonic can contnbute to
several groups. One of the advantages of this approach of “joint activation” is that secondary or
background harmonic grouping is more reliable, as more harmonics are available for their
estimation (due to possible joint membership of the harmonic groups). This leads to more
reliable background pitch estimaton. Another source of robust performance is the use of
contnuity constraints in the algorithm, which reduces the likelihood of pitch halving and pitch
doubling. 1t was also demonstrated that the system is able to emulate some perceptual pitch
phenomena like pitch of the missing fundamental, and pitch of the ierated ripple noise. Because the
pitch frequency is esimated though harmonic grouping, the process results in the establishment
of foreground and background pitch estimates. This approach to pitch estumaton makes the
proposed system naturally suitable to muldple pitch estimadon in the case of simultaneous
speech from two speakers. The proposed system for harmonic grouping is different from
systems which carry out explicit grouping of harmonics like those presented in [Duifhuis et al,
1982), [Cooke, 1991]. While most of the systems would explicitly choose a fundamental to sausfy
a template composed of a group of harmonics, the proposed system does not involve any
template creation, and the operatons are performed on spectral peaks, some of which may not

be harmonics of the fundamental frequency.

The combined noise handling ability of the DHO output based representaton and harmonic
grouping makes the system robust to a large varety and levels of noises. The harmonic-grouping
based pitch estimadon system can handle the case of missing fundamental pitch, and is therefore
suitable for pitch estimation of telephone quality speech, where the fundamental frequency
component is usually. In the next chapter, we describe the experiments and the statistical study
that was undertaken for the evaluatton of the proposed system, and compare the performance

with other pitch estimation systems.
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Chapter 5

EXPERIMENTAL SETUP AND RESULTS

The Statistical Analysis

An appropdate evaluadon of the varous pitch estimation systems, and their performance on
complex signals like noisy speech is far from being either simple or trivial. Many critenia for this
evaluation have been provided in the literature [Rabiner et al, 1976], [Terhardt et al, 1982].
Howevert, the performance of most modern systems has rarely been evaluated and compared in
detail for clean speech signals and the evaluadon of these systems in challenging noise conditions
is completely non-existent. Even when a comparative analysis of performance is available for
clean speech signals [de Cheveigné, Kawahara, 2002], it does not include all the different signal
condidons, or the different error mewics. However, such an analysis is important for a

meaningful evaluation for practical use of these systems.

Performance of these systems even for signals in quiet environments is difficult to compare,
because of the fact that these evaluatons are carried out in a vanety of different conditons,
which make it impossible to make quandtative assessment of their performance. The various

sources of this vanability in evaluaton are enumerated below.
a.) The use of different databases of signals.

b.) In case of use of the same database(s), the use of different sub-sets of the same database
(and selection of different parts of the target signal on which the evaluation is made), and

organizaton of the test procedure.

c.) Use of different methods to obtain and refine the reference pitch data to evaluate the

performance of the target systems.

d.) Use of different and sometimes only a sub-set of stanstical error measures, which makes

the assessment of the overall performance difficult.
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Although a particular system may clearly demonstrate reproduction of a few percepmal effects,
all the factors mentioned above conspire to make the task of overall performance assessment,
companson, and appreciaton of relative strengths and shortcomings of the pitch esimanon

systems very difficult, and nsky.

One of the primary aims of this dissertadon is to evaluate the most prominent and modem pitch
estimation systems, and compate them with the system proposed in this dissertation. This
process of evaluaton was carded out by means of detailed statustcal analysis of the results of
pitch estimaton by these systems, with error measures that were recommended by Rabiner
[Rabiner et al, 1976), and have become an accepted standard for such an evaluadon. The data
used was supplied by Plante et al [Plante et al, 1995] for clean speech, and the CASA [Cooke,
1993] dataset for mulaple pitch track based evaluation. Noisy environments were simulated by
adding various noises at various signal to noise ratos (SNRs) to the orginal data. These noises

were also obtained from the CASA database of noises.

The evaluation process will be discussed in next section of the chapter. This is followed by a
summary of the results for single pitch track evaluaton, and then the muldple pitch track
evaluadon is descobed and a summary of results presented. The detailed results are presented in
Appendices II {single pitch tracks, high resolution signals), ITI (single pitch mracks, low resolution
signals), and IV (two pitch tracks, for both high and low resoluton signals).

5.1. The Apparatus Used

In this section we describe the setup of the experiments that we used to evaluate the different
systems, including the data, software and hardware used, and the software used to evaluate other

reference pitch tracking algonthms, parameters, and other relevant details.

5.1.1. Description of the Data Used for Evaluation

The database used for evaluation of single pitch track estimaton was prepared by Plante [Plante
et al, 1995], especially for the purpose of evaluating of the pitch estimation and tracking systems.
This database is commonly known as the “Keele Pitch Database”, and we shall refer to it by this
name as well The database is available on the internet via an anonymous ftp server at
fip.cs.keele.ac.uk/pub/pitch. The database is divided into modules for speech analysis, and
psychophysical analysis. Only the module for speech analysis was used.
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The speech analysis module of the database consists of ten speakers, five males, and five females.
All the speakers are recorded speaking a phonetcally balanced text, labeled the “north-wind
story”’. The orginal database also includes speech signals recorded by five children, which were
not included in our analysis. Dunng the recording, the orginal laryngograph signal was also
recorded. After the recording, the signals were digitized ar 20,000 Hz sampling rate, with a
resolution of 16 bits for each sample, both for the speech signal and the laryngograph signals.
The delay involved in the recording of the two signals is rectified as much as possible (the delay
could not be fully removed because of slightly different vocal tract length of different speakers).
The digitized laryngograph signal was then used to establish a reference periodicity signal, using
an autocorreladon based algorthm. For those parts of the signal where there was observed
pedodicity in the laryngograph signal, but no clear periodicity in the speech signal, the
corresponding frames were labeled with the negative of the period of the laryngograph activity.
When pedodicity was observed in the speech signal, but no laryngograph periodicity exists, the
frames were assigned a value of —1. These frames combined to produce a total of about 5% of

the number of frames, depending on the speakers.

The reference signal of perdodiciry supplied with the database, was produced at 100 Hz, and used
as such, with some modifications. The reference periodicity signal was pre-processed as follows.
The signal was divided into three categories, i.e., the unvoiced or silence section, voiced or clearly
periodic section, and the uncertain perodicity section. Those parts of the signal where thete is
clearly no activity for large duradons (more than 5 frames), were labeled as unvoiced or sience.
These frames were used for the estimaton of the voiced/unvoiced errors (the different error
criteria are descrbed later in this chapter). Those parts of the signals that are clearly penodic, and
have a duradon of more than five frames, were labeled as pedodic. The first and last two frames
were removed from each such section to remove the effects of onset and offset acuvity. This
was required because of the inherent assumptions of stationarity in the use of fixed frame-rate
calculadons, as the error introduced for these fast changing sections of the signals may give
biased or inaccurate estimates for different systems. All the other sectons (including the original
negative valued frames), are labeled as uncertain. The total percentage of these uncertain frames
varied from speaker to speaker, from 10% to 15%. No evaluaton is made on these uncertain

secdons.
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As mentioned above the orginal signals were sampled at the sampling rate of 20,000 Hz, with 16
bit resolution of each sample. We used this signal as it is for one set of the experiments, which
were labeled as high resoluton analysis. Another set was derived from this data, where the signal
was down-sampled to 8000 Hz, 8 bit range. Also during the down-sampling process, the signal
was band-pass filtered to the telephone signal bandwidth of 300 Hz to 3200 Hz, using a 2" order
band-pass filter. These telephone quality signals were labeled as low-resolution signals. It is
interesting to note that for pitch frequencies below 300 Hz, the fundamental frequency

components are not present in the low resolution signals.

Three different noise environments were considered for evaluadon. These are the white noise, the
environmental noise, and the music noise conditions. The noise data was obtained from the set of
sound files provided at Cooke’s website, [Cooke, 1993], [Cooke, 2002], and used to add noise at
varous signal to noise ratios. The noise signals were re-sampled according to the sampling rate
of the orginal signal before adding. The white noise (labeled in the original database as nl1) is a
random sequence of samples with approximately unit variance and Gaussian distabution. The
environmental noise, is noise as might be expected in a street or an office environment (labeled as
n3 in the onginal database). The musi noise is a piece of sampled tonal music (labeled as n4 in
the orginal database). These different noise environments were chosen because they are known
to occur in everyday experence. Moreover, they are quite different in temporal and spectral
characteristics from each other and therefore present a vanety of challenges to the evaluated
systems. While' the white noise is spectrally and temporally flat, the emzronmental noise 1s
characterized by jumps in amplitude, and the mmusic noise is clearly pedodic in nature. The
procedure for preparaton of noisy signals is described later in this chapter. The spectra of the

three types of noise described above is presented in figure 5.1.

The database used for simultaneous speech from two speakers was dedved from the database
prepared by Coocke [Cooke, 1993] (same database as that used to dedve noise samples),
consisting of ten different speakers, and three overlapping background speakers for each of the
voices. Thus there were three sequences for each of the ten voices. The ten “foreground” voices
were labeled from v0 to v9 in the orginal database, while the three “background” speech signals
were labeled as n7 to n9. The “foreground” utterances have almost continuous voicing, while the

“background” utterances do not. This database was used for the analysis of simultaneous speech
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as it is quite often used in this context [Wu et al, 2002], and is suitable for the evaluadon of
muldple pitch tracking. However, unlike the Keele pitch database, there is no reference pitch
track available. The reference pitch tracks were prepared using the PRAAT system [Boersma,
1993][ Boersma, 2002] at 100 Hz rate, and visually checked for consistency. PRAAT was used as
it was found to be the most accurate system in the evaluadon of clean speech signals. These were
prepared using the clean signals only, and used for all experiments as reference. The procedure
for this is discussed later in this chapter. The orginal recordings for this database are available at
16,000 Hz sampling rate, with 16 bit resoluton. These otiginal recordings were used as such, and
were labeled as the “high resolution” signals. As with the Keele Pitch Data, the signals were
down-sampled to telephone quality speech at 8000 Hz sampling rate with 8 bit resolunon and

were labeled as “low resolution” signals.
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chapters 3 and 4. The frame rate for evaluation was 100 Hz, and the lowest and highest pitch
allowed pitch estimates were restricted to 60 and 350 Hz respecavely. The system is referred to

in the tables, figures and charts as DHO.

The Correlogram system as described in secton 2.6.3. was provided as part of the “Auditory
Toolbox” for the Madab system by Slaney [Slaney, 1998]. The funcuon used to call the
procedure which computes the pitch estimates was slightly modified from the onginal to give a
simple voiced/unvoiced decision, as recommended in the documentaton. All the default

arguments are used. The system is referred to in the tables, figures and charts in shorthand as
CORR.

The YIN system, as described in section 2.6.2. was provided by Cheveigne et al [de Cheveigné,
Kawahara, 2002] on their web site [de Cheveigné, 2002]. This is also available as a Matlab
package. The system was used with default parameters, and no changes made except for the
change in output varable. The output vanable is orginally calculated in octaves, with the
reference frequency of 440 Hz. The output was converted back into Hz for our evaluadon. Also,
we had to change the default frame rate for YIN, which was higher than the 100 Hz rate used
for all other systems. Due to the comparison requirements, we had to change it to the default

100 Hz frame rate.

The PRAAT system, as desctibed in secton 2.6.1, was provided by Boersma [Boersma, 2002] as
part of the PRAAT system. The system is available as an executable on various platforms (The
Windows ® based system was used in this analysis). There are several pitch estmadon
algorithms available for this system, and we used the default algorithm. The system was used
with the default parameters. A scdpt file was prepared according to the instructions in the
program. The main procedure call for the executon of the pitch tracking algonthm used was “To
Pitch... 0.01 75 600" The parameter 0.01 sets the frame rate, and last two parameters
determine the default lower and upper ranges of permitted frequendies in the pitch estimates. All

these values are default values, and were not changed during the evaluation.

The probabilistic muldple pitch esimation system by Wu et al [Wu et al, 2002] is referred to as
PMPT. The system was described in detail in section 2.6.4. The system was kindly made available
by the authors upon request. The system supports only a sampling rate of 16000 Hz, therefore, it
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was possible to use this system for the high resolution signal pitch esumation only, and it could
not be used for the telephone quality 8000 Hz sampling rate signals. The system was made
available in C programming language code, and was used withour modifications to any
parameters. Although, some changes were needed for the code to be used with a scrpt 1o

automate the evaluadon.

5.1.3. Description of the Hardware Used for Evaluation

The experiments were run on a laptop computer with an Athlon 1500+ ® processor from
AMD, and a desktop computer with a Pentium IV ® processor from Intel. Both the computers
were running the Microsoft Windows XP Professional ® operating system,

5.2. The Evaluation Procedure and Error Metrics

One of the challenges of any comparative study, including this one, is the choice of meaningful
error criterda. This choice is made difficult, as different systems are designed for different
applicadons, and implement only selected functionality, based on the target research goals or
practical applicadons. However, one can have a general list of desirable charactenisucs which we

enumerate below.

1. The algorthm should accurately estimate the pitch period, within a suitable error margin.
The error margin may change depending on the application area.

2. The algorithm should make robust estimates of the pitch period. Le., the performance
should not be affected by noise as far as possible, or that the fall in performance with
increasing noise should be gradual, and it should also be robust to the signal conditioning
(changes in resolution or sampling rate of the signal should not affect the performance
of the algorithm too much). Needless to say, the system should be robust to change in

speakers.

3. The algorithm should be efficient in terms of usage of computing resources. The

resources considered are the number of operatons, and the amount of memory required.

4. If possible, the algorithm should clearly indicate if a particular section of the signal has a

well defined pitch or not (voiced / unvoiced decision).
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Based on these desirable characterisics, and the recommendations made by other
researchers, for example in [Rabiner et al, 1976], vanious error criteria were selected and used,

as descnbed in the next section.

5.2.1. The Criteria for Evaluation
In this section we define the various error criteria we used in our evaluaton, and guidelines about

how to interpret the results.

In order to calculate any error metric, we first need to consider the respective pitch frequency
values of the reference signal and the esamated pitch value of the test signal by an algorthm. For
example, if we assume that for a particular tme, j, the reference pitch value, determined by the
corresponding laryngograph signal is R, Further, the estimated pitch value by the pitch
estimation system is P.. Then the error metrics are defined on the corresponding values of R; and

P.. Several different condidons arise when we compare these two values. These are:

a) R, >0, P, = 0. This is the case where a voiced signal has not been assigned any pitch by

the estimation system.

b) R; =0, P, > 0. This is the case where the unvoiced or silence signal has been assigned a

spunous pitch by the pitch estimation system.

c) R;=0, P, = 0. This is the case where the unvoiced or silence signal has been recognized

by the pitch estimaton system, and assigned no periodicity.

d) R;>0,P;> 0 And |P,~R;| /R, < 0. This is the case where the reference and estimated

pitch values are close, as defined by the parameter 6.

e) Ry>0,P, >0 And |P,— R / R; >= 0. This is the case where the reference and

estimated pitch values are quite different, as defined by the parameter 6.

Based on the possible conditions that may arise as descrbed above, the opportunity to measure

different charactensucs is exploited by the error metrcs defined below.
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Gross Estimation Error Percentage:

This error metric is based on condition (e.) above. For this case, the pitch esumation algornithm
has made a dramatic error in its esimaton of the pitch. The parameter 0 is the tolerance factor,
which determines the allowed deviadon from the reference pitch, exceeding which the esumate
is labeled as a Gross Esdmation Error (GEE). For a given pitch track, the total number of GEE
counts are made for a given 0. The percentage of this count with respect to the length of the
voiced pitch track determines the GEE percentage. Reasonable values of 6 vary from 20% to
5%. The reason one would want to vary the value of § is to test the suitability of an algorithm for
an application, as different applicadons usually have different accuracy requirements. The
calculations for the GEE petcentages were carried out for all tests for the values of 6 varying
from 20, 10, and 5. The GEE percentage metric provides a measure of the “broad” or “rough”
errors an algorithm makes in estimates of the pitch values over the whole track(s). The GEE
percentage figures can be used as indicators of performance that is independent of the small local
errors in calculadons. It is clear that GEE percentage metric should be the most robust to noisy
environments because (a.) it does not take into account the small pitch shifts that may occur due
to noise, and (b.) it is a rough estimate of the performance of the system, for voiced section only,
and does not involve a contribution of voiced/unvoiced errors (described later in this secton).
Thus, while analyzing noise robustmess, the GEE percentage errors are most indicanve of the
underlying ability of an algorithm to handle noise in the voiced signal to produce accurate

estimates of pirch period.

Fine Estimation Error Average:

This error metric is prncipally based on the converse of the gross estimadon error described,
and corresponds to the case of condition (d) as defined above. It provides a qualitauve view of
the deviations of the estimated pitch wack from the reference pitch track. The Fine Esumate

Error (FEE) average is mathemadcally descrbed in equation 5.1.

1 N
FEE=WZ(PI.-RJ) .51

j=l

where N is the total number of samples for which the estimate P; does not contbure to the
GEE errors, i.e., for which the pitch estimates are not grossly inaccurate, based on parameter 6.

Since the definiton of FEE is based on 6 as in the case of GEE, the calculatons for the FEE
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averages were carried out for all expediments for the values of 0 varying from 20, 10, and 5. The
FEE is a qualitative metric and indicates the bias inherent in the algonthms for pitch esamauon.
[t tells us if the algorithm errs towards lower values, higher values, or equally towards higher and
lower (making the FEE average closer to zero), when compared to the reference pitch estimate.
One important use of this metnc is for the evaluadon of pitch algorithms used for speech
compression for wansmission over small bandwidth communication lines. In these cases, it is
desirable, that the FEE averages for females be positve rather than negative, and for male
voices, FEE averages may be lower rather than higher, in order to maintain naturalness and

intelligibility.

Standard Deviation of Fine Error Estimates:

The standard deviadon (STD) of the fine error estimates provides a related measure, which
provides the metric for the amount of vanation of the computed pitch estimate from the
reference pitch esdmare. Mathematcally, iU’s calculaton is dependent on the calculadon of the

FEE, and defined by equadon 5.2. below.

N
STD=JL (P,-R;)’ - FEE .52
N j=|

Where the terms have their meaning as descrbed for equation 5.1.

It is clear from the definidon of equation 5.2. that the STD metnc is a measure of accuracy of
the pitch estimadon algonthm in estimatng pitch frequency during the porton of the signal

where the estimate is not grossly incorrect.

Too-High / Too-Low Error Percentages:

This is a classificaton of those parts of the estimated pitch track that contribute to the GEE, as
descrbed above. This is often a useful estimate, as it provides an indication of the source of
GEE percentages. Too-High Errors (THE) ate defined as those gross errors (described above),
which are higher (in frequency), compared to the reference pitch values. Too-Low Errors (TLE)
are defined as those gross errors, which are lower in frequency compared to the reference pitch
values. A higher percentage of THE indicates pitch frequency doubling, topling, or similar
phenomena. A higher percentage of TLE indicates pitch frequency halving or similar
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phenomena. These are used in the analysis of the results as indicators to the possible source of

GEE percentages.

Voiced-Unpotced Errors:

Not all the algodthms that were evaluated implement a voiced/unvoiced dedsion system. These
errors however were calculated for all systems, as they are indicative of the sources of the GEE
percentages, as well as indicators of possible use of the inherent properties of the algorithm to
make this decision. The voiced/unvoiced decision is quite important and has proven to be quite
difficult in challenging noise conditions. Based on the condiuons (a.) and (b.) as descrbed above,
the errors were split into two metrics, the Voiced-to-UnVoiced Error percentage (V_UVE), and
the UnVoiced-to-Voiced Error percentage (UV_VE). The V_UVE percentage provides a
measure of the inability of an algorithm to detect periodicity and voicing in the signal. The
UV_VE percentage metric provides a measure of inability of an algorthm to distnguish

unvoiced or noise sections of the signal from the voiced sectons.

5.2.2. The Procedure for Evaluation of Performance for Single Pitch Tracks
This section describes the preparation of the reference pitch tracks, the noisy signal files, and the

computation of the results for single pitch tracks estimation based experiments.

Preparation of the Reference Pitch Tracks:

The reference pitch tracks were computed from the estimate files provided with the Keele Pitch
data. These files were orginally prepared using autocorrelation method for periodicity estimation
on the laryngograph signal, at a frame rate of 100 Hz (100 estmates are available per second).
However, these reference pitch tracks were also partially corrected manually. We further refined
these reference pitch tracks by eliminatng any negative values (which were assigned for
ambiguous cases in the orginal data), and selecting only those parts that were un-ambiguously
voiced. Further refinement addressed the onset and offset effects, by not considering the first
two and the last two frames. This was done to reduce the effects of fast changes in pirch durnng
these phases. An example of the result is shown in figure 5.2, where the orginal pitch track and

the reference pitch tracks are shown.
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Figure 5.2. An example of the pre-processed reference signal. The orginal reference pitch track
is shown in the solid line. The refined pitch estmate, after the onset and offset
consideratons, is shown as the broken line.

Preparation of the Noisy Signals:

The noisy environment condidons were simulated by adding different rypes of noises to the
original speech signals, at different signal to noise ratos (SNRs). We recognize that this
procedure does not take the Lombard effect into account [Pick er al, 1989], however, by
adopting this procedure, we had a much more controlled noise environment. To produce
realisic SNRs, the signal and noise power was computed locally before scaling and additon, thus
the SNRs are controlled both locally and globally. The different noise types that were used are
descrbed in section 5.1.1. of this chapter. The equation for the calculation is given in chapter 3
(equation 3.22). The different SNRs used were 25 dB and 20 dB for “low” level noise conditons,
15 dB, 10 dB, and 5 dB for “medium to high” level noise conditons, and 0 dB and -5 dB for

“very high” level noise conditons.

Computation of the Different Error Metrics:
Once the reference and test signals were available, control tests were performed first on the clean
speech for all the different pitch estimation systems. This was followed by the experiment being

repeated and different metrics computed for all the noise types (as described in secton 5.1.1) and
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noise levels. The resuling pitch tracks were stored in separate files on a computer for later
reference and analysis, and the results were output to results tables. The different error metrics

computed are descrbed in section 5.2.1.

5.2.3. The Procedure for Evaluation of Performance for Two Pitch Tracks
This section describes the preparation of the reference pitch tracks, the noisy signal files, and the

computation of the results for two pitch tracks estimation based experiments.

Preparation of the Reference Pitch Tracks:

The reference pitch tracks for the data that was used in the multple pitch tracking experiments
were not available as there was no accompanying laryngograph recordings. To obtain a reference
system for this data, the PRAAT pitch tracking system (see secton 2.6.1) was used. This system
is quite accurate for clean speech pitch estimaton (this will be justified when we present the
results for the single pitch track expenments). As in the case of single pitch track reference dara,
the onset and offset sections of these tracks was excluded from any error analysis. The reference

pitch tracks were calculated separately for the “foreground” and the “background” speech files.

Preparation of the “Noisy” or Multiple Speaker Data:

Of the systems that were evaluated, other than the proposed DHO and Harmonic Grduping
based systems, most of them (with the exceptuon of PMPT system) claim to track pitch for
simultaneous speech, i.e. concurrent speech from two or more different speakers with different
pitches. Therefore, a meaningful analysis of their performance can only be made by considenng
the “background” speech as “noise”, and testing their robustness to such noise. The test signals
were therefore constructed with this in mind. The “clean” signal compnsed of the foreground
speakers’ speech only. The “noisy” signals were prepared by adding the “background” speakers’
speech at the SNRs that would allow significant presence of harmonic components of both the
“foreground” and “background” signals. Thus, the “noisy” signals were created by adding each
of the “background” speech files (descdbed in section 5.1.1) to the “foreground” speech files at
the SNRs of 5 dB, 0 dB and —5 dB. The addition process was similar to the one used for single
pitch experments. The PMPT system could only be evaluated for high resolution signals,
because of it has a fixed sampling frequency, which is hard coded into the system.
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Computation of the different Error Metrics:

As explained above, the “background” speech was considered as noise for the systems tested for
the calculation of the error metrics. Addidonally, for the DHO and Harmonic Grouping based
system, as well as the PMPT system, the secondary or “background” pitch track was also
evaluated, with additional error metric calculations with respect to the reference pitch tracks of
the “background” speech. Thus the error analysis for this set of experiments was similar to the
single pitch track experiments, apart from the analysis of the performance of the proposed

system in estimation of the secondary pitch tracks.

5.3. The Summary of Results for Single Pitch Tracks Experiments

Detailed results for the single pitch track experiments, using the Keele data can be found in
Appendix 2. Here, 2 summary of the results is presented. This summary was prepared in order to
present concise results in the dissertation, and the details are included due to references to the
details in the discussions and analysis secdons. The summarized results were prepared by taking

the average performance under various signal conditions for the whole database.

In this secton, the results are presented in tabular format. For reasons of brevity and formatung

we have used abbreviations in these tables, which are enumerated below.
The error measures are abbreviated as follows.

1. GEEx - Gross estimation error percentage , where x is the value of the ‘percentage

deviation allowed’ or constant 0.

2. FEEx — Fine estimation error percentage, where x is the value of the ‘percentage

deviation allowed’ or constant 6.
3. V_UVE - the voiced to unvoiced error estimate.
4, UV_VE — the unvoiced to voiced error estimate.
5. THE - The Too-High Error estimate.

6. TLE -- The Too-Low Error estimate.
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7. STD20 — The standard deviation error, computed using the FEE20 values.
The different pitch esimation systems have been enumerated as follows.

1. DHO — Damped Harmonic Osdillators and Harmonic grouping based system (proposed

system).
2. CORR - The Correlogram computaton based system (refer to section 2.6.3).

3. YIN — The very recent system proposed by de Cheveigne, based on the difference

funcdon calculadon and parabolic interpolation.

4. PRAAT - The pitch estimation system based on autocorrelaton, available in the
PRAAT package [Boersma, 2002].

The different signal conditons are “Clean”, “Low”, “Medium to High”, and “Very High”, as

discussed in sectdon 5.2.2. The different noise “types™ are as discussed in secuon 5.1.1.

5.3.1. High Resolution Speech Signals
The results presented below are for the orginal “high resolution” signals in the Keele database,
i.e., sampling rate is 20000 Hz, and 16 bits are used to represent each signal value.

GEE20 |GEE10 [GEE0S [FEE20 [FEE10 [FEE05 [V_UVE [UV_VE [THE [TLE [STD20
DHO 4.3 6.09 [13.35 0.2 0.23 0.32 1.25 18.16 [0.6 |1.25 |4.54
CORR [4.96 6.12 [14.46 |0.01 0.05 0.12 3.91 3092 (0.8 K12 [5.1
IYIN 7.81 10.19 (1495 [1.16 [0.45 0.37 0 97.53 [0.29 [6.39 |5.71
PRAAT [3.47 .05 [1471 0.26 [0.25 029 12.44 12.86 [0.32 |3.11 [6.32

Table 5.1. Summary of results for “clean” high resoludon speech signals.
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System([Type |GEE20|GEE10|GEEQS|FEE20 [FEE10|[FEEOS5 [V_UVE|UV_VE[THE [TLE [STD20
White (4.9 6.64 [13.76 [0.15 0.2 032 1.22 {19.27 052 144 l4.62
DHO [Env 3.5 5.32 [|12.41 [0.22 023 [0.31 |1.28 |18.16 044 [1.3 14.58
Music |3.73 [551 [|12.85 |0.21 0.23 {0.3 0.89 |19.75 0.3 0.89 |4.57
\White [6.31 [7.32 [15.34 |0.01  [0.01 ]0.11 |5.47 |19.15 [0.64 565 |5.04
CORR [Env 58 7 15.29 [0.01 [0.05 015 448 [28.6 |0.87 1489 |5.12
Music {543 [6.86 |15.58 |-0.08 |0.01 [0.07 [4.2 52.73 [0.94 1445 [5.37
\White [8.83 [11.34 [16.25 |1.18 1043 [0.34 |0 98.39 [0.29 [7.28 15.79
YIN Env 9.56 [12.01 [16.79 |1.14 041 {0.36 |0 98.72 [0.38 [7.77 _|5.83
Music [9.72 1254 [17.87 [1.18 036 [0.34 {0 98.75 1047 [7.67 6.1
White |4.05 5.5 149 0.25 [0.2 0.27 [3.09 [|10.95 [0.29 [3.7¢ |5.23
PRAAT [Env 391 1563 |1532 |0.27 0.26 {0.3 269 |13.08 [0.34 [3.55 15.35
Music [3.18 495 [15.32 [0.17 [0.2 0.25 [2.29 |33.95 10.35 .76 5.53
Table 5.2. Summary of results for “low noise” (25 dB and 20 dB SNR) conditons for high
resoluton signals.
SystemType |GEE20|GEE10|GEEOS|FEE20 [FEE10|FEEOS [V_UVE[UV_VE[THE ([TLE |STD20
\White 435 623 |13.4 10.08 10.18 (0.3 111 [27.11 [0.32 [1.14 l4.86
DHO [Env 6.56 {9.55 [16.89 |0.16 [0.26 [0.33 097 4762 [0.42 [1.59 [5.47
Music [4.34 |6.16 [13.78 [0.13 [0.19 [0.28 |1.46 130.5 066 |1.6 4.7
\White [27.83 [28.43 |34.57 [0.35 |-0.36 |0.16 [27.47 |11.07 [0.28 12755 4.9
CORR [Env 15.8 [16.94 |24.52 [-0.01 [-0.04 [0.04 |12.21 }25.26 1.4 14.28 15.28
Music [15.01 |17.51 [29.71 |-0.29 |-0.24 |0.19 [7.98 |67.76 [3.7 9.17 16.68
White [18.14 [22.88 {29.97 2.32 |0.71 024 [0 99.04 [0.66 |14.08 [7.88
YIN Env 19.73 2454 [32.02 12.08 055 0.21 |0 99.46 [0.98 |14.99 [8.05
Music |25.57 |31.62 [40.55 [1.93 [0.36 [0.21 |0 99.17 1406 |16.1 [9.1
White [24.35 125.09 |31.91 |-0.18 |-0.19 |0 23.93 |5.07 0.06 12427 1495
PRAAT [Env 15.01 |16.39 [25.42 0.2 0.12 [0.47 19.83 [10.89 |0.18 [14.81 548
Music |11.15 [13.93 |27.72 |0.08 [0.03 }|0.01 4.5 55.22 |1.18 18.21 [6.74

Table 5.3. Summary of results for “medium to high” (15 dB, 10 dB and 5 dB SNR) noise
conditions for high resoluton signals.
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System[Type

GEE20

GEE10

GEEOS5

FEE20 |[FEE10 |[FEE

05|V_UVE

UV_VE[THE

TLE

STD20

DHO

White

11.53

17.11

25.76

-0.06 1018 [0.34 (0.3

89.53

0.52

1.3

7.31

Env

18.18

28.14

38.65

0.29 [0.37 (043 10.23

96.01

0.98

0.87

9.87

Music

7.82

12.46

21.89

0.05 0.03 [0.21

1.69

178.48

1.2

1.85

6.75

CORR

White

87.94

87.99

89.21

1.3 F11.34 1

87.85 [1.37

0.07

87.87

2.71

Env

55.83

57.09

62.52

-0.19 [-0.69

-0.45

47.96 [22.9

2.26

52.29

6.83

Music

50.57

58.4

69.74

-0.03 1-0.46

-0.36

19.71 180.11

13.24

24.44

10.95

YIN

(White

43.23

52.77

62.59

4.44 [1.08 1025 (0

99.74

2.57

31.06

11.97

Env

45.02

56.2

66.98

3.61 075 (025 [0

99.89

4.47

28.14

12.66

Music

59.42

170.89

80.86

282 036 1035 |0

99.63

20.01

24.15

15.04

PRAAT |Env

White

88.15

88.26

89.35

-0.56 |-0.57

-0.36

87.49 [0

0

88.15

2.36

57.01

57.95

63.26

-0.3  |-0.68

-0.45

49.47 |7.79

0.33

56.24

6.34

43.38

lMusic

51.42

65.07

0.84 0.01

-0.14

16.26 [71.24

4.81

26.33

10.38

Table 5.4. Summary of results for “very high” (0 dB and -5 dB SNR) noise conditions for high
resolution signals.

5.3.2. Low Resolution Speech Signals

GEE20 |GEE10 [GEEOS [FEE20 [FEE10 [FEEOS [v_UVE UV VE[THE [TLE  |STD20
DHO (639 [9.43 [19.17 |-027 [0.13 022 [291 [1595 [043 [2.91 [5.94
CORR .59 (764 1607 [p0os 0.1  0.19 439 04 |192 465 15.17
YIN 50.67 [53.88 [59.3 1332 [0.36  |0.19 |0 99.9 045 |47.86 [10.55
PRAAT [395 [5.37 [1508 [027 [0.26 [0.29 [277 [0.12 [046 [342 [5.24
Table 5.5. Summary of results for “clean” low resolution speech signals.
System[Type |GEE20]GEE10]GEEOS5|FEE20 [FEE10 [FEEOS [V_UVE|UV_VE[THE [TLE  [STD20
White [7.03 [10.25 [19.99 [0.16 [0.14 o024 [3.73 [17.16 [0.59 [3.73 [6.08
DHO [Env  [7.79 |11 [eo67 [0.28 [0.12 [p.24 321 205 [0.47 [3.21 [6.02
Music [7.06 [10.16 {19.83 [0.24 [0.13 [0.24 272 [16.51 [0.19 [2.76 [5.91
hite [8.57 l9.52 [17.79 [p.o8 [o.12 017 663 [0.39 [1.62 [6.91 [5.13
CORR Env 877 b9 179 [po6 |01 Jo.19 620 |1.99 [2.02 |72 |5.19
Music [7.77 [8.94 [17.91 [p.02 [0.07 [0.14 [5.34 Jo.11 [J1.95 |5.72 15.37
White [51.12 |54.66 [59.68 [3.25 [0.34 [0.04 |0 99.98 [0.47 [48.18 [10.62
YIN [Env_ [|51.47 [55 60.47 13.17 [0.37 |0.05 [0 100 [0.55 |47.85 [10.57
Music [51.1 [54.25 [59.88 2.9  l0.31 [0.03 [0 99.97 [0.46 [48.11 [10.35
White [5.19 [6.27 [16.02 [0.26 [0.25 [0.27 J4.11 [0.12 038 1478 |5.15
PRAAT[Env [563 |687 1651 [0.27 [0.26 [0.3 399 [0.37 [0.59 [5.03 [5.25
Music 429 |575 |i6.28 [0.19 [0.23 fo.26 [3.03 655 [0.35 [3.8 |5.47

Table 5.6. Summary of results for “low” (25 dB and 20 dB SNR) noise conditions for low
resolution speech signals.
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System

Type

TcEE20

GEE10

GEEQ0S

FEE20 |FEE10

FEEQS

V_UVE

UV_VE[THE

[TLE

1STD20

DHO

\White

8.68

12.15

22.34

-0.11  [0.22

0.27

2.67

133.71

0.59

2.91

6.31

Env

12.09

17.06

27.2

-0.17 _10.15

0.27

2.42

56.44

0.47

3.28

7.15

Music

7.14

10.74

20.59

-0.19 [0.19

0.29

2.91

23.77

0.48

2.98

6.13

CORR

\White

32.05

32.6

38.22

-0.35 |0.35

-0.12

30.88

0.21

1

31.04

4.95

Env

28.19

29.4

36.18

-0.02 |-0.14

0.01

22.71

8.02

2.99

24.77

5.58

Music

20.53

22.87

34.56

-0.28 0.2

-0.09

10.04

30.97

6.71

11.35

6.78

YIN

White

48.23

53.71

61.15

2.77 0.2

0.12

0

99.99

1.36

42.23

11.14

|[Env

50.87

57.8

65.84

3.32_10.12

-0.14

0

99.99

2.79

40.95

12.08

Music

49.98

54.98

62.36

2.87  |-0.04

0.34

0

99.97

2.03

44.11

11.36

PRAAT

(White

27.6

28.21

34.94

-0.15 1-0.18

0

27.12

0.04

0.14

27.47

4.95

Env

27.29

28.36

36.36

0.15 |-0.03

0

20.72

3.53

0.34

26.8

5.71

Muslic

14.7

17.51

30.8

0.1 0.05

0.02

5.93

29.83

1.69

10.6

6.87

Table 5.7. Summary of results for “medium to high” (15 dB, 10 dB and 5 dB SNR) noise
conditions for low resoludon speech signals.

System

Type

GEE20

GEE10

GEEO05]

FEE20 |[FEE10

FEEOS

V_UVE

UV_VE[THE

[TLE

STD20

DHO

White

20.89

30.33

42.15

-0.73 10.27

0.37

0.29

93.53

0.85

0.95

10.02

Env

29.25

44.86

57.34

0.66 |0.25

0.43

0.14

99.73

1.62

2.04

12.34

Music

12.45

19.07

30.16

0.25 10.16

0.19

4.1

60.74

1.62

4.1

7.93

CORR

\White

88.51

88.57

89.51

-1.25 1-1.28

-0.75

88.28

0

0.13

88.38

13.25

Env

75.13

77.43

80.99

0.01  |-0.95

-0.58

63.19

15.59

5.43

66.13

8.87

Music

56.47

64.1

73.99

-0.58 0.5

-0.23

22.74

60.69

17.16

27.23

11.17

YIN

'White

47.72

58.85

70.5

3.19 |0.46

0.22

0

99.99

6.46

27.9

13.26

Env

60.44

72.58

82.1

3.66  [1.34

0.23

0

100

11.28

30.31

15.08

Music

147.16

57.85

69.32

145 10.28

0.01

0

100

11.89

24.57

12.86

PRAAT

\White

89.27

89.34

90.15

-0.59 |-0.64

-0.44

88.44

0

0

89.27

2.25

Env

80.15

81.38

84.06

1.26 |-0.61

-0.95

72.76

7.26

1.24

77.69

7.91

[Music

50.54

58.32

70.09

0.96 [0

0.05

18.48

57.28

7.38

30.16

10.73

Table 5.8. Summary of results for “very high” (0 dB and -5 dB SNR) noise conditions for low
resolution speech signals.

5.4. Summary of Results for Two Pitch Tracks Evaluation

The following results are for the speech signals with simultaneous speech from two speakers.

The proposed Damped Harmonic Osdillators and Harmonic Grouping based system has been

evaluated for its ability to track both the pitch estimates. Therefore, in the following results, the
DHO_F is abbreviated for the foreground analysis, and DHO_B for the background analysis.
All other systems are evaluated as usual. Similarly, for the output of the PMPT system, the
foreground analysis is abbreviated as PMPT_F and the background track PMPT_B.
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5.4.1. High Resolution Signal Analysis

The signals were sampled at 16000 Hz, at 16 bit resoludon per sample. In this analysis, the
PMPT system output is also considered (marked by PMPT_F for foreground pitch track based
statistics, and PMPT _B for the background pitch track based statstics.

GEE20|GEE10|GEE05 [FEE20 |[FEE10 [FEEOS [V_UVE[UV_VE[THE [TLE [STD20
DHO_F | 452 9.45| 2862 -077 -0.33 -0520 284 1042 o008 284 5.71
DHO B | 870, 1270] 16460 0.4 012 004 7700 0.00 o000 6700 2.17
PMPT_F| 1.15 351 15120 053 -0.24] -026] 051 5324 o054 o051 4.20
PMPT B| 76.47] 79.29] 84.11] -2.39] o066 1.54 71.26] 21.41 000 71.82 10.32
CORR | 19.76] 23.04] 2034 -163 -0.98 -0.42] 4.00] 5546 1536 4.00 4.22
YIN 10.34] 1803 2058 -062 -0.44 -023 o0.00 8000 243 173 6.26
PRAAT | 533 1395 2313 -1.05 -063 -0.100 1.42] 52.78 246 159 5.45

Table 5.9. Summary of results for 5 dB SNR for high resolution speech signals.

GEE20|GEE10|GEEOS5 [FEE20 [FEE10 [FEEO5 |V_UVE[UV_VE[THE |TLE |STD20
DHO_F 381 861 28.05 -078 -034 -051 223 896 004 223 570
DHO_B 9.84 1249 16.30] -1.360 043 -047] 749 000 023 649 1.58
PMPT_F| 1.68] 3.97 1548 -0559 -0.25 -0.27] 0.36] 51.13 1.17] 0.36] 4.18
PMPT_B| 48.15 48.39] 51.81] 0.300 0.38 023 47.47] 0.36 000 48.15 4.63
CORR 755 9.69 1280 001 -022 -0.25 517 3965 013 581 2.8
YIN 521 9.83 1841 065 0.18 0.03 0.00] 80.000 000 2.49 4.93

PRAAT 445 7.77] 11.43 057  0.16 008 1.12] 43.01 0.00 2.18 3.13

Table 5.10. Summary of results for 0 dB SNR for high resolution speech signals.

GEE20|GEE10 |GEE05 |FEE20 [FEE10 [FEEO5 [V_UVE|UV_VE[THE [TLE  |STD20
DHO_F 4700 959 29.00f -0.75 -032] 054 3.08 875 002 308 5.72
DHO_B 7.11] 11.05 1343 234 239 044 6.050 000 0.00 505 2.84
PMPT_F| 243 506 1671 -0.49 -027] 028 045 53.34 129 094 4.24
PMPT_B| 65.24] 68.90] 75520 -2.03 0.81 1.09 54.40 33.41, 0.000 55.83 10.90
CORR 14.54 19.77] 2748 -0.45 040 -0.33 3.68] 6542 938 3.68 4.82
YIN 8.20] 1757 31.85 -0.44 -0.21| -022] 000 77.78f 1.09] 2.15 6.35
PRAAT 472 1408 2465 -026 0.000 -001 154 6521 0897 162 5.69

Table 5.11. Summary of results for -5 dB SNR for high resolution speech signals.

5.4.2. Low Resolution Signal Analysis
The following results were obtained the same as before, but with the signals sampled at

telephone quality speech, i.e. sampling rate of 8000 Hz, with a per sample resoludon of 8 bits.
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The PMPT system was not evaluated for this system due to restrictions on the sampling rate in

design of the system.

[System |GEE20]|GEE10]GEE0S[FEE20 [FEE10 [FEEOS [V_UVE|UV_VE[THE [TLE |STD20
DHO_F 3.8 1024 2875 091 -035 -061 238 883 o 2.38 6
DHO_B 8.09 1209 15868 127 1.27 1.18 35 0 o 791 17
CORR 2357] 25.14 2868 -1.08] 074 -0.32 2.08] 5045 2084 206 3.19
YIN 20.33 26.86 36.54 -0.12] -0.21| -0.26) 0 80| 234 1189 6.36
PRAAT 10.1] 1481 21650 -09 -0.56] -0.080 1.18] 49.37] 6.43 1.77 4.4

Table 5.11. Summary of results for 5 dB SNR for low resolution speech signals.

System |GEE20|(GEE10|GEEQS [FEE20 [FEE10 [FEEOS [v_UVE|UV_VE[THE [TLE [STD20
DHO_F 3759 9.84 2843 -0.89 -041 -0.61 243 16.17 0 243 5.92
DHO_B 23.5 26.21 3021 -004 -0.13 -0.13 7634 O0.11 0 20.34 0.92
CORR 10.03] 11.83 14.01 0.08 -0.08 -0.16 6.38] 37.71| 0.95 7.3 2.5§
YIN 13.77] 19.09] 28.29) 0.78 0.31] -0.09 0 80| 0.27] 9.83 5.7
PRAAT 546/ 857 1135 054 0.16 008 141 37.71 Q 2.9 2.89

Table 5.12. Summary of results for 0 dB SNR for low resoludon speech signals.

System |GEE20 ||GEE10|GEEO5 [FEE20 [FEE10 [FEEO5 |V_UVE|UV_VE[THE [TLE |STD20
DHO_F 354 955 283 -089 041 -062 215 7.88 0 2.15 5.9
DHO_B 6.31| 10.28 13.05 3.53 271 0.1§ 2.42 0 0 4.8  2.53
CORR 24.38 26.11| 30.17] -0.13{ 036 -0.23 3.71 6258 19.67] 3.71] 3.32
YIN 2253 30.5 42.46 0.5 -0.05 -0.19 0 80 5.66 8.69 7.03
PRAAT 11.68 16.69 23.98 0.1§ o 0.02 2.9 62.17] 6.79 3 451

Table 5.13. Summary of results for -5 dB SNR for low resolution speech signals.

In this chapter of the dissertation, the proposed system was evaluated and compared with some
benchmark systems, and the experimental procedure and setup explained. In the next secton, we
analyse the results in detail, and make interpretadons about the relative merits of each of the

systems.
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Chapter 6

DISCUSSION

The Interpretation and Analysis of Results

Different psychoacoustc and psychophysical experiments and their interpretatons have
spawned a large number of pitch estimadon systems. In this dissertation, some of the most
successful and recent pitch estimation systems were evaluated. An extensive study and comment
on the performance of these systems in various realistic and challenging noise conditions is
presented in this chapter. The performance of the proposed system under these condidons is

also discussed, and compared with the other systems that were evaluated.

As discussed previously, the performance of most pitch esdmation systems has not been
evaluated extensively for noisy signals. This is quite surprising, because surely robustmess should
be one of the prime consideratons for the development of any practical and useful system, as

well as a critical test of biological plausibility .

In this chapter, we shall discuss the performance of the varous systems in the experiments
described in the previous chapter. The performance for single pitch experments will be
discussed followed by the muldple pitch experiments. This will be followed by a discussion on

the general conclusions that may be drawn from this study.

In the following discussions, reference to various systems and error parameters is made in their
abbreviated form for the sake of brevity and flow. For a complete reference to their respective

definitions and description, the reader is referred to the previous chapter (chapter 5).

6.1. The Single Pitch Estimation Performance for High Resolution Signals

In the experiments concerning the pitch estimation performance for high resoluton signals, the
signals were sampled at 20,000 Hz, with 16 bit resoluton. This relatively high specification signal
means more signal resolution for the lower frequencies, as well as a higher bandwidth (10,000

* The evolutionary requirements for the auditory system must argue for robustness to a large range of different rypes and levels of
noises present in the environment.
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Hz), leading to the possibility of much more accurate analysis and estimates for systems which
use the full bandwidth of the signal for their computatons. This is because the number of
samples representing the same pitch frequency is larger for larger sampling periods, than for
smaller sampling perods. A larger bit resolution on the other hand, means that the resulting
digital representadon of the signal has smaller quandsation errors. Therefore, under these signal
conditions, one would expect more accurate pitch estimates. This was indeed the case, and the
error statistcs were generally better for these signals, although they contain the same speech
informadon. In view of this fact however, more emphasis should be laid on the relaove

performance degradation in noise.

Let us start with the analysis of results for clean speech first, which forms a kind of control
experiment. The ‘clean’ speech as discussed here actually contains some noise, but is mostly
confined to very small values, mosty related to studio-related noise conditons. Figure 6.1

presents a graphical view of the experimental results for clean speech for these experdments.

Clean Speech High Resolution Signals

w 201

.§15' i 7 ? OGEE20
8 10 Z / % OGEE10
E | % _ % 0 GEEOS
& A B ' ]

DHO CORR YIN PRAAT

Figure 6.1. Average Gross Error Rates for clean speech for high resolution signals.

It is clear from the figure 6.1 above that the PRAAT system performs best when the error
margins are large (GEE20, GEE10), but the DHO system has minimum errors for small error
margins (GEEQ5). That is, although the PRAAT system makes fewer gross errors on the whole,
the estimates are not very accurate when compared to the reference pitch tracks, while the DHO
system makes a little more gross errors, a large percentage of the correct estimates are quite
accurate (within the 5% margin of the reference pitch estimate). The CORR system and the YIN

system are also quite accurate.
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At this point, reference should be made to the source of the errors. For the DHO, PRAAT and
CORR systems, the male speech based estimates contributed to much higher errors as compared
to the female speech based estimates. Full results are presented in the appendix to this
dissertation, to which the reader may refer for the speaker based breakdown of these
experiments. A male-female error bar graph for clean speech is presented in figure 6.2. below to

tlustrate this.

Matle - Female Performance Varlation
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&
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: [

“ 0 — l__« .

DHO CORR YIN PRAAT

Figure 6.2. The GEE20 error contributions in clean speech conditions for various systems. The
DHO female group errors are very small ( 0.04 %) and therefore not clearly visible here.

The PRAAT system appears to be the most balanced system. However, it should be noted that
the majority of the problems for the male speaker group was caused by one speaker in particular,
labeled in the database and our experiments as ‘m4’. On further analysis, it was observed that this
particular speaker has reference pitch estimatés which fall below 70 Hz for a large period. This
seems to cause some problems to all the systems, except the YIN system, which estimates the
pitch frequency quite accurately for this particular speaker. However, the YIN system
consistently performs worse on most female speakers. Thus, although this system has best
petformance for males, overall, it has the worst average performance of all the systems that are

compared here. On the other hand, the DHO system performs best on the female speaker
group.

The THE error metric (Too —High Errors) is generally smaller for all systems than the TLE
error metric (Too-Low Errors). That is, all the systems are more prone to “pitch halving” rather

than “pitch-doubling”. The STD20 metric, that measures the standard deviation of the correct
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estimates within 20% of the reference esamate, is smallest for the DHO system and largest for

the YIN system, although the differences are small (DHO STD20 = 4.54, YIN STD20 = 5.71).

Fine Error Rates
14
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DHO CORR YIN PRAAT

Figure 6.3. Fine error rates for clean speech signals. The FEE20 for CORR system is 0.01 and is
not clearly visible in the graph above.

The Fine Estimation errors (FEE20, FEE10 and FEEO5), are shown in figure 6.3. It is clear
from the graph that for no noise condidons, the CORR system gives the most accurate estimates
of the pitch. The case of the YIN syster is quite inlteresting for this metric. The fine errors get
smaller with smaller margins. This is not an error. It only suggests that for this system, when the
estimate is correct within a smaller margin of error, i.e. GEE10 or GEEQ5, the esumates are
more likely to be much closer to the reference values, as compared to the estimates where the

system gives correct pitch values with the range of 20% of the reference esumates.

6.1.1. Analysis of Performance Degradation in Noise For High Resolution Signals
Lets us now turn our attention to the analysis of performance for noisy speech signals. In these
experiments, the performance of the varous systems was evaluated for increasing levels of

various types of noises.

Figure 6.4 shows the GEE20 error metric performance for the various levels of white noise.
From the figure, it is clear that that performance is more or less equal and quite low for all
systems up to 20 dB of noise. However, for larger noise levels, the estimaton errors keep
increasing dramatcally for the majority of the systems, apart from the DHO system, where the

performance is very robust to even very high levels of noise. Even for moderate levels of noise
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(10 dB for example), other systems have unacceptable error rates for

petformance for GEE10 and GEEQ5 show similar trends.

most applicatons. The

GEE20 In White Nolse
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Figure 6.4. Gross error rates (GEE20), for different levels of white noise for high resoluton

signals.
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Figure 6.5. Gross error rates (GEE20), for different levels of environmental noise for high

resolution signals.
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Figute 6.6. Gross error rates (GEE20), for different levels of music noise for high resoluton

signals.

123



For “Environmental” noise and “Music” noise, the GEE20 metric shows similar tends with
some differences, as is apparent in figures 6.5. and 6.6. Overall, all the systems perform better in
Music noise. One reason for this is the high frequency nature of the Music clip that was used for
these experiments. Thus, the pitch range spectral properties should not change much. It is
therefore surpdsing that systems other than DHO seem to deteriorate with increasing levels of
Music noise. Analysis of the pitch track and V_UVE error show that the errors in case of the
PRAAT and the CORR are partly due to non-detection of speech (i.e. labeling of voiced pedod
as unvoiced), and pitch halving or pitch doubling errors.

Given such desperate performance in noise by the vanious systems, it is difficult to display the
fine error estimates, as they can be misleading. This is because of the high error rates involved.
When the gross errors are high, by definition, the fine errors are evaluated on a much smaller
section of the data. Therefore, fine errors make sense only when compared against the gross
error rates. For example, if the gross error rate GEE20 is 10%, the FEE20 can be expected to be
high. However, if the GEE20 i1s 90%, the FEE20 is computed over the correct 10% of the

values only, it is expected to decrease in absolute value, as the GEE20 increases.

The THE and TLE metrics show similar trends ro the GEE20, as displayed in the figures above.
That is apart from the DHO system, these metrics increase sharply with increasing noise levels.
The voicing error measures (V_UVE and UV_VE) give an indication as to the reasons for high
error rates in the case of CORR and PRAAT. For these systems, the majority of the gross errors
at 0 and -5 dB levels are due to voiced portions of speech being classified as unvoiced, and

therefore assigned a pitch of 0.

6.2. The Single Pitch Estimation Perfformance for Low Resolution Signals

The low resolution signals for these experiments were sampled at 8000 Hz, with 8 bit resoluton.
A lower sampling rate means lower bandwidth, and lower number of samples per pitch perod.
Small signal resolution of 8 bits means that there are likely to be larger quantsation errors. Thus
the esdmation of pitch frequency under these signal conditons can be expected to be more
difficudt than the high resoluton signals. Addition of noise under these signal conditons should
also affect the performance of pitch estmatdon systems more severely. The added problem is
that of the missing fundamental. For the low resolutdon signals, the bandwidth was constrained to

200 to 3800 Hz, representing “telephone quality” speech. Therefore, this signal condition is quite
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challenging, and systems that implicidy rely on the fundamental component being present in the
signal are expected to fare badly.

The clean speech experments, as in the case of high resoludon signals, provide a kind of
benchmark of performance for the various systems that were evaluated. Figure 6.7 provides the
gross error estimation metrcs for the varous signals. Looking at the results, it is instanty

apparent that the performance is worse than for the high resolution signals.

Clean Speech Performance for Low Resolution Signals
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Figure 6.7. Average Gross Error Rates for Clean speech for low resoluton signals.

The best performance on average for gross error metrics is shown by the PRAAT system for the
clean speech signals. DHO and CORR performances are very similar, however, the YIN system
shows signs of failure, with the average GEE20 metric crossing the 50% mark. Unlike the high
resolution signals, the GEEQS is least for the PRAAT system as well. This may be explained by
the fact that the system uses parabolic interpolation for estimatdon, and in the absence of enough
signal resoludon, this conuibutes to the accuracy of the estimated pitch tracks. The same
reasoning may also explain the GEE20 and GEE10 results, as the PRAAT system provides the

most accurate results for all these metrics.

The case of breakdown of the YIN system for these signal condidons even with no addiave
noise bears need for further analysis. It was observed that most of the errors were contributed by
“pitch halving”, i.e., the system was found to be consistenty finding lower esumates than the
reference values, with estimates nearly half the reference values. This is also reflected in the TLE

error metric. Figure 6.8 illustrates this with the help of an example.
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Cloan Spooch Low Rosolution Track Examplo
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Figure 6.8. An illustration of the catastrophic failure of YIN system for low resoluton clean
speech signals. The YIN estimates are marked with a “, while the reference pitch tracks
are shown as a2 continuous line. Since the YIN system does not employ a voicng
detection system, those values for which the reference pitch values are zero should be
ignored.

It is clear from the example in figure 6.8 that the system failure occurs in most instances due to
the phenomenon of pitch halving. The YIN system uses a vanant of the autocorrelation
funcuon, called the difference functon (see section 2.6.2 for details). In the low resolution signal
conditions with telephone quality speech, the lower frequency informaton is missing. This
would lead a simple autocorrelation based system to give estimates higher than the reference
estimates, i.e. to err on the side of pitch doubling. However, the YIN system, with its difference
functon, calculates the inital pitch estimates based on the equivalent minima of the
autocorreladon function. These values are then normalised leading to the “cumulauve mean
normalized difference function”. During this process, the new function is obtained by dividing
each value of the difference function with its average over short-lag values. These short-lag
values would correspond to higher muldples of the pitch frequency for voiced speech, thus
reducing the chances of “too-high” errors. However, in the absence of any low frequency energy
in the signal, it is likely that this normalizadon produces spurous higher lag “valleys”, thus
leading to the resulting pitch-halving for the signal conditions under discussion. This
interpretation was further substantiated by a missing fundamental experiment on the system. When
presented with a signal consisting of the 2*, 3¥ and the 4® harmonics of a 200 Hz tone (sampled
at 8000 Hz), the system gives a pitch esimate of 100 Hz, thus exhibiting sub-harmonic errors.
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However, if the fundamental is 100 Hz, the system produces correct pitch estimates (100 Hz),
when presented with the 3%, 4" and 5" harmonics (without the fundamental frequency
component). Thus, although the normalizaton of the difference funcnon used in the YIN
system reduces the “too-high” errors, for telephone quality speech, this normalization seems to
result in too many “too-low” errors. Figure 6.9 presents these “too-low” averaged errors for the

various systems for clean, low resolution speech signals.
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Figure 6.9. The TLE and THE error metrics for clean low resolution signals. Clear links
between the TLE and the gross error rates can be seen (compared with figure 6.7). The
THE errors are less than 2% for all systems.

Another interesting insight provided by the figure 6.9 is that although the PRAAT system is
most accurate when gross error rates are compated, the DHO system has lower THE and TLE
rates. This indicates that the DHO system is not making pitch-halving or pitch-doubling errors,
but the majority of the contribution to errors comes from the V_UVE (voiced to unvoiced
errors account for about 3% of the errors for DHO system), and from the general inaccuracy of

the estmates.

The Fine errors are relatve to the gross errors, and the PRAAT system has the lowest fine
estimate errors as well. The standard deviaton is the same for all systems, apart from the YIN
system, which has double the standard deviadon error (STD20), compared to the rest of the

systems.

6.2.1. Analysis of Performance Degradation in Noise for Low Resolution Signals

Apart from the quantsation noise present in the original signal, experiments were carried out

where various types of noise were added to the original signal at various SNRs. The noise types
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and noise levels were same as those in the high resolution signal experiments, (with adjusted
sampling rate and resoludon). The preparaton procedure for the noisy signals in described in the

chapter 5. Here we shall discuss the results of these expenments.

The additon of different types of noise at different levels leads to progressive degradadon in
performance. The most indicative figures are those shown by the gross error rates. The figures

are shown in figures 6.10, 6.11 and 6.12 for gross error rates GEE20.
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Figure 6.10. Gross error rates (GEE20), for different levels of White noise for low resolunon

signals.
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Figure 6.11. Gross error rates (GEE20), for different levels of Environmental noise for low
resolution signals.
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Figute 6.12. Gross error rates (GEE20), for different levels of Music noise for low resolution
signals.

As can be seen from the figures above, the gradual reduction in performance according to the
gross error measure, with the increasing level of noise, is present for all the systems, for all types
of noises. The system that is most robust to high levels of noise is the DHO system. The YIN
system shows a breakdown in pitch estimation for all types and levels of noise. The CORR and
PRAAT system show good performance in low to medium levels of noise, but the systems break

down under high to very high levels of noise.

The YIN system seems to improve a litde in low levels of noise. This is unexpected, but
explainable. As discussed in the previous section, the reason for the breakdown of the YIN
system is due to its estimation equations and normalization. The system breaks down due to
spudous “valleys” in the absence of low frequency information from the pitch frequencies.
However, in the presence of noise, these effects may sometimes cancel out, leading to slightdy

increased probability of finding the correct pitch frequency.

GEE10 and GEEOQ5 error metrics show similar results. However, it is very interesting to note
that even in low signal to noise rados i.e. very high levels of noise, the DHO system shows
robustness to these error measures as well. For GEE10, for example, the 0 dB error measure is
below 20%, while for all the other systems, it is more than 50%. This reladvely high level of
accuracy is achieved without any explicit interpolation mechanism. The method of lower order
harmonic grouping makes it robust to high frequency noise on the one hand, and copes well
with the missing fundamental on the other. The power density charactedstics of speech make the

lower frequency region quite robust to broadband noise in general, and this is exploited by the
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DHO system in the grouping of harmonics of lower order, as these frequencies are not all

simultaneously affected by noise.

The reasons for the breakdown of the PRAAT and CORR systerns mainly lie in the decreasing
pitch saliency with increasing levels of noise. The majority of voiced frames under high levels of
noise are classified as unvoiced, leading to a dramatic breakdown in performance under high
noise conditions. This is also reflected in the TLE measure, which is nearly equal to the gross
error measures, indicatng that these systems fail to idenufy any pedodic information in the
search range for these signals. This is also the major source of errors in high noise conditons for

the DHO system, although the roral percentage is comparatively much lower.

The DHO system performs very well in noisy conditions, for all types and levels of noise, even
as other systems break down. Moreover, the degradation in performance as the noise levels
increase is quite gradual. This ability of the system to handle noise was designed into the system
from the ground-up, by the means of damped harmonic units, whose output produces effects
similar to noise masking observed in the biological auditory systems of mammals. As discussed
in chapter 3, the temporal processing of the output of DHO units provides a high frequency
resolution, thus the system achieves good accuracy without the use if interpoladon. The
harmonic grouping system provides continuity constraints that prevent pitch halving and pitch
doubling, and continuous estimation, rather than frame based analysis adds further robustness to

the system.

6.3. The Multple Pitch Estimation Performance for High Resolution
Signals

The special charactedstics of the DHO system allow it to esdimate more than one pitch period
simultaneously. The other systems that were studied did not have this capability. However, the
performance of these systems is of interest if one considers the second voice as noise. Of the
two simultaneous voices, the one with 2 more continuous spectrum is considered as foreground,
and the other, more intermittent one is considered as background. Due to these continuity
constraints that exist for a meaningful analysis of pitch for the rwo simulraneous voices, the
Keele dataset (see section 5.1.1), could not be used, as although mixtures could be formed for

various voices, there would be no logical argument for treating one voice as foreground, and the
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other background. Instead, as discussed previously, the dataset of 30 mixtures, prepared by
Cooke [Cooke, 1993], was used. This dataset was labeled as CASA (see secton 5.1.1), and the

analysis of the results based on this data is presented in this secuon.

An added complexity that occurs in the estimation of pitch for these signals is that of concurrent
harmonics. If the pitch frequency of one voice is an exact multiple of the other, then all but one
harmonic would nearly be coincidental. This additional challenge would contribute towards

higher errors for mixtures of such voices.

In this category of analysis, the performance of the probabilisac multple pitch tracking system
(PMPT) [Wu et al, 2002] is also evaluated.

The perceptual experiments dealing with recognition of simultaneous vowels in [Darwin, Hukin
2000] show that the performance in terms of correct recogniton of both the vowels (with
different fundamental frequencies) is a function of the difference between the fundamental
frequencies of the vowels, as well as the duraton of the stimulus. For stimulus with duration of
200 ms, the correct recognition of the pairs of vowels is about 85 — 90%%. For smaller
durations, the listener performance is much reduced (about 65-70% correct recognition for 100
ms long or less duraton). However, it is hard to draw straight inferences in terms of expected
best performance of any biologically inspired pitch estimation system from these experiments.
This is espedially true for the database that was used to test the performance, with long durations

of voicing being generally present in the stimulus presented to the systems that were evaluated.

Let us first discuss the performance of the different systems in the determination of the
foreground pitch track estimation. Figure 6.13 shows the GEE20 measurements for the vadous

systems.
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GEE20 For Foreground Pitch Tracks
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Figure 6.13. The GEE20 performance for the foreground pitch track estimaton for different
pitch esumation systems.

[t can be seen in the figure 6.13. that the foreground pitch track estimaron is most accurate for
the PMPT system, followed by the DHO system, while that of the CORR system is worst.
Interestngly, the 0 dB signal condition is most accurate individually for almost all the systems.
When the SNR is 5 dB, the foreground speech signal is much higher in amplitude compared to
the background speaker speech. At 5 dB SNR, the background signal power is much lower than
at the 0 dB SNR. This makes the background signal more “noise-like” at 5 dB than at 0 dB,
therefore the performance difference between 5 dB and 0 dB mixing levels. At -5 dB, the
foreground signal power is much reduced as compared to the 5 dB and 0 dB conditions, thus the
errors are expected to be higher as well. The PMPT system performs better under all signal
conditions for the estimation of the foreground pitch track. This good performance could be
explained by the fact that according to Whu et al [Wu et al, 2002], the system performance in
terms of parameter estimation was tuned on the same dataset, while the rest of the systems were

probably not.

Analysis of other error metrics reveals that most of the errors for the DHO foreground system
are “Too-Low Errors” or TLE errors, i.e., the system failed to classify voiced sections and thus
assigned a pitch of zero, combined with the pirch halving effects. For the CORR system, the
majority of the errors are contributed by the THE error metrics, indicating pitch doubling errots.
For the YIN and PRAAT systems, the error contdbutons are spread berween TLE and THE

€rrors.
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GEE20 Performance for DHO (Foreground and Background)
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Figure 6.14. The foreground and background pitch track estimation errors (GEE20) for the
DHO system (BG = background, FG = foreground).
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Figure 6.15. The foreground and background pitch track estimaton errors (GEE20) for the
PMPT system (BG = background, FG = foreground) The foreground GEE20 values
are below 5%, and therefore not clearly visible in this plot. See figure 6.13. for a better
resoluton of these figures.

The DHO system finds the pitch tracks for the foreground and the background pitch tracks
quite accurately. The errors are higher for the background pitch track as compared to the
foreground pitch tracks because certain voice mixtures contain instances at which the
background pitch track falls within a range which makes it nearly an integer multple of the
foreground pitch track. Under these conditions, the background pitch track is assigned a value of
zero, thus increasing the background pitch track errors. It is quite interesting to note as well that
the background pitch track errors are smaller than the foreground errors for the YIN and CORR
systems for most conditons. As expected, the background pitch tack errors are larger for the 5

and 0 dB condidons, as compared to the -5 dB conditon.
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The PMPT system performance for the background speaker are very poor, and does not
improve as the signal to noise ratio improves in favour of background speakers. This
performance is due to voiced to unvoiced errors, that is, the system fails to find the pitch of the
background speaker in the majority of cases, leading to unreliable performance. However,
comparing the TLE performance and the V_UVE performance points to the fact that this is not
always the case, and sometimes, the estimated pitch track is probably making a sub-harmonic

(pitch halving) error.

6.4. The Multiple Pitch Estimation Performance for Low Resolution Signals

For low resolution signal mixtures, it would be quite interesting to note how the performance is
affected. It is to be expected for reasons similar to the single pitch track study, that the
performance in general would be worse. However, there are additional factors which contbute
under simultaneous speech mixtures. As compared to the high resolution signal with concurrent
voiced with near integer multiple fundamentals, the low resolution signal conditions would

exacerbate the accuracy problem, leading to worse estimates.

Another factor to be taken into account while discussing these results is the fact that for some
voices, the fundamental may be missing. Therefore, in terms of resolvable harmonics, it would
be quite difficult to assign different pitch values to tracks which are near integer multiples of each

other.

GEE20 for the Foreground Pitch Track
30

8 25

=]

€ 20 1 0O5dB
% 15 1 godB
¢ 10 H_I—I 0-5dB
2

= 5 -

w

ol LT T1 ‘ ‘
DHO CORR ¥YIN PRAAT

Figure 6.16. The foreground track average gross estimaton error (GEE20) for the vadous
systems at different SNRs.
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the background pitch tracks, compared with the PMPT system. The DHO system also has far

lower computational requirements compared to the other systems.

The PRAAT system is based on the window normalized autocorrelaton and parabolic
interpolation system, and was studied in detail in section 2.6.1. The performance of this system
as calculated in the experiments descobed above is quite robust to signal condidons. The
performance however, degrades under medium to high levels of noise. The performance of this
system is most affected by white noise, and at and below 0 dB noise, the system fails to detect
any perodicity and therefore one witnesses a catastrophic failure. This happens both with high
resoludon and low resolution signals. The performance is slightdy worse than the DHO system
for most noise types and noise conditons for low resolution signals, but is quite comparable in
general for low-noise condidons. Unfortunately, the system does not support multple pitch
tracking, so full comparson with the DHO systern could not be carded out. However, for the
single pitch track study of simultaneous speech, the system shows a good degree of robustness.
This could be partly atributed to the fact that the reference pitch tracks for the mulaple pitch
track analysis were prepared using clean signals as the input to this system. Also, as the nature of
the background is intermittent, for those parts of the signal where the foreground signal is the
only signal, the performance is guaranteed.

The CORR system is based on simulated pedpheral filtening, followed by autocorrelaton
computation in each channel, followed by the summary autocorrelaton. The peak of the
summary autocorrelation functon for all the channels gives the pitch perdod, and the model is
detailed in secton 2.6.3. In the experiments whose results were analysed in this chapter, the
performance of the CORR system is for most parts in between the best system and the worst
system. The system is very accurate for low noise and clean speech signals, and we get minimum
fine error estimates for this system under these conditions. Like other systems, the CORR
system also degrades in performance with signal quality. For most types of noises, the system
makes 2 lot of gross errors for medium and high levels of all the different types of noises,
although, the white noise affects its performance most. Comparatively, the performance is equal
to the worst systems in high levels of noise, but worst for medium levels of noise. The CORR
system does not implement a muldple pitch estimation algorithm. For simultaneous speech, the

system was tested for its accuracy in tracking the foreground speech pitch frequency, and the
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background speech was treated as noise. However, the performance for the foreground pitch
estimatdon is worst for most cases for the CORR system. Thus we can conclude that the CORR
system is quite sensidve to different noise conditions, although quite accurate for clean speech.

Also, it’s performance is quite sensitive to background speech.

The YIN system, as studied in secdon 2.6.2., is based on a vanation of autocorrelation, where the
normalized difference function of the signal is computed. It also involves parabolic interpolation
and local search for estimaton of its pitch esimate. For clean speech, the system shows
performance which is comparable to other systems, but with larger fine estmation errors.
However, further analysis showed that the system was behaving differentdy to other systems,
where it was making more errors for the female speakers, compared to other systems, which had
a major part of their error measures conuibuted by the male speakers. For high resoluuon
signals, the performance in noise for this system is quite accurate, but for medium and high
levels of noise, the system shows large degradaton in performance for all rypes of noises.
Performance is most affected by the music noise. This may be due to the fact that the system
was designed for both speech and musical pitch detection, and this causes confusion abour the
saliency of speech pitch, when music is present in the background. For low resolution signals,
the system performance breaks down, and one sees large errors due to pitch halving or doubling
in the output pitch track (see figure 6.8). As discussed before, this may be due to the
normalization of the difference funcdon used in the calculation of the pitch estimates. The
performance does not degrade markedly further with increasing levels of noise in low resolution
signals. This points to the fact that most errors in the high resolution cases may have been due to
similar effects. The YIN system does not implement a muldple pitch detection system, so it
cannot handle simultaneous speech and produce two different pitch candidates. However, as in
the case of CORR and PRAAT systems, it was evaluated for the foreground pitch track accuracy
only. Even for the foreground pitch estimates, the performance is much lower than the PRAAT
and the DHO systems. Also, the system does not employ a speech detection system, so the
evaluation of the voicing decision based errors cannot be carried out, and there is no way of

telling if the errors contributed are due to the lack of pitch saliency.

The PMPT system (see section 2.6.4 for descoption) was only evaluated for the high resolution
signals in the multiple pitch tracking case. The system has a fixed sampling rate requirements of
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16000 Hz. For the input signal, and could not be tested for the low resolution, telephone quality
signals. This was one of the reasons why it was not considered for the more extensive tests for
the single pitch cases. Another factor is that the system is very slow and requires a very high
performance computer for reasonable simulation dmes, and uses lot of memory (see appendix 1
for a computational requirements study). However, it was included in the analysis as it is quite
recent [Wu et al, 2002], and was the only system available capable of multiple pitch tracking for
speech sounds. The system performs well in the esimaton of foreground pitch tracks for high
resoludon signals, in presence of simultaneous background speech from a different speaker.
However, this good performance may be due to the fact that the system was onginally designed
using the same dataset {the CASA dataset, [Cooke, 2002]), in terms of estimation of its
parameters. The authors menton in their presentation that half of the dataset was used for the
estimadon of the parameters. In spite of this advantage, the background pitch tracks are not
reliable, and show a very large degree of errors, the system performance for this task is much

worse than the proposed DHO system.

The DHO system was proposed in this dissertaton in chapters 3 and 4. It is based on a bank of
damped harmonic oscillators, whose characterstc frequencies vary from 80 Hz to 1000 Hz. The
output of the damped harmonic oscillators is evaluated and integrared over time to produce a
spectral representation of the input signal, and finally, the different harmonics are grouped
together based on a common fundamental hypotheses. The dominant group, based on the
condnuity and saliency (determined by the group energy), is declared as the foreground group
and the residual is treated as the background group, thus giving the foreground and background
pitch estimates. The system was designed with noise robustness in mind from the beginning, and
this is reflected in the performance figures discussed above. For clean speech, the system
performs very well, giving error estimates that were comparable or better than other systems
evaluated. For the noisy signals, especially medium and very high noise levels, for all the different
types of noises the performance is most robust compared to all the other systems, and remains at
acceptable levels under all noise and signal condidons. Noise robustness is highly desirable for
the pitch estimates to be of any practical use in speech analysis and processing. Due to its
multiple pitch tracking abilides, the DHO system performance compares most favorably when
the noise is background speech. In this case, the second pitch track produced is the background

pitch estimate. The performance of the system in estimating the background pitch track is better
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than all other systems’ performance in estimation of the foreground pitch track. For high
resolution signals, the foreground estimate is comparable to the PRAAT system, and for the low
resolution signals, the DHO system performance is much better than the PRAAT system.
Another important factor favorable to this system is that the performance for more strict gross
error measures follows similar noise robust trends, when compared to other systems, whose
accuracy degrades markedly when the signal is noisy. The systems ability to esumate the
background pitch tracks, compared with the PMPT system is also quite remarkable.
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Chapter 7

CONCLUSIONS

This dissertadon has presented a new and very robust pitch esimaton and tracking system.
Performance of the proposed system was extensively evaluated and compared with a varety of
other systems, in different levels and types of noises and different signal conditons. The
conclusions that can be drawn from this work, in practical and theoretical terms, are discussed in
this chapter. The dissertation presents several new ideas and techniques both in terms of general
auditory processing, and in terms of pitch perception. Therefore further implications and testing

of these ideas and furure direction of the research are also discussed.

7.1. Summary of Results

Earlier in this dissertation, a case was made for robust processing of speech in order to develop
robust speech applications, and additionally to enhance our understanding of robustness that is
observed in biological auditory systems. One of the most robust features of speech signals is its
pedodicity [Terhardt, 2002]. However, performance of vanous systems and models of pitch
perception have not been evaluated systeratcally for noise robustness. Since the primary aim of
the current research was to develop a biologically plausible and noise robust pitch estimation
system, it was quite essential that this evaluation and comparison be carried out. In order to do
this comparative analysis of performance in a meaningful way, publicly available data and
standard metrics (as descrbed in chapter 5) were used for the evaluation. A summary of this

evaluadon is presented in this section.

The detailed evaluaton of the chosen pitch estmation systems revealed that performance of
these systems abruptly breaks down in the presence of noise. It was also noted that some
systems are able to handle certain noise condidons, and certain signal conditions better than
others. For example, the performance of the PRAAT system [Boersma, 1993] reveals that it
completely breaks down (100% errors) in speech signals with high white noise, but the
performance was not so bad for other types of noises, and is very accurate for clean speech
conditions. Similar trends were observed in the correlogram based system of pitch evaluation

[Slaney, Lyon, 1990]. The performance of the YIN system [de Cheveigné, Kawahara, 2002]
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severely degrades when presented with telephone quality speech signals. Further analysis of the
performance of this system reveals that it produces sub-harmonic errors in the cases where the
target pitch is high, and in these cases, is not able to handle very well signals from which the

fundamental is missing (this occurs in most cases in telephone quality speech).

Tt was observed that the systems that are designed to estmate single pitch frequencies perform
pootly when the signals are adulterated with interfering speech. This is an important finding
because the most often encountered interference in practcal systems is interfering speech from
other talkers. The PMPT system [Wu et al, 2002] performs very well in estimation of the
foreground speech pitch estimates in these cases. However, contrary to claims of ability to track
muldple pitches from simultaneous speech from two ralkers, the background pitch estimate for

this system was unreliable and inaccurate.

The proposed DHO model of pitch estimaton was found to be very reliable in the presence of
challenging noise conditons for all types of noises, and demonstrates graceful degradadon in
performance, measured by slightly increasing error rates, for very high levels of noise. Although
it was not found to be the most accurate system for clean speech, the major aim of noise
robustness is met without doubt. For pitch tracking performance in the presence of interfering
speech, the overall system performance was better than all the other systems evaluated, by a huge
margin. The system was able to reliably estimate the pitch of both the foreground, as well as the
background speaker.

In light of these results it may be concluded that the proposed system meets the design aim of
noise robustness, with performance degradation with increasing noise levels that is gradual. The
system performance had similar trends for all the different types of noises, and different signal

conditons.
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7.2. Contributions

This secdon bnefly summanses the orginal contributions to the field of pitch esumaton and

auditory research made in this dissertation.

The Damped Harmonic Oscillator Based Frequency Analysis System

A new system for frequency analysis was presented. This systern, based on the operation of very
simple damped harmonic oscillators (DHO), implements a broad frequency znalysis of the input
signal and produces a tonotopically ordered output. It is based on the pedpheral auditory system
and provides a rough model of the mechanical selecdvity of the basilar membrane. Some of the

important properties of this model of signal analysis are enumerated below.

1. The damped harmonic oscillator is easy to visualise as a unit similar to a section of the
basilar membrane, with corresponding damping and charactedstuc frequency.
Computatonally, it is much cheaper to simulate compared to either the traditionally used

digital filters or the Fourer transform.

2. Unlike the most well established techniques, the frequency response to a signal by the
proposed system is not fixed for a characteristic frequency. Each output can be analysed
for frequency of response. This leads to several oscillators responding to the stimulus
frequency, even when the charactenstic design frequency is different from the sumulus
frequency. This property provides the system with robustness to noise in the signal, with
the individual units “locking on” to the periodic components in the neighbourhood of

their charactenstc frequency.

3. The DHO system is a dynamical system which does not have any delay lines and few
design parameters. Compared to the Filter-Bank processing, which has to be designed
with many more parameters and specifically designed delay lines, the system is capable of
providing much more flexible operaton, and a higher frequency resolution for further

analysis.
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Temporal Mode Processing and the Resulting Representation

The bank of damped harmonic oscillator units produces an output which has a tonotopic
ordering. In this dissertadon, the fine temporal processing of this output produces a
representation which is far supenor to channel based systems. Although such an encoding of
sensory information has been suggested before, [Barlow, 1961}, [Canani, 1999], it has never been
computationally modelled in this context. The following discussion contrasts this approach to
the more tradidonal systems, and highlights the source of noise robustness in the proposed

system.

The output of the DHO units is used for a fine temporal analysis of each of the outputs, based
on the positive peaks and zero-crossings. This process can be likened to the temporal coding of
the inter-spike intervals in the auditory system. The proposed temporal coding based analysis and
representaton differs from channel based representatons in terms of the type of input required,
and the qualitadvely different roles that channels play. Inters-spike intervals are time intervals
that descrbe temporal relations between pairs of jointly occurning spike events. Calculations
similar to the calculaton and detecdon of inter-spike intervals are done in our system, albeit in a
manner more suitable to digital computers. Such tme intervals consttute correlational
informadon within them. In contrast, representations that are based on channels rely on
probabilides or on rates of spike events over a ime window to compute this information.
Moreover in channel based systems, informadon about which particular channels are actvated
and by how much, are essential to the representaton, and may not be the most robust way to
code the informadon. In the DHO model, units are preferennmally acuvated by stmulus
components that are nearby in frequency, and these regions therefore contibute relatively more
of their simulus-related frequencies to the global representation (i.e. over the entre frequency
range). Once the information about the intervals is combined, however, the representagon does
not rely on the particular channel idenddes of the DHO units to encode frequency because the
intervals themselves bear this informaton, and in a much more precise and robust way. One
could discard all informatdon conceming charactenstic frequency (or cochlear place) without
affecting the representation. In contrast, in a channel based representation, such as a place
frequency map, the identides of particular channels are absolutely cntical for representanonal

function. Consequendy, suimulus representanons are much less robust in these systems, and the
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frequency resolution is a direct function of the number of channels. The basic informational
consttuents and the ways information is encoded in the proposed system, compared to the
channel based representations are therefore very different. Moreover there is some evidence that
in the biological auditory systems, representatdon of periodicity pitch appears to follow this

pattern of fine temporal structure within more coarsely tuned frequency channels [Canani, 1997].

The Harmonic Grouping Based Pitch Estimation System

The harmonic grouping based system for pitch frequency estimaton that is proposed uses the
representation described above. It takes advantage of higher frequency resoludon afforded by
the representation to find the pitch frequency that best explains the harmonically related groups
of activation in the representation. The system is based on the Barlowian approach to percepuon
for minimisaton of representaton [Barlow, 1959], and, unlike other systems of harmonic
grouping, for example [Brown, Cooke, 1995], does not require any a-prion knowledge of the
pitch period. The minimization of representation is achieved by establishing a common pitch
frequency for the entire group (and all the frequendies in the group are thus explained by this
common frequency). Moreover, since the grouping approach is used to separate sets of
harmonically related frequencies, the system has an inherent ability to wack mulaple pitch

frequencies present in simultaneous speech from speakers with different frequencies.

The Statistical Analysis of Perfformance

The conclusions from results of the statstcal analysis of the proposed system’s performance
were presented earlier in this chapter. This analysis also included a vanety of other systems which

have been reported to be quite accurate.

The detailed stadstical analysis performed is absolutely essendal in order to clearly define the
advantages for any system over other systems, and to identify sources of errors. However, the
component of analysis in noisy signals has been missing in most systems, even when such an
analysis is performed. A detailed analysis of this magnitude has not been published before. By
presenting the analysis, it is hoped that the need for such an analysis will be highlighted, and that
the performance figures as well as qualitative analysis presented in this dissertation be a reference

to compare performance, as the analysis was done on publicly available data, with standard error
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metrics. It is also intended to make the prepared data files and other matenals available on the

internet for this purpose (subject to permission from the onginal contnbutors).

7.3. Scope for Future Research Work and Extensions

The system based on damped harmonic oscillators exhibits some very interesting properties like
noise masking and leads to natural grouping of actvity around harmonic and formant
frequencies. The harmonic grouping idea can be seen as an expression of minimisation of
representation. One of the consequences of this minimisaton of representaton of auditory
stimuli is the emergence of pitch, which was utlised for the work presented in this dissertaton.
However, it is quite a powerful concept which can be udlised further for the development of

representatons which lead to a berter understanding of the auditory system.

In the current treatment of the proposed system, only the monaural case was considered. It wall

be quite interesting to see if the framework can be extended and used in the binaural case as well.

The current research was undertaken with the aim of producing a compurtatonally efficient
and noise robust pitch estimation system. However, the model of processing that is proposed
in this dissertation can be extended as a more elaborate auditory processing model. This may
be achieved by putting the research in the neural processing context. The aim of this research
would be to extend the Barlowian approach to develop a sparse auditory informadon coding
scheme in terms of temporal processing and inter-spike intervals based representatdon of the
full frequency range using models of integrate and fire spiky neurons. This model of temporal
processing would further analyse the phase relationships of different frequency components to
discover other “binding” fearures like common onsets in order to group the components
together. It would be very interesting to see if the emergent properties of such a system match
the physiological data, and whether this model would provide more insights into biological

auditory processing.

Other future work is to use the system in speech recogniton applicatons for improved voice
actvity detection. Further research would also explore the potendal of using the temporal
analysis as the basic signal processing stage in speech recognitdon systems, and evaluate the

effect on the performance in noise.
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Appendix 1

IMPLEMENTATION DETAILS - COMPUTATIONAL
COMPLEXITY AND MEMORY REQUIREMENT
ANALYSIS

In this secdon, we analyse the computational costs of implementng and deploying the vanious
systems considered in this dissertation for pitch period estmaton. Due to the sparse availability
of informatdon on other systems, the analysis is limited to general calculadon and analysis, and
comparative figures. This should however, give a general idea of the ments of the vanous
systems analysed in terms of practcality of their deployment in real-world applicatons and trade-

offs in terms of performance versus speed of calculation and memory requirements.

Most of the systems that were considered for detaled analysis are based on autocorrelation
compuraton. The muldple pirch estimadon system by Wu [Wu er al, 2002}, is based on the
perceptual filter-bank, summary autocorrelation and hidden Markov Models. These systems will
be discussed only in terms of theoredcal requirements for implementatdon. The reason for this is
that the systems under consideraton are available as implementadon on vanous platforms
(Matlab, Windows executables, or a mixture of the two), making it very difficult to make direct

comparisons.

A.1l. The DHO and Harmonic Grouping Based System

The main computational task of this system is the simulaton of the operaton of the bank of
Damped Harmonic Oscillators (DHOs). The harmonic grouping section of the code is
operational at the rate 100 Hz, makang it contnbute a comparatdvely smaller amount to the total

simuladon oime.

For each sample, and single damped harmonic osdillator, the total computational cost can be
expressed in terms of number of anthmetc operatons. All the operations can be done in the
range of 16 bit integers, without the rdsk of overflow. The main functional operations for the

whole process and their computational requirements are enumerated below.
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The simulation of DHO operation takes 3 multiplications and 3 additions, provided the
constants are evaluated and stored beforehand. Tootal cost for simulating 40 DHO units
per sample is then 120 muluplicatdons and 120 additions. Accumulated cost for this srage
= 240 arithmetic operations. Number of state vanables and constants that need to be

maintained = 40 x 6 = 240 memory words.

The next processing stage (results in an estimate of the spectral representation of the
input signal) is condidonally called, when there is a local positive maxima, greater than a
predefined constant. Given that the operadon is performed, the toral number of
operations for the acuve DHO is 8 additons and 4 muldplicadons. The profiling
informaton during a typical run was analysed, and this conditional logic was called on
average 38% of the total dme (i.e. for 38% of the samples). Therefore, the total
contbution of this stage of processing is given by => 0.38 x 40 x 12 = 1824
arithmetic operations per sample. The memory requirements for this stage, in rerms of

variables that are kept in memory during run-time = 8 x 40 = 320 memory words.

Harmonic Grouping and related operatons are called 4% of the tme on average
according to the profiling analysis. The number of arithmetic operatons per call to the
harmonic grouping per channel is given by 20 additons and 5 multplicanons. The
preprocessing for the harmonic grouping (calculation of periods, handing of integration
times, etc) are 5 addidons and 6 muldplications. Therefore the total number of arithmetc
operatons per channel (per DHO) = 36 arithmetc operations, and total is = (.04 x 40 x
(5 + 10 + 20 + 12) = 57.6 arithmetic operations. The memory requirements for the
harmonic grouping (per call but not persistent) are dependent on the number of
harmonics 1n the input data and the order of analysis (number of output streams or
groups desired). The total on average of male and female voices was calculated to be 126

memory words.

The overhead (total other computation tme and memory requirements) also depend on
the order of analysis (whether the input data consists of simultaneous voices or not) as
well as the sampling rate. However, the profling informatdon gives us an indicaton that
the total tme for such processing is about 1% of the total simulaton time. The memory

requirements for this section are dependent on the number of samples in the input
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strng. Since this vanes according to applicatton and implementation, we shall not include

this in our analysis further.

Considering the total of the vardous sections and stages of processing as described above, the
total computation cost for this system (per sample) is given by adding all of these together. The
result of this operation gives us the figure:

(240 + 182.4 + 57.6) * 101 / 100 = 484.8 arithmetic operations per sample.

Therefore, at 8000 Hz sampling rate, the total arithmetic operadons are equal to 3872000.60 per
second, and at 16000 Hz sampling rate, the figure is 6831801.60 anthmetic operations per

second. The total memory requirements at run-ume are equal to: 686 memory words.

A.2. The Autocorrelation based Systems

The computational requitements for the autocorrelation based systems vary depending on the
method used for the estimation of the autocorrelaton functon. The different strategies could be
FFT, Filter-bank, directly from discrete time input, windowed and normalized vadants of the
above methods etc. Another source of vanability of requirements is the choice of pre-computed
coefficient storage. If the coefficients are pre-computed for storage, the memory requirements
increase considerably, while the computation load decreases. The computational requirements
also depend on frame size for analysis, the lowest and highest frequencies considered in the pitch

range, and if any interpolation is used during computation.

Due to the difficulty in comparng the varous systems, and the wide choice of the methods
available, let us first take the estimate of the operations, independent of the implementation.
Considenng the operation of autocorrelation function computation, we have equaton A.1.

N-1=1

al)=— > x.x

. Al
a(0) ="

The number of operadons for this operation depends on the search range in the lag domain. For
typical sampling rate of 8000 Hz, the search range will be 95 lags (taking into account the lower
frequency and upper frequency of analysis). Therefore the total number of operations for a single
frame of 380 samples (three tmes the lowest period corresponding to 70 Hz frequency) is equal
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to 380 x 95 x 3 = 98,325 mathemadcal operations per frame. Considering the normal overlap of
half the window range, we have the total number of computations per frame is 147,487
mathematical operations per frame, and 776.25 mathematical operations per sample. The

memory requirements are strongly dependent on the implementation details.

Let us consider the YIN system as available from the authors’ web site, as an example of the
computatonal requirements of a typical system using autocorrelation funcuon based algonithm.
The main difference functon calculaion in the system i1s done by a running summary
autocorreladon funcdon, thus reducing the memory requirements for a straight forward
autocorrelation computation. For this calculation, each sample-lag pair requires 6 additions and 4
muldplicadons. Although the calculation is done on frame by frame basis, the total number of
these operatons per sample per computation is 8. Therefore, the total number of arthmetc
operatons in the difference funcion calcularon is 290 arithmetic operations per sample. The
smoothing funcdon takes another 18 arithmetc operadons per sample. The parabolic
interpolaton and normalization take in total a further 65 anthmertic operations. This is followed
by a search and further smoothing operatons, for which it is difficult to esumate the number of
operations. However, the profiling informaton shows the time taken in these tasks, is about
37%. The total esumated computatonal costs for the YIN system is 500.05 arithmetic
operations per sample. The memory requirements are difficult to establish because the
majority of operations are done on the whole waveform, and not sample by sample. The
memory requirements for the system, as implemented are 43520 memory words for one second
of speech signal, sampled at 8 kHz (the figure cannot be divided by the number of samples,
because the memory is allocated for the whole waveform, and all operations are done in place).
Due to loganthmic and other floating point operatons, the algorithm is most likely to require a

minimum of 32 bit operation and memory word size, after optimization.

Let us consider the PRAAT systems’ implementation. While PRAAT uses the computation of
the FFT of the window and the signal (the autocorrelation of the window can be computed once
and stored). The FFT is computed for 400 samples windows (512 point FFT), with a frame size
of 80 samples, for a signal sampled at 8000 Hz. The number of computations required for every
frame is roughly given by NLOG(N), where N 1s the FFT analysis size. Therefore, for 2 FFT

operatons and one multplicadon operadon for power spectrum computation, we get 6,900
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operations per frame or 193.9 arithmetic operations per sample. However, profiling
informadon collected showed that this operation took only 49% of the total execunon ame.
Therefore, we can approximate that the number of other operations performed, for example the
smoothing and parabolic interpolation included, equal to total computational requirements of
about 387.7 arithmedc operations per sample. The memory requirements are difficult to
establish, as the operatons are performed on the entre waveform as a whole and it is difficult to
establish the opdmised implementation. However, on analyzing the source code for the system,
it is clear that the system needs at least 32000 memory words per second of speech analysed.
In our analysis, we have not considered the PRAAT system’s calculation of the harmonic to

noise ratio (HNR), which is used for the voiced/unvoiced decision.

The CORR system performs the same operations as the PRAAT system, but in each channel.
Therefore, the total computadonal requirements are multipled by the number of channels for
the basic summary autocorrelation function. Therefore for a case of 40 channels, the number of
computations per sample are 40 tmes greater than the PRAAT system i.e. in the range of 7756
arithmetic operations per sample. The memory requirements are also quite large, and like the

rest of the system, difficult to evaluate for an optimised evaluation.

A.3. The Probabilistic Multiple Pitch Estimation and Tracking System
(PMPT)

The Probabilistic Muldple Pitch Estimation and Tracking system by Wu [Wu et al, 2002] was
available as source code in C upon request from to the authors. The profiling was done on this
code, and the results evaluated. As with the other system evaluated, the whole waveform is
evaluated at once, therefore a true measure of the memory requirements is not available readily,

but is only a rough approximation, based on profiling and observation of the source code.

The systemn operates on the 16 bit resolution signals, sampled at 16 kHz. The main part of the
pitch tracking algorithm operates on the output of a 128 channel Gammatone bank of filters @"
order). The lower frequency channels (1 to 55) and the higher frequency channels (56 — 128), are
treated separately. For simple 4” order filters, the number of arithmetic operations is 5 additions
and 6 muldplicatons, i.e. for 128 channels, the filtering computation uses 1408 anthmetc

operadons per sample. The next stage of processing is envelope computaton, which involves
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low pass filtering of the high frequency channels, and high pass filtering of the low frequency
channels. Based on the profiling information, this operations takes 1.08 times the front end
filtering process. This process is followed by a realignment stage, where the different channels
output is realigned to compensate for the filter delays. This process completes in about 0.08
times the front end filtering process. The memory required for this stage is 128 memory words
pet sample. The realigned envelope information is then used by the Cormrelogram computation
algorithm. The Correlogram is computed twice for higher frequency channels and once for lower
frequency channels, with different window sizes. The method used for the computaton is
straight autocorrelation function calculation, as presented in equation A.1. The total number of
operadons for the endre calculadon is 7743 mathematcal operations per sample. The
correlogram computadon also requires a large amount of memory. The toral amount of memory
used is 630 memory words per sample. The Correlogram computadon is followed by a peak
picking algorithm, for valid pitch candidates. The total computational time requirement for this
operation is 0.08 umes the filer bank computaton. The memory requirements for this stage are
24 memory words per sample. The next stage of processing is the main probabilisic pitch
tracking system, which has a2 memory requirement of 1450 memory words per sample. The
profiling informaton calculation for this portion of processing indicates that it takes 3.5 ames
the front end filtedng process computaton. Therefore, the total requirements for the system are
15,825 arithmertic operations per sample. The overall memory requirements are computed to
be 2,232 memoty words per sample. For one second of speech data, the computational
requirements are therefore 253,200,000 arithmetic operations, and memotry tequirements

of 35,712,000 memory words, given a sampling rate of 16 kHz.

A.4. The Comparative Analysis

The computational requirements of an algorithm are very important for practical exploitaton. A
system which is computationally efficient is preferable over less efficient systems even when the
computational resources are available, due to considerations of power consumpton and
scalability of the overall system. Therefore the analysis that is presented in this secdon of the
dissertation is not very detailed and gives approximate figures, due to the difficulty in establishing
the requirements; given an optmal implementadon (most systems we have evaluated were
probably not optimized). However, from the analysis, we can conclude that the PRAAT system

has the least computational requirements. However, it is not very economical on the memory
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requirements, due to limitations of the algorthm, as it can only operate on chunks of signal,
which requires large amount of memory. However, the DHO system is quite economical on the
both the computational requirements in terms of arithmetic operations per sample, and the
memory required for the computation. This combinaton of low computational requirements
and low memory requirements can be considered as the most optimal soluton of all the systems
analysed. The YIN and CORR systems require a much larger number of arnthmetic operations,
and also much large memory requirements. The PMPT system is the worst system both in terms
of computatonal and memory requirements, and the difference with other systems is quite

noticeable even when running on a very fast computer (we used a computer with 256 MB of
RAM, and an Athlon 1500+ XP processor).

Another factor which is of vital importance for practical implementaton purposes is the number
of bits required for adthmetc operations and storage. All the systems that were analysed used a
mixture of double (64 bit) and single precision (32 bit) floating point operatuons. Based on the
understanding of the system and the algonthmic requirements, apart from the PRAAT and
DHO, none of the other system can be implemented 1n less than 32 bit resoludon. The DHO
system can be easily implemented as a 16 bit fixed point operation algorithm, as it does not use

FFT or high order filter banks, or non-linear interpolation.

The figures for computatonal requirements comparison in a graphical form are included in

chapter 5 (figures 6.18 and 6.19).
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Appendix 2

THE COMPLETE RESULTS FOR SINGLE PITCH TRACK
EXPERIMENTS

This appendix presents the complete results for the single pitch track estimation experiments.
For better readability, the varous systems are referred to by brief names, which were also used

throughout the main text. For reference to these, please see chapter 2 and chapter 5.

The various error measures and their names, as used in the tables were descrbed in derail in

chapter 5. These are abbreviated in the tables as follows.

GEE?20 is Gross Error Rate within 20% or the reference pitch estimate.
GEE10 is Gross Error Rate within 10% or the reference pitch estimate.
GEEQS is Gross Error Rate within 5% or the reference pitch esumate.
FEE20 is Fine Error Rate within 20% or the reference pitch esumate.
FEEZ20 is Fine Error Rate within 10% or the reference pitch estmate.
FEE20 is Fine Error Rate within 5% or the reference pitch esdmate.
V_UVE is percentage voiced to unvoiced error measure.

UV_VE is the percentage unvoiced to voiced error measure.

THE is the percentage of “too-high” errors.

TLE is the percentage of “toc-low” errors.

STD20 is the standard deviadon of FEE20 errors.

The Male Speakers average performance is represented by the name MA.
The Female Speakers average performance is represented by the name FA.
The term OA means Overall Average.
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DHO GER20 |GER10 |GERO5 |FER20 |FER10 |FER0O5 |V UVE |UV VE [THE [TLE  |STD20

i o 037 335 045 038 028 0 __ 9.5 0 o 3.89
A 049 o038 281 o008 _ 003 023 o] 46.34 0 o 499
i3 0 026 36 0.15 0.1 0.18 0] 22.06) 0 0 3.73
4 0 02 307 02 014 024 0 _6.44 0 0 5.3
5 0 o029 322 o033 o041 0.55) 0] 23.83 0 0 534
m1 751 1622 3705 083  0.42) of  266] 15095 0.8 266  6.17]
m2 o 124 1863 161 155  1.35 o] 2313 0 0 5.7]
m3 0.61 092 336 052 048 035 061 17.7 o o061 2.84
ma 23.89 26] 3489  037] 029 056 422 342 258 422 3.4
m5 1082] _1504] 23.48] 027 035 069 _ 501] 13.65 29 501 4.24
MA 856 11.88]  23.48 04 043 045 25| 1477  1.19 25 4.47]
FA 0.04 03] 321 o 002 018 0 2154 0 0 3.6
OA 43] 609 13.35 02 023 032 125 18.16 06] 125 454
CORR__ |GER20 |GER10 |GERO5 |[FER20 [FER10 |FERO5 |V UVE |UV VE [THE [TLE _ [STD20

f 074 335 446 086 097 093 o 1652 o074 of 466
2 169] 225 88 0.07 0.1 0.08] __ 0.19 25 0. 056 6.41
3 437 488 977 031 042 06 18] 44.12) 1.03] _ 3.34] 4.96
ta 164|327 1227 063 029 007 _ 061 31.44] _ 061 082 B.16
5 o 117 87 017 041 078 o 330 0 o 735
m1 155  16.85]  22.59) 0 023 034 1259 3804 291 1259  3.35
m2 124] 186 26090 -1.45 -156 069 062 337 062 062 573
m3 031 092 275 03] 0.9 0 031 2066 o 031 3.16
ma 1686 1827 2787 027 024 0.3 1639 3576] 047 1639 _ 3.29
m5 726 B3l 2124 065 059 036 66 30.92] 066 66 3.89
MA 823  9.26] 2009 -0.07] 0.06) _ 0.07 73] __31.82] 093 73] 3.88
FA 169 298 882  0.09 _ 0.16] 0.18] 052 30.03| _ 0.66] 094 _ 6.31
OA 4.96] 6.2 1446 0.01 0.5 _ 012 _ 3.91 30.92 08 a2 5.1
IN GER20 |GER10 |[GERO5 |FER20 |FER10 |FERO5 |V_UVE |UV_VE THE [LE  |[STD20

fl 669 967 14 1.0 __ 0.08 0.1 09751 037 483 695
2 8.44] 1163 1764 14 028 029 0] __98.06 0 582 8
® 463 72 1183 112 029 049 o 9656 028 36| 654
14 39.67] 456 53.37] _ 3.58] _ 0.62 _ 0.09 o _97.16] __061] 3538 1278
5 1345 _17.25  21.93 2l 052 o041 o] 9681 o 13.16] 884
mi 121 387 13320 052 071 052 o 9751 0 0 3.7
m2 062 o062 186 081 081 078 o 9802 062 0 253
m3 061 122 275 021 0.09 0 0| __97.05) o] 061 268
ma 117 211 679 061 0.7 058 0 o886 047 023 237
m5 158] 2771 554 039 041 043 0 9772{ 053 026 273
MA 104 213 605 051 054  0.46 o 97.83] 032 022 2.8
FA 1458 10.27] 2385  1.82] _ 0.35] 027 o 97 0.25] 1256  8.62
OA 781 1019 1395  1.16] 0.5 _ 0.37] 0 9753 020 639 5.71
PRAAT _[GER20 |GER10 |GEROS |FER20 |FER10 JFER05 [V UVE |UV VE [THE  [TLE __ |STD20

1 409 632 B55 104 1.08 K 037] 928 o074 335 4.7
B 206 319 1013 o028 039  0.37 0 345 038 169 665
& 386 411 1054 o058 065 083 128 26.22] 077 308 _ 519
14 307 a9 1309 0.1 004 026] 266 1598 0 285 804
15 0 117] 848 0.0 .18 -0.66 o] 2433 0 o 735
m1 799 1041 1889 052 054, 0.43 _ 7.75] _ 6.15 o 7750 387
m2 062] 248 3043 147 -163 042 0 5.51 0.62 0 634
m3 061 122 55 026|036 028 061 11.48 o__ 061 3.54
ma4 1054] 1288 2349 068 058 038 1054 9.57 o] 1054 357
m5 185 383 18.34 _ 0.76] 0.7 038 119 1767 066l 1.9 _ 3.99
MA 432] 617 _19.27] _ 0.15 012 0.21 4.02] 1007 0.26] 402 _ 4.25
[FA 262 394 10.16] 037 038 0338 086 1585  0.38 22| 639
[oa 347 505 1471 026] 025 029 244 1296 032 3.11 5.32)

Table A.2.1. The clean speech high resolution signal results for evaluated systems.
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DHO GER20 [GER10 [GER0O5 [FER20 [FER10 [FER05 [V_UVE |UV_VE [THE TLE STD20

f1 0.74 1.12] 409 046 038 -0.28 0] 1267 0 0 3.85
2 0 0.38] 263 0.21 0.09 0.27] 0  43.75 0 0 521
3 0 0.26) 36 014 -0.09 0.19 0 226 0 0 372
14 1.43 1.64) 4.5 0.1 0.05 0.14 1.43 7.22 0 1.43 5.11
15 0 0.29) 3.22 0.36 0.44 0.6 of 2735 0] 0 5.34
m1 702] ~ 1501] 36.08 0.76 0.47] 0.02) 3.39  24.92 1.45] 3.39 6.09
m2 0 124 1677 1.36 1.3 1.42 o 2291 [ 0 5.53]
m3 0.61 0.92| 306  -0.51 0.48)  -0.37] 0.61 15.08 0 0.61 2.84
m4 2881 297 39.11 0.35 0.35 0.58 5.85 6.61 1.17] 5.85 3.23
m5 7780 1201 2184 029 0.32] 0.65 1.85]  13.25 3.43 1.85 4,25
MA 884 11.78] 23.33 0.33 0.39 0.46 234 1655 1.21 2.34 4.39]
FA 0.43) 0.7 3.5t 0.02 0.03 0.18] 029 2272 0 0.29 4,65
OA 4.64 626 13.47] 0.18 0.21 0.32] 1.31 19.64] 0.61 1.31 4.52]
CORR |GER20 [GER10 |[GERO5 [FER20 [FER10 |[FER05 |v_UVE [UV VE [THE STD20

i 0.74 2.6 5.58 0.81 0.75 0.98 o] 13.35 0.74] 0 4,61
12 1.88 2.44] 9.57] 0.06 0.1 0.03] 0.38]  15.09 0.94] ¢.75 6.46)
13 4.37, 463 9.53 0.37] 0.43 0.68 1.8]  27.49 1.03 3.34 4.93]
14 3.07] 409 1288 0.49 032 0.16 245  23.71 0.41 2.45 7.92)
5 [ 1.17] 8.19  0.21 0.45]  -0.88 o] 2534 0 0 7.35
m1 1646) 18.16] 23.24 0.11 0.24 033 1429 24.42 2.18]  14.29 3.37
m2 1.24) 186] 2547 -1.42] 153 -0.72] 062 13.44 0.62 0.62] 5,69
m3 1.22) 1.83 3.67 0.05 0.15) 0.16 1220 16.39 0 1.22} 3.17,
m4 17.56| 18.74 28.1 0.17] 0.19 014 1733  30.75 023 1733 3.18
m5 8.71 9.76]  22.16 0.66 0.61 0.35 7.78]  20.88 0.92 7.78 3.88]
MA 904 1007 2053 -0.09] -0.07 0.05 8.25] 21.18 0.79 8.25 3.86
FA 2.01 299 9.15] 0.1 0.1 0.19 0.93]  20.99] 0.62] 1.31 6.26
OA 5.53 6.53] 14.84] 0.01 0. 0.12] 459  21.09 0.71 4.78 5.06
YIN GER20 |GER10 |GER05 [FER20 [FER10 [FERO5 |v_UVE [UV_VE [THE TLE STD20

f1 8.18 11.9] 17.47] 1 023 -0.0% ol 9864 0.37] 6.69 7.07
2 882 1238  18.39 1.35 0.24) 0.25 of 98.92 0 5.82] 8.1
& 4.88 6.94  10.54 0.97] 0.23 0.47 of 97.47] 0.26 36 6.02)
t4 43.15]  49.28] 58.9 3.84 027]  -0.15 o 97.68 0.41] 3885 1381
I5 13.74] 1754 22.22 1.87, 0.44) 0.45) o] 97.48 o 1316 8.59
m1 121 387 13.08 0.54) 0.73 0.56 ol 98.34 [ 0 3.7
m2 0.62 0.62, 2.48 0.8 0.9] 0.82] of 99.12 0.62] 0 2.59
m3 0.61 1.29) 2.45] 0.21 0.06) 0 o| 98.36 0 0.61 2.8
m4 1.17 1.87 6.79 0.59 0.7] 0.6 o] 99.32 0.47 0.23 2.33
m5 1.32) 2.77] 5.94] 0.45 0.46) 0.46) 0]  97.86] 0.53 0.13 2.84}
MA 0.99 2.07] 6.15 0.52] 0.55 0.49 0 98.6 0.32] 0.2] 2.85
[FA 15.75]  19.61 25.5) 1.81 0.3} 0 0| 98.04 021 136 8.72
oA 8.37] 10.84] 15.83 1.16) 0.43 0.34 o 98.32] 0.27] 6.91 5.79
PRAAT |GER20 |[GER10 |GER05 [FER20 [FER10 JFER05 v UVE [UV VE [THE [TLE STD20

f1 3.7 5.2) 7.81 1.04) 0.9 1.08 0 2.94] 0.74 2.97| 4.48
2 225 2.81 9.57] 0.3 0.26 0.34] 0 2.37] 0.38 1.69 6.38
&] 36 386 11.05 0.55) 0.62 0.75 1.29]  23.87] 1.03) 2.57] 5.21
t4 4,09 573 1288 -0.190 -0.04 0 3.89 18.3] [} 3.89 7.78
(5 0 1.17 8.77] 0.05! 0.2 -0.73 0] 23.83 0 0 7.35
m1 7.26 9.93] 18.64] 0.55 0.55 0.45 7.02 5.65 0 7.02) 3.83
m2 0.62 3.11 29.81 -1.41 -1.67]  -0.41 0 4.85 0.62 0 6.41
m3 0.61 1.22) 5.5 0.23 0.23 0.3} 0.61 7.87] 0 0.61 3.53)
m4 103 1265  23.19 0.68) 0.59 0.38 10.3] 7.06| 0 10.3) 3.54
mS 1.58 356  18.21 0.75 0.74 0.36] 092] 17.94 0.66 0.92] 3.96]
MA 4.08 6.09] 19.07 0.16 0.1 021 3.77 8.67] 0.26 3.77 428
FA 2.73 3.75] 10.02 0.35 0.31 0.34 1.03]  14.26 0.43 229 6.24
DA 3.4| 492 14.54) 0.26 0.21 0.28] 24 1147 0.34 3 5.26|

Table A.2.2. Results for 25 dB White noise for high resolution speech signals.
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DHO GER20 |GER10 |GERO5 |FER20 |FER10 [FERO5 |V UVE [UV VE [THE _[TLE _ [STD20

1 074 1.12] 409 046 036 -028 of 129 0 o 385
2 4.32 45| 651 002 003 023 o _aiai o 432  ags
B o] _o026] 9388 012 007 023 of 1989 0, o__an
14 0.41 1.84) a5 036 o018 032 o 747 0| o 738
5 029] 058 292 043 051 056 0] 26.85] 0 o 5.8
m1 581 1525 3511 065 032 002 194 2193 _ 024] _ 194] _ 6.25
m2 1.86] 3.1 1925 143 137 143 0]__24.01 0 o 561
m3 061 _092] 308 053 049 039 _ 061 15.08 o] 061 284
ma 2004|3044 3817 031 _ 0.19 05| 585 456 047] 585 _ 3.23
m5 8.44] 12271 2082 021 028 062 29[ 1446 356 29 427
MA 9.15 _ 124] 23.68 _ 0.33) _ 0.33] _ 0.43] _ 226] 16.01 _ 0.85] 226 _ 4.44
FA 115 166 439 0.4 _ 005 _ 021 o] 21.78 0] 086 50
OA 5.15  7.03 1404 0.2 _ 018] 032 1.3 18.89 _ 0.43] 156 _ a.73
CORR _ |GER20 |GER10 |GERO5 |FER20 |FER10 |[FERO5 |V_UVE |UV_VE [THE _ [TLE _ [STD20

1 335 483 637 096 085 085 29 905 037 297 435
A 319 394 1043 of o003 o014 206 1552 075 244 6.6
B 514 566] 1054 _ 0.44) 056 061 283 2405 _ 103 _ 4.1 ___ 506
14 593 6.95 1513 _ 0.5 04 o014 532 2345 041 532 7.75
5 of 1471 819 022 048 09 o] 2299 0 o 734
mi 1695 18. 2d 005 021 033 1525 18.27] 169 1525 _ 3.31
m2 3.1 435 2733 1.4 162 __-085 248 925 062 _ 248 _ 575
ma 153 214|428 005 034 017 153|118 o 153 329
ma 18.97] 19911 29 0.13 o018 0.4 _18.74] 2005 _ 023| 1874 _ 3.3
mS 12.8] 1385 2a. 0.66 06| 031 1227 1767 053] 1227 38
MA 10.67] 1173 2164 0.1 0.1 002 1005] 1541 062 10.05] 3.8
FA 352 451 1006 0.2 042 0.7] __264] 19.01 _ 051 297 621
DA 74 812 1585 _ 0.01] _ 0.01 01 635 17.21] _ 056] 651 5.8
YIN GER20 |GER10 |GERO5 |FER20 |FER10 |FER05 |V UVE Juv VE [THE  [TLE __ [STD20

1 967] 1264 174|054 001 -0.07 o 99. 074 743 663
2 904 1351|1951 145 _ 0.32] 029 o] _98.49 of 713 8.3
i3 514] 668 1003 _ 079 0.37] __ 064 o o747 026 38| 523
14 2888 5542 636 427 0.48] 035 o] _es.7 041 __as17] 1384
5 1433] 1901 231|216 __ 031 __ 046 o] 97.82) o 1316 _ 9.36
mi 1.21] 436 1429 058 0.77] 058 o] 98.34 0 o 378
m2 062] 062 248 081 _ 081 _ 082 o 9312, 062 o] 265
m3 0,61 122275 029 014 004 0] 9934 o __os1 286
ma 1.17] 187 7.26] __0.56] _ 067] _ 058 o 9g08 047 023 235
m5 1320 3.03 66 0.6, 047 0.47 o 97.05] 068 _ 0.13 __ 299
MA 099 222 668 054 057 05 0 9859 035 02 293
FA 17.59] 2145 2667  1.84) 03] 0.9 0 98.32] 028 151 8.8
0A 929 11.84] 1667 _ 1.19] _ 0.43] _ 035 0 9845 0.32] _ 7.65 5.8
PRAAT _|GER20 |GER10 |GERO5 |FER20 |FER10 |[FERO5 |V UVE |UV VE [THE _ JTLE _ [STD20

n 595 743 _ 8.55 120 106|102 223 158 0.74 52 424
R 356] 432 1182 025 029 _ 035 15 194 038 319 _ 6.73
B 437] 463 1028 057 063 075 _ 206 22.78] 051 386] 509
14 573 7.16] _ 13.7] 033 023 __ 0.16] _ 552] _17.53 o 552 769
i5 o 117 87 o003 022 076 o] 2802 0 o738
m1 8.96| 1114 1961 048 054 045 872 581 o 672 387
m2 062 341 2019 138  -1.65 044 o] 352 062 o638
m3 122 183 581 0.9 029 028 122 23 o 122 352
ma 11.48] 1335 2389 _ 0.57] __ 0.55 04 1148 387 o 1148 338
ms 515 6.73] 2098 _ 0.77] 075 036 _ 501 17043 501 39
MA 548 723 199 0.12] __0.09] 021 529 65 0.5 529 421
FA 392 494 1063 _ 0.34 03] 031 226 1437 033 355 621
OA 47 609 1526 023 02| 026] 377 1044 02 342 521

Table A.2.3. Results for 20 dB White noise for high resolution speech signals.
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DHO GER20 |GER10 |GERO5 |FER20 |FER10 |FERD5S |V UVE |UV_VE [THE  [LE STD20

fH o 0377 372 047 037 033 o  17.42) 0 q 38
t2 1.13 15 338 019 _ 008 03 0.75 4526 0 0.75] __ 5.06
B 0.51 0.51 36 007 007 019 o 27.67 0 o] 3585
1 143 327 634 06 011 0.29 o 4.12 0 o 7.97
i5 029 058 351 0.36] 0.44] 059 o] 28.52] 0 o 536
m1 1017] __17.43] _ 38.01 0.46] 043 0038 097 1827 _ 024 097  6.17
m2 0.62 124 17.39 1.01 1.15 1.2 o 24.89 0 o 502
m3 0 0] 306 056 056 _ -0.37 0] 2066 0 0] 2.89
ma 20.14] 2155 2088 031 03 058 585 296 _ 0.23 585 321
ms 673 1082 19.3d 028 024 064 251 14.99 2.1 2.51 4.25
MA 7530 1021 2154 019 031 0.4 1.87] _ 16.35 0.52 187 431
FA 067] 125  ai1 0.2 004 o021 0.15 24.6 0 015 5.7
0A a1 573 1284 003 018 031 1.01  20.48 0.2 1.01 a.74
CORR__ |GER20 |GER10 |[GERO5 |FER20 |FER10 |FERO5 |V_UVE JUV VE [THE _ [TLE __ |STD20

f 4.83 52 706 112] 104 097 483 475 0 483 369
f2 649 694 1313 007 004 002 _ 50 1487] 075 544 664
3 746 7.97  13.1% 0.41 054 057 591 22.6 0.51 6.94 _ 5.29
14 1861 19.02] _ 26.18 1| 086 024 18] 2088 0.41 18 7.4
i5 0 1.17] 965 021 -0.46  -0.95 o] 20.47 0 o 764
m1 21.07] 2228 2688 004 018 _ 031 1961 14.95 1.45] 1981 3.35
m2 11.18] 1242 34.18  -1.63]  -1.87 08 1118 4.85 of 11.18] 579
m3 765 826 1162 004 014 023 765 4.92) 0 765 3.3
md 2155 2248, 3162 _ 0.13] 0.1 0.15] 2155 9.34 ol 2155 314
m5 252  26.12]  33.91 0.48]  0.44] 024 2507 16.2] _ 0.13] 2507 _ 3.79
MA 17.33] 18.31 27.64] _ 0.19] _ 0.19 o 1701 10,05 0.32] 17.01 3.86
FA 742  806] 13.83  0.05 004 007 676 16.71 0. 7.04] 6.2
0A 12.37] 1319 20.73] 0.07] 00 0.04f 1189 13.38 0. 12.03] 4.99
fYIN GER20 |GER10 |GER05 |FER20 |FER10 |FER05 |V UVE UV VE [THE  JTLE STD20

n 967 1413 1859 _ 1.11 0.18] __-0.17 o 991 0.74] 706 748
2 11.82] _ 16.7] 23.26f 1.83 052  0.15 0 9892 0.9 844 893
i3 694 925 1414  1.25] 056  0.58 o 9819 026 463 659
14 54.19] _ 61.35]  71.57 59 2.3 02 o] 9923 041] 4888 1549
B 16.96] 2222) 2719 2.44 _ 037 _ 0.28 o] 97.55 0] 1462  9.82
m1 1.69 26 138 062 079 059 o] 9884 0.48) o 3.76
m2 248 373 683 097 068 058 o] 9956 062 062 412
m3 275] 398 6429 023 o008 _ 0.09 0 100 0.31 1.22] 3.5
ma 0.94 1.41 7.03 06 06| 057 o] __e9.09 047 023 239
m5 2.51 449 778  0.43] 042 0.8 o] 97.88 1.32) o 299
MA 208 364 837 057 051 0.44] 0] 99.07] 064 042 3.3
FA 19.92] 24.73] 30.85  2.51 075 021 o] 98.62] 0.32] 16.73]  9.66)
OA 11| _14.18] 19.66 _ 1.54] _ 0.63] __ 0.33| 0] 93.84 048] 857] 648
PRAAT |GER20 |GER10 |GERO5 |FER20 |FER10 |JFERO5 |V UVE |UV.VE [THE [TLE  [STD20

f 667 1004 1115 128 1.19 1.03 _ 6.69 1.58 o] 967 339
B 657 7.3 1388 024 02 028 45 1.08 038]  6.19 649
B 72 746 126 071 078] 082 514 21.16 0.51 6688 5.11
fa 2331 2331|3008 -0.87] 082 018 229 1546 o o229 725
15 0 1.17]  9.06] 0.03] 0.28) -0.77 o] 26.51 0 o  7.51
m1 108] 1235 21.31 0.34) 05 _ 0.41 109 4.32) 0 108 3.72
m2 994 1304] 354 158 177 063  9.94 1.98) o o994 6.4
m3 3.98] 459 856 015 026 023 388 0. of 398 356
ma 13.82]  14.99 26 0.48 05 037 1382  2.96 of 1389 3.3
mS 11.21 12.4] _ 24.14] 08 072 031 11.08 15.8 0.13] _11.08] 391
MA 997 1147] 23.08 004 004  0.14] 954 5.14 003 994 41
FA 9.31 982 15.35 027 022 024 785 13.16 018] 9.09 555
OA 964 1065 1922 0.15 013 0.13] _ 8.89 9.15 0.1 952 5.07]

Table A.2.4. Results for 15 dB White noise for high resolution speech signals.
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DHO GER20 [GER10 |GEROS [FER20 |FER10 [FEROS [V UVE [UV_VE [THE [TLE STD20

f 1.49 1.49) 4.09 0.3 03 027 o]  22.7] 0 0 3.56
2 0 0.38) 2.44 0.3 0.18] 0.32 o 4a7.41 0 0 5.26
t3 0.51 0.77 36 -0.08) -0.03 02 0] 2966 0 0 3.73)
14 0.61 2.45 6.13  -0.16] -0.11 0.28 0.61 9.28 0 0.61 6.94
i5 029 0.58 351 0.32) 0. 0.55] 0 35. 0 0 5.39)
m1 823 1622 35.39 0.54 0.1 0.02 o 254 0.48 0 6.36
m2 0.62] 248  16.77] 1.07] 1.44 1.2 o 33.04 Q 0 5.29
m3 0.31 0.61 52 063 056 03 o 2262 0.31 0 3.06
m4 2319] 2553  34.19 0.25 0.32) 0.45 4.45 4.33 0.47] 4.45 341
mS 897 1253 2164  -0.42) 0.17} 0.58 528 15.93 2.24 5.28 4.27]
MA 826 11480 2263  0.16 0.3] 0.39 1.95]  20.27] 0.7 1.95 4.48
[FA 0.58] 1.13 3.95] 0.01 0.03] 022] 012 2878 0 0.12] 4.93
(oA 4.42] 631 13.29 0.09] 0.1§ 0.3 1.03] 2453 0.35 1.03 4.73
CORR _ |GER20 [GER10 |GER0O5 [FER20 [FER10 |[FER05 |V_UVE [UV_VE [THE TLE ISTD20

i 1004  1041]  11.52 1.16 1.07] 0.88]  10.04 2.94] of 1004 3.83
f2 13.13 13.7 19.7 0.0y 0.0 0071 1201  10.99] 0.94 12.2) 6.57
i3 1594 1645 1954 066 0.67] 056 1491 23, 051 15.42 4.84
t4 3701 3722 4274 sy 151 -0.8 36.4]  18.04 0.61 36.4 7.39]
i5 351 497] 1374 026 048] -1.04] 351 26.51 0 351 7.89)
m1 3269 3341 3729  -0.0§ 0 .12 31.72 9.47 097] 31.72 3.23)
m2 2484 2609 4348 277 284 1220 2484 2.42 0] 2484 54
m3 2722  27.52 318 008 001 023 2722 1.64 0] 2722 352
m4 3349 34.19] 42.15 0.24 0.27] 0.15]  33.49 5.4 o] 33.49 3.09
mS 4631 4683 50.26 0.05 0.05 0.1]  45.17] 17.94] 0.3 4617 3.2
MA 3291 3361 4 052 051 013 3269 739 022 3269 3.72
FA 15.93] 1655  21.45 0] 005 007 1537 16.4] 0.41] 1551 6.11
DA 2442 2508 31220 026 0.2 0.4 24.03[  11.89] 0. 24.1 4.91
IN GER20 |GER10 [GER05 [FER20 [FER10 [FER0S v UVE [uv_VE [THE TLE STD20

f1 18.96] 2528] 33.4§ 2.66) 0.88 ¢.29] o 9955 0.37] 15.24 8.95
12 2045  29.48 379 3.28 0.33) 0.21 of 9763 0.19 152 1251
f3 1697 22.11]  30.85 2.16 0.63] ¢.53) o _ 98.73 o} 126 8.34
14 60.12 68.1]  75.28 6.59 117 087 0 98.2] 041] 5419 17.09
B 2895 3509 43.57 3.18) 0.3 0.04] 0| 98.32 of 24277 1181
m1 2.42] 5.33 15.5 0.64 0.72] 0.62] 0 29.5 1.45 0.24 38
m2 5.59 621  11.18 0.99 0.9 0.53] 0 100 0.62 1.86 3.42
m3 4.89 8.26]  11.01 0.73 0.15 0.01 0 100 0.61 3.98 46
m4 0.7] 2.1 8.2 0.5 0.58 0.52] o 9932 0 0 263
m5 4.49 752  11.35 0.34 0.38 0.47] of 9853 1.98) 0.13 3.66
MA 3.62 588 1145 0.64 0.55 0.43} o  99.47 0.83 124 3.62
[FA 29.09] 3501 44.21 3.57] 0.66) 0.04] o[ 9849 0.19 2430 1174
(oA 16.35] 2095 2783 211 0.6] 0.24] of 9898 056 1277 7.68
PRAAT [GER20 |GER10 |GERO5 |[FER20 |FER10 [FEROS |V UVE [UV_VE [THE ITLE STD20

i 8.92] 929 1041 1.38 1.29 1.13] 8.92] 0.45 0 8.92] 3.49]
t2 1426] 1463  20.28 0.13 0.15] 0.23] 1295 [¥ 0.38]  13.88 6.46
3 1877] 1902 22.11 0.79 0.86} 08 1722 1248 0.51]  18.25 472
14 4131 M51 4724 155 -1.48] -0.73 41.1 8.76) 0 41.1 7.42
i5 5.2 643  15.79 004 023  -0.86 526] 19.46 0, 5.26 791
m1 1598] 1718  25.42 0.35 0.47] 0.34] 15.98 1.99 0| 1598 365
m2 236l  2671] 43.48] 278 -2.78]  -1.07 23.6 0.88 0 236 5.99
m3 1957 1988] 2359 0.07 0.15] 0.22f 19.57] 0.66] o 1957 373
m4 1499 1593  27.17 0.43 0.42} 0.26]  14.99 1.37] o 1499 3.29
ms 37.2] 3788  43.14 0.39 0.36} 024 37.2) 6.83] ) 37.2 3.32
MA 2227] 2351 3255 031 -0.28 0| 2227 2.34) 0 2227 4
FA 17.7]  18.18] 231§ 0.16 0.1 011  17.09 8.23]  0.18] 17.48 6
OA 19.99] 2085 2786 -0.08] -0.08 006 19.68 5.29]  0.09] 19.88 5

Table A.2.5. Results for 10 dB White noise for high resolution speech signals.
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DHO GER20 |[GER10 |GERO5 [FER20 [FER10 |FERO5 [V _UVE [UV VE [THE TLE STD20

f1 1.86 28 5.2 047 0.49 -0.41 0]  40.27 0) 0 3.85
f2 0.56 1.31 4.13 0.31 0.19] 0.28] 0]  62.07 0 [% 5.62]
3 1.29 1.54) 4.11 0.12 0.05 0.22! o 4521 0) 0.77] 3.78
t4 6.13 9.82 135  -0.41 0.15] 0.38 2.66) 31.7] 0| 2.68) 9.44
15 0 0.29 2.63) 0.37] 0.44) 0.44] 0 52.18 0) 0 5.51
m1 92| 17.68 36.8] 1.14 0.54 -0.04] 0 2575 2.66 0, 6.45
m2 0.62] 248 1553 0.92) 1.31 1.31 0]  40.09 0 0| 5.44]
m3 0.92] 0.92 7.03  -0.65 -0.65 -0.38 0.92] 23.28) 0, 0.92 3.1
m4 12.41 14.29 26 0.18) 0.37] 0.59 3.04] 16.63] 0.94 3.04 3.46
m5 1214 1557 2573  -0.34 0.19 0.52 6.33) 26.1 0, 6.33 4.48)
MA 7.06] 1018 2222 0.25 0.35 04 206 26.37 0.7 2.06 459
FA 1.97] 3.1 5.91 0.02 0.07] 0.18] 053]  46.29 Q 0.69 5.64
OA 4.51 6.65| 14.07] 0.12 0.21 0.29 13 36.33] 0.36) 1.37| 5.11|
CORR GER20 |GER10 [GER05 |[FER20 [FER10 |[FEROS |v UVE [UV_VE [THE [TLE STD20

f1 27.88] 2788  29.37] 0.92 0.92] 0.79]  27.88; 1.58] 0 2788 3.89;
f2 31711 3208 3827 -1.04 -1.03] -0.7]  30.77 4.09 0.75  30.96] 6.82
] 40.36]  40.36]  43.19 0.43 0.43 0.52) 40.1 17] 0.26 40.1 4.37,
{4 6155 6155 6483  -2.09 -2.09 -1.08] 60.94 13.4 0.61] 60.94 7.06
(5 2427 25.44 348  -0.56 -0.87] -1.36] 2427 21.98 0f 2427 8.3]
m1 52.06] 52.54] 54.96 02 022 0 51.82 4.98 0.24] 51.82 a1
m2 472 4783 60487 3.8 -3.68 -1.69 47.2) 0.88] 0 479 5.14!
m3 59.02] 59.02] 6055 -0.29 -0.29] -038] 59.02 0 0] 59.02 3.13]
m4 55.74] 5597 62.06 0.04 0.1 0.4 5574 2.51 of 5574 3.14
msS 67.28] 6741 6873 052 -0.57 -028] 67.15 12.85 0.13]  67.15( 2383
MA 56.26] 56.56] 61.44] -0.95 -0.93) -0.45]  56.19 4,24 0.07] 56.19 3.49
IFA 37.15| 37.46] 4209 -047] 053 037 3679 11.61 0.32] 36.83 6.09)
10A 46.71] 4701 51.7 -0.71 073 041 46.49 7.93 0.2] 4651 4.79)
YIN GER20 [GER10 |GER05 |FER20 [FER10 |[FEROS [v_UVE |uv VE [THE TLE |sTD20

i1 38.29] 47.58] 61.71 5.13] 1.41 -0.12) 0 99.77] 0.37] 3086 1322
2 47.47] 57.04  65.85 6.14 1.29 -0.23 0  99.14 0l 3996 14.82
t3 3573 4473 56.81 3.77] 0.57] 0.01 0  99.28 of 2879 1184
14 66.26] 73.82 81.19 8.55 1.73 -0.24 0] 97.94 0.82] 58.69 17.3
15 47.37] 5702 66.67 6.2 1.06] 0.15 0 98.15 0] 4064 14.91
m1 4.6 7.51 19.13 0.88! 0.79 0.58] 0 99.5 1.94] 0.97] 4.35}
m2 9.84 14.91 21.12) 1.14 0.84 0.68 0 100 1.24] 3.73 5.79
m3 8.26] 1254 17.43 0.92] 0.14  -0.03] 0 100 0.31 5.2 5.14
m4 1.8 351 11.01 0.49 0.59 0.52) 0 100 0, 0 2.7%
mS 10.85] 16.36] 23224  -0.13 0.42 0.35] 0 99.06 4.75 0.26 4.7]
MA 712 10.96] 18.38 0.66 0.55) 0.42 0 99.7 1.65 2.03| 454
(FA 47.02] 56.04] 66.45) 5.96) 1.21 -0.09) 0] 98.85 0.24] 39.79] 14.44
oA 27.07 335 4241 3.31 0.88 0.17] 0] 99.28 0.84] 20.91] 9.49
PRAAT |GER20 |[GER10 |GERO5 |FER20 [FER10 |FERO5 |[v UVE [uv VE [THE [TLE STD20

f1 2862 2862 29.3 1.22} 1.22 1.12]  28.62 0, o 28.62 331
f2 3771 3809 4334 081 -0.78] -0.64] 3583 0 o 37.71 6.89
3 437 437 46.27 0.17] 0.17 0.72) 43.7] 0.54] 0 43.7] 4.4%
14 65.24] 6524] 6748  -1.95 -1.95] -0.87] 65.24 0.77] o 6524 7.02)
15 269 27.78 348 -0.53 -0.99) -1.32) 26.9 3.69 0 26.9 8.14)
m1 3341 34.14 39.47 0.04 0.1 022] 3341 0 of 3341 3.54]
m?2 45071 50.31] 6335 -4.41 -4.15) -1.78]  49.07| [ 0| 49.07] 5.07]
m3 56.88]  56.88] 58.1 -0.16 0.16 -0.14  56.88 ) 0] 56.88 3.31
m4 3255  33.0%4  41.69 0.5 0.49 0.31] 3255 1.37] of 3255 3.12)
m5 60.03] 6003 6266 -0.15 -0.15 -0.07] 60.08 1.34) 0 60.03 2.98]
MA 4639 46.88] 53, -0.84 -0.77] 0.29] 46.39 0.54) 0 46.39 3.61
FA 4043 4069 44.25] -0.38 -0.47 -0 40.06) 1 ol 4043 5.96
oA 4341 4378] 4865 -0.61 0620 024 4322 0.77] 0] 43.41 4.7

Table A.2.6. Results for 5 dB White noise for high resolution speech signals.
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DHO GER20 [GER10 |GER05 [FER20 [FER10 [FEROS |v UVE [uv_VE [THE [TLE STD20

@ 3.72 5.32) 708  -1.11 043 -0.29 0] 96.15 0, 0 5.43
2 2.25 5.07 9,38 0.49 0.14] 0.48 0 100, 0 0.19 7.69
3 0.77] 0.77] 386 0.1 0.1 0.17] 0] 78.48 0 0 3.87]
14 1452 2372 30.47 2.42 0.9 0.78 o] 86.86 0 1.02] 13.4)
15 0.29 1.17] 5.56 0.54 0. 0. 0 94.8) 0 0.29 6.76
m1 8.23 18.4] 38.5 0.86) 0.28 0. o 6811 0.24] 0 6.55
m2 6.83 1242  28.57 0 1.15 1.16 o 79.74 0 0 6.64
m3 1.83 2.75 8.26] -0.81 063  -0.46 o 87.87 0 0 3.82]
m4 26.7] 29.98] 40.52 0.35) 0.38 0.57] 3.04]  50.57 [ 3.04 4.12]
ms 13.19]  19.39] 30.08] 0.78] -0.03 0.41 2.77]  65.19 1.58] 2.77 5.26
MA 11.36] 1659 291 -0.08, 0.23 0.34] 1.16]  70.29 0.37 1.16 5.28)
FA 4.31 7410 11.27] 0.45 0.17, 0.32} 0 91.26 0 0.3 7.43)
0A 7.83 12] 2022 0.18 0 0.33 058 80.78] 0.18 0.73 6.35|
CORR |GER20 |GER10 |GER05 [FER20 [FER10 [FER05 [v_UVE Juv_VE [THE TLE [sTD20

H 6134 61.34] 61, 0.62} 0.62) 0620 61.34 0.68 o 61.34 3.17]
2 6023 6041 6388 2720 2620 -1.39 60.04 0.86 0.19]  60.04 6.26
i3 70.95] 70.95] 72.24 0.47 0.47] 0.68] 70.95 7.05) 0 7095 4.14
14 77 Trn| 797e 26 267 -1.24 77.3 4.9 0.41 77.3) 7.09]
15 576] 58.48 64620 D48l  -1.18)  -161] 5731 7.21 0 57.6 9.2
m1 8741 8741 8789 169 -169 -1.4  86.68 1.33 0.73]  86.68 2.62]
m2 7453 7453 8261 544 544 -257] 7453 0 0 7453 5.13
m3 87.46] 8746 8807 1.8 -1.86] -1.45 87.45 0 0]  87.46 3.15)
m4 92.27] 9227 9415 0.7 0.71 034  92.27 0.91 0 9227 3.53
m5 91.03] 9103 9129 061 -0.61 -0.33 90.9 4.15) 0.13 90.9 2.55)
MA 86.54]  86.54] 888 206 -206] -1 86.37] 1.28] 0.17f 86.37] 3.48)
FA 6557 65.78] 68.39] -0.95] -1.08] 059 65.39 4.14) 0.12!  65.45 5.97]
OA 7605 7616 7859 -1.51 -157| -09] 7588 2.71] 0.15] 75.91 4.72
YIN GER20 |[GER10 [GER05 [FER20 [FER10 [FERGS |v UVE [UV_VE [THE TLE STD20

i1 53.53] 6543  75.46) 7.55) 1.55 0.02 o] 99.77] 0| 4424l 1487
(2 62.85] 74.11]  83.11 8.93 22  -0.15 0] 99.78 0.19] 5497 1583
i3 52.19] 66.58  76.35) 7.1 1 0.43] 0] 99.82 0.26] 41390 1544
14 7362  81.19 86.3 7.44 1.52] -0.52 o] 98.97 1.02] 6258 19.6
15 67.25] 7544 81.87] 6.51 112 041 0] 9899 o 5848 17.72
m1 8.72 13.8]  25.67] 0.82 0.89 0.61 0]  99.67] 2.66) 2.42) 4.79
m2 205 2981 39.75 3 0.56) 0.33 0 100 2.48] 1056 8.66)
m3 16.51]  26.61] 37.92 0.77 0.18 0.23] 0 100 0.61 8.56 8.42
m4 3.28 632  14.75] 0.31 0.5 0.48] o]  99.77] 0.23} 0 3.46)
ms 20.32]  30.87]  40.1% 0.02 0.5 0.58 0]  99.46 8.44] 1.32] 6.34]
MA 13.86] 21.48] 31.64] 0.98 0.53] 0.44 0] 99.78 2.89 4.57 6.33|
[FA 61.88] 7255 80.6 7.51 1.03] -0.13 0]  99.47] 0.29] 5233 16.69|
oA 37.88] 47. 56.1 4.25 0.78] 0.16] 0]  95.62 1.59] 2845 1151
PRAAT [GER20 [GER10 |GERO5 |FER20 [FER10 |FERO5 [V UVE [UV_VE [THE TLE STD20

1 69.52] 6952 69.52 0.78| 0.78 0.78]  66.17] 0 0] 6952 3
f2 69.61 69.79] 7261 34 3270  -2.04] 66.04 0 0] 6961 6.29
B 78.15]  78.15]  79.1§ 0.69 0.69 0.84] 7558 0 o] 7815 4.4
{4 8425 8425 8528 -2.08] -2.08] -122] 8057 0 0| 8425 6.52)
{5 6608 6725 7251 009 072 -1.6]  66.08 0 0| 66.08 10.1
Im1 7409 7433 7508 0.3 053 -026] 74.09 0 0] 74.09 3.23
Im2 80.12] 8075 86.34] 525 -472 -251] 80.12 0 o] 80.12 5.08
Im3 87.77] 8777 8838 -1.78] -1.78] -1.33] 87.77 0 o] 87.77] 3.4§)
m4 67211 6721 716 0.43 0.43 023 6721 0 o 67.21 2.99
Im5 86.15] 8615 8641 0.19] 019 002 86.15 0 o] 86.15 2.35)
MA 79.07] 79.24] 8157 -1.43] -1.36] -0.78] 79.07 0 0]  79.07] 3.42)
[FA 7352 7379 7582 -0.82 0.92] 065 7089 0 0 7352 6.

(oA 763 76520 7869 -1.13)  -1.14] 071} 74.98 0 0 76.3 4.7

Table A.2.7. Results for 0 dB White noise for high resoludon speech signals.
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DHO GER20 |GER10 |GERO5 |[FER20 |FER10_|FERO5 |V UVE |UV VE [THE __|[TLE _ [STD20

t 781 1264 1561 -0.48] 059 _ -0.33 0 100] 0 0] 829
2 882 1341801 _ 022 _ 035 06 0 100 o075 9
B 1131 13.88] 1825 062 051 _ 0.19 0] 93.85 o 129 6.4
4 2986] 4417|546 _ -2.3 __0.48 0.2 0 100) of 1125 17.74
5 1374 _1754] 2368 051 _ 102 069 0] 9513 o 526 9865
m1 13.08] 2155 4116 099 043 001 o 5801 2.66 o 652
m2 745 16.77] 3168 _ 019 _ 166 __ 1.75 0 100 0 o 838
m3 979 1437 208 0.7 056 003 0 100] __ 0.92 o 534
ma 23.19] __27.63] _ 400 0.49 041 041 023 o863 211 023 _ a.

[m5 27.18] __39.97] 4921 142 007 __ 034 o 97.19 2.9 o 724
(MA 16.14]  24.06) 3658  0.09 _ 0.38] 049 005, 98.77] 172 005 _ 6.38
[FR 1431]  20.39] 26.03 054 004 _ 0.19| 0 97.8 of 371 0.1
loA 15.22] 2222 3131 <031 0.1 0.34] 0021 98.28] 086 188  8.27
CORR _JGER20 |GER10 |GERO5 |FER20 |FER10 |FER05 |V _UVE |UV_VE |THE _ [TLE _ [STD20

f 9963 9963 0963  187] 187|187 9963 0 0| 9963 0
2 0981 99.81] 9981 6431  6.41] -6.41] 99.81 0 o| 9981 0
%] 100 100 100 0 0 0 100 0 0 100 0
14 100 100 100 0 0 0 100 0 0 100 0
15 98.83] o883] 98.83] 648] 6.48| 6.48] 98.83 0 o] _o98.83]  6.86
mi 100 100 100 0 0 0 100 0 0 100 0
m2 100 100 100 0 0 0 100 0 0 100 0
m3 100 100 100 0 0 0 100 0 o __ 100 0
ma 100 100 100 0 0 0 100[ __ 0.23 0 100 0
m5 100 100 100 0 0 0 100 0 0 100 0
MA 100 100 100 0 0 0 100 0.1 0 100 0
FA 100 100 100 2 2 2 100 0 o 100 1.37
OA 100 100 100 -1 A A 100 0 o] 100 069
YiN GER20 |GER10 |GERO5 |FER20_ |FERI0 |FERO5 |V_UVE JUV VE |THE _ |TLE __ [STD20

f 60.97 71| 8141 776 2.78]  1.52 0 100] __037] 53.16] _15.45
2 7129]  79.92] 8687 10.24 15| 008 0 100] _ 0.56] 60.98] _ 16.81
3 60.93] 72.49] 8329] 752  0.78] _ 0.05 0 100] ___1.03| 4859 1589
14 8507] 89.98] 9407] 1083  4.47| -0.47 0] 9923] 164] 7403 182
15 7368] 8041} 67.72] 708 1.7 059 o| 9983 o _e837] 1847
m1 1961]  29.3] 4358 064 061] 072 o 9983 557 2.42] 642
m2 31.06] 4224 5466 15 03[ 022 0 100] 683 1491] 955
m3 2966] 4404 59.33]  1.12] 065 -0.08 0 100] __2.75| 12.23] __10.01
ma 16.16] 2365 3607 _0.23| _ 0.52] _ 0.38 0 100 304 117|489
m5 37.47] 5211|6359 0.13] _ 0.55] _ 0.51 o s96] 1372] 277] 849
MA 27 38 51 0.6 0.5 0.4 0 100 6.4 6.7 ___7.87
FA 70 79 87 8.7 23 0.3 0 100 0.7 61| 16.96
OA 49 59 69 2.6 14 0.3 0 100 36 33| 1242
PRAAT |GER20 |GER10 |GERO5 |FER20 |FER10 |JFER05 |V UVE JUV VE JTHE __ [TLE _ |STD20

n 100 100 100 0 0 0 100 0 [ 100 0
12 100 100 100 0 0 0 100 0 0 100 0
[ 100 100 100 0 0 0 100 0 0 100 0
14 100 100 100 0 0 0 100 0 0 100 0
5 100 100 100 0 0 0 100 0 0 100 0
mi 100 100 100 0 0 0 100 0 0 100 0
m2 100 100 100 0 0 0 100 0 0 100 0
m3 100 100 100 0 0 0 100 0 0 100 0
mé 100 100 100 0 0 0 100 0 0 100 0
m5 100 100 100 0 0 0 100 0 0 100 0
MA 100 100 100 0 0 0 100 0 0 100 0
FA 100 100 100 0 0 0 100 0 0 100 0
OA 100 100 100 0 i 0 100 0 0 100 o)

Table A.2.8. Results for -5 dB White noise for high resolution speech signals.
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DHO GER20 |GER10 |GEROS |FER20 |FER10 |FEROS |V_UVE |UV VE |THE TLE STD20
f 0.74 1.49 4.09 -0.53 -0.34 03 0 10.86 0 0 4.07
2 0 0.19 225 0.06 0.02 0.16 0 43.75 0 0 4.89
3 0 0.26 3.6 .16 0.1 0.17 0 18.44 0 0 3.75
14 2.86 327 6.13 0.27 0.13 0.24 0 5.67 0 0 5.48
5 029 0.58 3.22 0.35 0.43 0.54 0 245 0 0 5.27
m1 8.72 16.95 36.56 1.01 0.46 -0.01 3.39 20.93 1.69 3.39 6.2
m2 0 1.24 18.63 1.61 1.56 1.46 0 22.25 0 0 5.71
m3 0 0.31 3.06 .55 -0.51 -0.36 0 14.75 0 0 2.91
m4 14.05 14.99 25.06 0.34 0.41 0.48 5.62 3.42 1.41 5.62 3.14
m5 8.84 128 20.84 0.16 0.29 0.63 343 12.72 277 3.43 4.27
MA 6.3 9.3 21 05 0.4 04 25 15 12 25 4.44
FA 0.8 1.2 3.9 [ 0 02 0 21 0 0] 4.69
OA 36 52 12 0.2 0.2 03 12 18 06 1.2} 4.57
CORR _|GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 |V_UVE |UV _VE |THE TLE STD20

f1 0.74 297 4.46 0.88 0.9 0.93 0 2443 0.74 0 4.59
f2 2.44 3.19 9.76 0.21 03 0.15 038] 21.77 0.24 1.31 6.51
13 4.11 5.14 9.25 03 0.52 0.66 18] 3707 1.03 3.08 5.12
14 3.27 4.9 14.11 -0.57 0.35 0.1 1.23] 2938 0.61 245 8.29
15 0 1.17 8.77 -0.17 0.42 -0.79 0] 3456 0 0 7.33
m1 16.95] 18.16] 23.24 0.08 0.2 034 13.32| 35.38 3.63] 13.32 33
m2 1.24 1.86] 26.09 -1.48 -1.59 -0.59 0.62] 29.96 0.62 0.62 5.76
m3 0.31 0.92 3.36 0.1 0.2 0.21 031} 2197 0 031 3.19
m4 16.86] 18.03| 27.87 0.2 0.22 0.13] 1663] 31.89 0.23] 16.63 3.22
m5 8.31 9.5| 2203 0.57 0.62 0.34 739 2704 0.92 7.39 3.89
MA 8.7 9.7 21 0 -0 0.1 7.7 29 1.1 7.7 3.87
FA 2.1 35 9.3 0.1 0.2 0.2 0.7 29 0.7 1.4 6.37
OA 54 6.6 15 0 0.1 02 4.2 29 0.9 45 5.12
YIN GER20 |GER10 |GERO5 |FER20 [FER10 |FERO5 |V _UVE [UV_VE |THE TLE STD20

f1 7.81 10.78] 15.99 0.92 0.16 0.08 0] 99.32 0.37 4.83 6.87
f2 10.13 13.51 19.89 1.42 0.27 0.25 0] 98.92 0 75 8.07
f3 54 6.94] 10.28 0.75 0.29 0.53 o 97.11 0.26 3.86 5.37
{4 456] 5031 58.69 3.33 0.23 -0.04 0 982 0.61 41.31 13.13
5 13.45 17.25| 21.05 207 0.49 0.46 0] 9765 0] 13.16 9.12
mi 1.45 387] 12.83 0.54 0.71 0.53 0] 9983 0.48 0 3.61
m2 0.62 0.62 1.86 0.85 0.85 0.83 0 100 0.62 0 2.54
m3 0.92 1.53 3.36 0.26 0.13 0.01 0] 98.69 0 0.61 2.7
m4 1.41 2.58 7.73 0.57 0.69 0.6 0] 9954 0.47 0.23 2.48
mS 1.45 2.77 5.8 0.41 0.44 0.45 0l 9799 0.53 0.26 2.7
MA 1.2 23 6.3 05 0.6 05 Q 99 04 0.2 2.81
FA 16 20 25 1.7 0.3 0.3 0 S8 0.3 14 851
OA 8.8 11 16 1.1 0.4 0.4 0 99 0.3 7.2 5.66
PRAAT |GER20 |GER10 |GERO5 |FER20 |FER10 [FERO5 |V_UVE UV _VE |THE TLE STD20

f1 4.09 6.32 7.81 1.07 1.11 1.12 0.37 8.37 0.74 3.35 4.65
f2 2.81 394 1144 0.37 0.49 0.39 0 3.66 0.38 2.44 6.75
f3 3.6 4.37 10.8 0.59 0.77 0.79 1.28] 26.94 1.03 257 533
f4 4.5 6.13} 14.52 0.19 0.17 024 3.27] 1649 0 4.5 8.02
15 0.29 1.46 9.06 0.06 -0.19 -0.64 0] 2299 0 0.29 7.36
m1 8.47 10.9] 19.13 0.51 0.53 0.44 7.99 6.98 0.24 7.99 3.87
m2 0.62 3.31] 3043 -1.43 -1.7 04 0 4.85 0.62 0 6.42
m3 0.61 1.22 5.81 0.27 0.37 0.32 0.61 12.46 0 061 3.55
m4 10.54 12.88] 23.85 0.69 0.59 0374 1054 7.97 0 10.54 3.55
mS 1.88 3.96] 18.34 0.76 0.74 0.38 1.32] 1767 0.66 1.32 3.98
MA 44 6.4 19 0.2 0.1 02 4.1 10 0.3 4.1 4.7
FA 3.1 4.5 n 0.4 0.4 0.4 1 16 0.4 26 6.42
OA 38 54 15 03 0.3 0.3 25 13 04 34 5.35

Table A.2.9. Results for 25 dB Environment noise for high resolutdon speech signals.
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DHO GER20 |GER10 |GERO5 |FER20 |FER10 |[FER05 |V _UVE |UV_VE |THE TLE 5TD20

L} 0 0.37 3.35 047 0.37 -0.29 0 9.28 0 0 3.83
2 2.06 2.44 4.32 0.14 0.14 026 0] 4397 0 0.38 4.94
5] 0 0.26 3.86 021 -0.15 0.17 0] 2315 0 0 3.87
14 1.23 1.64 3.89 0.16 0.05 0.13 1.23 49 0 1.23 5.19
5 029 0.58 3.5 0.37 0.45 0.61 0] 2735 0 0 5.27
mi 8.72] 18.89] 3532 1 0.43 0.01 291 2209 0.24 2.91 6.48
m2 0 1.86] 1863 1.6 1.68 1.52 0] 240 0 0 5.85
m3 0.61 0.92 3.67 -0.51 0.47 -0.33 0.61 15.08 0 0.61 2.91
m4 14.29] 15.93 27.4 0.4 0.32 0.47 4.68 205 .4 4.68 3.23
m5 7.39] 1148] 19.79 -0.34 0.28 0.66 3.831 1406 1.32 3.83 4.32
MA 6.2 9.8 21 04 05 0.5 2.4 15 0.6 24 4.56
FA 0.7 1.1 3.8 0 0 02 0.3 22 0] 0.3 4.62
QA 35 54 12 02 0.2 0.3 1.3 19 0.3 14 4.59
CCRR _ |GER20 ]GER10 |GERQS |FER20 |FER10 |FEROS |V _UVE |UV_VE |THE TLE STD20

f1 0.74 297 4.46 0.89 0.92 0.92 0 233 0.74 0 4.48
f2 3.38 4.13] 10.69 0.17 0.25 0.1 0.58] 2134 0.94 2.25 6.54
3 4.1 54 9.51 0.31 0.5 0.66 1.8] 3454 1.03 3.08 5.21
f4 5.32 6.75] 1595 -0.8 035 0.04 266] 2577 0.82 4.29 8.17
15 0.29 1.46 9.06 -0.18 -0.43 -0.8 0] 3188 0 0.29 7.35
m1 16.95] 18.16| 23.24 0.09 0.21 035] 13.56] 3355 3.39; 1356 3.31
m2 3.1 435] 27895 -1.49 -1.52 -0.56 248] 27.09 0.62 2.48 5.85
m3 1.22 1.83 4.89 0.1 0.18 0.25 1.22] 23.93 0 1.22 3.2
m4 17.33 18.5 28.1 021 0.23 0.15|] 16.86] 29.84 0.47| 16.86 3.24
mS 9.37] 10.55] 2296 0.68 0.63 0.31 8.71 27.31 0.66 8.71 3.88
MA 9.6 1 21 0 -0 0.1 8.6 28 1 8.6 3.9
FA 28 4.1 9.9 0.1 0.2 0.2 1 27 0.7 2 6.35
OA 6.2 7.4 16 0 0.1 0.1 4.8 28 0.9 53 5.12
YIN GER20 |GER10 |GERO5 |FER20 |FER10 [FERO5 |V UVE |UV_VE |[THE TLE STD20

i1 9.67] 14.13] 17.47 1.26 0.01 -0.01 0| 9955 0.74 7.06 7.65
2 11.63] 1557] 22.89 1.77 0.46 023 0] 98.92 0 9.01 8.46
f3 6.94 S| 12.85 0.75 0.22 034 0] 9729 0.26 5.14 5.87
f4 52.56] 57.67] 65.44 3.12 -0.18 -0.15 0 98.2 041 45.01 13.9
(£} 15.2 19.3] 23.68 2.14 0.51 0.49 0| 9748 0] 1462 9.15
m1 1.69 4.12| 13.08 0.55 0.72 0.54 0] 9983 0.73 0 3.59
m2 0.62 1.86 3.73 0.78 0.93 0.85 0] 99.78 0.62 0 2.9
m3 122 2.14 4.28 0.41 0.22 0.08 0] 9869 0 1.22 3
m4 1.64 3.04 7.73 056 0.71 0.6 0] 9954 0.84 0.23 2.52
m5 1.85 3.3 7.26 0.32 0.41 0.44 0] 9786 0.53 026 2.89
MA 14 29 7.2 05 0.6 0.5 0 99 0.6 03 2.98
FA 19 23| 28 1.8 0.2 0.2 0 98 0.3 16 9.01
OA 10 13 18 12 0.4 0.3 0 a9 0.4 84 5.99
PRAAT |GER20 |GER10 |GEROS |FER20 |FER10 |FEROS |V _UVE |UV VE |THE TLE STD20

1 4.09 6.32 7.81 1.1 1.14 1.14 0.37 6.33 0.74 3.35 4.5
2 3.94 4.88 12.2 0.49 0.54 0.35 0.38 5.6 0.38 3.56 6.64
3 36 463] 1054 057 0.71 0.79 1.29| 2948 1.03 2.57 5.38
14 552 7.36] 15.75 -0.36 0.15 0.26 429] 1443 0 $.52 8.01
5 0.29 1.46 9.06 0.08 017 -0.62 0] 2265 0 0.29 7.37
m1 823| 1065] 18.89 0.5 0.52 0.43 7.75 9.14 0.24 7.75 3.87
m2 0.62 3.73] 3168 -1.38 -1.58 0.47 0 8.15 0.62 0 6.5
m3 0.61 1.53 6.12 0.32 0.38 0.32 0.61 118 (4 0.61 3.64
m4 10.3] 1265] 24.12 0.68 0.58 0.33 10.3 7.06 0 10.3 3.56
mS 3.56 5.15] 19.26 0.76 0.74 0.38 3.43| 1861 0.13 3.43 3.97
MA 4.7 6.7 20 02 0.1 02 4.4 11 0.2 4.4 4.31
FA 35 4.9 1 0.4 0.4 0.4 1.3 16 0.4 3.1 6.4
OA 4.1 5.8 16 03 0.3 03 28 13 03 37 5.35

Table A.2.10. Results for 20 dB Environment noise for high resolution speech signals.
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DHO GER20 |GER10 |GERO5 |FER20 |FER10 |FER0OS |V UVE |UV_VE |THE TLE STD20

f1 0.74 1.12 4.09 -0.45 0.35 0.28 0] 16.97 0 0 382
2 6.57 6.57 8.44 02 0.2 0.43 0] 49.57 0 6 474
3 0 0.77 463 -0.38 -0.18 021 0] 2658 0 0 4.3
f4 5.93 6.75 9.41 0.45 0.35 0.34 0 12.89 0 0 6.06
5 0 0.29 3.51 0.36 0.43 0.62 0] 3473 0 0 5.25
mi 7.02| 16.48] 36.08 0.77 0.4 -0.02 024] 2143 1.45 0.24 6.24
m2 0 186 17.39 1.6 1.68 1.54 0] 2885 0 0 5.8
m3 0.61 0.92 3.88 -0.45 0.41 -0.34 0.61 22.95 0 0.61 3.05
mé 18.74] 2014} 31.15 0.51 0.46 0.57 4.92 7.06 0.23 4.92 3.2
m5 14.38] 19.13; 27.44 -0.44 0.28 0.63 6.07] 1245 2.9 6.07 4.53
MA 8.2 12 23 0.4 0.5 05 24 19 0.9 24 4.59
FA 27 3.1 6 0 0.1 03 0 28 0 1.2 4.83
OA 5.4 7.4 15 02 0.3 0.4 1.2 23 0.5 1.8 4.7
CORR |GER20 |GER10 |GEROS |FER20 |FER10 |FERO5 |V_UVE |UV_VE |THE TLE STD20

1 286 4.09 5.85 1.08 0.94 0.92 1.12 224 0.37 223 4.16
f2 4.69 544| 1182 0.1 0.18 -0.01 134 20.47 0.94 3.56 6.61
f3 4.88 6.17 10.8 0.37 0.57 0.6 2.06] 3146 1.03 3.86 5.37
f4 9 1125 18.61 -1 0.57 -0.14 5.73] 26.03 0.61 8.18 8.33
3 117 234| 1023 -0.18 0.42 -0.84 0] 3037 0 117 7.39
m1 17.68 18.89] 23.73 0.08 o021 037] 13.56 30.9 4.12) 13.56 3.31
m2 8.7 9.94 323 -1.66 -167 -0.67 5.59] 2269 3.11 5.59 5.93
m3 3.36 3.98 6.42 0.15 0.25 0.26 3.36| 2426 Y 3.36 3.25
m4 18.03| 18.97| 28.57 02 0.25 0.16] 17.56] 24.83 0.47] 17.56 3.18
mS 12.8 13.85] 24.67 0.67 0.61 0.28] 1227] 2731 053] 1227 3.86
MA 12 13 23 -0 -0 0.1 10 26 1.6 10 3.9
FA 4.5 3.9 1 0.1 0.1 0.1 2 26 0.6 3.8 6.37
OA 8.3 9.5 17 -0 0 0.1 6.3 26 1.1 7.1 5.14
YIN GER20 |GER10 |GERO5 |FER20 |[FER10 |FERO5 |V_UVE |UV_VE |THE TLE STD20

fl 13.75] 18.59] 23.79 1.48 0.04 -0.11 0| 98.77 0.74 10.41 8.31
f2 16.14] 20.08] 27.58 1.72 0.54 029 0| 99.57 0] 1182 8.97
f3 9.77] 1285] 16.97 1 0.46 0.37 0] 98.73 0.51 7.7 6.59
14 58.9] 6442 74.23 446 0.12 -0.38 0} 9845 0.41 5§3.17 15.58
15 193] 25.73] 30.41 326 0.65 0.38 0] 98.83 0] 1754 1C.69
m1 291 5.08 15.5 0.54 0.67 0.57 0 100 0.97 0 3.75
m2 1.86! 3.1 7.45 1.15 0.96 0.76 0] 99.586| 0.62 0 3.47
m3 3.08 489] 10409 0.53 0.16 0.01 0 100 0 1.53 3.93
m4 1.87 3.28 7.96 0.58 0.73 0.61 0] 9909 0.94 0.23 2.52
m5 3.43 6.2 10.82 0.21 0.39 0.47 0 8.8 1.58 0.53 3.43
MA 26 4.5 10 0.6 0.6 05 0 99 0.8 05 3.42
FA 24 28 35 2.4 0.4 0.1 0 93 0.3 20 10.03
QA 13 16 22 15 0.5 0.3 0 99 0.6 10 6.72
PRAAT |GER20 |GER10 |GERO5 [FER20 |FER10 |FERO5 |V _UVE |UV_VE |THE TLE STD20

1 4.46 6.69 8.18 1.24 1.27 1.17 0.74 4.3 0.74 3.72 4.55
2 6.57 75| 1482 0.35 0.4 0.24 1.5 4.31 Y 6.57 6.67
3 4.88 5.91 12.08 0.63 0.77 0.74 0.77] 25.68 1.08 3.86 5.48
14 1084 13.09] 2065] -0.38 -0.22 0.13 7.38] 1521 0 10.84 8.24
i5 263 38 11.4 0.07 -0.19 -0.65 0] 2148 0 2.63 7.45
mi 993 1162 20.1 0.41 0.53 0.43 9.69 8.97 0.24 9.69 3.72
m2 1.86 497] 33.54 -1.27 -1.63 -0.45 1.24 9.69 0.62 124 6.76
mJ 1.53 2.14 7.34 031 0.41 0.36 1.53 6.56 0 1.53 36
m4 12.18 14.05] 24.82 0.65 0.56 0.35 12.18 6.15 0 12.18 3.46
m5 5.41 6.99] 20.71 0.74 0.71 0.38 5.28| 19.54 0.13 5.28 3.97
MA 6.2 8 21 02 0.1 0.2 6 10 0.2 6 4.3
FA 5.9 7.4 13 04 0.4 0.3 21 14 0.4 55 6.48
OA 6 7.7 17 0.3 0.3 0.3 4 12 0.3 5.8 5.39

Table A.2.11. Results for 15 dB Environment noise for high resoluton speech signals.
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DHO GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 |V_UVE JUV_VE |THE TLE STD20

f1 0 1.12 3.72 0.72 -0.36 0.32 0] 58.14 0 0 4.86
2 0.38 0.56 2.81 0.05 0.1 023 0] 7328 0 0 4.94
3 0.26 0.51 4.11 017 0.1 0.26 0| 43.76 0 0 3.87
f4 1145] 1431 18.61 0.76 0.3 02 1.64| 2552 0 6.75 9.23
5 6.14 6.43 8.77 063 0.5 0.55 0| 6225 0 4.97 $.34
mi 11.38] 20.82| 40.44 0.65 0.47 -0.01 1.21 35.22 0.24 121 6.52
m2 4.35 6.21 19.88 1.33 1.41 1,27 0| 5551 0 0 5.68
m3 1.53 2.14 7.03 -0.51 -0.54 034 0.61 46.56 0 0.61 3.51
m4 24.35 2671 35.36 0.56 0.44 0.42 234 2984 Q 234 3.57
m5 8.31 12.53] 20.98 -0.33 0.29 0.64 383 7N 2.37 3.83 4.27
MA 10 14 25 03 0.4 0.4 1.6 39 0.5 1.6 4.7
FA 3.6 4.6 7.6 0.1 0.1 0.2 0.3 53 0 2.3 5.65
0A 6.8 9.1 16 0.2 0.3 03 1 46 0.3 2 5.18
CORR |GER20 |GER10 |GERO5 [FER20 [FER10 [FERO5 |V _UVE JUV_VE |THE TLE STD20

i1 6.69 8.18 9.29 1.39 1.21 1.05 3.35] 2172 0.37 6.32 4.07
2 938] 10.13] 17.07 -0.16 -0.07 -0.11 4.13] 2026 0.94 8.44 6.66
3 748 9] 14.14 0.57 0.72 06 3.34] 3291 1.03 6.43 5.56
14 19.63] 21.68] 28.43 0.85 0.7 -0.32] 1145} 2784 1.43] 17.79 8.83
i5 292 409] 13.16 -0.02 -0.27 -0.76 0.88] 32.55 0 2.92 7.58
m1 22.76) 23.49] 28.09 0.05 0.11 03] 18.16 29.9 46| 18.16 3.22
m2 18.63] 19.88] 39.75 -2.18 -2.44 -1.14 14.91 19.6 3.73] 1491 5.67
m3 8.26 917 13.15 0338 0.4 0.38 8.26] 2197 0 8.26 3.66!
m4 2225] 23.18] 3232 0.22 0.28 0.16] 21.08] 21.18 1.17] 21.08 3.14
m3 2045] 21.77] 30.74 0.54 0.48 025 19.26] 26.51 1.06] 1926 3.88
MA 18 20 29 0 -0 0 16 24 21 16 3.91
FA 9.2 11 16 02 0.2 0.1 4.6 27 0.8 8.4 6.54
0A 14 15 23 -0 ') 0 10 25 1.4 12 5.23
YIN GER20 |GER10 |GERO5 |FER20 |FER10 [FEROS |V_UVE |UV VE |THE TLE STD20

fl 23.79] 28s62] 37.92 2.3 0.4 0.22 0 100 0.74 19.7 9.56
2 25.14] 3265| 38.84 2.71 0.32 0.07 0 100 0] 2083 11.71
3 16.71 19.78] 29.31 1.75 0.94 0.14 0 99.1 0.26] 131 7.55
14 66.46] 73.01] B82.41 547 0.57 -0.24 0] 9794 0.82] 60.33 17.44
5 27.49 34.5] 42.11 3.62 0.57 0.16 0] 89.16 0] 2485 11.85
mi 533 799] 18.16 0.54 0.66 0.56 0 100 2.18 0 3.98
m2 5.59 8.07] 15.53 1.75 1.34 0.81 0 100 1.86 1.24 4.65
m3 2.45 489 1193 0.86 0.47 009 0] 9967 0 1.83 4.52
m4 1.87 351 9.6 0.58 0.66 0.63 0] 9932 0.94 0 274
mS 6.46 9.76] 15.17 0.14 0.39 0.47 0] 9933 2.37 0.26 36
MA 43 6.9] 14 0.8 0.7 0.5 0 100 1.5 0.7 3.9
FA 32 38] 46 32 0.6 0 0 99 0.4 28 11.62,
0A 18 22 30 2 0.6 0.3 0 99 0.9 14 7.76
PRAAT |GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 |V _UVE |UV_VE |THE TLE ST020

f1 14.13| 1524] 16.36 1.76 1.48 1.3 4.46 43 0 14.13 3.98
2 16.14] 16.8%] 23.26 0.01 0.03 0.18 4.69 3.02 0 16.14 6.56
i3 9.25] 10.54 16.2 0.75 0.75 0.7S 257 2134 1.03 8.23 5.63
f4 29.45| 30.88] 37.01 -0.48 -0.47 0.2] 1411 12.37 0l 29.45 8.26
5 10.53 11.7] 2047 0.14 -0.15 -0.58 0] 16.44 0 10.53 7.79
mi 10.17] 1186 20.34 0.4 0.52 0.42 9.93 9.8 0.24 9.93 3.74
m2 16.77] 18.63] 40.37 -1.94 -2.41 072] 16.77 9.25 0 16.77 6.48
m3 6.12 703] 13.76 0.51 0.56 0.52 5.81 4.92 0 5.81 3.98
m4 12.88] 14.05] 24.12 0.53 0.49 032] 1288 4.78 0 12.88 3.21
mS 8.71 10.55] 22.69 0.78 0.72 0.34 8.58| 1928 0.13 8.58 4.03
MA 1 12 24 0.1 -0 0.2 1 9.6 0.1 1 4.29
FA 16 17 23 04 03 03 52 1 0.2 16 6.44
0A 13 15 23 0.3 0.2 0.2 8 1 0.1 13 5.36

Table A.2.12, Results for 10 dB Environment noise for high resolution speech signals.
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DHO __ [GER20 |GER10 |GERO5 [FER20 |FER10 |FEAGS |V_UVE |UV_VE [THE [TLE  [STD20

fi 149 372] 558 -0855| 025 023 o| 8937 o o074 5.46
2 094[ 244 525 o024] 015] 047 0] 83ai 0 0 5.82
i3 463] 823 1234 083 03] 0.5 of 7486 0 0 6.6
14 1554 24.13] 3027] o003 033] 038 204 7165 o __3e8 1354
5 556] 7.31] 965 034 048] 057 o|_7936 0 0 7.24
m 969] 2107 3729 051] 047 006 097 6346] o024 097 6.4
m2 248] 807 2236] 16| 149 137 o 7181 0 0 6.66
m3 092f 245 107] -029] -049] -0.34 o] 8131 0 0 4.39
md 21.08] 2436] 33.96] 036] 045 043 328 59| a22| 328 3.73
m5 1227] 1939 314 094 o oas|  14s] e305] o078 145 541
MA 9.3 15 27 o3| 04 o4l 11 68 11 11 5.32
FA 56| 92 i3 o] o[ o3[ o4 80 of o3 7.73
OA 75 12 20 01| 02 03 o8 7] 1 653
CORA__|GER20 |GER10 |GERO5 [FER20 |FER10 [FERO5 |V_UVE |UV_VE [THE |TLE  [STD20

f 1375 14.5] 17.84] 165] 145] 1.14] 558 2104 o 1338 452
B 182 197] 2702 004 011] 025 o919 194 075] 1726 7.45
B3 1697] 1825 2391] 056 065 056] 1285 3363 051 1645 5.67
14 4213 4335 4888| 048] 088] 073 3088 2448 164 4029 8.5
15 789 877 1901 028 004] -056] 322 33.89 o 789 8.02
mi 34.14] 3462] 385 001] -001] 024 2054] 26.08] 436] 2978 3.19
m2 26.00] 2705 4596] 238 -280] -1.35| 2112 1916] 373] 2174 6.07
m3 2294] 2094 2005 033 033 033 211 1869 1.22] 213 369
ma 3091 3185 4005 006] 0.13] 013 2951 1891 117] 2051 333
mS5 39.58] 408 4631 017] 008] 025 3602 27.44] 303 3602 3.87
MA 31 32 40 0 0 <0 27 2] 27 28 4.03
FA 20 21 2704 o2 0 12 %[ 06 19 6.52
OA 25 26 34 0 -0 2 20 24 16 23 5.48
YIN GER20 |GER10 |GERO5 |FER20 |FER10 |FER05 |V_UVE |UV VE |[THE _|TLE _ [STD20

1 30.78] 46.1| 5539 38 1 026 o 100 o] 3348 10.48
2 409] 4946 57.79] 431 07| 042 o| _scs7e o 349 13.36
3 30.33] 3907 4884 261] 029 02 o] s964 o 221t 10.68
4 7157| 818 8834 689 -105] -1.59 of e82] 102] 6155 2164
5 4795| 56.43] 6491] 671 211 069 o] 595 o 424 14.46
mi 751 1235 247] 058] 0.54] 055 o s983[ 315 o024 481
m2 1429] 1925| 236 138 085] 05 of 100] 373 435 5.75
m3 9.17] 17.13] 2661] 084 001 0.4 o] o967 o 52 6.68
md 515 82 1489 039 057 057 o 100 o7 0 35
m5 1306] 1979] 2968] 023 034 038 of s973] s8] o026 5.43
MA 98 15 24 07| 05 04 o 10 27 2 5.23
FA 46 55 63 48] 06 -0 0 s3] 02 39 14.12
OA 28 35 a3l 28] 05 oa o] 100 14 20 9.68
PRAAT |GER20 |GER10 |GERO5 [FER20 |FER10 [FERO5 |V UVE [UV VE [THE |TLE [STD20 |
it 17.47] 1859] 2193] 204] 17| 138] 558] 543 o] 1747 5.03
12 3152 3265 3865 027] 029 018 9571 259 o 3152 7.18
3 17.48]  1851] 24.16] 083] 094] 081] 1054] 1645  1.03| 1645 558
4 60.94] 6196] 6646 -167] -197] -1.27] 39.26] 954 o] 6054 8.52
(B 193] 2018] 3041 027] 0.11] -088| 234 1594 o 193 8.33
m 1508] 1695 2518] 037] 039] 033 1574] 997 024 1574 369
m2 27.33| 2857| 49.69] -254] -286] -1.03] 2609 1013 o| 2733 6.1
m3 19.88] 2049] 28.44] 076] 062 045 1957  7.87 o 1957 4.32
ma 192 2084 3185 048] 055 028] 193] 7.7 o 192 357
m5 2691 2889 37.47] 047] 039] 027] 2691 1339 o 2691 4.04
MA 2 23 35 0 o o1 2] 99 o1 2 434
FA 2 30 3] 03] 01 0 13 0] 02 2 7.01
OA 26 27 S X 0 0 7[99 o3 25 567

Table A.2.13. Results for 5 dB Environment noise for high resoludon speech signals.
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DHO GER20 |GER10 |GEROS5 |FER20 |FER10 |FEROS |V_UVE |UV_VE |THE TLE STD20

f1 1.12 483 7.06 0.44 0.05 0.1 0] 96.83 0 0 6.96
2 4.88] 1163 18.2 1.7 06 0.74 0] 9784 0 0 10.54
3 9.25| 14.91] 2031 -0.95 0.01 0.28 ol 9277 0 0 9.08
4 27.4] 4458 5235 0.34 0.32 0.5 0] 96.39 0 0.41 20.29
5 7.31 10.53] 13.74 0.37 0.29 03 0 9631 0 5.26 8.11
mi 20.58] 3269] 46.73 0.56 0.59 0.16 0] 8538 0.24 0 6.89
m2 68.21 11.8] 26.09 0.81 1.43 1.43 0] 9185 0.62 0 6.4
m3 9.17] 1254] 2691 0.05 0.3 -0.33 0] 96.39 0.31 0 5.54
m4 26.46] 33.26 44.5 0.18 0.55 0.6 1.64| 88.61 4.68 1.64 4.71
m5 19.53] 32.06] 4459] -128 -0.06 029 224| 8728 2.24 224 6.81
MA 16 24 38 0.1 0.4 0.4 0.8 90 1.6 0.8 6.07
FA 10 17 22 02 03 03 0 96 0 1.1 1
QA 13 21 30 0.1 0.4 0.4 0.4 93 0.8 1 8.53
CORR _ |GER20 |GER10 |GERO5 |FER20 |FER10 [FEROS |V _UVE |UV_VE |THE TLE STD20

f1 2.7 33.09) 37.17 1.76 1.65 1.01 23.79] 21.27 0] 3234 4.54
f2 349] 36.77] 43.15 0.73 0.7 -047] 22.89] 1832 0.75| 3386 8.13
3 32.39] 34.45] 39.89 0.7 1.04 075] 2725 3183 0.77] 31.36 6.3
14 61.96 63.8| 67.28 -0.93 -2.36 -2.07] 49.08] 2423 143] 59.71 10.78
i5 22.81 23.98! 37.13 0.54 0.06 -0.57 14.331  35.07 0] 2281 9.46
m1 53.75] 54.24] 57.38 -0.1 -0.25 0.07] 4867 23.09 4.84] 4891 3.31
m2 39.75| 40.37{ 56.52 -3.02 -3.27 -1.33] 33.54] 19.16 2.48| 36.02 5.81
m3 51.68 526} 55.66 0.56 0.14 0.15] 46.18 16.72 2.75] 4648 4.69
m4 51.26] 51.76] 58.08 024 -0.09 004] 48.95] 19.13 1.87] 48.95 3.45
mS 62.53] 63.19] 65.83 -0.07 -0.25 008] 54.88] 2637 6.6] 54.88 3.72
MA 52 52 59 -1 -1 -0 46 21 3.7 47 4.2
FA 37 38 45 03 -0 0 7 26 0.6 36 7.84
OA 44 a5 52 0 0 -0 37 24 2.2 42 6.02
YIN GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 |V_UVE |UV_VE |THE TLE STD20

f1 48.7] 55.76] 66.54 45 1.14 028 0 100 0] 4275 11.86
2 57.79] 68.11] 76.74 541 0.1 -0.38 0] 9935 0.56] 49.72 16.73
3 455] 54.76] 63.24 4.32 0.23 0.01 0 100 0.77] 3445 13.02
4 72.39] 83.23] 88.96 9.2 -0.16 -0.46 0] 9923 1.02] 61.15 21.64
15 59.94 69.3] 80.41 8.37 1.92 0.93 0 100 0] 5175 17.34
mi 18.64] 28.81 39.95 0.16 0.51 0.55 0 1C0 4.6 1.69 6.71
m2 21.74 32.3] 4348 1 -0.09 -0.45 0 100 5.59 9.32 8.8
m3 25.69{ 39.76] 51.99 0.79 0.32 -0.11 0] 9934 3.67 11.62 9.8
m4 96] 1593] 2646 0.07 0.53 0.38 0 100 2.34 0 4.57
m5 29.68]) 43.27 56.2 0.06 0.33 0.37 0] 9987 10.69 1.72 7.71
MA 21 32 44 0.4 0.3 02 0 100 5.4 49 7.52
FA 57 66 75 6.4 0.6 0.1 0 100 0.5 48 16.12
OA 39 49 59 3.4 05 0.1 0 100 29 26 11.82
PRAAT |GER20 |GER10 |GEROS5 |FER20 |FER10 |FERO5 {V_UVE [UV VE |THE TLE STD20

f1 40.52] 40.89] 43.87 1.53 1.4 0.97] 2565 6.56 0] 4052 4.25
f2 47.28| 48.59| 54.78 -0.11 0.02 -0.12| 2458 3.66 0] 4728 84
3 41.13] 4242 47.3 1.12 1.46 0.97| 30.59 9.22 0.51 40.36 6.41
4 70.55| 71.98] 74.44 -1.15 -2.3 -2.22| 56.85 7.47 0] 7035 10.1
5 39.18] 40.64] 50.58 03 0.5 -1.147]  17.25| 10.07 0] 39.18 9.93
mi 34.38]| 35.11] 42.13 0.13 0.09 0.1 33.66 8.14 0] 3438 3.76
m2 40.37] 4161} 57.14 -3.77 -3.88 -1.52] 38.51 10.79 0] 3975 5.37
m3 52.29] 5291 57.8 0.72 0.42 0.06] 49.54] 10.49 0.92] 4954 4.5
m4 32.55] 3326] 4192 0.56 0.52 0.31 32.08 797 0] 3208 3.27
mS 53.68] 3S4.49] 58.58 03 0.1 024 5277 7.76 0.79] 952.77 3.77
MA 43 43 52 0 -1 0 41 9 0.3 42 4.14
FA 48 49| 54 0.3 0 0 31 7.4 0.1 48 7.82
OA 45 46} 53 0 0 0 36 8.2 02 45 5.98

Table A.2.14. Results for 0 dB Environment noise for high resolution speech signals.
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DHO GER20 |GER10 |GER05 |FER20 |FER10 [FER05 |V_UVE |UV_VE |THE TLE STD20

fl 18.59] 21.93] 27.51 -0.e3 .12 0.02 0] 98.42 0 0 7.7
2 12.76 19.89] 29.08 0.55 0.7 0.86 0] 99.78 0 0.75 12.27
<] 26.48] 3728 43.7 -1.65 0.14 0.29 0 100 0 0 12.08
f4 32.31 5§7.06] 70.76 2.53 1.15 1.13 0] 98.97 0 3.07 23.65
15 14.04] 25.15] 35.67 2.69 0.72 1.42 0] 9899 0 322 15.14
mi 32.45| 46.73] 61.99 0.42 0.71 -0.03 0| 98.01 2.18 0 8.13
m2 17.3% 32.3] 4534 -0.05 0.97 0.91 0 98.9 0.62 0 9.87
m3 19.27] 32.72] 47.09 2.55 .21 05 0 100 0.61 Q 9.88
mé 31.85] 40.75] 53.63 0.24 0.33 0.29 0| 98.86 4.92 0 5.65
mS 26.52] 4011} 57.78 -1.38 0.21 0.31 0.79] 98.53 3.47 0.79 7.75
MA 25 39 53 0.3 0.3 0.2 0.2 99 2.3 0.2 8.26
FA 21 32 a1 0.6 0.5 0.7 0 99 0 1.4 14.17
0A 23 35 47 05 0.4 05 0.1 99 1.2 0.8 11.21
CORR |GER20 |GER10 |GER05 |FER20 |FER10 |FERGS5 |V _UVE |UV_VE |THE TLE STD20

f1 52.04] 5353] 56.51 1.79 1.22 0.84] 4498| 2262 0.74] 50.19 7.02
f2 59.1 60.98 66.6 -0.67 -1.3 -0.79] 48.22| 18.75 0.38 57.6 10.5
3 57.33| 58.61] 6247 03 1.03 0.6 50.9] 26.76 1.03] 55.01 7.147
f4 7485 7791] 81.39 0.42 -3 -262] 60.74] 2191 0.61 7198 14.67
15 52.34] 55.56] 64.04 1.14 .73 -1.25] 43.57] 3154 0.88] 5146 11.09
m1 B81.11] 81.36] 8281 -0.82 -1 0.57] 76.03] 19.93 4.36| 76.03 3.68
m2 62.11 62.73| 75.16 -4.38 -4.81 -2.06] 54.66] 19.82 1.86| 5652 6.09
m3 74.92] 76.15| 77.98 0.76 -0.37 -0.46| 65.75| 17.05 3.36] 68.67 6.31
m4 76.35{ 77.05| 80.33 -0.84 0.4 -0.36 726] 19.82 2.4 72.6 4.27
mS 8259] 83.77] 8522 -0.08 0.44 -0.08 72.3| 2463 8.18 72.3 5.7
MA 75 76 80 -1 -1 -1 68 20 4 69 5.21
FA 59 61 66 0.6 -1 -1 S0 29 0.7 57 10.09
OA 67 69| 73 -0 -1 -1 59 2 24 63 7.65
YIN GER20 |GER10 |GERO5 |FER20 |FER10 |FEROS5 |V_UVE {UV_VE |THE TLE STD20

fl 51.67| ©0.22] 69.14 4.34 0.96 0.35 0 100 0] 4424 14.03
2 65.67 75.8] 83.49 4.07 0.04 0.07 0 100 1.13] 54.22 17.76
3 57.33] 69.41| 82.52 5.82 1.19 0.72 0 100 2.31 44.22 15.78
f4 72.39] 8262| 89.98] 12.39 3.07 1.07 0 100 0.82] 59.92 21.05
15 70.47] 7953 88.3 8.09 3.18 1.26 0 100 0] 6228 18.84
m1 33.17] 47.94| 62.23 -0.05 0.98 0.63 0 100 10.41 3.15 B.06
m2 41.61 57.76] 68.94 1.7 0.8 -0.47 0 100 8.07 11.8 11.88
m3 45.26] 6269 74.92 1.44 -0.65 -0.62 0 100 9.17 13.76 12.08
m4 27.87] 3747 S53.16 0.02 0.55 0.38 0 100 9.84 1.41 6.28
ms 45.25] 5937 72.9 0.4 0.26 0.39 0 100 18.47 3.56 9.24
MA 39 53 66 0.7 0.4 0.1 0 100 1 6.7 9.51
FA 64 74 83 6.9 1.7 0.7 0 100 0.9 53 17.49
OA 51 63 75 3.8 1.1 0.4 0 100 6 30 135
PRAAT |GER20 |GER10 |GERO5 [FER20 |FER10 |FER05 |V_UVE |UV_VE |THE TLE 5TD20

f1 58.36| 58.74] 59.85 1.18 0.63 0.96] 51.67 5.66 0] 57.99 5.13
f2 68.29] 69.04 728 -2.26 -2.25 -1.65| 57.97 5.17 0| 68.29 8.65
3 70.95] 71471 72.49 065 1.09 1.17]  64.27 7.41 0] 70.95 5.42
f4 80.78| 83.03] 85.48 -0.02 -2.89 -2.51 70.96 3.87 0| 8037 13.92
15 66.08| 6754 73.1 -137 -2.11 -1.81 50.88 7.05 0] 66.08 9.69
mi 678| 68.28] 69.73 -0.12 -0.15! -0.04] 67.55 8.31 0] 67.55 3.55
m2 60.87] ©6087| 75.16 -4.98 -4.98 -22]  59.01 10.13 0] 6087 5.34
m3 75.23| 76.76] 78.29 1.26 0.2 -0.66] 7034] 1148 092 7125 6.78
m4 59.48| 60.19] 67.45 -0.35 -0.14 0.01 58.31 8.2 047] 5831 3.79
ms 80.34| 81.13] 82.32 0.48 £0.07 0.18] 76.91 6.29 29] 7691 4.76
MA 69 69 75 -1 -1 -1 66 8.9 0.9 67 4.84
FA 69 70 73 -0 -1 -1 59 58 0 69 8.56
OA 69 70 74 -1 -1 -1 63 7.4 0.4 68 6.7

Table A.2.15. Results for -5 dB Environment noise for high resolution speech signals.
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DHO GER20 |GER10 |GER05 [FER20 |FER10 [FER0OS |V_UVE |uV_VE |THE [TLE STD20

i1 0 0.74) 3724 056 -0.35 -0.27] 0 8.6 0 0 4.16
2 0 0.38 3 0.16 0. 0.25 0] 45.69 0 0 5.19
73 0 0.26 36 021 -0.16} 0.15 0] 23.33 0 0 368
{4 0 0.2] 2.86 0.24 0.18) 0.25 0 4.9] 0 0 5.1
f5 0 0.29 263 0.34 0.42 0.5 0]  25.03 0 0 5.3
m1 7.02 155  36.32 0.78 0.46] 0 2.66) 18.6 0.48; 2,66 6.16)
m2 0 124  19.25 1.62 1.57] 1.27 0 2467 0 0 5.76
m3 0 0.31 245 052 0.48 -0.38 0 13.77] 0 0 2.86
md 25.29 274 36.77 0.34 0.26 0.52) 4.22 4.56 2.58 4.22 3.43
m5 6.2] 10.16] 1887 0.15 0.38] 0.67] 224  12.99 0.53 2.24 4.11
MA 7.7 1052 2273 0.41 0.44) 0.42} 1.82]  14.92 0.72] 1.82 4.46
[FA [} 0.37 316 001 0.03] 0.18] o~ 2231 0 0 4.69
(oA 3.85 5.65  12.95 0.2} 0.23] 0.3] 0.91] 18.61 0.36; 0.91 4.58|
CORR |GER20 |GER10 |GER0OS [FER20 [FER10 |FER05 [V _UVE |UV VE |[THE [TLE STD20

1 0.74 2.97 5.3 0.7] 0.79 0.94] 0] 5249 0.74 0 5.15)
f2 1.69 2.81 11.07 0 0.09 0.3 0.19]  37.72] 0.94] 0.56 6.85
& 4.37] 4.88 9.51 0.38 0.49 0.67] 1.8  63.29 1.03 3.34 4.97]
f4 2.25 5.11 13.09  -0.93 -0.43] -0.05 0.82]  40.46 0.61 1.43 8.86
f5 0 1.17 9.08{ -0.31 -0.55 -0.99 0] 49.16) 0] 0 7.3
m1 1574  16.95]  22.03 0.12 0.24 0.33]  13.08] 59.14 266 13.08 3.34
m2 1.24 311 25471 -1.39] 133 062 062 54.63 0.62) 0.62] 5.85]
m3 0.61 1.22) 3.67] 0.01 0.1 0.12} 061 53.11 0, 0.61 3.3
ma 16.86] 18.03]  27.87 0.22 0.24 0.16] 1663 47.15 023 1663 3.2
ms 7.92 884 221§ 0.68| 0.62 0.33] 6.46]  47.39 1.45] 6.46 3.9
MA 8.47 963 2024 .0.08 -0 0.06 7.48] 52.28 0.99] 7.48 3.92
FA 1.81 3.39 959  -0.03 0.08 0.13 0.56] 486 0.66 1.07] 6.63
OA 5.14 651 14.91 -0.05] 0.03 0.1] 4.02] 50.45 0.83 4.27] 527
YIN GER20 |GER10 |GER0O5 {FER20 [FER10 [FERO5 |v_UVE |UV_VE [THE TLE STD20

f1 7.81 1227} 15.99 1.07, 0.08] 0.14] 0 99.1 0.37 4.83 7.47]
2 9.76] 12.38] 19.14 1.24 0.44) 0.14 0 9871 0 6.75 7.85
3 5.91 797  12.08 0.75 0.28] 0.57] 0] 97.83 0.26) 3.86 5.74
f4 45.6]  52.97] 61.76 3.89 -0.26 0.06] 0] 97.94 061 4233 15.22)
(5 1345 16.96] 21.93 2.01 0.65 0.34 0] 97.65 o 1287 8.72
m1 0.97] 2.91 13.08 0.5 0.61 0.52) 0] 99.34 0 0 3.55]
m2 0.62] 0.62} 2.48) 0.85 0.85 0.88 0] 99.78 0.62] 0 2.62]
ma 0.61 1.53] 3.06 0.28 0.07] 0.02 0]  99.67 0 061 3.07]
ma 1.41 2.11 7.26) 0.64 0.68 0.58 0 99.09 0.47] 0.47] 2.28
mS 1.85 3.3] 6.07] 0.4 0.42] 0.43) 0 97.59 0.53 0.26 2.81
MA 1.09 2.09 6.39 0.53 0.53 0.48 o 99.09 0.32 0.27] 287
FA 1651 2051 26.18 1.79 0.24 0.25 0| 98.24 025 1413 9
OA 8.8 113 1628 1.16] 038 035 0 9867 0.29 7.2 5.93|
PRAAT [GER20 |GER10 [GER05 [FER20 [FER10 [FEROS |V UVE [UV_VE [THE TLE STD20

11 0.74 2.6 5.2 1.1 1.07] 1.18) o[ 35.97 0.74 0| 4.77]
2 2.25 356 12.38 0.27] 0.32] 0.38] 0 13.15 0.38 1.69) 6.89
f3 3.86 4371  10.54 0.65) 0.66 0.85 1.54]  47.74 1.03 2.83 5.2
t4 2.04 4090 13.09 023 -0.07 0.06) 1.84]  24.74 0 1.84 8.22}
f5 0 0.88 9.06 0.1 -0.41 -0.8 0 39.6 0 0 7.36}
m1 7.02) 9.44]  19.13 0.54 0.55} 0.42] 6.54 18.6] 0.24 6.54 29
m2 062 373 30.43 -1.4 -1.39 -0.42) o 24.67 0.62) 0 6.47
m3 0.92) 1.53] 6.42 0.22) 0.31 0.28 092 25.25 0 0.92 3.7
ma 10.3] 1265 23.65 0.69 0.59 0.38 10.3] 12.76 0 10.3] 3.54
m5 2.1 4220  18.21 0.71 0.7] 0.35 1.58] 24.23 0.53 1.58] 4.

MA 4.2 631 19.57 0.15 0.15 0 3.87| 21.1 028 3.87| 4.33
FA 1.78 3.4 10 0.34 0.31 0.34] 0.64] 3224 0.43] 1.27] 6.49
OA 2.99 471 14.81 0.24 0.23] 0. 225 26 035 257 5.41

Table A.2.16. Results for 25 dB Music noise for high resolution speech signals.
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DHO GER20 |GER10 |GERO5 |FER20 |FER10 |[FERO5S |[V_UVE |[UV._.VE [THE [TLE __ [STD20

i 074|149 a48 056 -0.36] 027 o 1403 0 0 4.19
A o o019 281 o009 004 026 0] 444 0 0 492
B 051 051 36 02 0.3 0.1 o] 21.34 0 0 361
B 0 02 286 0.6 02| 027 o 851 0 0 51
i5 0 029 263 034 _ 0.42] 0.5 0] _30.54 0 0 5.32
mi 605 1429] 3535 072 _ 0.44] 001 266 19.44] 073 266 6.07]
m2 o 124 1925 164 159 128 0] 2555 0 0 5.78
m3 o o031 245 052 048 037 o] 25.25] 0 0 287
ma 23.42 26| 356 051 037 063 375 547 117 375 3.59
m5 541 923 186 0.19 032 064] 224 1432 053 224 4.7
MA 698 1021 2225 043 045 044 1.73 18] 049 173 4.49
FA 025 054 327 0.0, 0. 0.17 o] _23.76 0 0 4.63)
OA 361 5 1276021 __ 0.23 03] ___0.87] 2088 024 087 4.56]
CORR_ |[GER20 |GER10 |GERO5 |FER20 |FER10 |FER05 |V UVE |UV_.VE [THE  [TLE _ [STD20

I 0.74 26 706 066 083 0% o 595 074 0 5.32
2 1.88 3 1126 003 007 011 019 4332 094 075 6.08
[ 463] 566 11.83 043 058 067 206 67.81 1.03 36 5.69
14 245 552 1534 073 020] 022 123 4175 061 164 9.46
5 o 1.7 938 057 081 -1.25 0] 54.36) 0 0 7.42
mi 1598 17.19] 22524 012 024 _031] 1283 6213 3.5 1283 3.3
m2 186] 435 2609 162 -1.47] 068 124 5727] 062 124 594
m3 183 245 612 _ 0.15] __-0.06] 005 _ 1.83 60.66 o183 34
md 17.33] 185 28.34] 024} 0.26] 047 17.4] 51.25] 023 _ 17.1 3.22]
m5 1055 11.74] 2454  063] 059 031 7.26| 5194 317 726 39
MA 951 1085 2152 -0.16] -0.03] _ 0.03] _ B.05| 56.65 _ 1.43] _ 8.05 3.95
FA 194] 359 1097 0.05] 007 005 069  53.35 _ 0.66] 12 6.97]
0A 573 722 1624 03] 001 004 437 55 1.05]  4.63 5.46
VIN GER20 |GER10_|GERO5 |FER20 |FER10 |FER05 [V UVE |UV_VE [THE __ [TLE __ |STD20

n 967 1413 2007 0.97] 004 __ 0.17 of 9887 112 595 764
i2 11.44] __15.76] _23.45] 148|068 __ 0.27 o__99.14 o 788 8.74
@) 617 823 1183 078 023 051 o __98.19 __ 051 4.37) 5.66
14 5419 61.96] 70.76] __4.06 _ 0.65 _ 0.43 0 o794 102 46.83 154
B 1491 1842] 2485 203 065 _ 0.16 o 9883 o] 1374 9.09
m1 3.87] 63 1743 063 07 052 o 9934 169 073 383
m2 062 186 373 069 087 091 0 _99.78] 062 0 2.98
m3 122] 306 4.28 04005 004 0| 99.34 o _ 092 3.96
ma 187] 304 913 061 067 __ 058 o] __99.09 047 07| 2.58
m5 251 501 897 036 034 045 0| o7eel 119 026 313
MA 202 385 871 054 051 _ 0.48| 0| 9908 0.9 052 33
FA 1928 23.7] 3019  1.86] _ 0.19] _ 0.14] o 9859 053 15.75 9.29|
DA 1065 13.78] _19.45 12| 035 031 0| 9884 066 8.4 6.3]
PRAAT _|GER20 |GER10 |GERO5 |FER20 |FERI0 |FERO5 |V_UVE |UV_VE [THE __ [TLE _ [STD20

i 0.74) 26] 669 0.3 1 1.18) o 4389 074 0 535
2 169] _ 3.19 1257 03 03 037 o 2263 o019 131 7.18
3 437] 488l 1285 066] 067 087 154  64.01 103 334 553
14 511 859 1636 -1.00] 035 008 164 3083 0.2 a7 9.34
i5 0 o088 o994 035 066 -0.98 0] 56.04) 0 0 7.47
m1 726 969 1889 054) 055 047 _ 6.78] 38.87] 024 __ 6.78 3.88
m2 062 311 2981 13] __1.19] 043 of 4604 062 0 6.39
m3 092 153 B826] 006 015 022 092 41.97 o 0.92 3.88
ma 10.77] 1311 2435 067 058 038 1077] 28.47 0 10.77] 357
ms 224 a35l 1847 069 o068 032 1720 3938 053  1.79) 403
MA 436 636 19.96)  0.13] 0.5 _ 0.19] 404 38.94] _ 0.28] _ 4.04 2.35
FA 238] 403 1168 007 019 027 064 435 043 1.87 6.97
OA 337 5.9 1582 03] 0417 0.23] 234 4122 036 295 5.66

Table A.2.17. Results for 20 dB Music noise for high resolution speech signals.
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DHO GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 |V UVE |UV_VE [THE _ [TLE __ [STD20
i 074 149 483 058 _ 0.38] 0.3 o 17.87] 0, 0 4.19
A ol o056 338 014 008 __ 0.32 o] _46.98 0 0 526
B 051 051 334 013 0.3 __ 0.12) o 18.44 0 0 3.49
14 491 511 798 001 005 _ 005  1.64] _ 3.09 0] 245 5.15
5 1.75] 205 497 0.4 05 __ 067 0__28.19 0 0 539
m1 751 1598 3608 065 _ 0.34] 003 __ 266] 2209 _ 0.97) 266 6.04
m2 o 124 1863 17165 126 0 2511 0 0 581
m3 o 031 214 051 047 034 0] 20.98 o 0 2.87
ma 25.29] 2787 3653  042] 028) 055 398 387 494 398 3.56
m5 805 1187 2045 02 032 066|488 1419 066|488 422
MA 817] 1145 22.77] _ 0.41] _ 0.42] 043 231 17.25 131 2.31 a5
FA 158 1.94) 2.9 0.03 0 017, 033 2297 o] o043 a7
0A 2.88| 67 1383 0.9 _ 0.21 03 132 2008 065 14 a6
CORR __ |GER20 |GER10 |GERO5 |FER20 |FER10 |FER05 [V UVE JUV VE [THE _ [TLE __ [STD20

i 1.49] 335  7.81  0.46] 062 _ 079] 074 6697 037 074 5.72)
2 2.81 a5 1576 _012] 008 008 019 4914 _ 0.94] 113 774
i3 488 643 1568 0.54] _ 0.83 053  2.31 736] ___1.03] 386 6.47]
14 5.73] 757 2004] 055 __-0.39 061 1.84] 4588 123 409 9.05
i5 o 117 1345 078 108 -1.58 0] 58.89 0| 0 7.93)
m 18.4] 19371 2421 022 023 036 1525 67.94] 3.0 1525 321
m2 745 904 3292 -1.82] -167] 084 373 6167 248 373 6.16,
m3 398 428 1529 _ 0.36] 031 006 275 6689 _ 031 2.75 404
ma 18.27] 1897 29.27]  0.25] 0.27] 0.4} _ 17.8] 56.26] _ 0.47] _ 17.8 321
m5 18.47] 2005 30.6Y  058] 051  0.22] 1082  59.57 6.2]  10.82 a
MA 13.31] 1452 26.46 022 0.9 -0.01] 1007 6247 _ 252  10.07] 2.12)
FA 2.98 26| 1455 0.04] 002 _-0.16] ___1.02] 56.89 _ 0.7 1.96 7.38
OA 815 956 205 0.3 _ 009 009 554 6068 __ 162 6.02 5.75
YIN 'GER20 |GER10 |GERO5 [FER20 |FER10 |[FERO5 |V UVE [UV_VE [THE __ [TLE _ [STD20 ]
i 12.64] 1673 2156 0.74] __0.36] __ 0.38 of o842 335 632 7.34)
2 1951 2308 31.71 15 093 0.51 0] 9892 131 1285 8.71
B 1285 1799 2365 122 0.8 035 of 9873 _ 0.77] 9 7.74
4 5481  62.78] 7117 5.28] _ 0.57 0 0 9794 204] 4829 16.62
i5 2105 269 3421f 219 0.9 -0.31 of 9916 0] 1959 10.45
m1 581 896 2155 067 093 064 of 9917 201 0.73 4.13
m2 186] 435 937 049 0.78] 0.7/ of 9934 o062 062 4.86
m3 581 856 12.84] 018 -0.12] 008 ol 9967 061 3.67] 4.53
ma 211 258 773 062 069 __ 064 0 9954 141 047 23
mS 776 989 14.12 03 0.3] 04 o] w9813 409 _ 1.9 3.25
MA 468 687 1311 045 05 0.47| of 9917 193] 133 3.81
FA 20.17] 295 3646, 2.8 0. 0.18] 0 96.63 15| 1922 10.17
OA 16.42] 1818 24 1.32] 0.4 033 o 989 171 1028 6.99
PRAAT |GER20 |GER10 |GERD5 JFER20 |FER10 |FERO5 |V UVE JUV. VE THE _[TLE  |[STD20

f 0.74 26| 781 0.73 089 _ +.04| 0| 586 _ 0.74) 0 5.73)
R 169 3l 152 0.5 0.1 0.16 o 31 019 131 7.55
& 643 797 1645 053 08 0571 128 7034 103 514 6.47
14 708 941 2086 0.4 036 043 225 3557 02 757 8.35
5 322] 409 1579 071 _-1.08 _ -1.43 o 604 o 329 7.87]
m1 847 __11.34] 2107 0.57] 06 048] 775 4601 048] 775 4]
m2 373 683 3292 -1.68] _-1.62] 063 _ 1.86] 51.32] _ 0.62] _ 1.86 6.47]
m3 183] 245 1407 0.12] __0.03] 045 122 __ 54.1 o 129 4.23)
mé 013 11.48] 2482 _ 085 062 _ 032 9.3 a1 o 9.3 3.77
ms 541 742 215 064 059 03] 33| 4967 __ 1.45 3.3 4,07
MA 5.72) 78 2288  0.05| 0.03 _ 0.3| _ 4.65 4842 051 _ 4.65 451
FA 401 541 1522 0.08] 042 002 071 51.23] _ 043] 345 7.2)
0A 486|661 19.0s] 0.07] 0.08] 005 268 49.83 0.4 4.05 5.85

Table A.2.18. Results for 15 dB Music noise for high resolution speech signals.
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DHO GER20 |GER10 |GERO5 [FER20 |FER10 |FERO5 |V_UVE [UV_VE [THE [TLE STD20

f1 0 0.74 3.72 06 039 031 of 19.48 0 0 4.16
2 1.13 1.69) 507  0.05 0.02 0.35) 0.75] 46.77] 0 0.75) 5.41
f3 0 1.03 3.6] 0.33 -0.13) 0.1 0 2303 0 0 4
14 5.32) 5.52) 7.98 0.17] 0.1 0.13 266] 12.89 0 2.66) 5.18
(5 0 0.29) 3.51 0.32) 0.4 0.6 o 37.82 0 0 5.35
m 1 823 1622 36.32 0.72 0.45] 0.06 0.73] 23.26 2.91 0.73 6.12]
m2 0 1.24)  19.88) 1.74 1.69 1.11 0  34.14 0, 0 5.93]
Im3 0.61 0.92 275 0.58] -0.54 -0.42 061 29.84 0 0.61 2.9
Ima 18.74] 1967] 29.51 0.26 0. 0.42 8.43 7.52 4.45 8.43 3.21
Ims 726 1085 2048  -0.35 0.14 0.62) 5.41 15.26] 0 5.41 4.2
MA 6.97 98 21.78 0.36] 0.39 0.36} 3.04 22) 1.47 3.04) 4.47]
FA 128 1.85 4.77] -0.1] 0 0.17 0.68]  29.01 [ 0.68 4.82)
0A 4.13] 583 13.28 0.13] 0.18 0.27] 1.86] 2551 0.74] 1.86! 4.65
CORR [GER20 [GER10 [GEROS |FER20 [FER10 |[FERO5 |v_UVE |UV_VE [THE [TLE STD20

i 2.23] 372 13.38 0.24 0.27 0.81 1.12] 7398 0.74 1.12] 6.5
2 5.07] 7.88 22.7] 0.35] -0.21 0.01 0.56] 54.74 0.94 2,06 9.46)
& 488 1054 25.19 0.68) 0.79 0.15 206  80.47] 1.03 3.86 8.16
14 14.72]  16.16] 29.24]  -0.25 0.4 073 45  56.19] 327  10.43 9,21
i5 0.29 1.46] 1959  -1.18]  -142] -1.79 o  73.32 0 0.29 8.71
m1 23 2397 28.33 0.25) 0.34 0.41 15.5] ~ 70.76 7.02 15.5 3.36
m?2 1863 217 41.61 243 2470 -1.39] 497 66.08 9.32] 4.97] 6.44]
m3 107 1254 2569 093 053 0.1 581 69.84 0.61 581 5.21
m4d 2459 2553 33.96 0.21 0.2] 0.06] 2061 67.43 304 2061 3.29)
m5 3a166] 33.38]  41.42 0.16 0.2 0.18] 1702l 6948 1042 17.02 4.2
MA 21.7 23.43 34 055 033 017 12.78] 68.72 6.08] 12.78 4.49
FA 5.44 795 2202 -0.03] -0.19 -0.31 165 67.74 1.2) 3.55 8.61
OA 1358 1569 28.11 0.9 0.29]  -0.24 7.21]  68.23 3.64 8.17] 6.55
[YIN GER20 |GER10 |[GER05 |[FER20 [FER10 [FER05 [V_UVE [UV_VE [THE [TLE STD20

M 3532 40.89] 50.56) 2.07] 0.62] 0.01 0 99.55 3.72]  24.16 9.9
f2 3265  40.34]  50.28 3.57] 0.23 0.19 0 98.92 1.13] 25.33] 13.01
i3 2931 3933 50.13 2.01 -0.55 0.25 0 99.1 231 1877 11.76
t4 61.96] 70.55 81.39 5.64 0.08] -0.01 0] 98.71 532 4928 18.96}
(5 34211 4181 51.45 3.1 06 019 0 98.32 0 30.7] 13.48
m1 751 1017 22.76) 0.77] 0.94] 0.62] of 99.67 3.63 0.97] 4.28
m2 9.94] 18.011 29.19 1.23 0.24] 0.18 0 99.78 1.86 1.86 7.62]
m3 14.37]  18.65] 28.7 -0.08 0.1 -0.08 0 100 2.14) 6.73 5.94
ma 7.26 984 1663 0.67] 0.78 0.53) 0 100) 3.28) 1.41 3.07]
m5 18.6 22.3] 27.57] 0.31 0.41 0.5 0ol 98.66 9.23 3.3 4.19
MA 1154] 15.79] 24.98 0.58] 0.45 0.35 0] 99.62 4,03 2.85 5.02]
FA 38.69) 4659 56.7 3.28] -0.05 0.05 0 98.92 249 2965 13.44
OA 2511  31.19]  40. 1.93)] 0. 0.2} 0]  99.27 3.26) 16.25 9.23
PRAAT |GER20 |GER10 |GERO5 |FER20 |FER10 |FER0O5 |[v_UVE ([UV_VE [THE TLE STD20

f1 8.92] 10.78] 17.84 1 1.19) 1.02} 1.12]  64.03 0.37] 8.18 6.18
f2 5.25) 8.82] 2326 0.78 0.1 0.24 0 37.5) 0.19 3.75 9.76)
3 6.68 108]  25.71 1.01 1.38 0.44 129]  71.61 1.03 5.4 861
t4 1575 16.77] 2965 008 -0.06] -0.26] 491  28.14 0.2 1493 8.9
f5 4.97] 585 2368 095 -1.280 -1.72 0.28] 84.09 0 4,97 8.72
m1 109] 13.32 22.7§ 0.65 0.72 0.55] 8.96] 49.67] 1.45) 8.96 3.

m2 871 1242 37271 1.8 -1.71 -0.82] 4.97]  58.37 0.62 4,97 6.72
m3 6.42 7.95] 2385 055 -0.31 0.08 2.14]  61.97] 0 214 5.07]
m4 1007 1288] 286. 0.81 0.53 031 10.07] 5467 o 1007 3.79
m5 12.93]  1464] 27.31 0.47] 0.4 0.24 438] 55.29 5.01 4,88 4.21
MA 98] 1224 2753 -0.09 -0.07 0.07 62 55.99 1.42, 6.2] 4.75
FA 8.32] 10.6] 24.03 0.35 0.27] -0.08 152 5507 0.36) 7.45 8.43)
oA 9.06] 11.42] 2578 0.13 0.1 0.01 386 55.53 0.89] 6.82 6.59)

Table A.2.19. Results for 10 dB Music noise for high resolution speech signals.
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DHO GER20 [GER10 |GER0O5 [FER20 |[FER10 [FER0O5 [V UVE [UV_VE [THE TLE STD20

f 0 0.74! 4.09 0.78 0.57] -0.36 o 58.14] 0 0 4.27]
2 3.38 2.94 6.38] -0.06 0.05 0.32 0  67.67 0 3.38 5.52)
i3 0 0.26) 334 016 0.1 0.06 o] 5258 0 0 3.74)
ta 6.54} 818 1084 0.29 0.27 0.21 368] 31.96 0 3.68 6.23
i5 of 0.29 4.09 0.19 0.27 0.54 0 66.11 0 0 5.42)
m1 484] 1211  34.87 0.6 048] -0.04 121  39.37] 0.97 1.21 6.12
m2 1.24] 3.11]  22.98 1.52) 1.56] 1.37 0]  54.85 0 0 6.16
m3 0 0.31 3677 0620 0577 -0.38 0 3279 0 0 3.07
ma 16.86] 19.44] 29.74 0.22] 0.24 0.42 398 29.38 3.28 3.98) 3.48
m5 7.26]  11.08 223  0.38 0.07] 0.63 303 25.97 1.72 3.03) 4.52)
MA 6.04 921 227 0.27] 0.36 0.4 1.65] 36.47] 1.19 1.65 4.67
[FA 1.98 2.68 5.75 0.1 -0.02] 0.16] 0.74]  55.37] 0 1.41 5.03
oA 4.01] 595 14.23 0.08 0.17 0.28] 1.19] 45.92 0.6 153 4.85
CORR |GER20 [GER10 |GER05 [FER20 [FER10 |[FER05 [V UVE [UV VE |THE [TLE STD20 ]
i1 7068 10.78] 26.02 0.06 0.19] 1.08 26| 80.77 1.12] 5.2] 8.74)
t2 1201 1839 36.02 1.05 0371 0.05 3.19]  59.05 0.94 8.26) 11.26
i3 7.46] 1954  39.59 1.46) 1.55 0.3 5.4 83 1.03; 6.43 12.31
t4 32.72] 3456 46.22] 0.3 -0.33] -0.36] 13.09] 65.98 511 2372 10.29
i5 6.14 906] 2865 -1.12] -1.89] -1.96] 2.34]  81.88 1.17 4,68 10.19
Im1 35.84 36.8) 41.4  0.02 0.08 03] 18.16] 71.78 15.5]  18.1§ 3.73
m2 21.12] 2795 4596 388 -266] -1.52 497  71.37 8.07] 4.57] 7.39
m3 2263] 2599 3884 -1.34] 048 0.02 104]  75.08 2.75 10.4 6.28
m4 37.94] 3888 45.84] 0.04 0.11 -0.07] 281 76.99 6.56) 28.1 3.5
mS 50 5079 55670 -0.56 04 -005 2348 7791 16.23  23.48 3,77
MA 335 36.0 45.74] 115 067  -0.26] 17.02] 74.62 982 17.02 4.93
FA 13.08]  18.47] 35.3( 027 -0.02] 0.2, 532] 74.14 1.87, 9.66 10.56)
OA 2329 272711 40520 -0.44] -035] 023 1117  74.38 585 1334 7.74]
YIN GER20 [GER10 |GER05 [FER20 [FER10 [FER05 |[V_UVE |[UV_VE [THE TLE STD20

i1 49071 60.59 68.4 4,72 018 -0.24 o] 99.37 5.2 35.8 14.68]
2 47.28] 5629  68.67 4.1 04 -06 o 987 263 38.27] 15.29
3 38.82] 48.07] 64.78 3.23 1.22 0.25 o] 99.28 4.63]  26.48 13.15
14 66.46] 76.69 83.44] 8.58 0.49 0.12 o 9923 10. 46.63 19.34)
15 49.12] 5702  69.01| 334 -0.14 0.12 o] 98.99 2.34 38.6! 16.28)
m1 1453 19371  29.54] 0.76 0.48 0.54 0 99.5 5.81 3.39 5.1
m2 2547] 3292 45.34 1.47] 0.78 0.06 0 99.78 7.45 9.32) 7.96
m3 2752 3578] 4526]  -1.04] -0.28] -0.05] 0 99.34] 765  10.09 7.81
ma 16.86] 2061] 30.21 0.81 0.72 0.57] o] 9954 7.73 3.75 4.03
m5 3568 4763 5528  -0.45 0.39 0.43] 0 996] 18.21 4.49 7.1
MA 2421 3128 411 0.31 042 031 0 99.55 9.37 6.21 6.4
FA 5015 59.73] 70.86] 4.79} 043 -0.09 0 99.1 5.05] 37.36 15.75
OA 37.18 455  55.99] 2.55] 0.42] 0.11] 0| 99.33 7.21]  21.78 11.08
PRAAT |[GER20 |GER10 |GERO5 [FER20 [FER10 [FER0S |v_UVE |uv_VE [THE [TLE STD20

M 16.35] 2082 29.3 0.65 0.89 1.1 223 7217 037] 15861 8.53
f2 17.64] 2308 40.71 1.3 033  -0.13 15|  40.09 0.38] 1463 10.83
13 11.31]  22.37 40.1 2.88 1.76 0.32) 3.86]  71.97 1.03 9.25 11.77]
f4 35171 3661 47.44] 031 0. 039 1288 47.94 0 31.7] 9.71
15 1637] 1901 39477 o089 -1.86] -1.94 0.29]  64.26) 0 16.37 10.43
m1 1429 1671 26.39 0.85 0.86 065  10.17] 53 3.15]  10.17] 4.08]
m2 21.74] 2795 4783 366 -2690 -0.99 621 61.89 7.45 7.45 7.43)
m3 1529] 18.86] 3547 -1.01 -0.15} 0.18 581  66.23 0.31 5.81 6.52
ma 1335 16.3%]  32.08 0.69 0.3} 0.18] 10.77]  65.83] 023  10.77 4.1
m5 3391 3562] 44460 003 -0.01 014 1583 59.17] 8.84]  15.83 4.27]
MA 19.71] 23.13] 3725] -063] -0.39 0.03] 9.76] 61.29 4] 10.01 5.28|
FA 19.37] 2437 394 0.73] 0.17] -0.29 .15  59.29] 0.36] 1751 10.26)
OA 1954]  23.75] 38.33 0.05] -0.08] -0.09 6.96| 60.29] 218 13.76 7.77|

Table A.2.20. Results for 5 dB Music noise for high resoludon speech signals.
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DHO GER20 |GER10 |GERO5 |FER20 [FER10 |[FERO5 |[V_UVE |UV_VE [THE TLE STD20

il 0 1.86, 558 014 024 023 0|  85.07] [ 0 5.06
t2 15 2.25 563 0.1 -0.05 0.24 of 78.23 0 0 5.67]
f3 0 2.06! 5.91 042 028 -0.01 o] 63865 0 0 5.45
t4 1125 1636 22.29 2.11 0.34] 0.19 532 67.01 0| 5.73 10.94|
15 1.75 2.92 7.6 0.43 0.36 0.78 0] 72.82 0] 0.68 6.32]
m1 8.96] 17.43 36.8 0.49 0.36]  -0.05] 097 67.44 3.39] 0.97] 6.36
m2 7.45]  11.18]  27.95 1.7] 1.15) 1.38] 0] 79.96 0 0 6.25
m3 2.14 3.06 734 061 075 -0.45 0] 77.05 0 0 3.78
mA4 18.03]  21.78]  33.96 0.04 0.24 0.48 6.09)  82.45) 3.04 6.09 401
m5 9.76]  16.49] 281 -0.69 0.11 0.52 0.13]  65.06 4.09 0.13 5.24
MA 9.27] 1399 26. 0.19] 022 0.38] 144 74.39 2.1 1.44 5.13
FA 29 5.08] 9.4 0.37| 0.02 0.19] 1.06] 73.36 0 1 6.69
OA 6.09 954 184 0.28] 012 0.29 125] 7387 1.05 1.38 5.91|
CORR |GER20 [GER10 |GEROS |FER20 [FER10 [FER0O5 |V UVE [UV_VE [THE [TLE STD20

1 17.84]  24.91]  44.24 1.1 0.8, 1 8.92] 83.26) 223  13.38 1.1
(2 23.45] 3358 51.41 1.15]  0.04 -0.69 801 6767 1.31 14 82| 13.96
i3 15.68] 3625 57.84 4.38 2.48 0.87 10.8]  84.09] 1.29] 1234 15.71
14 55.83] 5951 68.71 0.38] -0.16 072 1595 72.94 7.771  36.61 13.82
i5 18.42] 2427 4444 0.1 -1.52]  -1.37 731  85.23 2.924 11.7 12.84
m1 6368 64.16] 6755 0. ©0.92] 032 2639 75.75 32.2]  26.39 4.4
m2 354 4161 59.01 504 233 1620 1553 75.77 7.45  15.53 7.82
m3 4495 50.76] 59.94 ~ -294 -0.75 001 1804 78.03 765 18.04) 8.18
m4 59.25] 59.95] 68.15 0.4 035 044 3653  79.27 1851 3653 3.95
m5 71.771 7256 7520 -1.32] 081 02 2678 8059 2256 26.78 4.64
MA 5501 5781 6597 -2.12] -1.23] -051 2466 7788 17.67] 2466 5.8
FA 26.25 35.7] 53.33 1.39 0.33] 0.8 10.4]  78.64 31  17.77] 13.48
DA 4063 46.76] 5965 037 045 -0.35] 1753 7826 10.39] 21.21 9.64|
YIN GER20 |GER10 |GER05 |[FER20 IFER10 [FERO5 [v_UVE |UV_VE [THE [TLE STD20

f1 5428 66.54] 76.95 3.48 1.21 1.13] 0] 99.55 8.55] 36.08 15.91
f2 57.79] 69.42] 81.99 3.48 0.95) 1.39] of 95.35 6] 4128 18.02)
3 4447 5527] 70.95 4.9 1.13 0.54 o 99.28 8.74] 2622 13.75
14 72.8] 80.78] 87.73 7.39 0.34 -0.4 o] 9923 16.56] 44.38 20.61
15 58.19]  71.64] 82.16) 8.12] 0.94] 0. o] 99.66 7.02]  43.27] 20.12
m1 3753] 455 57.63 056 0.45) 0.36) o 9967 17.19 7.51 7.2
m2 4534] 5714  70.81 -1.72] -0.26 0.12) 0 9978 11.8] 1677 11.54
m3 §6.57] 69.42] 81.04 0.46] -1.18]  -0.43 0 100] 2141 1498 12.71
m4 3583 4333 51.529 0.66, 0.62} 0.62) o 9932 18.97 7.03 5.38
m5 5673 6636] 73.88 0.05 0.15 0.28 0] 99.45] 30.74 7.26 8.87]
MA 46.4] 56.35] 66.9 -0.01 -0.05) 0.19 0 9965 2002 10.7% 9,14
FA 575 68.73] 79.96 5.47] 0.91 0.6 o  99.41 9.38] 38.24 17.68]
OA 5195 6254 734 2.73] 0.43 0.39) 0]  99.53 14.7] 2448 13.41)
PRAAT |GER20 [GER10 |GERO5 |FER20 |FER10 |FERO5 [V_UVE [UV_VE [THE [TLE STD20

f1 2007 2751 46.1 0.37, 0.51 0.57] 558  77.38) 037]  17.47] 11.05
f2 34.15 424] 57.22 3.65 1.01 -0.05 9.01  53.88 0.19 27.77] 13.04
3 1054 3033 53.98 5.59 2.48 0.61 4.88 74.5 1.03 8.48 14.39)
t4 5951 6258 7035 1.3 0768] 008 17.79] 55.67] 0.2 4663 12.5)
5 31.29 345 5439 063 -214 097 526 58.96) 0 28.36 11.69
m1 3245 3366 44.79 0.1 0.14 022 1404 6096 13.32] 14.04 453
m2 26.71 35.4) 559 562 -3. -1.55] 87 66.74 4.97] 9. 8.07]
m3 30.89 a7l 50461 -2.2% -0.33] 0.18 10.4]  71.48 0.61 10.4 8.04
m4 1967 2155  39.81 0.35 0.16 0.06] 1452 7517 141 1452 4.04]
ms 5686 58.44] 64. 086 068 -0.13 219 6734 13.19 21.9 4.99
MA 3331 3721 5112  -164] -0.85 -024] 1391  68.34 6.7 14.04 5.93
IFA 3111 3946 56.41 206 0.53] 0.01 8.5 66.08 0.36] 2574 1253
[oa 3221 3834 5376 0.21 016 091 m2| 672 3.53] 19.89 9.23

Table A.2.21. Results for 0 dB Music noise for high resolution speech signals.
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DHO GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 |V UVE JUV_VE [THE  [TLE _ |STD20

f 1041 1561 1822 -192 084] 046 3.72|  85.07 o 372 7.47
2 3] 713 1182 004 007 008 o 7974 019 0.9 8.78
B 4.88 o] 1388 175 085 _ 062 0 a3} 0 0 653
14 19.63] 3006 39.26] _ 2.08| 058 021 879 866 o] 10.22) 15.82)
B 497 965 1579 043 0.5 _ 031 1.75] _ 83.05 0 2.05 0.45
m1 17.43] 2421 4794 019 0.21 002 145 7193 435 1.45 6.24
m2 745 17.39] 31.06] _ 0.44] _ 0.61 1.2 o] _85.24 0 0 754
m3 367 489 1529 083 062 026 o 823 031 0 452
ma 1382] 1663 3279  0.06  0.37]  0.42 _ 422] 8565 562  4.22) 3.92)
m5 10.28] 1926|3061 051 018 _ 0.41 1458835  3.03 1.45 556
MA 10.53] 16.48] 31 013 0.15 036 1.42] 8269 266 1.42 556
FA 853 1429 19 023 0.27] 0.1 285 8349  0.04 3.24 961
0A 956] 1538 2567 -0.18] 0.06]  0.13 214 83.09] _ 1.35 2.33 758
CORR _ |GER20 |GER10 |GERO5 |FER20 |FER10 |FER05 |V UVE JUV_VE [THE  [TLE _ |STD20

" 342| 5353 71.75 56,  1.39 038 1747 8484 409 2193 15.71
2 4503 5854 6979 4.03] 007 081 16.7] _77.16] _ 3.19] _ 27.95 16.72)
i3 2699 5244 7301 7.9 329 059 1491 8373 _ 4.11] _ 16.97 17.56)
14 7321 7894 8507 5.14] 228 071 19.63] _ 80.41 798] 4826 18.45
5 4298] 5263 6725  2.81 066 097 1579 83.89] 468  27.19 16.42)
m1 8ag9] 8596 8741 -2.14) _-084] 004 2542 80.73 4552  25.42 6.84
m2 5901 _ 67.7] 8075 -9.18] 559 -258 2422 7952  11.8] 2422 8.9
m3 59.94] 7034 789  -7.14] 213 029 1957 83.28] 13.46] 1957 10.15
m4 86.89] 67.82] 90.87 _ 0.78 07 02| 39.58] 82.45] _ 36.07{ _ 39.58 494
ms5 9182 9261 9354 365 18] 061 2559 8353 3008] 2559 6.85
MA 7653 80.89] 8629  4.58) -221] 073 26.88] _ 819 27.38]  26.88 755
FA 4448 5922 7337 495 127 002 168 82.01 481 28.46 16.97
0A 6051 70.05] 79.83 _ 0.9 047 -0.37] 21.89] 81.95 16.1]  27.67 1226
YN GER20 |GER10 |GERO5 |FER20 |FER10 |FERD5 |V UVE |UV VE [THE  [TLE _ |STD20

H 60.59] 7621 855 47 013 0.7] o] 9955 1524] 32.34 1927,
2 64.92] 7711 _ 86.68 51 054 -0.36) o 9957 13.32] 3865 19.17]
i3 60.15] _ 72.75| _86.89 _ 4.34 2l 052 0 00| 19.54] 2751 179
14 8037] 8814 9468  6.98 _ 0.97 1.3 o 9948 2168 43.15 24.32
i5 6491 7865 8801  6.42] 023 _ 063 o ¢9s| 1491 37.72 23.23
m1 67.55] _ 78.45  86.68 18] 053  0.42) o 9983 3511 10.17 115
m2 558] 7143 8323  0.15 053] _ -0.06 0 100] _19.88] 13,04 13.85
m3 65.14] 8135 896 _ -0.83] _ -2.33 021 0 100] _29.36] _14.68 15.93
md 69.56] 79.86] 87.59 _ 067] - 065 _ 0.15 o] 9954 a00s| 1194 528
m5 7968 88.39) 9367 _ 0.02] 0.2 0.3 o 9987 442 9.1 12.27]
MA 6757 79.89] _ 88.15 03] 004 006 o] 99.85 33.72] 11.79] 1256
FA 66.19] 7857 88.35 551 063 056 0| 9962 16.94] 3587 20.78
OA 6688 79.23  88.25 29] 029 o031 0 99.73]  25. 23.83] 16.67]
PRAAT |GER20 |GER10 |GERO5 |[FER20 |FER10 [rpres |_UVE |[UV_VE [THE [TLE  [STD20

f 3755| 5799 7323] 666] 252| 067] 1301 7805 037] 30.48 16.27
A 5201 651] 7542 7.73 1.44] _007| 18.01 69.4] 019 4165 15.48
& 2108| 46.79] 6967 8.13] 345 061 108] 7975 0.77] 16.97 16.37
1 771] 80.78] 86.3] 835 481 1.09] 2454 71.91 02| 6074 15.37
15 4883 5585 7339 222] -1.18] 0.39] 16.96] 76.34 o 424 15.46
mi 8901] 7094 753 1.1 028 02| 2518] 71.93] 27.6] 28.09 6.14
m2 2907 6149 795 0| 626 297] 2235] 7423] 311 2298 8.54
m3 52.91 63.3] 73.7] 609 189 008] 1865] 7738] 398] 1988 967
ma 5105| 5597 6838 078] 027 032 3489 779| 843 3513 5.21
m5 8588| 8681 88.92] -1.88] -052| 009 2863] 75.77] 1623] 29.42 6.76
MA 62 68 77 4 2 K] 26 75 12 27 7.26
FA a7 1 76 66 22 04 17 75 0.3 38 15.79
OA 55 65 76 15 0.2 ) 21 75 6.1 33 1153

Table A.2.22. Results for 0 dB Music noise for high resolution speech signals.
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DHO GER20 |GER10 [GEROS [FER20 |FER10 [FERO5 |V_UVE [UV_VE [THE [TLE STD20

1 0.74 1.86 3.35 -0.63 -0.37] 0.5 0 18.55 0 0 4.32
2 0.75 2.63 10.51 0.97 -0.49 0.24 0 26.29 0 0 7.21
3 [v) 3.08 7.97] 0.91 -0.27 -0.07| 0 9.04 0 0 6.24
f4 5.52 7.98 14.72] 0.74] 0.03 -0.01 5.32 1.8 0 5.32) 8.33
5 4.09 5.56 15.2] -0.05] 0.37 0.74] 058 5185 0 0.58 7.54
m1 12.59; 22.76 41.89 0.33 0.24] -0.15] 4.6 9.47| 1.21 486 705
m2 10.56 14.29 32.3 1.7] 2.14 1.3 0 30.18 0 0 6.65
m3 3.67] 4.28 11.01 .92 -0.83| -0.45 3.67 9.51 0 3.67| 361
m4 9.84 11.01 24.124 0.15 0.31 0.43 2.11 1.37] 3.04 2.11 3.49,
mS 16.09] 2084 30.61 -0.66 0.18| 0.65] 12.8 1.47] 0 128 4.94
MA 10.55 14.64 27.98) 0.12 0.41 0.36; 4.63 10.4 0.85 4.63 5.15)
[FA 222 4.22 10.35! -0.66 -0.15 0.08) 1.18, 21.51 0 1.18 6.73
oA 6.39) 9.43 19.17] 0.27] 0.13 022 2.91 15.95 0.43 291 5.94|
CORR __ |GER20 |GER10 |GER05 |FER20 ([FER10 [FEROS [V_UVE |UV VE [THE [TLE STD20

1 0.74 2.23 4.09 0.85 0.89 0.95 0 0.28 0.74 0 4.82
2 1.88] 3 9.38] 0.02) 0.14 0.18] 0.56] 0.22] 0.75 1.13) 6.85
13 3.08; 4.1 9.25] 0.35 0.49 0.68] 0.26 0 1.03] 2.06 529
4 3.07] 4.91 14.72] 0.48] -0.12 0.13 2.04 0.26 0.61 2.25 8.34
15 0; 117, 10.23 0.33 -0.57] -0.94 0 0.84 0 0 7.54
m 1 16.22) 17.19 22.03] 02 0.28 043 10.9 0 5.33 10.9 3.15
im2 6.21 6.83] 31.68 -1.49 -16 -0.68] 1.86 1.98 4.35 1.86 591
m3 1.83 245 4.89 0.1 0.19 0.28 1.22] 0 0.61 1.22] 3.1
m4 2084  21.31 30.91 0.65} 0.66 0.44 15.45 0.23 5.39 15.46 2.91
m5 12.01 1319 23.48 0.69 0.66] 04 1161 0.27] 0.4 11.61 3.76
MA 11.42 12.19 22.6 0.03 0.04 0.17 8.21 0.5 3.21 8.21 3.76
FA 1.75 3.08] 9.54 0.08 0.17] 02 0.57 0.31 0.63 1.09 6.57]
0A 6.59] 7.64, 160 0.06, 0.1 0.19] 4.39 04 1.9 4.65 5.17]
YIN GER20 [GER10 |GEROS [FER20 |[FER10 [FERO0S [V_UVE |UV_VE [THE [TLE STD20

f1 8587 89.96] 9405 6.61 124 -0.7] 0 100 0.37] 84.76 15.91
f2 89.12 92.5 95.5] 4.22 -0.66) -0.79, 0 99.78 0 87.62] 18.77]
f3 7969, 84.58] 90.23 5.74 0.71 0.66 0 99.82 0.26 76.09 1429
f4 87.73 91.41 93.25] 7.83 -0.17] -1.78 0 100 0.4 83.44 20.27]
f5 89.77]  g2.11 93.27] 5.29 0.37] -0.96 0 100 0] 86.84 14.32]
m1 1114, 1525 27.13 0.68 0.53 0.28 0 99.83 2.18 6.78 4.73
m2 36.02] 37.89 44.1 0.83 0.54) 06 0 100, 0.62 31.68 5.16
m3 21.1 24.77]  30.28 0.89 0.03; -0.19] 0, 99.67| 0 18.65 5.28
m4 1.41 2.58 11.71 0.63| 0.63 0.5 0 100, 0 0 2.72
mS 4.88 7.78) 13.46 0.52] 0.41 0.46 0 99.87] 0.65 2.77] 4.02
MA 14.91 17.65 25.33 0.71 0.43 0.33 0 99.87] 0.69] 11.98 4.38
FA 86.44 90.11 93.26 5.94 0.3 -0.71 0 99.92 0.21 83.75 16.71
QA 5067  53.88 59.3 3.32 0.35] 0.19 0 99.9 0.45 4786 10.55
PRAAT [GER20 |GER10 |GER05S (FER20 [FER10 |[FER05S |[V_UVE [UV_VE [THE [TLE STD20

i1 4.46 6.69 8.18 1.17] 1.22) 1.13; 0.74 0 0.74 3.72 4.57]
2 2.44 3.38 10.32 023 0.3 0.3 0.38 0 0.38, 2.06 6.61
i3 2.57| 3.08 9.51 0.61 0.61 0.71 0 0 0.771 1.8 5.12
14 2.25] 3.89 12.47] -0.06 0.09 0.29 2.04 0 0 2.04 7.92
i5 0 1.17] 7.6 0.05 -0.19 -0.64 0 0.5 0 0 724
m1 8.96] 10.9, 19.85] 0.47] 0.56 0.4 8.47 0 0.24 8.47] 3.8
m2 0.62 3.11 31.06 -1.38 -1.66 -0.4 0 0.66 0.62] 0, 6.44
m3 0.92) 1.53] 6.73 0.2 0.31 031 0.92; 0 0 0.92 3.55
im4 14.52] 1522  26.46 0.63| 0.59 0.38 12.41 0 1.87] 1241 3.18
m5 2.77] 4.75 18.6] 0.81 0.77] 0.43 2.77] 0 g 2.77] 3.
MA 5.56] 71 20.54; 0.15 0.11 0.22} 4.9 0.13 055 4N 4.19
FA 234 3.64 9.62 0.4, 0.41 0.35 0.63| 0.1 0.38 1.93 6.29|
QA 3.95] 5.37] 15.08 027| 026 0.29| 277 0.12 0.46 3.42 5.24|

Table A.2.23. Results for clean speech pitch esdmation for low resolution signals.

178



DHO GER20 |GER10 |GER05 |FER20 |FER10 |FER05 |V UVE [UV VE [THE _ [TLE _ |STD20

i 074 _1.86] _3.35 068 042 055 o] 20.81 0 0]  4.29
A of 188 978 0 046 __ 0.18 0 25 0 o 7.8
B o =283 797 082 027 _ -0.02 o 1573 0 0 6.1
7 1207] _14.93] 20.45 076 008 007 _ 10.02] __ 1.29 o 1002 8.6
5 058 205 _ 1t.7] 013 028 062 __ 0.58  42.62 0 058 7.5
mi 138 25.18] 4165 061 007 021 4.36 98 1.94 4.36]  7.46
2 532 13.04) 3043 185 228 165 4.97]  22.47 0 497 _ 6.64
ma 367 4.28] 1131 096 -087 047 __ 3.67] __ 9.18 0 367 363
ma 937 1101 2506 0.2 _ 035 046 __ 3.28] __ 6.61 351 328 367
m5 1835 2401 3377 0.51 024 069 1451 1.34] 082 1451 492
MA nn 155] 2845 022  0.41 042]  6.16]  9.88  1.27] 6.6 _ 5.27]
FA 268 471 1064 0.67] -0.16]  0.06] 212  21.09] 0 212 6.7
0A 689 1011 1958 -0.22] 013] _ 0.24]  4.14] 1548 _ 0.64 2.14 8|
CORR __ |GER20 |GER10 |GERO05 |FER20 |FER10 |FERO5 |V UVE |UV.VE [THE  [TLE _ |STD20

I 223 3.35 52 084 107 097 _ 1.86,__ 023 _ 0.37] 1.86] 453
2 2.81 3.56] 1013 0.09 0.1 008 1.31 o 075 1.88 6.6
B 334] 463 1003 023 044 058 0.51 0 1.03) 231 541
14 4.91 6.75  16.36| 028 _ -0.01 025 389 026 __ 0.41 4.29 8.4
5 o 117 994 034 059 0.9 0 084 0 o 759
m1 16.95]  17.92] 22.76] _ 0.23) 0.3 043 12.35 0 46 1235 3.6
me2 621] 683 3292  -1.44] 155 077 1.86] _ 1.98 _ 4.35 186] 593
ma3 275 3.35] 642 008 018 029 275 0 0 275 321
m4 21.55 2201 3162 063 064 044 16.86] 046  468] 1686 294
m5 14.78] 1583 _2586] _ 067] 066 _ 035 1451 027 026] 1451 375
MA 1245] 13.19] 2385 003 005 _ 035 967] 054  2.78]| _ 9.67 38
FA 266]  3.89 1033 0.13) 02| o013 151 0.26] 051 2.07] 65
OA 755 854 17.09 _ 0.08) _ 0.12 017 559 04 165 587 5.15
YIN GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 |V UVE JUV VE [THE _ JTLE _ |STD20

n 86.62] 89.96 9368 47 051  -0.79) 0 100 _ 0.37] 8513 1562
2 8968 0325 9531 485  -226] -291 o 99.78 o] 8818 1986
B 80.45| 86.89] 9152 7.34] 098] _ -0.04] 0 100 0.26] _76.35] 1531
14 87.93 91 _93.05  4.57 0.9 0.3 0 100 02| 8425 2027
5 90.35]  91.81 9386 _ 4.72] 069 K 0 100 o] 88.01 1269
m1 11.14]  15.5] 27.12 0.7 048 028 0 100] 2.8 6.3 4.76
m2 34.16] 37.89 4288  1.43 06| 062 0 100 062 3043 601
m3 2171 2569 _31.19] 087 017 __ 0.2 0 100 o 1898 571
mé 141 304 1148 061 06| 051 0 100 0 o 282
m5 58 884 1504 057 041 0.49 0 100 082 27/ 4an
MA 1484] 18.19] 2554 0.3 036 _ 0.33] 0 100  0.74) 1169  4.68
FA 87.01 9058 9348 524 02 -0.99 of 9996 0.17] ea.39 16.74
OA 50.93] 54.39] 5951 _ 3.03 _ 0.09 _ -0.33| 0 99.98]  0.46] 48.04 _ 10.71
PRAAT |GER20 |GER10 |GERO5 |FER20 |FER10 |FER05 [V UVE |UV VE [THE _ |TLE __ |STD20

n 52 708 892 113 126 117 1.49 0| 074|448 458
2 319 394 1107 02§ 03] 034 .13 o 038 281 6.67]
& 308 3.00 9 054 054 066 0.5 o 051 257 4.85
14 409 532 135 011 003 022 389 0 of 389 763
5 o 088 8.48 004 026 0.7 0 0.5 0 of 727
m1 92 1114 201 048 058 045  8.96 0 of 89 379
m2 062 2.48  31.08] 135 151 -0.34 of 068 062 of 644
m3 122 183 642 021 032 031 1.29] 0 Q 1.22] 353
ma 1452 1522 2717 066|061 042 1265 o 1.87] 1265 32
m5 209 584 2005 083 079 _ 037  4.08 0 o| 409 404
MA 583 732 2096 0.7 _ 0.16]  0.24) 538 013 05 538 a.2)
{FA 311 406 1018 037, 036 _ 033 14 0.1 0.33] 275 6.2
oA 452] 569 1558 027] 026 028  3.39] _ 0.12] _ 0.49 3.05 5.2)

‘Table A.2.24. Results for 25 dB White noise for low resolution speech signals.
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DHO _ |GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 [V UVE |UV VE [THE [TLE _ [STD20

M 1.49] 223 3.72 01 037 05 o 1697 0 0 465
A 1.13] 225 10.32] 074 048 __ 0.19 of 3233 0 o 677
B 026] _ 2.83 of 085 -023 _ 008 o 11.75 0 o 602
1 10.43| _ 13.7] _20.25] _ -0.59] _ -O. 007 634 593 0 6.34] 935
5 058 263 1228 021 035 _ 0.71 0.58]  47.99 0 0.58] _ 7.68
m1 1332 2397 42371 069  024] 0.4 484  914] 363 484 7.44
m2 6.21 9.32]  29.81 2.1 242 143 2.48] 2343 0 248 653
m3 367] 52 1193 073 081 043 367  19.02 0 3.67 4
ma 2108 2365 363 009 _ 033 039 _ 7.03] _ 18.91 147] 7038 4.8
m5 13.46] __18.21] 2838 064 02 065 _ 8.18]  3.21 0.66 8.18] 497
MA 1155 16.07]  29.76) 0.3 0.48 038 _ 524] 14.68] _ 1.09 524 54
FA 278 473 1111 05  0.15 _ 008 _ 1.38 2299 0 1.38] _ 6.89
OA 716] _ 104) 2043 01 016 023 _ 331 18.84] 055 331 6.16|
CORR _ |GER20 |GER10 |GERO5 |FER20 |FER10 |FER05 |V UVE JUV_VE [THE  [TLE _ |STD20

n 372 448 5085 1.11 1.14] 1 335 0.23]  037] 335 4435
2 469 525 11.44] _ 0.04 of 008 _ 3.19 o 075 3.75 6.5
i3 288 617 1131 033 051 062 231 o 077 4.1 528
14 777 941 18] 042 006 022 675 ___0.26] 0.4 7.16 83
5 o 117 o 03 055 085 0 0.5 0 o 756
mi 17.92] 1889 _23.9 022 0.3) 04 138 o a.12 13.8 3.2
m2 032 1056 3354 153  -157 077 497 1.98] 435 497 595
3 489 55 856 042 022 031 4.89 0 0 4.89 33
ma 2095 23.19] 3302 057 061 043 18.27] 0.6 _ 468] 1827 2.

ms 19.66] _ 20.45] _ 29.16] __ 0.61 06 032 1926]  0.27 04| 1926 3.7}
MA 1495 15.72] 2565 of 003 014 1224] 054 271] 1224 _ 3.82
FA 2.21 529 11.33 _ 0.15 _ 0.21 0.21 3.12) 02 046 3.67) 6.4
OA 958  105] 1848 008 012 018 768 037 158  7.96] 5.1
fyiN GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 [V _UVE |UV VE JTHE _ JTLE _ |STD20

T 87.36] 90.71] _92.94] 336 1.84] _ 0.85) 0 100] _ 0.37] 85.87] 1567
A 9006 9381 95.12 _ 8.16 1.28 1.56 0 100 o] 8912] 18.36
& 8303 9049] 9306] 967 012 0.0 0 9982 o026 7892 18.16
1 85.07]  88.75 92.43 __ 7.02) o 0. 0 100 02| 8098 18.6
15 9152 9211 _94.44] 259 084 _ 0.56 0 100 o _89.18] 10.99
m1 1211 17.18] 26,63 0.67 05 0.33 0 100 _2.42] 678 4.8
m2 34.16] 3851 4472 1.6 056 064 0 100] _ 062] 3043 _ 6.48
m3 2141 2508 3028 042 029 0.1 0 100 o] 1896 523
ma 234 375 1265 062 057 __ 0.48 0 100 0 o 291
m5 6.0 8.97] 1623 0. 039 051 0 100 106] 303 409
MA 1522 187 261 0. 035 _ 0.36 0 100] __082] 11.84 4.7
FA 8741 91.17] _ 93.6]  6.16) 082 _ 0.17 0] 99.95) 0.17] 8481 1636
OA 5131, 54.04] 5985  3.47 058 _ 0.26] 0] 9998 049 4833 1053
PRAAT |GER20 |GER10 |GERO5 |FER20 |FER10 |FER05 |V_UVE JUV VE [THE  [TLE _ |STD20

1 743 818 10.41 1.44 1.28 118] _ 4.46 0 of 743 382
2 413 488 295 0.7 o021 033  2.06 o] 038 375 673
B 386 36] 977 057 057 061 1.03 o051 308] 489
14 613 605 1493 029 021 0071 593 0 o] 593 7.5
5 of o088 819 005 _-0.25 0.8 0 0.5 0 o 731
[ 10.17] _ 11.62] 1985 0238 053 0.43 1017 0 of 1017 366
2 248 497 3168 155  -1.44 032|186 _ 066]  062] 186 622
m3 183 245 703 0.8 03 025 183 0 0 1.83 361
ma 15.22] 1503 27.4 064 06 042 13.35 o 187 1335 3.7
m5 752 91| 2243 o085 082 039 752 0 o 752 404
MA 745 8.81] 2168 0.1 016 023 695 013 05| 695 414
FA 426 28] 11.25| 033 032 028 2.7 01 0.18] 404 605
OA 585  6.86] 16.46]  0.24] _ 0.24]  026] 482 _ 0.12] 034] 549 _ 509

Table A.2.25. Results for 20 dB White noise for low resoluton speech signals.
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DHO |GER20 |GER10 |GERO5 |[FER20 [FER10 [FERG5 |[V_UVE |UV_VE [THE [TLE STD20

f1 1.86] 2.97] 4.09 0.75 -0.48 -0.56; Q 29.41 0 0 4.3
f2 2.81 4.88] 12.38] -0.96 -0.39 0.17] 0 25.85 0 0.94 7.36
3 2.31 5.14 10.8 .89 -0.17] 0.13 0 19.71 0 0 6.2
4 6.54 10.02 17.59, 0.59 -0.1 -0.05, 4.5 5.67] 0 4.5 9.19
(5] 4.68) 6.14) 15.5] 0.06; 0.48) 0.82 0.58 52.01 0 1.17] 7.52
mi 12.58 22.78 41.89; 0.52 0.2 -0.06 4.12] 9.14 3.87] 4.12 7.08
m2 6.21 10.56, 29.19 1.59 2.19] 1.21 1.86 29.96 0 1.86] 6.93
m3 3.67| 4.59 12.23 0.93 -0.81 -0.39 3.67| 15.74 0 3.67| 3.79
m4 23.65 24.82] 37.7] 0.14 0.35] 0.35) 6.32] 10.25, 1.41 6.32] 3.73
Im5 16.09 21.37 31.4 0.7 0.21 0.66) 8.21 1.4 1.58] 8.31 5.02;
MA 12.44 16.82 30.48 0.12 0.43 0.35 4.86 13.31 1.37] 4.86 531
FA 3.64 5.83 12.07] -0.62 -0.13 0.1 1.024 2653 0 1.32] 6.91
0A 8.04 11.33] 21.28 -0.25 0.15] 0.23] 294) 19.92] 0.69} 3.09 6.1
CORR__ |GER20 |GER10 |GEROS |FER20 |[FER10 [FERO5 [V _UVE |UV_VE [THE [TLE STD20

1 5.58 5.85] 7.43 1.23 1.14 0.91 5.58 0 0 5.58 4.08
f2 7.5 8.26 14.07] -0.02 -0.12 -0.05 6 0 0.75 6.57] 6.55
f3 8.48 9.25 14.14 0.55 0.61 0.61 6.42 0 0.51 7.97| 5.18
14 2249 2352 30.88 -1.13 0.9 025 21.88 0.26 0.41 22,09, 7.92
i5 0.29 1.75 10.82 0.44 -0.62 -0.99 0.29 0.34 0 0.29 7.83
im1 23]  23.49 276 022 21 034 19.61 0 3.39 19.61 2.99
m2 17.39 18.63 38.51 -1.89 -1.92 -0.78 14.29 1.76) 3.11 14.28 5.89
m3 15.9 16.21 18.96) 023 0.3 0.37 15.9 0 0 15.9 33
m4 29.51 29.74 37.47] 0.37] 0.4 035 24.59 0.46 4.92 24.59 2.83
Im5 34.43| 3483 40.11 0.23 0 0.21 34.17| 0.27| 0.26 34.17 3.19
MA 24.05 24.58 32.53 -0.17 -0.15 0.1 21.71 0.5 2.34 21.71 3.64
[FA 8.87 9.75 15.47| 0.04 0. 0.05 8.04 0.12] 0.33 8.5 6.31|
(oA 16.46] 17.16 24 007, -0.07 0.07] 14.87] 0.31 1.34 15.1 4.98]
YIN GER20 |GER10 |GERO5 |FER20 [FER10 |FERO5 |V_UVE (UV VE [THE TLE STD20

1 88.1 91.08, 95.17] 5.03 253 0.3 0 100 0.37, 86.62 17.91
f2 89.31 91.74 94.93 5.58 1.39 0.73 0 100 0 86.3 17.55
f3 83.55| 88.95 93.57] 7.7 1.43, 0.8 0 100 0 76.35) 16.89
{4 77.71 84.46 89.16) 7.3 0.11 -0.79] 0 100 0 73.82 19.28
{5 91.23 92.4 94.74 2.79 -1.33 -0.06, Q 100 0 88.01 13.55|
m1 12.59 17.18 28.33) 0.72 0.5 0.38 0 99.83 3.15 7.02 48
m2 34.78, 38.51 49.07] 1.53 0.63 0.64| 0 99.78 0.62] 30.43 6.68
m3 24.16 27.83 34.86 0.37] -0.25] -0.21 0 100 0 20.49, 5.39
m4 2.58 4.92 13.35 0.58 0.58] 0.47] 0 100] 0.47] 0 3.06
ms 8.31 12.8 19.39] 0.49 0.44 0.52 0 100 251 2.64 4.5
MA 16.48] 20.25 29 0.74 0.38] 0.35 0 99. 1.35 12.12 4.89
FA 85.98  89.72 93.51 5.68 0.83 0.19 0 100 0.07] 8222 17.03
0A 51.23] 5499 61.26] 3.21 0.61| 0.28 0 99.96) 0.71 47.1 10.96
PRAAT |GER20 |GER10 [{GERO0S [FER20 |[FER10 |FERO5 |V _UVE |UV_VE [THE [TLE STD20

A 7.06 7.81 8.92 1.45 1.29 1.16] 7.06 0 0 7.06 3.62]
f2 7.5 8.26 14.82] 0.17] 0.17] 0.28 4.88 0 0.38] 7.13 6.56
(<) 8.23 8.74 13.62 0.84 0.74 0.68 6.17] 0 0.51 7.1 4.96
{4 24.95 25.36 31.9 -0.74 -0.75 -029] 24.74 0 0 24.95 731
{5 0 0.88 B.77] 0l 031 -0.87| 0 0.5 0 0 74
m1 13.56 15.01 23.49 0.4] 0.57] 0.43 13.56 0 0 13.56 3.75
m2 12.42 14.91 37.89 -1.93 -1.96 -0.47| 12.42] 0.66 C 12.42 6.21
m3 10.4 10.7} 15.6 028 0.35 0.29 10.4 0 G 10.4 3.64
m4é 16.39] 17.1 28.34 0.65 0.6 0.42 15.22} 0 1.17] 15.22, 2
ms 18.07, 18.7. 28.5 0.62 0.63; 0.35 18.07] 0 g 18.07] 3.62]
MA 1417 15.29 26.76 0 0.04 02 13.94 0.13 023 13.94 4.09
FA 9.55 10.21 15.61 0.35 0.23 0.19 8.57} 0.1 0.18) 9.37| 5.97
QA 11.86] 1275  21.1§] 0.18] 0.13 0.2 11.25 0.12 0.21] 11.65 5.03

Table A.2.26. Results for 15 dB White noise for low resolution speech signals.
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DHO  |GER20 |GER10 |GERG5 |FER20 |FER10 |FERO5 |V_UVE JUV VE [THE _ [TLE _ [STD20

i 112 186 3.79) 06| 042 05 0] _ 40.05 0 o 418
12 45 657 1351 0.7 0.15 038 o] 37.07] 0 18] 7.49)
i3 283 566 1157 071 017 0.16 0] 50.81 0 0 633
7 1300 184] 2413 043 049 028 573  20.88 o 961 1083
i5 76] 906 17.84] 001 __ 043 067 0] 46.64 0 o 761
m1 109 2276] 4189 076 026 008 _ 1.45 1412 _ 4.84 1.45]  7.23
m2 435 559 2795 169 _ 1.89 115 _ 1.86) 38.55 0 1.86] _ 5.99
m3 55  7.03] 1348 055 -064] 025 398 _ 34. o 3908 414
ma 1475 16.16] 2998 022] 043] _ 039  3.28] 34.17] _ 0.23] _ 3.28] 367
m5 19.78] _2454] 3417 032 045 072 9.37 11.38 1. 9. .99
MA 1.06 15, 29.49] 036 048, 038  3.99] 26.46 1.28 3.99 52]
FA 583 8.1 1445 033 0.04] 02| 1.5 39.09 0 222 _ 7.27
DA 8.44]  11.76) 21.82,  0.02  0.26] 029 257 3278  0.64 31 624
CORR |GER20 |GER10 |GERD5 |FER20 |FER10 |FER0O5 |V UVE |UV_VE [THE _ [TLE _ [STD20

i 12.27] 1264 1413 _ 1.34 1.26]  1.05]  12.27 0 o 1227 a7
2 14.26 152 21.76) 003 -0.18 0.1 12.95 o 084 1332 689
i3 1697 17.48] 2159 072 _ 0.86 _ 097 16.2 0 051 1645 5
i4 39.06] _3967] 456 15 -1.23 05 38.04 0.26] _ 0.41] 3865 _ 7.93
i5 585 731 1784 022 -0.41 106 5568 0.7 0 585 817
m1 35.59] 3508 3923 043 012 033 3341 o] 218 3341 3.1
m2 31.68] 3292 4845  -2.94 3 156 29.19 132] __ 248] 2949 533
m3 38.84] 3884] 419 0.1 0.1 0.17] 3884 0 0] 3884 3.3
ma 445 4473 50.82) 03 034 034 4052 023 308 4052 293
m5 51.72] 5211 5501 0.09 _ -0.06 o 5119 0.13] 053 51.19 _ 3.08
MA 40.46] 4094 4708 05 05 014] 38.63]  0.34 1.83] 3863 3.55
[FA 17.68] 18.46] 24.18] _ 0.06 _ 0.06] _ 0.07 17l 003] 037 1731 643
(oA 2907] _ 29.7] 3563 022 0 004 27.8 0.21 13 2797 499
VIN GER20 |GER10 |GERO5 |FER20 [FER10 |FER05 |V UVE UV VE [THE [TLE  |STD20

f 86.08] 9033 94.42 _ 0.58 _ -4.04 05 0 100] 037 8327 16.14
B 85.93 8893 0306 405 03 0.01 0 100 o] 8236l 1553
i3 76.86] 8458 89.46]  6.63  1.14] 045 0 100]  0.26] 7224 1594
14 70.76| 7689 85.07] 62 077 135 0 100 02| 6442 1835
15 87.13] 9064] 9327, 637, -1.23 _ -0.88 0 100 o 8304 1664
m1 14.77] 2107 30.75, _ 0.71 068 029 0 100] 438|799 489
me 34.78] _40.37) 4845, 1.35] 0.6 0.8 0 100 062] 3043] 666
m3 2049 263 3547]  0.49] 034  -0.42 0 100 0 158] 681
ma 3.51 562 1382 058] 065 044 0 100] __ 0.47 o 306
m5 10.85] 16.36] 2559 _ 0.26 03 045 0 100] 356|251 4.94
(mA 16.9] 21.94]  30. 0. 037 __ 0.31 0 100 18] 1137 527
(FA 8153  86.28] 91.06] _ 4.76 06 044 0 100] _0.17] 77.07] 1652
[oA 2922 5411 6084 272  -0.11 __ 0.06] 0 100 098] 44 10.89
PRAAT |GER20 |GER10 |GERO5 |FER20 |FER10 |FER05 |V UVE |UV.VE [THE [TLE  [STD20

f 1264 1338 1487 _1.23] 105 087 1264 0 o] 1264 4.3
2 14.45 152] 2158 016, 007 0.19 1313 ol o038 1407 6864
& 1928] 1928 23.14] _ 0.76] _ 0.76] _ 0.87] 18.25 o] 051 1877 476
Z 4315 4335 48.06) -1.28 122 -067] 41.92 0 o 435 7.9
i5 76  8.48 1696 015 047 -1.09 7.6 0 0 76 764
m1 2155 2252 293 027] 037 031 21.55 0 o 2155 364
m2 2609 27.95 _ 46.58 3] 294 095 26.09 0 o 2609 583
m3 3456 34.56] 38.23] 028 028 028 3456 0 o 3456 354
ma 22720 2319 3396 0624 062 034 21.55 0 1.17] 2155 324
m5 40.77| 41.03] _ 46.04 0.3 03 017 40.77 0 o 40.77 327
MA 29.13] 20.85]  38.82 03] 027 003 289 o 023 289 3.9
FA 19.42] 19.8a] 24.92] 014]  004] _ 0.03] 18.71 0 018 1925  6.07]
OA 2428 24.89] 31.87 008 012 003 23.81 o 021 2407 499

Table A.2.27. Results for 10 dB White noise for low resolution speech signals.
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DHO _ |GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 |V_UVE |UV_VE [THE E__ |sTD20

H 52| 632  7.43] 066|055 052 o 61.09 0 0 43
2 375 582 137 007 _ 003 032 0.8  58.19 of  o38] 782
® 206 411 11.05 09 042 o1 1.08]__ 55.15 0 103 5.6
14 2025 27.4] 3415 163 -012] 032 _ 6.34 _ 29.64 o] 654 1258
15 292 468 1374 004 061 0.7 0.29] _ 65.27 o o029 779
mi 1404 2639 4528 081 054 007 0 2492 048 o] 753
m2 497, 807 323 182 208 1.3 188 _ 489 0 1.86] _ 6.75
m3 308 428 1315 073 068 032 398 5967 ol 388 399
ma 1897 2061 3162 058 066 063 7.73] 48.29] 2.1 7.73] __ 368
m5 19.26) 2599 3668 036 025 061 3.43) 3307 185 343 556
MA 1224 17.07] _ 31.8] 042 057 0.4] 3.4 4297  0.89 34] 5.49
FA 684 967 1602 064 -0.03 0.9 _ 1.61 53.87 o 165 769
OA 954 13.37] 23.91] 011 024 _ 0.29] 25 48.4 0.44] 252|659
CORR __ |GER20 |GER10 |GERO5 |FER20 IFER10 |FERO5 |V _UVE |UV_ VE [THE _ [TLE __ |STD20

M 316 316 3234 077 077 077 316 0 o 318 377
A 3433 3508 41.84] 102 103 079 33.4 o 056 3377 7.5
® 43.96] 4447 46.79 086 08 087 43.7] of 026 437 _ ar77
4 61.55 _ 61.96 6503 222 -1.96 098] 6074 of o041 6115 794
5 23] 24271 3421 062 093 3] 2281 0 o 231] 863
m1 5714 57.63 _ 59.32] _ 0.05 _ -0.07] 0.4 5569 0 145 5569 325
m2 5342] 53.42 6398 408 408 _ -1.95 53.42] _ 0.88 o] 5342 484
m3 64.53 6453  65.14) 054, 054 046453 0 0 6453 292
ma 68.15|  68.15 7213 001, _ 001 _ 0.15 _ 6581 0.23] 234 6581 2.9
m5 68.34 6834 6966] 061|061  -0.39 67.81 0.13] 053 6781 253
MA 6231 6241 66.04] -1.05 _ -1.06 05| 6145 025 _ 086] 6145 _ 3.29
FA 3891] 39.48 44.0a] 05 047 029 3845 0] 025 3866 645
DA 50.61]  50.94] 55.04] 0. 0.76] _-0.39 49.95 _ 0.12] _ 0.56] 50.06|  4.87
N GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 ]V UVE JUV VE THE _ [TLE _ [STD20

n 7286] 77.32] 8401 _ 3.04] 044 _ -0.58 0 100] __ 0.74] 6543, 1355
2 7561 82.35] __88.37] ___4.81 047 ___ 1.3§ 0 100] _ 0.19]  69.98] 1728
& 59.9] 7095 _ 80.46] _ 4.03 0.7 __ 0.12 0 100] 051 50.9]  16.11
14 63.8] 7342 81.8 _ 6.38 __ 1.84 0.1 0 100]  1.02] 5583 19.49
5 7632] 8099 8596 233 225  -0.85 0 100 o] 7135 16
m1 16.22] 2228 3438 071 053 _ 0.48 0 100] 678 581 541
m2 3168 4161 5093  0.95 _ 0.6 _ 0.32 0 100 2.48] 2236 884
m3 1651 2509 4098 101 026 _ -0.19 0 100] 061 887 __ 8.04
ma 6.79] _13.41] _22.95| 035 058 0.41 0 f00] 258 of 436
m5 2269 3232 4274] 028 0.35 0.5 0 100] 8971 264 652
MA 18.78]  27.06| 384 _ 066 027 0.3 0 100] _ 4.28] 7.94] _ 6.63
FA 69.7] 7701 8412 411 008 _ -0.01 0 100] 049  62.7] 16.48
DA 2424 5204 61.26]  2.33 0.1 0.14 0 100]  2.39] 3532 1156
PRAAT |GER20 |GER10 |GERO5 |FER20 |FER10 |FER05 [V UVE |UV VE JTHE _ |TLE __ |STD20

f 3271 3271 33.83 0.9 09 071 3273 0 o] 3271 355
2 3827]  38.45] 4447 083 073 027 3621 0 o] 3827 _ 6.85
3 455 4576 47.04] 055 066 08| 4524 0 o 455 457
14 64.42] 6442 66.87] _ -1.81]  -1.81 07 64.49) 0 o 6442 684
5 2865 2987 3772 031 0. 149 27.19 0 o] 2865 8.4
i 4019 41.16] _ 45.04] 0.1 0.1 0.32] 4019 0 o 40.15] 34
m2 53.42]  5342] 66.46] 424|424 151 53.42 0 o 53420 5.6
m3 5994 5094 6147 027 027 035 50.94 0 o 5094 335
ma 4309 4356 5120 056|055 032  43.09 0 o 4309 327
ms 60.55 6055, 6332 0.8 _ 0.18] 011 6055 0 0] 6055 295
MA 51.44 51.73] 5752 081 079 026 51.44) 0 of 5144 364
FA 4191 4224 45.99 03 033 0.9 416 0 o 4191  6.03
OA 4668 46.98] 51.75] 055  -0.56] 023 __ 46.3) 0 0]  46.68  4.83|

Table A.2.28. Results for 5 dB White noise for low resolution speech signals.
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DHO GER20 [GER10 [GER0O5 [FER20 [FER10 |FEROS [V_UVE [UV_VE [THE TLE [sTD20

il 10.78] 1487 1638 -059] -0.23] -0.24 0o 9321 0 0.74] 7.23
f2 713 11.44] 2045 036 0.42 0.43 0] 92.46 0 0l 9.67]
3 10.54 1465 20.31 053  -0.21 0.2 0] 8354 0 0 7.21
t4 3292 4785 5542 -414] -039 -0.44 02 87.11 0 593 1858
f5 13.16]  18.42] 28.07]  -1.37] 0.14 0.52 of 9614 0j 556  10.15
m1 2155 31.72] 5327 1.2 073  -0.18 0| 8854 4.6) 0 7.63
m2 16.15  22.358] 46.58 0.73 1.6 1.07 2.48]  83.04 0 2.48) 7.94
m3 1.22 6.42) 21.1 085 -067] -0.43 0.31 8557 0 0.3 5.87]
m4 20.14 26|  40.28 0.43 0.76 0.68 1.41]  77.45 1.17] 1.41 5.19
m5 26. 37.34] 5092  -1.29 0.15 0.69) 1.32] 8371 1.72) 1.32 6.8
MA 17.14] 2477 4243 0.02] 0.52 0.37] 1.1]  85.66 15 1.1 6.68
FA 14.91 2145 28.12 14 -022 0.1 0.04]  90.49] g 245 10

OA 16.02] 2311 3528 069  0.15 0.23 0.57] 88.08 0.75] 1.77] B8.63
CORR __ |GER20 [GER10 [GER05 [FER20 |[FER10 |[FERO5 [v_UVE [Uv_VE |THE TLE STD20

f1 62.45  62.45] 62.45 0.38 0.38 0.38] 6245 0 0}  62.45 3.3
2 6248 6285 6679 -3.04] 284 -1.71]  61.35 0 0.38 62.1 6.64
3 7275 7275 7404 005  -0.05 0.59) 7274 0 0] 7275 4.64
t4 78.92]  78.12] 7955 2271 2271  -1.26]  77.51 0 021 779 7i
i5 5906] 5994 6462 -108 -187 -1.94 57.6 0 0.58]  58.48 9.04
m1 B8.85 88.86] 8886 -127] -127] -1.27] 88.14 0 073  88.14 2.08
m2 7578 75.78] 8137 -5.05] -505] -3.13  75.78 0 0| 75.78 4.67
m3 87.77] 8777 8838 172 -1.72]  -1.380  87.77 [i ol 8777 3.01
m4 9555 9555 9555 -0 0.44] 044 9555 0 0|  95.55 2.4
ms 9248 9248 9261 0.8 -0.8] 058 91.82 0 0.66] 91.82 2.19
MA 88.09| 88.09] 8935 -1.86] -185] -1.37] 87.81 0 028] 8781 2.81
FA 6697 6729 6949 -1 -1.33] 0.79] 66.33 0 023] 6674  6.12
OA 7753 7766] 7942 1541 159 108 77.07| 0 026] 77.27  4.47
YIN GER20 [GER10 [GERO5 [FER20 [FER10 [FEROS5 |V_UVE |UV_VE [THE TLE STD20

i1 5465 6543 76.95 504 045 -0.24 0 100 0] 4684 1548
12 59.47]  71.86]  81.99] 6.85) 0.49 0.4 0 100, 0 5216 18.18
i3 49360 63750 7378 4.78 0.1 0.65 0 100 051 3599 16.08
14 65.24  73.21]  84.87] 6.26] 021 0.6 0 100 123 5399  20.22
i5 5965 7251  80.41 6.7 0.1 -1.06 0 100 o 5526 1945
m1 2131 3051 4479 1.35 0.98 0.54 0 100 9.2 2.91 6.59)
m2 31.08]  40.37 52.68] 1.98) 0.4 0.19 0 100 559 13.04 8.92
m3 23.85 36.7] 52.29 044  -009 -0.21 0 100 3.3 8.56] 9.72
m4 17.1]  22.25]  34.66] 0.21 0.58 0.46] o  99.77 6.56) 0.7 4.28
m5 3562 46.97] 59.63 0.57 0.65 0.51 0 100|  16.89 2.11 7.71
MA 25790  35.36] 48.83| 0.91 05 0.3] 0l 9995 8.44 5.47 7.44
[FA_ 57.67  69.35 79.6] 593 007 -0.09 0 100 0.35] 4885 17.88
[0A 4173 5236 6422 3.42| 0.22) 0.1] 0 99.98 4.4 2716 1266
PRAAT |GER20 |GER10 |GER05 |FER20 [FER10 |[FER05 |[V_UVE |UV_VE [THE TLE STD20

i1 69.14]  69.14]  69.14 0.52) 0.52] 052 6431 0 0 69.14 2.75
f2 70920  70.92] 74.11 -383 383 245 6754 0 0 7092 5.82)
f3 79.43  79.43]  79.43 0.58 0.58 0.58] 77.89 0 0]  79.43 3.62
14 g2.211 8221 8364 279 -2 -1.47]  80.37] 0 0 8221 7.12
15 7018] 7105 7427] 008  -1.11 -1.88 65.2) 0| 0| 70.18 9.95
m1 77| 77.48] 78.45 003 001 -0.1 77 0 0 77 3.1
m2 7764  7764] 83.23 -4.7] -4.7 28] 7764 0| o 7764 4.21
m3 8899 8899 83.99 -1.32 -132] -1.32] 88.99 0 0  88.99 3.1
md 83371 83,37 84.78 0.01 0.01 0.1  83.37 [ o  83.37 2.78
mS 8654 8654 8694 029 029 005 8654 0 0  86.54 2.54
MA 8271 68281 8448] 128 -1236 0 827 0 0 8271 3.15
FA 7438 7455 76,13 -1.1 131 084 71.06 0 0 7438 5.85
OA 78.54  78.68 803 -1.38] -1.29] -0.89 76.89 0 0 7854 4.5

Table A.2.29. Results for 0 dB White noise for low resolution speech signals.
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DHO GER20 |[GER10 [GERO5 [FER20 [FER10 [FER05 |V_UVE |UV_VE [THE TLE STD20 |
11 2007i 25280 3011 111 o -0.09 0 99.1 0 0 8.44|
2 1295 1885 2871 044 0.06 0.37] ol 9892 0 o 1074
& 24.68] 36.5]  44.22) 0.87] 0.12] 0.43 ol 96.38 0 o 1283
14 4765 69.73] 76.89] -3.89 25 1.84] 0 100 0 082 27.33
15 2251  33.04f 43.57 1.09 1.02) 1.1 0 100 0 0.29 14.9
m1 3099 4358] 60.53 0.49 029 004 0| 9668 291 0 7.65
m2 19.88] 3354 5217 -058 0.42| 0.88 0 100, 0 o  10.45
m3 734 2202 35.17 22 -062] 038 0 100 0 0 8.29
ma 3489 42.39 54.8 0.32 0.34 0.38 0 100, 5.15 0 5.47]
ms 36.68] 504 6398 225 -0.07] 0.58] 0.13 98.8, 1.45 0.13 7.97]
MA 25.960 38.39] 53.33] -0.84 0.07] 0.29 0. 99.09] 1.9 0.03 7.97
FA 2557  36.7] 44.7] -0.7] 0.72] 0.74 0| 9888 0 0.22] 14.85
0A 25.76] 3754] 49.02] -0.77 0.39 0.5 0.01] 9899 0.95 012 11.41
CORR |GER20 |[GER10 |GERO5 |[FER20 |[FER10 [FER05 [V UVE Juv_VE [THE [TLE STD20

f1 99.26] 99.26] §9.26 4.83] 4.83 483 99.26 0 o] 99.26 5.69
2 99.25] 9925 99.25] " -0.16] -016] -0.16]  99.25 0 o]  99.25 3.79
f3 9923 9923 99.23 1.04 1.04 1.04] 99.23 0 o 9923 4.1
14 99.8 99.8 99.8 0 0 0 99.8) 0 0 99.8 0
15 9766 9766 9883 -12.42] -12.42] -7.02]  97.56) 0 o| 9766 6.82
m1 100 100 100 0 0 0 100 0 0 100 0
m2 100 100 100 0 0 0 100 0 0 100 0
m3 9969 9969 9969 294 294 294 99.69 i o] 9969 0
ma 100 100 100 0 0 0 100 c 0 100 0
m5 100) 100 100 g 0 0 100) 0 0 100 0
MA 99.94 9994 9994 -053] -058] -0.59] 99.94| 0 0] 99.94 0
FA 99.04] 99.04] 9927 -1.34 -1.34] 0.2 99.04] 0 0] 99.04] 4.08
OA 99,49 9949 9961 096 -0.96] 042 99.49 0 of 9949 204
YIN GER20 |GER10 |GERO5 |[FER20 |FER10 |FER05 [V_UVE [UV_VE [THE TLE STD20

1 56.13| 67.66] 78.44 451 0.81 0.43, 0 100 074] 4498 16.1
A 65.67] 74.48] 84.05 6.55 1.93 0.83 0 100 131 4953  17.06
i3 55.78] 69.67] 80.46 2.46] 114 0.01 0 100 206/ 3805 17.19
14 71.78] 80.78] 8671 8.82] 205  -0.74 0 100 123 5849 19.96
i5 62.28] 7222 83.33 a5 -0.14] 1.82 0 100 o] 5526 1967
mi 46| 5569 68.28 0.31 0.71 0.36 0 100 20.82] 4.36 8.2)
m2 45.34]  57.t4]  69.57 031 -102] -0.53 0 100 8.7] 205  11.23
m3 4037 5627 70.95 2.44 0.5 0.34 0 100 8.26] 979 11.78
ma 3911 50.12] 6393 -0.32 0.75 0.25] 0 100 18.03) 0.7 6.97]
m5 5462 69.39] 82.19 0.13) 0.29 0.53] 0 100] 24.01 475  10.44
MA 45, 57.72] 70.98 0.57] 0.27 0.19 0 100 15.96 8.02 9.73
[FA 6233  72.96 82.6) 5.37] 1.16 0.47] 0 100 1.07]  49.26] 18
(oA 53.71] 65.34] 76.79] 297 0.71 0.33 0 100 852 2864 13.86
PRAAT |GER20 |GER10 |GERO5 |[FER20 [FER10 [FERO5 [V UVE |UV_VE [THE TLE STD20

11 100 100 100 0 0 0 100] 0 0 100 0
12 100 100 100 0 0 0 100] 0 0; 100 0
13 100 100 100 0 0 0 100 C 0) 100} 0
14 100 100 100 0 0 0 100 0 0 100) 0
15 100 100 100 0 0 0 100 0 0| 100 0
m1 100 100 100 0 0 0 100 0 0 100 0
m2 100 100 100 0 0 0 100 0 0 100 0
m3 100 100 100 0 0 0 100) 0 0 100 0
ma 100 100 100 0 0 0 100, 0 0 100 0
m5 100} 100 100} 0 0 0} 100 0 ) 100 0
MA 100 100 100, 0 0 0 100 0 0] 100 0
FA 100 100 100 0 0 0 100 0 0 100 0
oA 100} 100 100 [i 0 0 100 0 0 100 0

Table A.2.30. Results for -5 dB White noise for low resoluton speech signals.
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DHO GER20 [GER10 |GEROS |FER20 [FER10 |[FERQ5 [V _UVE |Uv VE [THE [TLE STD20

i 0.74] 1.86 3350 069 043  -0.56 0] 23.98 0 0 43
t2 1.69 375 11.26] 067 -0.27] 0.35 0 31.25 0 0 7.34
13 0.77 3.86 9.25] -096] -0.36 -0.1 0 8.14 0 0 6.15
t4 961 1207 19.43] 0970 0.7  -0.08 4.29 1.03 0 4.29 8.5
i5 0.58) 205 1199 0.1 0.29 0.59] 0.58 50.5 [ 0.58 7.43
m1 1429 23] 4165  -0.04 022  -0.12 5.57 6.81 2.18 5.57] 6.67]
m2 3.73 6.831  25.47| 1.78 2.08 1.52) 0 30.18 0| 0 6.39
m3 8.26) 9.17] 15.9] 08 071 -0.33 7.65] 18.69 0 7.65 3.85
m4 19.44] 21.08] 33020 -0.04 0.224 0.48} 4.45 16.4 1.17] 4.45 3.76
m5 2375 3061 4063 -0.92 0.2 0.68]  11.08 3.61 0.4 11.08 575!
MA 13.89] 18.14] 31.33 0 0.39 0.45 5.75| 15.14 0.75 5.75 528
FA 2.68] 4. 11.05] 0.68] -0.19 0.04 0.98] 2293 0 0.98 6.74
OA 829 11.43] 2119 034 0.1] 024 3.36)] 19.06 0.37] 3.36) 6.01
CORR |GER20 [GER10 |GER05 |[FER20 |[FER10 [FER05 |v UVE [UV_VE [THE TLE STD20

" 1.86! 3.35 4.83 1 1.04] 1.05) 1.49 1.81 0.37i 1.49 4.77]
2 3.56 45  11.2¢] 0,14 0.19 0.24 1.13] 0.65| 0.94 2.44 6.78
i3 3.08 453  10.28 0.3 0.57] 0.59) 0.26 0.72 1.03 2.06 5.57]
i4 5.11 7.57] 17.38 0.5  -0.18 0.08 2.86 1.03 0.61 4.5 8.63
15 0 1.17] 10.23] 028 -047] -0.84 0 235 0 0 7.63
m1 16.22] 17.19]  21.79 0.19 0.26 0.44] 11.86 0.83 436]  11.86 3.14
m2 8.7 932 32920 169 -1.81 -0.67] 3.11 3.3 5.59 a1 574
m3 2.75) 3.36 5.81 0.09 0.2 0.3 2.75 0.33 0| 2.75 3.34
md 22011  22.48]  31.85 0.64 0.65 0.43]  15.93 0.23 6.09]  15.93] 2.93
m5 13.72] 1491 244 0.71 0.67] 0.41 13.46 0.67| 0.26] 13.48 3.73
MA 1268] 13.45] 2338 -0.01 [ 0.18 9.42 1.07] 3.26 9,42 3.78
FA 2.72 4.24 10.8 0.14 0.23 0.23] 1.15 1.31 0.59] 2.1 6.68|
DA 7.7 8.85] 17.08 0.07] 0.11 0.2 5.28 1.19 1.93] 5.76 523
IN GER20 [GER10 |GERO5 [FER20 |FER10 |[FER05 |v UVE [UV_VE |THE [TLE STD20

1 8773 9071 94.05 393 051 1.63] 0 100 037] 8587 14.78
t2 90.24] 93.81] 95.31 5.42 0.84 -1.54 0 100 of 8762 17.93
€] 80.21| 87.15] 91.2§ 8.3  -009 -0.29 0 100 028] 76.61 15.
14 86.3] 90.18] 93.05 6.84 -0.11 -1.07] 0 100 o] 8262 19.11
15 90.64, 924] 93.86 4.04 025  -1.83 0 100, 0] 8801 14.01
m+ 11.14] 1671 27.12 0.6 0.56 0.37] 0 100 2.18] 6.3 4.93
m2 35.4] 3851  45.96 1.3 0.59 0.82} 0 100 062] 31.06 6.15
m3 2294 2783 34.8§ 093 003 -009 0 100 0] 18.04 6.22
m4 2.58] 4.45]  14.29] 0.58 0.59 0.49 0 100 0.47] 0 2.97]
mS 5.54 8.84] 14.64] 0.55 0.43 0.46) 0 100, 0.92] 2.24 4.13
MA 1552 1927 27.37] 0.79 0.43 0.41 0 100 0.84] 1153 4.88
FA 87.02] 90.85 93.51 5.1 0.07] -0.62 0 100 0.13] 84.15] 16.31
OA 5127 55.06] 60.44 3.25 0.25 0.1 0 100 048] 47.84] 1059
PRAAT |GER20 |[GER10 [GER0O5S |[FER20 [FER10 [FER0OS [V _UVE [UV_VE [THE JTLE STD20

1 4.09 6.32} 8.18 1.12) 1.16} 1.23] 0.37] 0 0.74) 3.35) 4.69
A 3.38 413 10.88 0. 0.39 0.36 1.31 0 0.38 3 6.5
3 2.57] 3.86 9.51 0 0.67 0. 0.26 0 0.51 2.06] 5.49
(4 4.5 6.34] 13.91 0.1 -0.02) 0.31 4.29 0 0 4.29 7.88
(5 0 1.17] 7.89 0.08 -0.16 -0.64 0 1.01 0 0 7.25
m1 993 11.38 20.1 0.38 0.53 0.4 9.44 0 0.48 9.44) 3.67
m2 1.86) 3.11} 3168  -1.55 -15] 0.39 1.24 0.66 0.62 1.24 624
m3 1.22 1. 7.65} 0.19 0.31 0.3 1.22 0 0 1.29] 3.59
ma4 14.75]  15.46] 26.23 0.63 0.59 0.37] 11.24 0 3.51 1124 3.18
m5 4.09 594 19.26 0.78] 0.72 0.41 4.09 0 0 4,09 3.96
MA 6.37] 7.54]  20.88 0.09 0.11 022} 5.45 0.13 0.92 5.45 413
FA 2.91 4.36]  10.07 0.41 0.41 0.39 1.25) 0.2 0.33 2.54 6.36
OA 4.64] 5.95 15.53] 0.25] 0.26 0.3 335 017 0.63] 3.99 5.25

Table A.2.31. Results for 25 dB Environment noise for low resolutdon speech signals.
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DHO GER20 [GER10 [GERO5 [FER20 |FER10 [FER0O5 |V _UVE [UV_VE [THE TLE STD20

f 0.74 1.86 3.35] 068 -0.42 -055 of 2217 0 0 433
f2 0.5 244 1069 082 -0.34] 0.31 o] 2283 0 0 7.14
t3 0.26; 3.34 823  -0.83  -0.26] 0.02 0|  26.58 0 0 6.18
14 5.73 8.18] 15.34] -0.88] -0.1 0.1 3.271 15.72 0 3.27 8.38
i5 5.26 7.02] 17.25]  -0.09 0.39) 0.76) 0.58]  48.15] 0 0.58) 7.61
m1 1598 28.33] 45.52 0.84 022 0.1g 5.81 4.98 4.36 5.81 7.65
m2 4.97| 8.07]  26.09 1.94 2.26] 1.54 0 30.4] 0 0 6.39
m3 5.2 52 1223 075 075 0.4 5.2 2852 0 5.2 3.56
ma 1171 13.82] 2482 -0.07 0.27] 0.49 141 1617 0.7 1.41 3.67]
m5 2256] 2744  37.86 0.9 0.08] 0.45] 14.38 4.02] 0.66] 1438 5.31
MA 1208] 1657 29.31 0.22] 0.41 0.38] 536 16.8 1.14 5.36) 5.31
FA 251 457 1097 -0.66) -0.15 0.09| 0.77] 27.05 0 0.77] 6.73
0A 73] 1057 20.14] 022 0.3 0.24] 307 21.94 0.57 3.07] 6.02
CORR |GER20 |GER10 [GER0OS |FER20 [FER10 [FERQ5 [v UVE [UV VE [THE TLE S$TD20

1 26 3.72 52 1.15 1.07 0.98 1.86 4.3 0.37 2.23 435
2 4.13] 525  12.00 0.03 0.03} 0.08 2.25) 1.72) 0.94 3 6.83
13 3.08 4370 10.03 0.57 0.67 0.59 0.77 2.17] 1.03 2.06 5.39
14 9820 12271 2065] 087 032  -0.04 7.98 3.61 0.61 9 8.62
5 0.29] 146 1053 0.4 03 -0.84] 0 4.19 0 0.29 7.55
m1 17.43] 1864 23 0.12) 0.24 0.44]  12.59 1.99 484] 1259 3.24
m2 13.04] 1366 35.4 18] -1 -0.67] 7.45 4.85 5.59 7.45 5.7]
m3 5.81 6.42 8.87] 0.18 0.3 0.36) 5.81 2.3 0 5.81 3.3
ma 2389 24.36] 33.26 0.57 0.58] 04]  16.63 1.59 7.03]  16.63 2.9
m5 18.34] 19.39]  28.36 0.64, 0.64] 0.36]  17.68 1.2 066 1768 3.65
MA 15.7 165 25.78] 0.06] -0.03] 0.18]  12.03 2.39 362 1203 3.76
FA 3.98] 541 11.68]  0.16 0.22} 0.16] 2.57 3.2 0.59 3.32] 6.55
OA 9.84] 1096, 18.73 0.05} 0.09 0.17] 7.3 2.79) 2.11 7.67] 5.16
YIN GER20 [GER10 |GER05 [FER20 |[FER10 |[FER05 [v UVE Juv VE [THE [TLE STD20

i 89.96] 9257  95.17 6.65 1.65} 0.14] ¥ 100 0.37] 88.1] 1557
2 89.12] 9306 94.93 8.03 08  -0.91 0 100, o] 8687 1775
t3 8149 85.09 91 4071  -0970 -0.99 0 100, 026] 7738 1443
14 8425 8875 92.23 3.81 -1.48] 051 0 100 041 7873 20.08
15 89.18] 9064 9181 4.96 2.1 0.2 C 100 o] 8743 1372
m1 11.38]  15.74]  25.67] 0.57] 0.71 0.42) 0 100 2.18 6.05 468
m2 37.27]  40.99 47.2] 1.26 0.75 0.7 ¥ 100 052 3168 6.45
m3 23.85) 26.3]  34.86) 0.77] 0.25) 0.01 0 100 o] 2049 5.48
m4 3.51 6321 14.52 0.52] 0.63] 0.49 ¥ 100, 0.94 0 3.22
m5 6.73 1003 1768 0.35) 0.42] 0.43 ¥ 100 1.32] 2.24 4.01
MA 1655 19.88] 27.99 0.69 055 0.41 o~ 100 1.01]  12.08 4.77]
FA 86.8] 90.02] 93.03 5.51 0.42]  -0.41 0 100 0.21] 8364 16.31
0A 51.67] 54.95 6051 3.1 0.49] 0 0 100 0.61] 4787 1054
PRAAT |GER20 [GER10 [GERO5 [FER20 |[FER10 |FER05 [V_UVE |uv_VE [THE TLE STD20

t1 6.3 7.43] 8.97 1.51 1.26 1.2 3.35 1.36 0 6.32] 381
2 4.32] 507  12.38 0.33 0.33 0.31 2.25 0 0.38 3.94 6.6
73 2.31 411 10.03 0.59 0.57] 0.66 7 0.18 1.03] 1.29 5.62)
t4 1391 1595 2372 036 -0.13 0.06 7.77] 0 o] 1381 8.53
15 2.34] 351 10.82 0.1 015 -0.63 0 2.01 0 2.34 7.33
m1 1065  11.86 20.1 0. 0.55 047 10.17] 0.33 0.48]  10.17] 356
m2 3.1 3.73) 3292 -1.44] 155  -0.26] 2.48 1.54 0.62} 2.48 6.31
m3 2.45 3.06 8.87 022 0.34] 0.34 2.45 0 0 2.45 3.67]
md 14520 1499 2623 057 0.5 0.44]  11.48 0 3.04]  11.48 3.1§
im5 6.33 8.18] 20.98] 078 0.72 0.41 6.33 0.27] 0 6.33] 3.95
MA 7.41 8.36] 21.82 0.14 0.13] 0.28 6.58 0.43 0.83 658 4.13
FA 5.84 721 1317 0.43) 0.38] 032 2.67] 0.71 0.28 5.56 6-38
DA 6.63) 7.79] 17.5 028 0.26] 0.3 4.63 0.57] 0.56 6.07] 5.25

Table A.2.32. Results for 20 dB Environment noise for low resoludon speech signals.
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DHO GER20 [GER10 [GERO5 [FER20 [FER10 [FERO5 |v_UVE |UV_VE [THE TLE STD20

f1 3.35 4.46 5.95 043 032 -044 0] 43.44 0 0 433
2 3.94 563 1201 024  -0.05 0.47] 0]  39.01 0 1.31 6.99
& 0.51 3.86 925 063  -0.09 0.11 0]  30.38 0 0 6.21
14 9.61 135] 2065 -0.46 0.45 0.06 5.11]  20.62] 0 5.11 9,77
15 2,05 351  12.87 0.04 0.45] 0.67] 0  61.58 0 0 7.35
m1 22.03 322 47.94 0.06 023 -0.18 9.93]  30.73 1.94 9.93 6.97
m2 13.04]  15.53]  31.06) 1.72 2.26) 1.53] 4.97 29.3 0 4.97] 6.23
m3 3.06) 338 11.01 07 066  -0.18 061  16.72] 0 0.61 385
md 1452] 16.86] 28.81 -0.05 0.23 0.43 2.81 7.74 0 2.81 3.82)
m5 153 21.77] 3417  0.95 0.13} 0.55) 9.76]  10.04 0 9.76 5.57
MA 13.59] 17.94 30.6 0.02) 0.44] 0.43 562 18.91 0.39 5.62] 5.29
FA 3.89 6.19] 1215 034 0.09] 0.17] 1.02] 39 0 129 6.93
DA 8.74] 1207 21.37] -0.16] 0.26] 0.3 3.32] 28.96 0.19 3.45 6.11
CORR [GER20 |GER10 [GER05 [FER20 {FER10 [FERO5 [V UVE [UvV VE [THE [TLE STD20

11 4.83 5.58 7.06] 1. 1.18) 1.05] 3.35 8.37 0.37] 4.45 4.09
f2 7.32) 844 1463 012 -0.04 0.1 5.07] 3.02] 0.75 6.57] 6.66!
13 5.66 6.54]  11.83) 0.7] 0.79 0.7] 3.6 6.15 0.51 5.14 5.44
14 2004 2249 3027 053 043 -0.07 13.5 5.15 061 18.81 g
5 1.17 234  12.87 0.0 024 077 0.29 6.04 0 1.17 7.79
m1 2252 2324 2785 0.16 0.21 041 1598 4.32] 654] 1598 3.18
m2 1863 19.88] 39.75 -2 2271 091 1304 8.59 559  13.04) 578
m3 14.98 15.6]  18.96 0.27] 0.25) 0.37] 1468 6.23 0.31 14.68 359
ma 2027  29.27 37.7] 0.48 0.48 039 21.78 2.96 7.49]  21.78 2.82;
mS 2068] 3061 36.28 0.27] 0.28) 026 27.97 2.01 1.72] 27.97 3.49
MA 23020 237 21 017 021 0.1 18.69 4.8 4.33] 18.69 3.77,
[FA 7.8 9.16] 15.33 0.28 0.25 0.2} 5.16 5.75 0.45 7.23 6.6
DA 1541 16.44] 23.72] 0.06] 0.02] 0.15]  11.93 5.28] 239] 1296 5.18|
YIN GER20 |GER10 [GERO5 |FER20 [FER10 [FER0O5 [V UVE Juv_VE [THE TLE STD20

11 89.59] 92.57 94.8] 7.53) 1.43 0.24 0 100 074] 8699 14.89
2 89.12 925  94.75 35 147 0.91 0 100 0] 8555  19.67]
f3 8432 87.66 92.8] 5.01 0.78 0.13 0 100 026] 7995 1495
14 8282 8732 91.21 1.44 353 224 0 100 061] 7689 19.87]
i5 86.84]  91.81] 93.86 10.75 025 -1.7% 0 100 o] 8363 1861
m1 1211 17.19] 26.63 0.48] 0.55 0.32) 0 100 1.69 6.78 461
m2 39.75] 44.72]  54.66) 1.52) 0.42 0.21 0 100 3.73] 3043 6.99
m3 2232 27.83 36.7] 1.44] 028 -0.13 0 100 0.31] 18.35 6.7
ma 632 1054] 18.97 0.59) 0.67] 0.47] 0 100 1.64 0 351
m5 1174, 16.89 25. 0.2 0.37] 0.43} 0 100 3,69 2771 4.86
MA 18.45 2343 32.43 0.85 0.46 0.26] 0 100 221 1167 5.33
FA 8654 9037 9348 565 -051 053] 0 100 0. 82.6 17.6
OA 52.49 56.9] 6296 3.25) -0.03 -0.14) 0 100 1.27] 4743 1147
PRAAT [GER20 [GER10 |[GERO5 [FER20 [FER10 |FER05 [v UVE [uv VE JrHE TLE STD20

t 7.81 8.55!  10.04] 1.7] 1.53, 1.28 4.83 2.94 0 7.81 3.89
2 7.69 863 1651 0.27] 0.23 0.19] 4.13 1.08 0 7.69 6.7
3 6.17] 7.71  13.88 0.83] 0.74) 0.71 1.29 2.71 1.03 5.14 5.77]
14 30.27] 31.9] 3804 -0.74 -0. 0.4 14.72 1.55 o  30.27 8.84
15 2.34] 3.51]  11.99] 0.26) 0.01 -0.41 0.29 3.69 0 2.34 7.45
mi1 1090  12.11]  20.58 0.45] 0.57] 052  10.41 1 0.48] 10.41 3.56
m2 1.8 1366] 3789 -194] 208 -058 1t.18 2.42] 062  11.18 6.32)
m3 7.95) 8.56]  14.37 0.47] 0.45) 0.42) 7.95 0.66 0 7.95 3.76
ma 1499  15.46] 2693 0.69 0.62 0.44] 1358 0.46) o] 1358 3,17
m5 1583 1741 2784 067 0.59 0.28] 15.83 0.67] ol 1583 3.83
MA 1229 13.44] 2552 0.06} 0,03 0. 1.79 1.04 0.22] 11.79 4.13
FA 10.85] 1206 18.09 0.46] 0.36 0 5.05 2.39] 0.21]  10.65 6.53
OA 11.57] 1275 21.81 0.26] 02 0.24 8.42) 1.72] 021 1122 5.33

Table A.2.33. Results for 15 dB Environment noise for low resolutdon speech signals.
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DHO GER20 [GER10 |GERO5 [FER20 [FER10 |[FER0O5 [V_UVE [Uv VE [THE TLE STD20

i1 4.46 5.95] 7.43 0.6 036 -0.38 o  56.56 0 0 4.86
2 3.75 488 14.26] 0. -0.26 0.45 0]  63.15 0 0 7.13)
<] 2.06) 566 11.83 092 -0.38 026 0| 52.8 0 0 6.

14 1963 28.83] 40.08] -2.36] 084  -0.54 3.48] 60.05 0.2 593 1384
15 15.2]  1667] 25.44 0.22 0.49 0.7 o  75.84 0 2.92) 7.77
m1 17.43 27.6 43.1 0.27] 0.2 -023 435]  52.99 1.21 4.36 6.79
m2 11.8]  1366] 31.68 2 2,08 1.52) 4.97] 2863 0.62] 4.97] 6.06)
m3 2.45 306 14070 0.5 018 -0.03 0.61]  46.56 0 0.51 45
ma 178 2108 31.62 0.16 0.5 0.51 7.49]  27.33 3.04 7.49) 4.13
m5 2243 2916 4077] 0.7 0.15 0.47] 567] 47.26 2.24 5.67] 5.79
MA 1438 1891 32.24 0.31 0.53 0.45 4.62] 4055 1.42 462 5.5
FA 9.02 12.4] 19.81 082 029 0.1 0.7, 61.68 0.04 1.77] 8.09
A 11.7]  15.65] 26. -0.25 0.12] 0.27] 266, 51.12 0.73 3.2 6.77
CORR [GER20 [GER10 [GERO5 [FER20 |[FER10 |FERO5 |v UVE [UV VE [THE TLE STD20

1 1152 12.64] 14.87 1.65] 1.38 1.03 6.32] 10.86 0.37] 1078 4.56]
12 1276{ 1445 2233 .0.02 0 -0.2) 7.88 6.47] 0.75]  11.63 7.58
3 10.8]  12.34]  18.25) 0.64 0.8 0.62, 9,25 8.32] 0.51] 10.28 5.73
14 3865 4151  47.24 06 -094 -045 30.27 6.44 0.41]  37.42 9.35)
(5 4,09 5.26] 17.84] 0.18] 008 -0.62 2.34 8.89 0 4.09 8.22]
m1 34.14]  34.38]  37.77| 0.29 0.17] 0.36]  26.15 7.81 7.99]  26.15 2.92
m2 25471  26.71] 45, 274 -2.81 -1.23  22.98]  13.44 248 2298 5.5
m3 33.33] 33.33 36. 021 0.21 0.8 30.28 9.51 214 3028 3.51
m4 41.45 4169 47.78 0.25! 0.33] 032 32.79 6.15 8.67] 3279 3.16
mS 4551  46.04] 4938 0.01 0.04) 0.13]  40.11 4.28 462]  40.11 3.18
MA 35.98] 36.43] 4349 -0.41 -0.41 -0.05 30.46 8.24 5.18]  30.46) 3.65
FA 1556) 17.24 24.1 0.37] 0.23] 008 1121 B8.2] 041 14.84 7.09
DA 25.77] 26.84 338 -0.02] -0.09 001  20.84 8.22] 279] 2265  5.37]
N GER20 [GER10 [GERO5 [FER20 [FER10 |FER0O5 |v_UVE |uv VE [THE TLE STYD20

11 8439 90.33] 94.05 9.72] 0.58] -2.38 0 100, 074 81.41] 16.83
B 833  88.74 92.5] 6.04 005  -0.62 0 100, 0.19] 78.42] 19.37]
3 68.64] 7635 82.01 3.87 0.78] 035 0 100 0.26] 6324 1419
14 76.28] 85.48 91.21 6.52) 1.36] 157 0 100, 1.43] 6748 23.02
i5 8397 8772 91.81 5.24] -2.5) -1.2) 0 100 of 7982 1657
m1 1864 2663 38.5) 0.25 0.63 0.48 0 100 4.12 6.05) 5.76
m2 34.16]  43.48] 52.17] 1.43] 0.19 0.37] 0 100 3.73 23.6) 9.51
m3 2477 3303 48.93 1 0.09  -0.55] 0 100, 3.06]  14.37] 8.55
md 984 1382 2295 0.46] 0.55] 0.47 0 100 2.81 0 3.76
ms 19.13] 2731 3799 0.02 0.23) 0.49 0 100 6.86 2.77] 6.11
MA 2131 28.85] 401 0.63 0.34) 025 0 100 411 9.36) 6.74
[FA 79.3] 8573 90.31 6.28] 0.05] -1.22 0 100 052] 74.08 18
(oA 50.31] 5729 65.21 3.46] 0 -0.49 0 100 232 a1.72]  12.37]
PRAAT |GER20 |GER10 [GERD5 |[FER20 |FER10 |FEROs UVE [uv_VE JTHE TLE STD20

n 17.1]  17.84] 2158 1.67] 1.47] 121 65.32] 5.88 0 171 4.74
t2 2364] 2533 3246 0.49 0.49 0.13 8.44 3.23 o] 2364 7.78
3 11.57] 126]  18.25 0.63 0.65 0.55] 7.71 4.16 1.03] 1054 5.67|
14 53.99]  55.01 59.7% 087 -1.31 -1.02] 3252 2.58 o] 53.9 8.58
15 18.71]  19.59 30.7] 0.43 0.06]  -0.88] 3.22) 5.2} o 1871 8.46
m1 16.71] 17.68] 26.63 0.33 0.41 035 16.22] 3.32] 0.48]  16.229] 3.67]
m2 2236 23.6] 472 258 288 -1.068] 2235 5.07] o] 2238 6.29
m3 27220 2752 33.03 0.37] 0.42] 0.23) 26.3 4.26 0.92] 26.3 4,06
ma 2061 21311  81.15 0.68] 0.58] 0.37] 19.44 1.82] o  19.44 3.14
m5 31.66] 3245 29.84 021 0.29] 028  31.27 1.47] 0.4] 3127 3.45
MA 2371 2451 355 02 024 0.03] 23.12| 3.19 0.36] 23.12) 4.12)
FA 25|  26.07] 3254 0.47] 0.27] 0 1164 4.21 0.21 24.8 7.05
OA 2436, 2529 34.05 0.13 0.02 0.02] 17.38 3.7] 0.28] 2396 558

Table A.2.34. Results for 10 dB Environment noise for low resolution speech signals.
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DHO GER20 [GER10 |GERO5 [FER20 [FER10 [FER0O5 [V_UVE [UV VE [THE TLE STD20

H 558 892 1078 085 -041 -0.52] o]  91.88 0 1.86, 5.91
t2 90y 1351 2244 -129] -0.23 0.53) 0] 94.83 0 0 9,62
3 5.91 9250  16.45 -1.07]  -0.35 0.18 0] 87.88 0 0 6.93
ta 3497] 5153 60.12] 3.06 0.19]  -0.04] 1.84]  94.07, 0 7.16]  19.08
i5 21.03] 2632 3713 063 068 -0.07] 0.58] 97.48 0l 1257 1038
m1 1453  26.39]  44.31 0.02, 002 -0.21 0.24]  85.29] 1.45) 0.24 7.12)
m2 13.0 2298  34.16 0.93 1.68 1.51 o] 80.18 0 0 8.79]
3 3.36 917 24.468] 134 117  -0.35 o] 88.52 0 0 6.17]
[ma 24.12] 3068 43.79 0.17] 0.84] 0.74] 562 87.93 2.1 5.62] 5.06
[m5 2586] 3575 48.55 0.1 0.69 0.66 449  84.47 1.32 4.49 6.69]
MA 16.18] 25| 39.06] -0.02] 0.41 0.47 207 85.26 0.98 2.07 6.77]
FA 15.48] 2091 2933 -0.16 -0.3 0.02 0.49] 93.22] 0 432 10.38
DA 15.83] 2345 34.19] -0.09 0.06] 0.24 1.28] 89.24 0.49] 3190 8

CORR |GER20 |GER10 |GERO05 |[FER20 |FER10 |[FERO5 [V UVE [UV VE [THE [TLE STD20

i 2751 29.74]  33.46 2.07] 1.38 085 20.82] 13.57 074]  26.02 6.36
i2 3302 3585 4221 055  052] 036 21.95 9.27] 0.75] 31.71 8.95)
t3 2853  30.85 36.5 1.12] 1.4 097 24.42 9,58 051 2725 6.62]
t4 5501 5869 6339 003 -1.78] 097 4581 6.7 041 53171 11.27]
5 1959 22.22]  35.09 0.51 0220 075 1257  11.07 o] 1959 974
m1 5496 5496 5787 0.15] -0.15 0.08 4504  10.96 9.44] 4528 3.07
m2 39.75  40.99 559 -3.41 -3.51 -1.54 as54] 1564 311 3502 545
m3 54.13] 54.43] 56.57 0 0.17] 017] 4709 1115 428]  47.09 4.09
m4 5761 57.85 62.76] -0.07] 0.05 0.23] 4754 1071 9.37] 47.54 343
m5 63.72] 63.98] 66.35] -0.39 03]  -008 53.17 6.83 9.37] 5317 2.94
MA 54.04] 54.44) 59.89 08 075 -023] 4565 11.06 711  45.82 3.79
FA 32.73] 35.43] 4213 0.63) 0.05] -0.05] 2511 10.04 048] 3155 8.59
DA 4338] 44.94] 51.01 009 -0.35] -0.14] 3538 1055 38| 33.68 6.19
YIN GER20 [GER10 |[GERO5 |FER20 |[FER10 |FER0O5 |v_UVE Juv VE [THE TLE STD20

i 7138 74.72]  82.53 3.95 1.27] -0.3 0 100 037] 6134 1188
12 7111  78.24 84.8 4.41 -0.02} 0.64| 0| 100 056] 64.73] 1667
3 5913  69.41 80.21 4.21 0.34 0.43 o  99.82 077] 4938 15.36
14 7485 84.46] 8855 6.93 -1.78] -1.24 0 300 225 6319 2261
15 7193  81.58 88.6 9.69 0.73 1.15 0| 100 058 66.37] 18.34
m1 2542 3608 4843 0.53 0.44) 0.45] 0 100 7.26 4.84 6.74
m2 36.65 441 59.01 187  -0.31 -0.08) 0 100 8.07] 1553 9.07]
m3 35.17] 51.07] 66.35 0.89 0.41 -0.05] 0 100) 642 1193 1073
ma 1663 24.36] 35.07] 0.15 0.54 0.55 0 100) 6.79) 0 4.83
m5 35.88] 48.15] 58.97 0 0.3 0.42) 0 100 1464 2,64 7.9
MA 2995  40.75] 53.77] 0.69 0.3 0.26) 0 100 8.64 6.99 7.85
FA 69.68] 77.68] 84.94 5.84 0.11 0.14 0| 99.96 0.91 61 16.97]
OA 4981  59.22] 69.35 326 0.2 0 0] 99.98 477] 3399 1241
PRAAT [GER20 [GER10 [GERO5 [FER20 |[FER10 [FER0O5 |v_UVE JUV_VE [THE TLE STD20

i 38.66] 40.89] 44.98 2.68) 1.6 1.21]  23.42 7.47] o] 38.66] 7.33
t2 47.09] 48.78 546 061 -0.36] -034 2458 3.88 0] 4709 8.59
3 39.07  40.36] 43.96 1.18 1.3 097  26.99 5.79 0.51]  38.5§ 6.14
14 70.96) 726] 75260 -0.51 -1.96) 22 56.24 2.58 ol 7076] 1081
15 37.43]  40.35 504 0.21 065 -1.58] 13.74 5,03 0] 3743 10.35
m1 38.5] 38.74]  43.83 0.26 0.2 0.24]  36.32 4.82) 121 3729 3.31
m2 39.75] 40.37] 5839 -3.88 409 -1.66] 39.75 8.59 0]  39.75 5.61
m3 55.66]  55.66) 58.1 0.36 0.36) 0.19]  53.21 5,57 0.92] 5321 3.65
ma 3653 3677 44.03 0.6 0.54] 0.4 3853 4.33 0|  36.53 3.18
m5 55.8] 5594 59.1 0.11 0.07] 0.1 52.9 3.75 2.51 529 3.1
MA 4535 455] 5269 -051 058 014 43.74 5.41 093] 4394 3.77]
FA 46.64) 48.6] 53.76) 059 -002] -039 28.99 4.95 0.1 465 8.64)
DA 4585 47.05] 53.22] 0.04] 03] 027 36.37] 518 051 45.22 621

Table A.2.35. Results for 5 dB Environment noise for low resolution speech signals.
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DHO GER20 [GER10 [GER05 |[FER20 [FER10 [FERO5 |V_UVE [UV_VE [THE [TLE STD20

11 26.771  37.92| 40.89 -1.91 -1.06] -0.52 ) 100 0 1.86) 11.18
f2 2439 30.96] 40.34 2.36 1.81 1.46, 9 100 9 2.44 10.94
3 21.58 28.28|  35.99 -2.07] -0.22] 0.06] 0 98.92 g 0.26) 9.

f4 2822 58.9] 70.35 4.39 025 0.65 0 100, 0 368] 24.14
5 14.62, 23.1 36.84 -0.99 -0.51 0.26] 0 100 0 6.43 12.46
m1 26.15] 38.74| 54.96 0.5 0.18 0.1 0 98.01 6.78 0 7.67]
m2 17.35) 2609 4161 0.83 1.06} 1.47] 0, 98.68 0.62] 0 7.81

m3 25.99 43.73)  56.57| 0.48 09 -0.6] 0 100 0.31 0 11.2
m4 4028 50.59; 60.89 0.34 0.93 0.98] 2.34 §9.09] 4.45 2.34 6.15
m5 27.44]  42.22 59.5 -0.57| 0.54 0.5] 0.53] 100 8.58 0.53 8.23
IMA 2745 4027 54N 0.07] 0.35) 0.45 057  99.15 4.15 0.57] 8.21

FA 23.12) 35.83, 44.88 0.36 0.05 0.38 0 99.78 0, 2.93 13.73
0A 2528 38.05 49.8| 0.14 021 0.42 029, 994 2.07] 1.75]  10.97]
CORR__ [GER20 GER10 [GERD5 [FER20 [FER10 [FERO5 |V_UVE [UV_VE [THE 3 STD20

f1 47.21 49.81 53.53 1.68 1.18} 0.89 41.26 16.06 0.74]  44.61 7.76
2 56.85 5985 66.79 0.13 -1.29 062 45.03 11.21 0.56 54.41 11.68
f3 55.27] 57.58 6221 0.68 0.89 087 47.04 12.12 1.03 51.67, 8.02
f4 71.17] 7689 80.16 1.51 -2.25 -1.96 57.67] 10.57] 0 68.3 158

i5 49.71 5409 6287 0.27] -1.43, -1.26 41.52] 13.09 0 48.83 11.91

m1 81.84 81.84  82.81 -0.94 -0.94 -047,  69.98 13.46 9.93 70.22) 3.02)
m2 62.11 63.98] 74.53 -4.18] -3.63 -1.69 52.17] 18.72 5.59 52.8 55
m3 7492 7492 77.98 0.76 -0.76, -0.36] 63 14.43 6.73 63.3 4.14

m4 7869 78.92 81.5 0. -0.37] 009 6534 14.35 12.18 65.34 3.77
m5 82321 8272 84.04 -0.56] -0.56 -0.21 66.36 10.31 13.46) 66.36] 4.02)
IMA 75.9 76.48 80.17] -1.41 =125 -0.56 63.37] 14.25 9.58 63.6) 4.09
FA 56.04]  59.65 65.11 0.8 -0.58| 0.4 46.5 12.61 047| 5356 11.03|
OA 66.01 68.06) 72.64 0.3 -0.91 -0.49 54.94 13.43 502 5858] 7.56)
YIN GER20 |GER10 |GEROS [FER20 [FER10 |FERO5 |V _UVE |UV_VE [THE [TLE STD20

til 5204 66.91 73.23 6.1 0.77] 0.19 0 100 0.74 43.49 16.26

2 64.35] 72.98 83.3 4.03 1.16 -0.24 0 100 1.5 54.6 17.23]
3 6221 75.32 856 5.86 1.78 -0.81 0 100 2.83 48.59, 17.48

f4 76.28| 84.66 91.62] 4.21 1.25) -0.02) 0 100 3071 6053 2257
5 7135 79.82 88.3 5.13 1.85) -0.27] 0 100, 0.58 61.4 19.94

m1 43.34]  55.69 69.73) 0.64 1.05] 0.65 0 100 17.43 3.63 8.92
m2 42 86 52.8 65.22 0.35 -0.02 0.38; 0 100 9.32 13.66| 10.87
m3 5107 64.83] 75.23 2.85 0.36 -0.24 0 100 11.31 10.09 11.88

m4 356 48.24 63.23] 0.47] 0.91 0.4 0 100; 16.86 0.23 7.06

m5 50.26| 62.93] 73.75 -0.75 -0.13; 0.08 0 100 23.88 3.83 9.25
MA 44.63] 569  69.43 0.72 0.44 025 0 100 15.76) 629 9.6]
FA 6525 75.94] 84.41 5.07] 1.36] =023 0 100 1.74 53.72 18.69

OA 5484] 66.42] 76.92 2.89 0.9] 0.01] 0 100 8.75 30.01 14.14

PRAAT |GER20 |GER10 |GERO5 |FER20 |FER10 (FEROS V. UVE [UV_VE [THE [TLE STD20

1 54.65| 56.13;  59.85] 255 1.53 1 46.1 8.37| G 54.28, 7.17|
f2 6829 69.42! 73.17 .48 -1.13] -1.01 54.22 4.53) 0| s&8.11 9.49]
3 70.18] 71.47] 74.04 1.7 1.56 0.69 56.56 6.33) 0.26] 69.41 721

4 80.16]  83.64 86.3 3.87] -0.81 -1.01 65.85 2.58 0 79.35) 15.18
i5 6725 69.59] 74.85 -0.72] -2.21 -2.1 49.42f 6.21 0] 67.25 11.01

im1 67.31 67.55] 69.73 -0.13 -0.25 0.08 64.65 6.64 266] 6465 331

m2 6522 65.84 77.02 -4.78) -4.6 -2.17] 63.35 9.69 0 64.6] 5.79]
m3 7768 77.88 78.59 <0.55 0.8 -0.57]  73.39 7.54 0.92 73.39 3.99

m4 62.76| 6€2.76] 68.62 0.27] 0.27, 0.1 61.12] 7.29, 164 61.12 3.3

mS 78631 78.63] 7955 -0.15 -0.15 0.06/ 71.9 4.95 5.41 72.03] 2.56

MA 7032] 7055 74.7] -1.07] -1.11 05 66.88 7.22} 2131 &7.16 379

FA 68.11 70.05 73.64) 139, o1 0.4 54.43 5.6 0.05 67.68, 10.01

OA 69.21 70.3 74.1 0.16| -0.66] 0.49]  60.66 6.41 1.09 67.42 6.9)

Table A.2.36. Results for 0 dB Environment noise for low resolution speech signals.
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DHO _ |GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 |V_UVE |UV_VE [THE _ [TLE _ [STD20

fl 2342 3755|4535 083 -1.38] 037 0 100 0 o 13.2
2 2064 40.53] 5366 429 1.37] __ 067 0 100 o o094 1804
7 326 509 5938 238 _ 005 0.34 0 100 of 154 1543
g 3804] __66.87] 816 1245 _ 287 136 0 100 o 1063 2306
5 2094 5643 7164 029 001 _ 1.08) 0 100 of 1023 1829
m1 3075 4964|661 021 021 053 0 100] __ 484 o 932
m2 31.06) 441 5839 -046] 066  1.15 0 100, 0 o 989
m3 39.76] 5841 7003 046 08  -0.54] 0 100, 0 o122
mé 38.17] 5674 7073 04| 032 0.5 0 100]___ 259 o768
m5 3668) 566 7203 _ -2.16] __0.02] _ 0.28 0 100 422 o|__10.06
MA 3528] _ 529) 67.46]  -0.74] __-0.01 __ 0.26 0 100 233 of 983
FA 31.14] _ 50.46] _ 62.33) 3.1 058 0.2 0 100 0 367 1759
0A 3321 5168 64.89 118 028 _ 0.44 0 100 16| 233 13.71
CORR__|GER20 |GER10 |GERO5 [FER20 |FER10 |FERO5 [V UVE [UV VE [THE __ [TLE __ [STD20

H 684 7286 7621 242 117 047 61.71] _19.91] _ 074] 6357] _11.88
A 76.74] 8011 8386] 205 171 _ 024] 68.48] 1573 _ 038 728  14.65
3 75.06]  77.12] 80.46] _0.14] 047 _057] 67.35] 1591 109 6889 944
14 82.41] 8957 9182  7.19] -0.74 073 _ 70.14]  15.46 of 7771 1975
5 73.98] 7953 8509] 384 029 239 63.74] 156 0 7047 1585
mi o492 9492 9564] 135  -1.35 _ -078] 8063 _ 186] 10.41] 8063 _ 4.35
m2 86.96] 8882 9379 482 312 _-104] 7516] 2379 _ 497 75.§ 8.3
m3 91.74] 9205 _92.35 09 183 159 7584] 1803 795 7615 596
ma 9555 06.02] 9649 -3.26) 169 071 7611 1891  16.16] _ 76.11 _ 585
m5 96.7] __96.97] 9763  -1.76] -072] _-0.23] 7533 15.53] 16.75] 7533 584
MA 93.17] _ 93.75| _ 95.18] _-242] _ -1.74 ___-0.87] _ 76.61] _ 18.97] 11.25) _ 76. 6.06
FA 75.32] 7984] 8343 307 0 0.46] __66.29] _16.52] __0.43] 7069 1431
0A 84.25|  86.8) 89.33  0.33] -0.98, -0.67] 71.45 17.75 _ 584] 7368 10.19
N GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 |V _UVE JUV_VE [THE _[TLE __ [STD20

h 60.22] 7138 7955  6.15 205 06 0 100] ___186] 4349 1637
A 69.04] 81.43] 8856|457 027 013 0 100 169 531 2133
3 6787 8098 91.26] _ 8.89 __ 2.18 __ 0.86] 0 00| _3.86] 4679 17.86
14 80.57] 89.98] 93.25|  8.15 _ 261] _ 0.38 0 100]___3.07] 6401 24.82
5 769 8567 9269 _ 8.96 489 _ 1.13 0 100] ___2.34] 6345 2088
mi 61.26] 7458 85.47] _ 0.53 _ 0.04 _ 0.58 0 100] __29.54] 387 11.06
m2 550 68.94] 8075 429 168 0.47] 0 100]__18.01] 1242 123
m3 5004 78.29] 87.46 205 228 0.1 0 100] __1651] 1193 1481
ma 6393] 78.02] 8642 078 077 __ 0.9 0 100] 3091 187 9.72)
m5 6385 77.31] 87.34] 143 104 __ 0.09 0 100] __30.21 515 10.93
MA 6098 7561 8549 151 1.16] __ 0.29 0 100 25.04]  7.05 1176
FA 7092  81.89] 89.06]  7.34 24 062 0 100  256] 54.17] 2025
OA 6505 78.75| 87.27] 442  1.78) 045 0 100]  13.8] 3061 16.01
PRAAT |GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 |[V_UVE UV VE [THE _ [TLE _ |STD20

n 7955 8141 8439 3.1 223 079 7621 8.82 o] 7918 _ 10.76
2 8705 8949 9193 393 23] 2.5 80.11| __ 669 0] 8649 156
B 87.66] _ 89.46] _ 91.26 1.1 168] 023 79.43  7.23]  0.26] _ 87.4 _ 11.22
14 8998 93.87] 0489 1343 _ 1.47] 1.5 _B4.46] _ 5.15 o 8873 175
5 8947 9327] 9591 1127 051 673 8012 7.21 o] 8947 1804
mi 9564] 0564] 96.13 049 049 -007 _ 90.8] 797 363 _ 908 3.4
m2 o689 96.89] 98.14] _6.41] 641|509  91.93] 11.89 o 9193 2.77]
m3 94.8] 648 9511 -203] _-203] __-1.71] _ 86.85| __ 9.84]  1.22| 8685 _ 3.05
ma 91571 9157 9368 063 _ 063 _ 087 8829] 934 _ 304] 8829 __ 405
ms 5815 _98.15] 8.5 035  035] 035 9037 683 567 9037 274
MA 9541 9541 96.24]  -1.84] -1.84] -1.48] 89.65| 9.7 271 89.65 _ 3.21
FA 8674 895 9167 657 _ 0.72] -1.34] 80.07] _ 7.02] _ 0.05| 86.26]  14.62
0A 91.08] _9246] 93.96 _ 2.36] 056 _ -1.41 _ 84.86 81 138 8795 _ 892

Table A.2.37. Results for -5 dB Environment noise for low resoludon speech signals.

192



DHO __ |GER20 |GER10 |GERD5 |FER20 |FER10 |FERO5 |V UVE |UV_VE [THE [TLE _ [STD20

1 0.74] _ 1.86]  3.35 067 041 _ -054 o 19.91 0 o] 429
A 0.38] 225 1051 095 047 031 o _23.71 0 0 7.21
B of 283 797 082 027 002 o 995 0 o 6.07
14 12.07] 1452 2065 -1.02] 019 015 858 954 0 859  8.42
5 2.34) 38 13.45 002 039 _ 075 058 _ 443 0 0.58] _ 7.43
m1 1332] 2373 4237 024 02 021 63] 482 024 63 698
m2 683 10.56] _ 28.57] 1.9 233 1.5 o] 3062 0 o] 665
m3 338 398 107 091 083 _ 0.44] 336 _ 9.84 0 336 364
ma 1874 1981 3232 o028 045 051 2.11 023 094 211 36
m5 1293 17.28] 2836 047 017 055 831 08 o026 831 2.71
MA 11.04] 1509 2847 021 047 038  4.02] 9.26]  0.29]  4.02] 5.1
FA 3.1 505  11.19 0.7 048 007 1.83 2148 0 183 _ 6.69
DA 7.07] 1007 19.83] 024 014 023 _ 293] 1537] _ 0.14] 293 59|
CORR _|GER20 |GER10 |GER05 |FER20 |FER10 |FERO5 |V UVE JUV VE [THE  JTLE  |STD20

n 1.12)  2.23] 52 087 0.8 107] 037 10.18] _074]  037] 484
2 188 3.19] 1107 003 _ 007 015 019 388 _ 094 075 __ 7.01
& 36| 437 951 04 047 071 077 __ 325 1.03] 257 516
14 45 736 1779 061 019 003 _ 1.84 619 061 389 907
5 of 117 1053 048 072 107 o 8.2 0 o 758
m1 1695 17.92) 22.76) 021 029] 041 1211 249 484 12.11 3.15
m2 6.21 745 30.43 _ -1.46 15| 059 1.86] 6561 4.35] 1.86 59
m3 306|367 7.34 002 008 028 306 492 o] 306 334
ma 2131  21.78] 3115 064 065 044 1616 _ 2.73 __ 515 _16.6] 291
m5 1491 16.09] 2573 065 062 035 14.38 067 053] 14.33] __ 3.77
MA 1249  13.38] 2348 o o 018 951 3.48| 297 951 3.81
FA 222 366 1082] 0.4 _ 0.12 016  0.63 _ 6.34 _ 0.66] 152  6.73
OA 735 852 1715 _ 0.02] 008 0.1 507 4.91 182] 551 5

YIN GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 |V_UVE JUV VE JTHE  |TLE __ |STD20

H 84.76]  88.48] 9257 472 035 _ -0.2§) 0 100 ___0.37] 8253 1505
B 9006] 9306 9625 298  -168 _ -1.45 0 100 o 878 1939
i3 81.75| 8663 91.77] 562 083 _ -0.86 0 100] ___o0.28] _77.88] __14.88
14 89.78] 92.02] 0448 571 0.44]  -0.47 0 100) 02| 8671 1829
B 9006 91.81 9357 3221 051 063 0 100 o 8713 1187
mi 10.9] 1477 2639 074 08| 029 0 100] 218 63 4.75
m2 354 3789 4348 124 0693 06 0 100] __062] 323 602
m3 2141 2598 3272 _ 1.09 009 _ -0.17 0 100 o 1896 595
ma 234 422 1335 068 063 _ 0.45 0 100] 023 o 291
m5 528] _ 7.78] 1359 06] 043 0.8 0 100]  066] 2.5t 381
MA 1507 18.43] 2591  0.87] 048] _ 0.33 0 100] __ 0.74] 1201 .69
FA 87.28) _ 90.4) 9373 _ 445 _ 009 -0.74) 0 100] 0.1 8441 15.9]
OA 5197 _54.27] 59.82] 266 _ 0.28 02 0 100] 045 48.21] 1029
PRAAT |GER20 |GER10 |GERG5 |FER20 |FER10 |FERO5 |V_UVE |JUV.VE [THE _ JTLE __ [STD20

n 409 593 855 12 115|124 037 769 _074] 335 467
2 225 338 1163 028 029 _ 038 of 366 o038 1689 691
B 3.08 36| 9.77] 06| 069 079 0.26 ol o077 231 5.16
14 4. 6.54] 1534 023 012 008 _ 1.84 _ 3.87] 0 45 821
15 of 1170 8774 0.5 0.4 088 o 3.02 0 o 726
m1 944  13.14] 2041 05 055 04 896 1.16] 024|896 365
m2 062 311 3043 131 121 029 o 529 062 0 648
m3 002 153 708 026 037 032 082 197 o o092 368
ma 1499] 1546|267 066 059 042 13.11 1.59 187 1311 3.16
m5 224 435 1887 078 075 039 224 _ 0.27 o 224 404
MA 564 7.2 2063 0.8 021 026 5.5 _ 2.06) 055 _ 505 4

FA 283 413] 1081 034 031 032 043 365 038 237 644
OA 4.23r 5.62| 16.72 0.26 0.26 029 2.77] 2.85 046 3.7 5.32

Table A.2.38. Results for 25 dB Music noise for low resolution speech signals.
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DHO GER20 |GER10 [GER0S [FER20 [FER10 |FER05 |V UVE [UV_VE JTHE TLE STD20

t 1.86) 2.97] 409  -0.75] 049  -0.57 0 2035 0 0 4.22)
2 0.38] 225  10.13 09  -0.42 0.3 0  32.97 0 0 7.17]
f3 0.51 3.34 8.23 08 024 0.03) 0 11.03 0 0 6.1
t4 638 1084 17.18] 094 -0.14  -0.13 5.73 2.58 0 6.54 8.28
15 4.09 5.56 155  -0.05 0.37] 0.79 0.58] 5034 0 0.58 7.53
m1 1283 2446 41.89 0.41 009  -0.18 5.33 5.32 0.73 5.33 7.09
m2 683 11.18] 29.19 1.83] 2.37] 1.54] 0 2952 0 0 6.75
m3 3.35 398  11.01 0.89 -08 034 3.36]  11.15 0 3.36 3.65
ma4 1874 19.91] 32.32 0.26 0.43 0.52 2.11]  10.48 0.94 2.1 3.62]
m5 1359 1807 28.76]  -0.59 0.14] 0.55] 8.05] 2.81 0.66) 8.05 487
MA 11.07] 155 28.63 0.21 0.45 0.42] 3.77] 1185 0.46 3.77] 5.19
FA 3.05 499 11.02] 069 -0.19 0.08 1.26]  23.46 0 143 6.66|
OA 7.06] 10.26] 19.83] -0.24 0.13 0.25 252 17.65 0.23 26 5.93
CORR |GER20 |GER10 |GEROS |[FER20 [FER10 [FER05 [V_UVE UV _VE [THE TLE STD20

f1 1.49 2.97] 6.32 0.83 1,02, 1.05 037] 2421 0.37 0.37 511
f2 1.88 3l 1276] -0.01 -0.01 -0.01 0.38]  10.13 0.94 0.75 7.2
3 411 4.88]  12.08 0.6 0.67 0.66) 1.28]  13.74 1.03 3.08 5.62)
14 3.48 6.34]  18.81 0771 028  0.08 1.84]  11.86 0.61 2.86 9.74
15 0 1.17( 1082 059 -0.82]  -1.25 0] 1879 0 0 7.59
m1 1792  18.89] 23.73 0.19 0.27] 0.39] 1283 10.96 508 1283 3.14
m2 7.45 8.7  80.431  -1.36 -14 065 3.1 16.74 4.35 3.11 592
m3 4.89 5.2, 10.7 0.06, 0.12 0.23 459  16.39 [ 459 3.56)
m4 2272  23.19]  32.55 06 0.61 0.47] 17.1 7.06 5.62] 17.1 2.91
m5 1794  19.13 28.5] 0.58 0.54 029  14.51 3.21 2.77]  14.51 3.82]
MA 14.18] 1502 2518  0.01 0.03 0.14]  10.43[ 1087 356] 10.43 3.87]
FA 2.19 3670 1216 0.0 0.12] 0.08 0.77] 15.75 0.59 1.41 7.05
0A 8.19] 935 1867 001 0.07] 0.11 56  13.31 2.08 5.9 5.4
YN GER20 |GER10 |[GERG5 |FER20 [FER10 |FERG5 |V_UVE |UV_VE [THE TLE STD20

f 84.01] 87.35] 91.82 3.42 0.77 0.3 o 9977 0371 8141 1547
f2 88.74] 92.31] 95.68 6.43  -1.86  -2.35 0] 99.78 0] 8649 19.4§
3 8201 86.12[  90.75 6.16) 1.67 0.99 0 100 0.26] 7866] 13.96
{4 8793  91.62[  93.87 7.51 -0.13 0.48 0 100 02| 8487 20.04
{5 90.64 92.4]  92.98 3.7 0.97] 0.92 0 100 o 8389 11.14
m1 11.38 15.5]  27.12 0.73 0.53 0.28 0 100 2.18 6.3 4.79
m2 36.65] 39.13]  45.96 0.97 0.42, 0.17] 0 100 0.62} 323 5.88
m3 21.71]  26.91] 3425 129] 013  -0.19 0 100 0] 1865 6.63
m4 2.34 398 13.35 0.68 06 0.44) 0 100 0.47] 0 2.9
mS 4.88 712 13.59 0.48 0.42] 0.4 0]  99.87 0.53] 251 3.73
MA 15.39] 18.53] 26.85 0.83 0.37] 0.24 o  99.97 0.76] 11.95 4.79
FA 86.67] 89.96] 93.02 5.44 0.29] 0.07] 0] 99.91 0.17] 84.06] 16.01]
OA 51.03] 54.24] 59.94 3.14 0.33] 0.15 c] 99.94 0.46] 48.01 10.4]
PRAAT [GER20 [GER10 [GER05 [FER20 |FER10 [FER0O5 |[v UVE [uV VE [THE TLE STD20

H 1.12) 2.97] 7.43 0.93 1.1 1.24 0.37] 19.23) 0.74 0.37] 5.41
f2 2.25] 3.38]  13.51 0.25 0.26] 0.24 0 6.47] 0 2.06) 7.09
3 3.8 4.11]  12.08 0.78 0.79 0.76 0.26] 1085 0.77] 283 5.57]
ta 3.27 593] 16. -1.02] 041 0.1 164]  11.34 0 3.07] 9.42]
i5 0 1.17] 9.94 034 058  -1.04 0 17.79 0 0 7.41
m1 10.17] 11.86] 20.8 054 0. 0.49 9.69 8.31 0.24 969 366
m2 1.86) 497 3106 -148 2 -126] -0.37 124 1o 0.62 1.24 6.44
m3 2.75) 3.36 10.4 0.11 0.21 0.25) 275  11.48 0 2.75 3.82)
m4 1522 1569 26.93 0.65) 0.59 042  13.82 4.33 0 1382 3.17]
ms 3.17] 541]  19.39 0.72 0.69) 0.36 3.17] 1.74 0 3.17] 4.12]
MA 6.63 8.26) 21.72] 0.11 0.16] 0.23 6.13 7.37] 0.17] 6.13 4.24
FA 2.05! 351 11.95 0.12 0.23 0.22] 0.45]  13.13 0.3 1.67| 6.98
OA 4.34] 5.89] 16.83 0.12] 0 0.23 3.29]  10.25 0.24 3.9 5.61

Table A.2.39. Results for 20 dB Music noise for low resolution speech signals.
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DHO GER20 [GER10 [GER05 |[FER20 |FER10 |[FERO5 [V UVE [UV_VE [THE [TLE STD20

H 0.74] 1.85 335 068 -043  -056 0] 2353 0 0 43
A 1.13] 225  10.51 069  -0.43 0.27] 0] 299 0 0 6.73
3 0 2,83 797 082 -0.26 0.04 o  11.83 0 0 6.08
t4 8.18] 1022 1656 -0.51 0.16]  -0.02) 3.48 2.84) 0 3.48 8.04
i5 4.97 6.73] 17.25]  -0.15] 0.35] 0.88 0.58]  42.11 0 0.58 7.74
m1 12.35]  23.97] 41.89 0.49] 034  -0.15 6.3 6.48 0.73 6.3 7.07
m2 8.7 1429 31.06 1.89] 2.47 1.64] 1.86]  26.87] 0 1.86! 6.86
m3 3.36) 3.98[  11.01 087 078 -0.32 3.36]  12.13 0 3.36 3.566
m4 21.55] 22.48] 36.07 0.09] 0.23 0.44 3.28 9.79 2.58 3.28 3.76
m5 8.84] 1346 24.8 0.46 0.16} 0.56| 462 12.99 1.19 4.62 4.78
MA 10.96] 15.63] 28.96 0.23] 0.48 0.43] 3.88] 13.65 0.9 3.88 523
iFA 3 478 111 057 012 0.12 081 2207 0 0.81 6.58|
oA 6.98| 10.21] 20.05] -0.17] 0.18 0.28 2.35]  17.86) 0.45 2.35 5.9|
CORR [|GER20 [GER10 [GERO5 |[FER20 [FER10 [FER05 |[v UVE [Uv_VE [THE TLE STD20

11 2.23) 4.09 8.55) 0.52) 0.69] 0.93 074 3129 0.37] 0.74 6.05
f2 3.19 507 16.51 0.23 0.01 0.05 075  18.97] 0.94 1.5 8.06
3 463 6.43 16.2) 0.49 0.84 0.4 206 2369 1.03 3.34 6.57
ta 675 10.02] 2393 0.74 04 038 307  17.01 1.43 511 1026
i5 0 117 1345 089 — -1.13 -1.7] of 2466 0 0 8.02)
m1 2276] 2349 28.57] 0.29) 0.26 042 1356 2276 92 1356 3.16
m2 16.77] 18.63]  38.51 -2.15]  -2.08]  -1.06 6.21] 31280 1058 6.21 6.11
m3 826 8.56] 18.04 02 -0.18 0.21 6.12 28.85 0.31 6.12) 4.14
ma 25.76] 26.23] 35.36 0.52) 0.53; 036 18.74 1663 6.56] 18.74 2.92)
m5 26.39] 2757 35.7 0.44 0. 0220 1768 10.04 7.26] 17.68 3.85
MA 19.99 209 3125  -023 -02] 0.03] 1246 219 6.78] 1246 4.04
FA 3.36) 535 15.73] -0.08 0 -0.14 1.32] 2311 0.75 214 7.7
OA 11.67] 13.13] 2349 -0.1§] -0.1 -0.05) 6.89] 2251 3.76 7.3 5.91]
VIN GER20 |GER10 |GER05 [FER20 [FER10 |JFER05 |v_UVE Juv_VE [THE TLE STD20

f 85.87] 8929 93.31 321 -1.1 1.5 ol 59.77 0.37] 82.9] 1558
f2 8893 92.12] 94.93 3.31 2720 -1.21 ¥ 100 0 86.3 184
3 80.72 85.6]  90.75 5.25  -0.26] 0.01 0 100, 0] 78.5  14.97]
14 83.44]  87.73 91.21 6.84 0.18 0.95 0] 99.74 0.41] 7853  16.91
B 89.47] 91.23] 92.69 3.8 1.26 0.68 0 100! 0]  87.72 11.3
m1 1162 1598 28.09 0.83 0.59 0.32 0 100, 2.91 6.3 4.98
m2 35.4] 3851 47.83 1.28 0.69 0.56 0 100, 062] 3168 5.73
m3 2385 26.91  34.56 0.71 -0.12 0.06) 0 100 0] 18865 5.59
ma 328 5.15]  13.82) 0.54 0.63 0.45) 0 100/ 1.41 0 3.04
m5 699 1003 16.89 0.45 0.37] 0.5 0 100 2.37] 2.77] 4.01
MA 16.23] 19.3 28.23 0.76) 0.43 0.38] 0 100 1.45]  11.88 4.67|
FA 8569 89.18] 9258 4.48]  -053 0.38] 0 99.9| 0.16] 8272 1543
OA 50.96] 54.25 60.41] 262  -0.05] 0.38] 0] 99.95 0.81 47.3]  10.05
PRAAT [GER20 |GER10 [GER0O5 [FER20 JFER10 IFERO5 [V_UVE [UV_.VE [THE TLE STD20

f 5.95} 781  12.27] 1.1 1.29 1.23 1.12] 2851 0.37] 5.2 5.69
f2 2.44) 4.3 14.63 0.61 0.42] 0.15 0 18.1 0.19) 1.31 7.87]
& 5.4 8.23|  18.77] 0.51 0.79 0.61 0] 25.14 0.77] 4.37] 7.49
t4 9 10220 21.27] 0.8 -0.38 -0.5 266 17.78 [ 8.79 8.41
i5 2.99) 409 1433 066 092 -1.43 0 2483 0 2.92] 7.76
m1 11.14]  13.08] 22.52 0.63 0.63 0.52) 9.68]  18.77] 1.21 9.69 3.84
m2 1.88) 5.59 323 183 169 -051 1.24] 2753 0.62 1.24 6.53
m3 4.59 489  16.82) 0 0.06} 0.1 3.36]  26.89 [ 3.36) 4.25
ma 13.35] 1499 26.46 0.86) 0.6 045  11.94 13.9 ol 1194 3.59
m5 831 10.16] 23.09 0.71 0.57] 0.29 6.86 9.91 0.79 6.86] 4.03]
(MA 7.85) 9.74) 2424 0.07 0.04 0.17] 6.62) 19.4 052 6.62 4.45
[FA 5.14 6.9 16.25 0.2 024 0.01 075 22.87] 0.27 452 7.44
|0A 6.5] 8.32( 20.24] 0.15 014 0.09 3.69) 21.14 0.4 5.57] 5.95

Table A.2.40. Results for 15 dB Music noise for low resolution speech signals.
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DHO _ |GER20 |GER10 |GERO5 [FER20 |FER10 |FER05 |V UVE |UV VE [THE [TLE  |STD20

q 0.74 26 4.09 3| 057 06 o 26,02 0 o 473
& 206] 413 1201 0.79 0.3 029 o 3491 0 0 729
& o 257 _ 848 087 022 0.1 o __10.13 0 0 6.15
14 1022|  12.88] 19.02] 056 __ 0.04) 0.1 7.16] __ 8.51 0 7.16] _ 8.64
i5 409 556 1579 002] 038 _ 067] 088 5067 0 2 7.35
mi 13.08] 247, 40.68 0.2 0.1 008 484 7.8 1.45 484 694
m2 341 87 2795  1.78) 258 15 o] 3282 0 0 72)
m3 367 428 1131 081 072 038 367 16.07 0 367 369
ma 16.16] _ 17.33] _30.68] 049 038 054 _ 3.75  13.21 0.47] 375 3.73
m5 11.08] 1689 2771 054 035 069 __594] _ 6.96|  1.45 504 5.16
MA 9.42] 14.38] 27.67]  0.16] 058 046  3.64] 15.37] 067] 364 534
[FA 3. 555 11.88]  0.63] _-0.13 _ 0.11 _ 1.61] _ 26.05 0 202, 683
[oA 6.42] _ 9.96) 19.77] 023 02 029 262 20.7% 0.34 283 6.0
CORR  |GER20 |GER10 |GERD5 |FER20 |FER10 |FER05 |V UVE [UV VE [THE [TLE  |STD20

H 446 669 1561 056 061 097 186 _ 41.4] 074 26 731
B 563  9.76] 2439 045 009 007 _ 1.31] 2651 0.94 3] 983
i3 54 1105 2674] 051 087 008 257 31.28 103 411 9.11
t4 1902  2086] 3497 073 069 066  7.16 19.85| 368 1391 9.86
i5 088 205 2047  -125 -149  -1.95 o029] 3238 029 058 882
m1 3366 34.38] _ 38.26] 0O 037] 039 14.04] 3223 _ 18.4] 1404 3.11
m2 2112] 236 4472 2.3 243 114 621 4493 1056 621 6.44
m3 21.71] _ 24.16] 3731 -0.87] _-023 _ 032 1315 3508 _ 3.38] _ 13.15] _ 585
ma 3081 3981 4754 0.47] 047 025 24.82] 30.98] 12.18] 2482  2.03
mS 4169 4274 _47.63] 008 003 008 2348 2048] 1227] 23.48 _ 3.83
MA 31.6] 32984 43.09 05 037 002 16.34] 32.74] 1135 1634 443
FA 708 1008 24.44] -0.09] 016 -03 264 3028 134 484 8.98
OA 1934 2151  33.76) 03 026 -0 9.49] 3151 6.5 1059  6.71
YIN GER20 |GER10 |GERO5 |FER20 JFER10 |FERO5 |V _UVE |UV_VE [THE  |TLE _ |STD20

f 89.22] 9405 9814 812 368 458 0 100 1.49] __86.05  20.38
A 8537] 88.74] 9268 291 -136]  -0.2§ 0 100] _0.19] 8236 183
) 7661 _ 8329 91 5.39 0.1 0.65 0 100 026] 7172 1651
ta 76.28] 8262 _ 90.39 58] 007 144 o 99.74] _184] 683 21.18
5 87.72] 9123 9211  7.92 242 001 0 100 o 8509 17.91
m1 1429] 2131|3293 073 _ 056 038 0 100]  436]  654] 552
m2 3478] 3075 5155 _ 2.03] _ 1.5 __ 065 0 100 1.86] 3043 7.36
m3 2232] 2005 39.14] _ 0.78] 002 -0.13 0 1000 092] 1621 7.46
ma 292 703 15.48 056 061 0.45 0 100] _ 2.81 o 341
m5 1227] __17.68] _2467] _ 0.28 0.4 042 0 _99.87] 528 2.77] 499
MA 17.72]| 2296 3275 087 _ 054] 035 o 9997 305, 1119 569
FA 83.04] 8799 9286 _ 6.03 _ -0.01 11 0 9985 075 78.74] 18.82
OA 50.38] 5547  62.81 _ 3.45  0.26|  0.73 0 99.96 18] 4497 1225
PRAAT |GER20 |GER10 |GERO5 |FER20 |FER10 |FERO5 |V_UVE |UV.VE [THE [TLE  [STD20

f 1813 16.36] 23.42] _ 084] 088 _ 083 _ 112 3959 _ 0.37] 13.38 6.9
2 1201 1595 30.21 07] 003 005 _ 019] 2435 _ 0.19] 1013 _ 10.05
& 6.17] _12.08] _26.99 089 _ 1.38 03] 051 3237 077 514 928
t4 1697 8.2 31.08] _-0.14] 021 03] 634 1985 02| 16.16] 924
5 38 497, 2281 111 1368 -1.93 o 32.05 0 38 869
m1 11.86] 1404 2276 0.7y 0.75] 0568 969 3288  1.69] 969 385
m2 1429 17.30] 42.24] 2.7 18] 073 497 __a1.85] 497|497 _ 668
m3 1223 15.29] 30.58] 061 009 019 _ 7.34 35.08 o] 734 603
ma 1335 1546] 2881 091 059 03 1171 3144 o0 1.71 3.74
m5 223 2388] 3325 0.3 03] 025 1161 1861 58] 1161 2.05
MA 1481 1721 3153 0.16] 0.3, 0.1 9.06] 3197] 254] 9.06 4.7
FA 1062] 1351 269 024 0.4, 021 1.63| 2964  0.31 9. 8.83
OA 1271 15.35) 2921 _ 0.04] _ 0.06] -0.05 _ 5.5 30.81]  1.42]  9.39] _ 6.85

Table A.2.41. Results for 10 dB Music noise for low resolution speech signals.
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DHO GER20 |GER10 |GER05 |[FER20 |FER10 |FEROS |[V_UVE [UV_VE [THE TLE STD20
1 0.74] 1.49 3.72 .68 -0.48 -0.47] 0] 33.03 0 0 4.49
f2 3.19 5.25] 13.51 0.65 -0.19 0.3 0.38 55.6 0 0.38 7.48
3 0.26) 2.83 823  0.84  -0.19 0.14] 0 21.88 0 0 6.16
t4 1472 17.79] 2393 022  -0.02 0.15 9.61 17.78 0 9.61 9.53
15 1.17 263 1433 -0.23 0.15} 0.7 0.58] 52.85 0 0.58] 7.48
m1 1453 26.88] 4286 0.63 0.01 -0.17 3.87] 33.55 4.36 3.87] 7.27]
m2 5.59) 11.8]  30.43 1.87] 2.62 1.5] 1.24]  40.09 0 1.24 7.36
m3 8.87]  11.01 18.04 0.3  -0.49 -0.19 6.73 21.97 0 6.73 4.42]
md 1405 16.16] 29.51 0.05 0.29] 0.49 375 3121 0.23) 3.75 3.94
m5 17.15] 2454 34.83 1.2 0.13] 0.61 11.35 19.54 1.85]  11.35 5.72
MA 1204]  18.08] 31.13 0.19 051 0.45 539 29.27 1.29) 5.39 5.74
FA 4.02) 6 1274 052 -0.14] 0.16 211 36.23 0 211 7.03
0A 8.03] 1204 2184 -0.17 0.18] 0.31 3.75] 3275 0.64 3.75 6.39)
CORR [GER20 |GER10 |GER0OS |FER20 [FER10 [FER05 [V UVE [UV VE |THE TLE STD20
f1 1152 15.24] 28.25 0.52 0.94 1.15 483] 46.83 1.12] 9.29 9
2 13.51 19.51]  35.46) 0.53 0.03 0.17] 413  33.41 1.5 8.63] 11.17
t3 11.83] 23.39]  43.19 0.81 1.62] 0.7] 7.46! 34.9 1.54 8.48] 1234
14 3620 3824 5153 0.04 -0.26] 0.26] 1431 27.08 5.73]  26.38 11.1
‘ i5 8.19 11.4]  30.41 -1,09 -1.78 -1.67 3.51 35.4 2.05 5.85]  10.08
| m1 50360 51.09] 54.96) 0.1 0.16 026 17921 3854] 30271 17.92 3.71
m2 27.85  31.08] 51.55 297  -2.27] 1.16] 11.18] 56.17] 932] 1118 6.8
| m3 33.94 37l a7 -1.35 -0.44 038] 17.43] 4361 703 1743 6.31
m4 55.5 55.5]  60.66! 0.2] 0.2 0.11] 29.98] 45624 2201 29.98 3.1
m5 56.73]  57.39] 60.69 063  -0.47 0071 2652 2664 19531 26.52] 3.73
MA 449 46.41 55.11 0.93] -056 -0.09 20.6] 4224 17.63] 20.6) 4.73
FA 16.25| 21.56] 37.77| 0.16] 0.11 0. 6.85] 35.52 239] 1173 1073
OA 3057 3398 4644 -0.38 -0.23 -0.04] 13.73] 38.88] 10.01 16.17] 7.73|
YIN GER20 |GER10 [GER05 |FER20 |FER10 [FERO5 |V_UVE |UV_VE E TLE STD20
f1 82.16) 88.1] 92.94| 3.54 -1.73 -0.15 0 100) 223  75.09] 18.51
2 78.99] 84.24] 88.93 5.26,  -1.05 -0.65 0 100) of 7617 1653
f3 63.75 71.88] 81.49 3.57] -0.65] -0.35 0 100 0.26] 5784 1484
14 64.62 72.39 82| 3.69 -0.95 -0.19 0 100 225] 56.85] 18.35]
i5 848 8801 9211 5.77] 0.62) -0.97 0 100 o 8158 17.74
mi1 19.85] 29.54] 39.95 0.5 0.58] 0.3 0 109 7.02 7.99 6.25|
m2 36.65 45.96| 58.39 2.03 0.15] 0.7] 0 100, 1.86] 29.19 9.04
m3 24.46] 30.58]  43.43 0.4 -0.01 -0.38 0 100, 3.06] 12.84 7.36
m4 937 1288] 2061 0.67] 0.45] 0.31 0 100 5.85 0.23 3.65
m5 21.37] 28.5] 38.79] -0.01 0.35 0.38] 0 100  11.21 2.9 5.55
MA 2234  29.49] 40.23 0.72] 0.31 0.26 0 100 58] 10.63 6.37
FA 7486/ 80.95 87.49] 4.37, -1 -0.47 0 100 0.95] 6951 17.15
0A 486 5522 63.86 254 -0.34 -0.1 0 100 3371 40.07] 11.76
PRAAT |GER20 |GER10 [GERO5 |FER20 |FER10 |FERO5 |[V_UVE [UV_VE |THE [TLE STD20
1 2045  25.65]  35.39) 0. 0.78) 1.07] 4.09]  45.83 0.37] 19.7 8.94
f2 19.7] 25.7] 42.96; 1.86] 0.45] 0.05! 188 33.41 0.56] 1651 11.26
t3 10.54] 21.58] 42.67 2.96 1.88 0.6 334] 3526 0.77| 874 1179
14 3742 3885 50.31 0.08] -0.25 -0.26 135  25.52] 0 31.8] 1001
f5 2024 3187] 50.58 -0.32 -1.43) -1.05 205  36.07] ol 2748 10.77|
m1 2349 25.18] 34.38 0 0.47] 0.45 10.9]  38.37] 9.44) 10.9 4.04
m2 2208 28.57] 47.83  -3.86 -2.64 -1.14 6.83] 53.08 7.45 6.83 7.2
m3 20.58] 2385 38.84] -0.83 -0.02} 0.22 8.56 40 0.31 10.08 6.64
ma 2295 23.65] 36.07 0.44 0.34 023 1499 4237 4.22]  14.99 3.38
mS 4208 4354 5053  -0.09 0 0.09] 21.37] 24.5 95|  21.37] 424
MA 2634] 28.968] 4153 078 -0.37] 003 1253 39.66 6.18] 1284 5.1
FA 23.4 28.73] 4437 0.99 0.28] 0.08] 497 35.42 0.34] 2087 1056
0A 24.9) 28.85] 42.85 0.11 -0.04] 0.03 8.75] 3754 3.26] 16.85 7.83

Table A.2.42. Results for 5 dB Music noise for low resolution speech signals.
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DHO GER20 |GER10 [GER05 |FER20 [FER10 [FERO5 |[V_UVE [UV_VE [THE TLE STD20

f1 2.23 3.72, 5.95 0.79 -0.57| -0.6] 2.23 55.66 0 2.23 4.59
f2 0.75 3.56 12.85 -0.83, -0.37| 0.21 0 58.05 9 0 7.83
f3 1.8 5.14 10.8, -1.02 -0.46 -0.04 1.03] 58.13 0 1.03 6.38
f4 13.91 21.27 30.06 1.35] 0.38 0.45 9 50.26 Y S 12.58]
[} 4.68] 5.85 17.84 -0.29 0.03 0.77] 4.09 69.63 0 4.09 7.35

mi 19.85 32.2 47. 0.3 -0.16 -0.35 5.57|  47.67 2.66) 5.57] 7.55

m2 5.59 11.8 33.54] 2.81 2.55 1.55 1.24 47.58 0.62, 1.24 7.25
m3 7.03 9.17| 18. 0.66 -0.63 -0.38 0.92 39.02 0 0.92 4.84

m4 29.74 33.02 47.0 0.06; 0.4 0.65 6.79 60.14 5.85) 6.79 4.76
mS 1412]  20.98 34.56 0.8 0.04 0.51 5.28 44.44 4.62 5.28 5.36
MA 1527] 2144 3631 032 0.44 0.4 3.96 47.77] 2.75 3.96 5.95

FA 4.67] 7.91 15.52 032 0.2 0.16 3.27| 58.75 0 3.27 7.75

OA 9.97] 14.67] 2591 0 0.12f 0.28 3.61 53.26 1.38} 3.61 6.85)

CORR  [GER20 |[GER10 |GEROS |FER20 [FER10 [FEROS |V_UVE [UV_VE [THE [TLE STD20

thl 23.79 32.71 48.7] 1.23; 1.4 1.39] 13.75 59.73 1.86) 18.22 12.02]
2 26.08] 3508] 51.59 1.26 -0.09] 0.6 11.26 45.91 2.44 17.26 12.97]
3 19.54 39.33] 57.58 3.09 2.74 1.04) 13.37] 49.19 2.57] 14.65 15.74)
14 5583 60.33]  70.55 0.17] 0.16 -0.54 19.43; 46.39 9.2 38.85 14.48]
15 23.39 28.95] 48.54 -0.45 -1.81 -1.64} 8.77] 49.33 4.68 14.91 12.71

mi 72.88, 72.88]  75.79 -0.49 -0.49; -0.38 25.67] 54.49 41.16 25.67] 3.7

m2 472  51.55| 68.32 495 -3.25 -1.19 23.6, 66.08 12.42] 238 8.43
im3 55.35 60.24] 67.89 33 -1.17] 0.27] 22.02 59.34 14.37] 22.02] 7.77
m4 77.99 77.99] 81.03 024 -0.24 -0.12 37.47] 63.55, 33.26 37.47| 3.55
imS 78.89; 79.42]  81.53 -1.36] -0.5 -0.3 30.21 47.93 26.52) 30.21 4.62)
MA 66.46) 6842 74.9 -2.07 -1.21 034 27.79 58.28 25.55, &7.79 5.61

FA 29.73 39.28|  55.39, 1.06 0.48] -0.09]  13.32]  50.11 4.15 20.78] 13.58
0A 48.09 53.85| 65.15 -05]  -0.37] -022 2055 54.19 14.85 24.29 9.6
YIN GER20 |GER10 (GEROS [FER20 |[FER10 [FEROS |V UVE (UV_VE [THE [TLE ISTD20

f1 58.36 68.4| 78.07 1.73 -1.31 -0.93; 0 100 1.86 50.93 15.85

f2 65.1 72.42) 812 3.49 0.75 -0.08 0 100 0.38 58.72] 16.29

f3 4422 52.19] 63.75 05 -0.83 0.21 0 100 1.29 37.28 12.51

{4 60.33  70.35 81.6] 1.99 -0.764 -0.14 0 100 3.89 45.01 20.63
{5 70.76 7982 88.01 3.89 -0.16 0.23 ) 100 1.46) 64.33 19.03]
m1i 2663 365.08] 49.15 0.59 0.53; 0.36] 0 100 17.18 412 7.14

m2 2484 3665 49.69 0.59 0.09 0.31 0 100 8.07| 11.8 9.79

m3 3945 5107 5984 -0.13 -0.21 -0.5) 0 100 11.93] 13.15 9.89

m4 1944 26.93] 4052 0.68] 0.59 0.36] 0 100 13.11 0.23 5.15

mS 37.2 45.91 56.33, 0.12 0.5 0.52] 0, 100 21.5 2.37] 7.05

MA 2951 3933 5113 0.37] 03 021 0 100 14,36 634 7.8
FA §9.75, 68.64] 7853 232 -0.46 -0.32 0 100 1.77] 51.45 16.88

0A 4463 53.98 64.83 1.35 -0.08; -0.05 0 100 8.07] 28.89 12.34

PRAAT |GER20 [GER10 [GER05 [FER20 [FER10 [FERO5 |v_UVE [UV_VE JTHE [TLE STD20

f1 30.11 38.29| 52.79 0.28 0.39 1.09; 12.27] 56.79 0.37] 26.39 11.49
2 36.59; 45.03 59.1 338 0.63 0.13 9.01 42.24 0.19 29.83] 13.43;
3 16.45i 3702 5733 6.2 2.58 1.09 8.74 46.29 0.77] 14.14 15.06]

14 60.94, 638 72.19 1.4 0.7] 0.21 18.4 39.68 0.2 48.25 12.92
5] 33.63 J713( 5731 -0.76 -2.1 -0.88 6.73  45.13 0, 30.41 12.09
m1 45.52] 46.73| 54.72 -0.12; 0.1 0.28, 15.25 50.17] 21.55 16.71 4.84|
m2 30.43, 37.89] 56.52 -5.16j -3.26 -1.32 9.94 64.1 4.97] 13.04 8.08

m3 40.06; 46.48 58.1 -2.95 -0. 0.2 17.43 52.46 1.22 19.88 8.47]
m4 37.7 40.05|  51.76 0.65 0.34 0.09 24.59 60.36, 9.37, 24.59 4.16

mS 65.3 66.23]  70.05 -0.92; 0.45| 0.1 24.14 41.23 15.44 24.67| 4.67]
MA 438 47.48| 58 1.7 079 -0.17 18.27|  53.66 10.51 19.78 6.05

FA 35.54 44.25| 59.74 21 0.42] 024 11.03 46.03 0.31 29.81 13|
0A 39 45.87|  58.99 o 0.19 0.04] 14.65 49.85 541 24.79 9.52]

Table A.2.43. Results for 0 dB Music noise for low resolution speech signals.
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DHO GER20 [GER10 [GERO5 [FER20 [FER10 [FERO5 |V_UVE [UV_VE [THE [TLE  |STD20

h 409 1004 1227] 088 -103 053 0.74]  74.65 0 0.74 9.14
i2 4.13 9.01]  18.95 0.38 0.1 0.46) 2.06] 6378 0 2.06) 9.86
3 308 1054 1722 229 067 -0.32 o] 7324 0 0 8.59
14 2249  39.26]  48.88 5.93 08 01 1104  67.77 o] 1104 1773
15 322 9.36]  20.18 0.02] 0.52 0.8 2.34] 68.29 0 234 1054
mi 22.52) 339] 4988 073 -0.19 044 4.36] ~ 70.27] 4.84) 4.36 7.16
m2 11.8]  19.88] 4161 3.39 275 0.99, of 61.01 7 0 8.0
m3 2844 34.25 41.9 02 084 052 7.95) 62.3 0 7.95 7.05)
md 2342  31.15] 4333  -0.19 0.23 0.68 6.79  74.03 8.43 6.79 5.35
ms 2612)  37.34] 4987 0.74 0.08 0.46] 1055 67.34 541 1055 6.58
MA 2246 313  45.32) 0.39 0.41 023 5.93]  66.99 3.74 5.93 6.84
FA 7.4 1564 23.5 061 001 -0.02 324  69.45 0 324 1117
DA 1493 2347 3441 05 0.2] 0.11 458 68 1.87] 458 9.01
CORR [GER20 |GER10 [GERO5 [FER20 [FER10 [FER0O5 [V_UVE [UV_VE [THE [TLE STD20

t 3829 5911  72.49 1.76] 0.6 1.37]  19.33] 71.04 483 2379  17.88
t2 5103 63.98] 729 2.62) 015 086 2289 63.35 432] 3452 16.85
i3 329 5913 7455 5.28) 2.96 1.6 19.02[  64.01 591 20.57 188
14 7044 7771 85.48 3.87 1.91 053] 2434 63866 92| 4867 2068
15 44.44]  55.85]  70.76 171 -1.42] -1 19.3  64.93 4.09] 2982  17.57]
m1 8983 o90.56] 9201 198 -052] 059 2736 67.11] 4939 2736 7.04
m2 6335 7081 8571 -9.07] 543 218 2919 71371 1553 29.19 9.6
m3 6881 76.15] 8287 616 -1.83 026] 2232 70.49] 2049 2230 9.59
md 9649 9649 9672 1.0 -1.07] 064 37.47] 7221 4754  37.47 2.87]
m5 93.14 938 9459 354 179 054 28.1] 6359 33.38 28.1 6.57
MA 8232 @556 9038 436 213 074 2889 e8.95] 3327 2889 7.14
FA 47.36] 63.15] 75.25 305  0.86 024] 2098 654] 567 3147 1835
OA 6484 7436 82820 066 -064 025 2493 67.18] 1947 3018 1274
YIN GER20 [GER10 [GER05 [FER20 [FER10 [FER05 [V_UVE JUV_VE [THE TLE STD20

t 4981 5798 66.91 1.06 0.2 0.27] 0 100] 6.32) 342 1337
2 4709]  58.54] 70.54 a7l 1.74 0.12] 0 100 1.69] 3884 1668
B 3728 51.93] 70.44 15 045 053 0 100) 488 2237  15.42
14 58.49]  71.17] 84.45 5.76, 3.31 0.5 0 100 6.34] 3723  21.49
i5 5731 67.25]  78.65 223 057  -0.12 0 100 497 4327 1755
m1 5085  60.53] 7264  -0.02 0.73 0.45 0 100]  33.17 3.87] 8.09
m2 3851]  54.66] 6584 199 028 078 0 100] 1491 745 11.89
m3 54.13]  70.95] 80.12]  -1.38 0.41 0.16 0 100]  18.35]  11.93 13.5
m4 46.14]  59.25 71.9]  0.08] 0.65 0.35 0 100]  33.02] 0.7] 7.45
mS 5726] 6491 76.65  0.59 1.08 0.36] 0 100]  33.51 251 8.37]
MA 49.38]  62.06] 73.43 0.25 0.5 0.11 0 100] 2659 5.29 9.86
[FA 50| 61.37] 74.2 2.85 0.77 0.05 0 100 484 35.18 16.9
(oA 4969  61.72]  73.82 155 0.64 0.08 0 100 1572 2024 133§
PRAAT [GER20 |[GER10 |GERO5 [FER20 |FER10 |FER05 |V UVE |UV_VE [THE TLE STD20

f 4089  61.34] 75.84 7.32 2.48 104 16730  69.68 0.37] 3383 1673
2 6098 73.35] 82.18 9.53 2.02) 0.54]  21.01 59.7] 0.19] 4765] 1628
i3 28.7 53.08] 74.55 8.73 3.49 084 1388 61.48 051 2468 1714
14 7689 8057 86.71 8.53 4.92) 154 2352  61.08 02| 6033 1584
i5 54.39 61.7]  76.61 0.94 213 1] 19.01]  62.58 o 4737 1611
mt 81.11] 8257 8547 -1.49 053 027] 2203] 6229 4286] 26.39 6.91
m2 5466 63.98] 81.37] 866 -539 224 2733 70.26 248 3168 8.87]
m3 5596 6667] 7737 669 214 009 19.27 68.2] 367 21.41 9.82]
m4 7283  75.41]  81.97 1.18 0.23 0] 33.49 71.3]  2576] 33.72 5.29
m5 87.4 88.26) 89.84 2320 101 024 2678 6051 1755 2823 6.44)
MA 7041 75.38 83, -36] -1.77] -046] 25.78] 66.51] 18.46] 2829 7.47]
FA 5239  66.19] 79.1 7.01 2.16] 057, 1883 6291 0.26] 4277 16.42
0A 614 7078 81.19 1.71 0.19]  0.06 223  64.71 9.36] 3553 11.94

Table A.2.44. Results for -5 dB Music noise for low resotution speech signals.
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Appendix 3

THE COMPLETE RESULTS FOR MULTIPLE PITCH
TRACK EXPERIMENTS

This appendix presents the complete results for the muldple pitch rack esimaton experiments.
For better readability, the various systems are referred to by bref names, which were also used

throughout the main text. For reference to these, please see chapter 2 and chapter 5.

The various error measures and their names, as used in the tables were described in derail in

chapter 5.

The vanous error measures and their names, as used in the tables were descobed in detail in

chapter 5. These are abbreviated in the tables as follows.

GEE20 is Gross Error Rate within 20% or the reference pitch estamate.
GEE10 is Gross Error Rate within 10% or the reference pitch esumate.
GEEDO5 is Gross Error Rate within 5% or the reference pitch estmate.
FEE20 is Fine Error Rate within 20% or the reference pitch esumate.
FEE20 is Fine Error Rate within 10% or the reference pitch esumate.
FEE20 is Fine Error Rate within 5% or the reference pitch estimate.
V_UVE is percentage voiced to unvoiced error measure.

UV_VE is the percentage unvoiced to voiced error measure.

THE is the percentage of “too-high” errors.

TLE is the percentage of “too-low” errors.

STD20 is the standard deviadon of FEE20 errors.

The Foreground track average performance is represented by the name FAVG.
The Background track average performance is represented by the name BAVG.
For double pitch tracking systems (PMPT and DHO), the prefix F_ before the utterance type
means the foreground track performance, while the prefix B_ means background track

performance.
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DHO GEE20 |GEE10 IGEEO5 |[FEE20 |[FEE10 [FEE05 |V _UVE |UV_VE [THE [TLE STD20

F vO 125 2375 as] 0771 022 057 11.88 0 0 11.88 7.15
B_v0 2119] 2519] 2834 023 023 088 20.19 0 o] 19.19 5.75)
F_vi 11.18]  2237] 4145 061 -0.48 071  11.18 0 o 11.18 6.82
B_vi 1327 17.27]  21.27] 1.52] 1.52] 1.520  12.27 0 o 11.27 3.87,
F v2 4.38) 122]  46.34] -0.97] 0.14] -0.53 0; 6.25 0 0 7.31
B v2 3654 4054] 4454 343  -3.43 -3.43] 3554 0 0 3454 2.21
F v3 4.5] 991 3153 -0.39 023 -0.83 0.9 0 0 0.9! 6.62
B v3 633 1033] 1433 -2.79] -2.79 -2.79 5.33 0 0 4.33 2.35
F va 5840 1234 2857 -0.39 0.67] 0.3 1.95 0 0.85) 1.95) 5.72)
B v4 15.45]  19.45 20.2) 1.97] 1. 1.71 14.45] [ 0] 13.45 8.27
F_v5 2.5 668 1563 092 075 -0.77] 0 0| 0 0 5.18
B_v5 0 4 8| 0 0 0 -1 0 0 -2 0
F v6 0 06] 21690 084 -069 -0.37 0 100 0 0 5.21
B_v6 0 4 8 0 0 0 -1 0 0 -2 0
F v7 0 303 18.18] -1.29] 097 -0.54] 0 0 0 0 4.49
B_v7 0 4 8 0] 0 0 -1 0 0 -2 0
F v8 0.79 1.59] 19.05] -0.75 -0.6 -0.66) 0.79 [¥) 0 0.79 469
B_v8 0 4 8 0 0 0 -1 0 0 -2 0
F vg 1.7] 1.7] 16.48] 055 -0.55 -0.44) 0.57] 0 0 0.57] 3.85
B v 2.26 6.26 8.5 11.2] 11.2) 9.97] 1.26 0 0 0.26 1.77]
FAVG 4.39 9.44] 2839 -0.75] -0.32] -0.51 273  10.63 0.06) 2.73 5.7
IBAVG 95 135]  17.02 0.8 0.82} 0.61 8.5 0 0 7.5 2.42
PMPT |GEE20 |GEE10 |GEE05 |[FEE20 [FEE10 |[FEEO5 |vV_UVE |[UV_VE [THE TLE STD20

F_vO 813 1188 27.5] 056 -0.32 -0.41 3.13 100 5] 3.13] 4.66
B vO 7149 7627 8138 -0.99 1.41 1.57] 5593 23.53 of 5932 18.57
F vi 0 197] 1513  -0.05 002 0.1 0 0 o] 0 4.41
B_vi 73450 7965 8319 -2.08 5.19 371 5575 2353 0 5575 20.29
F v2 0 366] 2439 -1.04]  -0.43 -0.59 o 31.25 0 0 5.77]
B v2 5962 63.46] 73.08] 10.56 8.14 428 5962 2353 o] 5962 1065
F v3 0.9 541 2072 -0.59 0.09 -0.34] 0.9 100, 0 0.9 5.07]
B v3 6456 721s5] 77.22]  -0.95 5 357 54.43 2353 0] 5949  19.12
F va4 4.55) 909 2273 061 0 0.22 0.65 100 3.9 0.65 4.31
B v4 76.42] 8537 8862 -9.83 0.62} 023 6098 11.76 o] 6341 20.38
F vs 563 8.75 175 068  -0.19 -0.63 0 100, 5] 0 4.93
B_v5 7414 8362 86.21 -8.34] 2.97, 1.75] 58.62] 2353 of 6379 21.19
F v6 0 o 1205 0.3 -0.31 -0.16 0 100) 0 0 352
B v6 71671 8083 8417 -7.32 3.16) 342 63.33 0 of 6333 21.32
F v7 1.01 1.01 8.08] 068 -068 0.2 1.01 0 [y 1.01 3.03
B v7 60.78] 6275] 66.67] 8.32 6.92] 494  60.78 5.88 o 6078 9.54)
F v8 0 0.79 873 048 037 04 o 33.33 0| 0 3.45!
B v8 75.58 81.4] 88.37 0.5 6.42] 6.22] 59.3  18.75) 0 593  21.52
F v 2.27] 2.27] 5.11 0.27] 0271 -0.27 0 0 2.27] 0 2.79
B _v9 8872 9323 9323 -13.45 1.3 1.3 6992 2353 o 7068 18.73
FAVG 2.25) 448  16.19] 053] 024 029 0.57] 56.46 1.62] 0.57 4.2
BAVG 7161 7Tre7] 8221  -246 4.1 31 5987 17.76 o] 6155 18.13

Table A.3.1 (contdnued on the next page).
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CORR [GEE20 [GEE10 |[GEEO5 [FEE20 |FEE10 |[FEE05 |[V_UVE |[UV_VE [THE TLE STD20

VO 6.88 6.88] 1438 0.18]  -0.18 0.31 6.88 100, 0 6.88 2.55|
1 3.29 4.6% 12.5]  -1.35]  -1.17 -0.5} 3.29 0 0 3.29 3.13
v2 8.54 1585 19.51 -1.83  -0.58 -0.23 2.44 37.5 6.1 2.44 4.865)
v3 7.21 9.91 16.22, 1.4 -081 -0.16] 1.8 100 5.41 1.8 4.43]
n 3.25 3.9 7.14 012 -0.02 0.39 1.95 84.62) 1.3 1.95] 2.91
v5 3.13] 6.88] 11880 055 -0.04 -0.11 0) 100 2.5 0| 4.93
V6 0 0 361 0.6 -0.6 0.5 0| 100 0 0 215
v7 0 o 1313 193 -1.93 -0.89] 0 0 [ 0 3.38
v8 3.17] 3.17] 7. -1.4 -1.4 -1 0 0 3.17 [ 2.51
9 1.14] 2.84 4.55] 0.5 -0.4 03 o 0 1.14 0 2.52]
FAVG 3.66/ 54 1108 -098 -0.7 -0.36) 1.64 52.7 1.96] 1.64] 3.34
YIN GEE20 |GEE10 [GEEGS [FEE20 [FEE10 |[FEE0S |v_UVE |uv VE [THE TLE STD20

h0 1.25) 375] 1813  -0.16]  -0.123 -0.3] 0 100 0 0 4.48
tv1 1.32] 526  17.11 026 -0.71 -0.5 0 0 0 0.66) 5.74
v2 7.32] 1829 3253 -1.78] -0.91 0.17] 0 100 2.44) 3.66) 6.42)
V3 o 6.31 9.01 079 -0.42]  -0.34) 0 100 0 0 4.95
va 3.25] 6.49] 1558 -0.01 0.45 0.49] 0] 100 0.65 1.95 3.98
S 3.13 8.75] 1563 035 02 -0.02 o 100 0 0 518
v6 4.82} 602 1084 005 -0.36 -0.59] [ 100 0 2.41 415
V7 8.08) 909 1747 027 051 -0.37] o 0 0 6.08 3.9
v8 2.38 7.94 9.52) 0.1 -0.19 -0.33] 0 100 0.79 1.59) 4.84
v 1.14] 1.7l 7.95) 0.18 0.05 0.09) 0 100 0.57] 0 3.39
FAVG 3.27] 7.35| 15.39 034 -0.29 -0.17] 0 80 0.45) 1.63] 4.7]
PRAAT [GEE20 [GEE10 |GEEO5S [FEE20 |FEE10 |[FEEOS [V UVE [Uv _VE [THE TLE STD20

O 3.13 3.13) 9.38 0.34} 0.34 -0.03] 3.13 100 0 3.13 2.29)
v 0| 1.97] 789  -0.97 0.7 -0.21 [ 0 0 0 3.12
v2 of  13.41] " 18.29 21 -0.51 0.04] 0 43.75 0 0 5.78
v3 0| 0.9 8.11 0.75 -0.6 -0.07] 0 92.86 0 0 3.22
va 0| 1.95 4.55 0.04 0.32] 0.61 o 9231 0 0 3.02
v5 1.25 563 10) 0.4 0.36 0.27 [ 100 0 0 4.66
v6 [¥) 0 4.22 0.071  0.07 0.2 [ 100 0 [ 2.28)
V7 0 0 12.12 -1.14] -1.14 023 0 0 0 0 3.66
v8 [ 0 5561 -1.09  -1.09 -0.63] [} 0 0 0 2.7
v9 0 0.57] 3.41 0.35]  -0.27] 0.1 0 [¥) 0 0 2.13
FAVG 0.44 2.76] 8.35 057 -0.34 -0.05) 0.31 5289 0 0.31 328

Table A.3.1. Performance with background utterance n7 at 5 dB SNR (high resoluton signal).
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DHO |GEE20 |GEE10 |[GEEO5 [FEE20 [FEE10 [FEEO5 [V_UVE |[UV_VE [THE TLE STD20

F v0 1.25] 1250 36250 081 0.35] -0.58 1. 0 0 1,25 6.8
B_v0 2.54) 654 1054 588 -5.88] -5.88 1.54] 0 0 0.54] 3.97
F_vi 125 2171 4145] 087 042 -0.67 12. 0 0 125] 652
B_vi 1504  19.04] 23, -1.48]  -148]  -1.48]  14.04 0 of 13.04 3.52)
F v2 4.88 12 47.56 0.924 0.18] -0.38] 6.25) 0 0| 7.39
B_v2 36.54; 40.54] 4454 342 342 -342] 3554 0 of 3454 2.27]
F v3 4.5 991 3153 -0.42 0.19]  -0.89 0. 0 0 0.9 6.65
B_v3 5.06, 9.06]  13.06 2.9 -2.9 2.9 4.06} 0 0 3.08) 2.32)
F vé4 519 1234] 2597 -0.62 0.55 0.38 1.3 0 0.65 1.3 5.79
B_v4 13.82]  17.82]  21.01 0.08] -0.08 061  12.89 0 of  11.82 5.86)
F_v5 1.88) 6.88] 1563 -1.07] -0.73] -0.78 0 0 0 0 5.57
B_v5 0 4 g 0 0 0 -1 0 0 -2 0
F vB 0 06| 2289 083 068 048 0 100 0 0 5.21
B_v6 0 4 8 0 0 0 -1 0 0 -2 0
F_v7 0 3.03[  18.16] -1.3]  -0.86] -0.53 0 0 0 0 4.54)
B v7 0 4 8 0 0 0 -1 0 0 -2) 0
F vB 0.79 159  19.05]  -0.77] 06 066 0.79 0 0 0.79 4.73
B_v8 0 4 8 0 0 0 -1 0 0 -2) 0
F v9 1.7] 1.7] 1591 056 -0.56 -0.48} 0.57 0 0 0.57 3.85
B_vg 2.26) 6.26 950 1195 1195 10.26 1.26} 0 0 0.26 2.4
FAVG 3.27] 8.25] 27.44] 082 034 051 173 10.63) 0.06, 1.73] 5.71
BAVG 753 1153 153 -0.18] -0.18] -0.28] 6.53 1] q 5.53 203
PMPT |GEE20 |GEE10 |GEE05 |FEE20 |[FEE10 [FEE05 [V UVE [UV_VE [THE TLE STD20

F vO 0.63 75|  2375]  -0.88] -0.33] -0.35 0.63 0 0 0.63 4.87|
B_vO 83.33 83.33 88.1 246] -246] 046 8333 11.76 of 83233 3.29
F_vi 0 1.97] 1579 015 008 -0.15 0] 0 0 0 4.45)
B_vi 814 81.4 81.4] -1.16] -1.16] -1.16} 81.4]  12.12 0 81.4 1.1
F v2 0 488] 2195 098 025 047 81.25 0 0 5.71
B_v2 6154 6538 7308 322 254 121 61.54 0 of  61.54] 3.33
F v3 0 45 207 -0.65! 002 -0.39 o 64.29 0 0 5.17]
B_v3 65.71] 6571 7714 -359] -3590 -163 6571 15.38 o 6571 3.08
F vd 1.95] 6.49] 20.13]  -0.54 0.05 0.34] 1.95  30.77] 0 1.95 4.31
B_v4 8261 8261 86.96] -267 -267] -1.34 8261 16.18 o] 8261 2.61
F v5 1.25 3.75 125 0750  -024] " -0. o 0 0 0 4.64
B_v5 75] 75| 8864] 465 465 -1.34 75  16.67] 0 75 3.26
F v6 0 of 1024 041 0.41 0.3 ol 100 0 0 3.48
B_v6 81.4 81.4] 8372 1971 -1.97] -126 81.4] 10.29 0 81.4 2.27
F v7 0 0 7071 033 -0.33 0.18 0 0 0 0 3.22
B_v7 69.23] 69.23] 7692 -254] 254 076] 69.23 0 0  69.23 3.15
F v8 0 0.79 635 047 038 021 0 100 0 0 3.57]
B_v8 80 80 80] -1.15]  -1.15] -1.15 80 17.54 0 80 1.23
F v 1.7 1.7 455  -0.24] -0.24 -0.25) 1.7 0 0 1.7] 2.88
B_vo 86 86 68 -1.79 -1.79] -0.93 86 14.29 0 86 252
FAVG 0.55 3.16 143 054 022 -0.21 0.43] 37.63 0 0.43 4.23
BAVG 7662] 7701 8239 252 245  -1.12] 76.62] 11.42] 0] 76.62 2.58
CORR |GEE20 |GEE10 |GEE05 |FEE20 [FEE10 |FEEOS |v UVE Juv_VE JTHE [TLE STD20
VO 23.75] 2563 31.88  0.71 -0.54  -0.26 7.5 100 15} 7.5 358
v 14471 2105 3092 238 -1.17] -0.49 3.95 0] 1053 3.95 5.23
2 18.29]  2805] 29027 263  -0.73] 055 2.44] 375  15.85 2. 5.65
v3 2162] 29.73] 3964 374  -1.91 -0.56) 2.7 100]  18.92 2.7] 6.5
va 1234 1818  22.08]  -1.12] 0.15 0.52 4.55 100 7.79 4.55 5.49
V5 1813 2688 3188 -1.920 058 -0.11 2.5 100 1313 25 5.95
V6 4.82 482 1386 051 -0.51 -0.31 0 100 3.01 0 3.09
V7 1343 13143 2929 -2.19]  -2.19] -0.72 5.05 0 6.06) 5.05) 4.15
v8 1587 19.05] 2857 -2.52 -2l 099 0.79 0] 15.08 0.79 4.28
v 1761 21020 27271  -1.290 088 -0.37 1.7] 3333 1591 1.7 4.08
FAVG 16] 20.75] 28.46 -1.9]  -1.04 -0.3§ 3120 57.08] 1213 3.12 4.8

Table A.3.2 {continued on the next page).
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YIN GEE20 [GEE10 [GEE05 [FEE20 [FEE10 [FEEO5 |V_UVE |UV_VE [THE [TLE STD20

V0 6.88 13.13 29.38, -0.22) 0.5 -0.56 0 100 25 125 5.79
V1 461 14.47| 27.63 -1.65 -0.96 -0.67] 0 0 0 329 6.63
v2 122]  21.95 32.93, -1.1 -0.33 0.08 0 100 3.6§) 2.44] 6.92|
v3 7.21 22.52| 36.84) 0.08 -1.08 -0.7] 0 100, 0.9 0 8.34
[vd 3.9 8.44 22.08 -0.95 -0.24 0.45 G 100 1.95) 0.65 5.19
IvS 3.13] 15.63] 30 -0.28] 0.06 0.02 0 100 0 0 7.35
vE 8.43] 12.05 25.9 0.93] 0.25 -0.47] 3 100 9 6.02 6.03]
v7 4.04 9.09] 23.23 0.74] -1.16) -0.42 Y 0 0 1.01 6.48
v8 11.9 15.87]  26.19 -1.58 -0.89 0.4 0 100 0.79 2.38] 4.82
Ve 7.95 14.2] 23.3 0.3 -0.19 0.18 0 100 2.27] 0, 5.32
FAVG 702, 1474 27.76 052 0.5 024 0 80 1.21 1.7] 6.29

PRAAT [GEE20 |GEE10 [GEEOS ([FEE20 |FEE10 [FEEOS |V_UVE [UV_VE [THE [TLE STD20

vO 6.88) 11.88 25.63 0.32 -0.08 -0.07] 3.75 100 3.13 3.75 5.02
v1 0 8.55 19.74 -2.18 -1.04 -0.12 0 0 0 0 4.88
v2 3.66| 21.95 26.83 -2.66 -0.7] 021 366 43.75 0, 3.66 6.77]
v3 0.9 19.82 30.63 1.3 -1.3 -0.18] 09 92.86 0 0.9 8195
v4 7.79 12.99 18.18] -0.66, 0.46 0.69 1.95 100, 5.84] 1.95 5.21
v5 1.25| 2375 31.25 0.98 0.45 0.16 0 100 0 0 8.57|
vE 0 241 12.05] 0.1 -0.22 -0.05i 0 100 0 0 3.77]
v7 0 5.05 24.24 -0.79 -1.83 -0.57] 0 0 0 0 6.3
v8 0 3.97| 15.08 -2.28] -1.73] -0.75, 0 0 0 0 4.32]
va 0 5.68 15.34 0.1 -0.64 -0.03 0 0 0 0 4.86
FAVG 2.05 11.6] 21.9| -0.85 -0.66 -0.11 1.03] 53.66| 0.9} 1.03 5.79

Table A.3.2. Performance with background utterance n8 at 5 dB SNR (high resolution signal).
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DHO GEE20 |GEE10 |GEEO5 |[FEE20 |[FEE10 |FEE05 |V_UVE |UV_VE [THE TLE STD20

F vO 11.88] 23.13] 4563 0.9  -0.38 081 11.25 0 of 1125 7.1
B_v0 17.8] 21.8 258 -2.11 -2.14 -2.11 16.8 0 0 15.8 4.33
F vi 251 3421 5395 074 -0.39 098 24.34 0 0] 24.34 7.27
B_vi 973 1373 1773 0720 072 -0.72 8.73 0 0 7.73 4.35)
F v2 4.88 122] 4758 -0.93 0.17]  -0.3§ o 0 0 0 7.34
B v2 40.38] 4438 48.38 3120 -312] 3120 39.38 0 0f 38.3s| 2.42
F v3 6.31] 1081 3243 0.23 0.23] -0.69 1.8 0 0 1.8 6.47
B v3 11.39] 1539 19.39 -5.16]  -5.16 -5.16]  10.39 0 0 9.39 251
F_vd 5.84 1234] 27.27 -0.4 0.67] 0.39] 1.95 0 0.65 1.5 5.72
B_v4 976] 13.76] 16.94 -1.35]  -1.35 -0.51 8.76) 0 0 7.76 5.99
F v5 1.88] 6.88 150 099 -0.69 -0.75 [ 0 0 0 5.4
B_v5 0 4 8 0 0 0 -1 0 0 -2 0
F _v6 0.6) 06] 2229 068 -0.68 -0.41 0 100 0 0| 4.84)
B_v6 0| 4 8 0| 0 0 -1 0 0; -2| 0
F v7 0| 303 21.21 1290 097] -067 ol 0 0 0 4.51
B_v7 [ 4 8 0| 0 0 -1 0 0 -2 0
F v8 0.79 159  19.05 075 -0.61 -0.67] 0.79 0 0 0.79 4.65
B_v8 0 4 8 o 0 0 -1 0 0 -2 0
F vo 1.7] 1.7 15.91 056 -0.56 -0.47] 0.57] 0 0 0.57] 3.84
B_v9 1.5 5.5] 9.5! 9.67] 9.67] 9.67] 0.5 0 0 -0.5 1.08
FAVG 589 10.65 3003 -0.75] -0.32] -0.54 4.07] 10 0.06 4.07] 5.72
BAVG 9.06 1306 1698 -0.28] -028 <02} 8.06] 0 0 7.06 2.07
PMPT |GEE20 |[GEE10 [GEEO5 |[FEE20 [FEE10 [FEE05 |v UVE [uv_VE [THE TLE STD20

F_v0 1.25 5 22.5 -0.624 -0.39 -0.54 1.25( 100 0 1.25 4.57]
B_v0 B2.73] 8364 89.09 3.86 5.3 5.58] 7364  40.91 o 7364 1172
F vi 0 1321 1513 ©.02] 002 -0.16 0| 0 0 0 4.4
B_vi 7477 7944 8505  -3.12 1.78) 237 74.77 25] o 7477 14.39
F_v2 0 488 2561 -1.01 -0.29 -0.47] of 56.25 0 0 5.75
B_v2 6769 6769 7231 6.12) 6.12 456] 5538  46.15 0 5538 5.6
F v3 0.9 541 1982 069 -002] -0.41 0.9 100 0 0.9 5.1
B_v3 7123  71.23] 78.08 2.85 2.85 435  71.23 9.52) o 7123 9.9
F v4 1.95) 6.49] 20.78 0.52] 0.08] 0.28 1.95 100 0 1.95 4.33
B_v4 8584 8761 92.92 2.03 6.01 572] 8584 42.86 0 8584 1513
F v5 1.25) 3750 1125] 074  -0.48 -0.62] [} 100 0 0 4.44
B_v5 7909 8364 88.18  -1.35 4.81 6.11  75.45 10 o] 7545 14.72
F v6 0 0 1145 031 -0.31 -0.18 [J 100 0 0 3.54
B_v6 9035 9386 97.37] -17.14] -12.32 -6.14]  85.09 15 o 8509 7.8
F v7 0 0 B08] 057 057 -0.02 [7 0 0 0 3.16
B v7 7846 78.46] 83.08 5.38) 5.38 255 7231 58.33 o 7231 7.56
F v8 0 0.79 952] 034 023 035 [V 100 [ 0 3.67]
B_v8 97.5 97.5] 100] -16.26] -16.26 0] g5 5263 0 95 1.77
F vo 1.14 1.14 455 025 025 -0.29] 1.14] 0 0] 1.14 2.84
B_vo 8407, 8673] 9115 -4.26] -0.32 1.4 84.07] 50 0 8407 13.86]
FAVG 0.65 2838 1487 -0.51 -0.25 -0.28] 0.5 65.63] 0| 0.52] 4.18)
BAVG 81.17, 8298 87.7 -2.19( 0.33 265 77.28] 35.04 0 7728] 1025]
CORR |GEE20 |GEE10 GEE05 FEE20 [FEE10 |FEEO5 |V UVE Juv VE [THE TLE STD20

v0 5563 5563 56.88 024  -024 0.08)] 1063 100 45 1063 22
v1 4342] 4671 5263 252  -166] -0.82] 13.82 o 2961 1382 4,53
v2 29.27] arse]  39.02] -2.81 -0.78) -0.57] 4.88] 37.5] 24.39 4.88 8.02]
V3 4324] 4775 5225 243  -1.07]  -0.25 2.7 100]  40.54] 2.7 5.43
va 40.26] 46.75 50 236 0520 -0.08 5.84] 100]  34.42 5.84 5.93
vS 50.63]  51.25 55| 09 0721 -0.69 8.75 100]  39.38] 8.75] 3.22
Ve 30728 3133 3855  -0.71 -0.55) 0.03) 8.43 100] 21.69 8.43) 3.84
V7 303 34.34] 4747 -4 -3.21 -1.48] 1111 o 1919 1111 5.16
v8 3413 34 43.65 -2.41 227  -1.05 2.38 0 3175 2.38 4
Ve 3864] 43.18] 49.43]  -1.86 -0.75 0.27] 398 3333 34.09 3.98 4.

FAVG 39.62] 42 48.49] 202 1.8 -0.51 7.25| 57.08 32 7.25 4.52]

Table A.3.3 (condnued on the next page).
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YIN GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEEO5 |V_UVE JUV_VE [THE [TLE _ |STD20
O 2063|2938 4625 08 041 041 0 100 8.75] 063 66
V1 18.42] 3684 4803 -1.73 _ -1.13] 085 0 of 658 329 934
2 2439 3659 45.12] 048 -0.76] _ -0.13 0 100 6.1 122] 845
3 2613 3064] 54.95 _ -349  -154] 1.1 0 100 1.8 0.9 8
va 1753 2532] 3701 057 _028] _ 0.83 0 100]__ 5.19 13 629
5 18.75] 3625 49.38] 034, 035 0.05 0 100 5.63 o 895
6 904] 1928 3795 147 053 -0.35 0 100 2.41 241 7.85
V7 1515 2121] 3535  -1.8] -142] 066 0 o 1o 202] 722
8 29.37] __3968] _ 52.38] 169 -1.13 0.4 0 100] 1032 556 764
Vo 2784 358] 4943 049 _-0.12] __ 0.26 0 100] 852 114 76
FAVG 20.72 32 4559 0.99] 053  -0.28) 0 80]  5.63  1.85 78
PRAAT |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEEO5 |V _UVE JUV VE [THE _ [TLE _ |STD20
VO 2125 3063 4188 167 085 023 _ 6.25 100] 625 1125 625
1 461 250 375 498  -1.59] -0.34] __ 4.61 0 of 461 745
2 2073 3203 378 339 088 027 366 25 1707 __ 366 65
V3 991 3333 4865 175 -1.89] _ -0.08 09 o285 901 09 959
va 008 2143 2922 -159 074 08 065 100] 584 065 _ 7.08
B 10| 3625 425 063 -0.03 0 o 100 0 of 994
V6 602 1386 2651 121 __-004] _ 035 0 100 0 o 634
7 1515 2222] 4444 -406] 269 087 9.09 0 0 909 659
8 246 32.54] 4365 _ -3.74 _ -2.35 09 238 of 1984 238 557
9 1364 267 392 _-1.16] 102 _ 0.16 1.7 o 6.9 171 7563
FAVG 135] 27.49]  39.14] -1.72] 089 _0.13] 292 5179 _ 6.48 342 729

Table A.3.3. Performance with background utterance n% at 5 dB SNR (high resoluton signal).
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DHO |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEEO5 |V _UVE |UV VE [THE __ [TLE _ [STD20

F v0 1.25] 125 375 083 03 052 1.29 0 0 125 684
B_v0 1420 1829] 2229 005 005 005 _ 13.29 0 of 1229 062
F vl 19.08] 2763 _48.08| 069 026 08 18.42 0 o 18.42) 7
B_v1 93] 1098 1a08] 383 065 065 _ 5.98 0 of ag98] 559
F v2 a88] 122 4756 096 0.5 038 0 0 0 o 738
B_v2 769 1169 1569 07 07 07 669 0 of 569 o035
F v3 a5 991 2073 041 021 064 0.9 0 0 08 661
B v3 17.14]  21.14] 2229 161 _-161] 073 _16.14 0 of 1514 248
F_va 5198 1234 2727] 072 044 022 1.3 o 065 13 573
B_va 2826] 2357 27.57] 321 167 __-167] 1857 0 of 757 674
F v5 188] 688 1563 -1.06| __-0.74] 0.7 0 50 0 of 546
B_v5 227, 627] 1027 074 074 _ 074 1.27 0 o o027 0
F v6 06 06| 2169 069 069 _ -0.37] 0 100, 0 o 485
B_v6 2093 2493 2893 032 032 032 19.93 0 of 1893 065
Fv? 0 202 1949 _-1.29] 107 __-0.48 0 0 0 0| a5
B_v7 4615 50.15| _ 54.15 05 05 0.5 45.15 0 o] 4215 099
F v8 079 159 1905 0.74] 059 065 _ 0.79 0 o 079 a7
B_v8 0 4 8 0 0 0 A 0 0 2] 0
Fvo 1.7] 17 1534] 055  -055| 058 __ 0.57 0 of o057 385
B_vg 4 8 12 061 061 061 3 0 4 2l 008
FAVG 399 874 281 0.79 035 05| 2.32 15| 006 232 569
BAVG 15| 17.8] 2162 115 -0.68] 059 129 0 04 119 _ 1.74
PMPT |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEEO5 [V UVE |UV.VE [THE __[TLE  [STD20

F v 6.25 10| 2375 053 028 -039 125 100 5 125 464
B_v0 ar29| 3729 38.14 -1 A 123 37.29 0 of ar2el a2
F_vi o o068 1513 006 _ 001 _ -0.18 0 0 0 o 427
B_vi 2832 2837 3097 091 001 083 2832 0 of 2832 506
Fve o] 488] 2195 -1.03 033 059 0 100 0 o 562
B_v2 5962 5962|6731 4.2 42 08 _ 5062 0 o] 5962 865
F v3 09 541 1982 061 008 043 0.9 100 0 09 508
B_v3 3924 3924 4051 029 -0.29] _ 0.72] 39.24] 0 o 3924 583
F_va 39 844 2208 06 001 014 065 100] 325 065 a3
B_vd 3659 3659 a7.4] 175 175 -1.62] _ 34.96 0 of 3659  3.17
F v5 563 875 1563 _ 0.68 02 066 0 100] 5 0] 489
B_v5 3879  38.79) 3066 -1.92] 192  -1.78] 3369 0 of 3879 425
F v6 0 o 1145 038 038 026 0 100, 0 o 352
B_v6 2817 29.17| 30] 052 052 068 29.17] 0 0] 2917 501
F v7 1.01 101l 909 063 063 0.1 1.01 0 0 101 __2.96
B_v7 3137, 3137 3333 007 007] _ -0.39 31.37 0 of 3137 557
F v8 0 o079 794 _0.a1 03] 0.25 o 100 0 o 352
B_v8 3837] 3837 407 013 0.3 0.47] _ 38.37 0 o 3837 __ 565
F_vo 341 341 625 027 027 __ 028 o o 341 o 276
B_vo 69.17] _ 69.17] _ 69.17] 0.7 0.7 0.7] _ 68.42 0 0] 6917 259
FAVG 211 433 1531 052 0.3 03 0.38 70| _167] _ 0.38] _ 4.15
[BAVG 40.79] 40.79] 4272 0 027] 0.76] 40.04 0 0 40.79) 5
CORR |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEEO5 |V UVE JUV VE [THE _ [TLE __ |STD20

0 25 375 _ 6.88] _ 0.73 06| __-0.37] 2.5 25 0 25 193
1 066 066 8.55 0. 08| 044 066 0 o o066 248
2 366 366, 366 0.05 005 005 366 43.75 o 366 144
3 1.8 1.8 18 039 039 039 18 85.71 0 1.8 069
va 0 of 065 0.6 -0.26] 022 o 46.5 0 o 1.9
V5 125 375 625 031 _-0.47] 061 1.25 0 o 125 261
6 0 06| 181 023 0.3 0.9 o 100 0 o 174
b7 0 o 303 007 007 024 0 0 o o 208
V8 o o079 159 032 019 _ 023 0 100 0 o 191
Vo 0 0 of 009 009 _-0.09 0 0 0 o 092
[FAVG 0.99 15|  3.42] 0.33  -0.32 03 093 40.06 o] 0.99 1.7]

Table A.3.4 (contnued on the next page).
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YIN GEE20 [GEE10 [GEE0S [FEE20 [FEE10 |[FEEOS |V_UVE [UV_VE [THE TLE STD20
v0 1.25 4.38 17.5] -0.52 0.14 -0.11 0 100 0 0 3.95
v1 3.95) 7.89 19.08] 0.2 -0.43 -0.43 v, Q 0 253 57
v2 2.44 2.44 7.32 -0.12 -0.12 -0.15] 0; 100 0 2.44 3.58
v3 0, 0 3.6 0.04 0.04 0.2 O 109, 0 0 2.91
vd 1.95! 3.9 10.39, -0.28 0.04) 0.33 O 1C0, 0 0.65 3.51
v5 1.88] 4.38 11.25 -0.22 0.03 -0.3 0 100, 0 0 425
V6 6.02 7.23) 12.05 .05 -0.28 -0.37] 0 100, 0 4.22, 3.65
v7 1.01 1.01 3.03 0.58 0.58 0.56] 0 Q 0 0 2.73
v8 5.56 7.14 12.7] 0.34 0.25 -0.13 0 100 9 3.17 4.01
v9 2.27 2.84 6.25 0.21 0.33 0.15 0 100 0 0.57] 2.94
FAVG 2.63 4.12 10.32 0. 0.03 -0.03 0 80 0 1.37] 3.72
PRAAT |GEE20 |GEE10 |[GEE05 [FEE20 |FEE10 [FEE05S |v_UVE [UV.VE [THE [TLE STD20
vo 0.63 25 5.63 0.4 0.21 -0.06 0.63 25 0 0.63 20
vi ) 0.66 5.92 -0.42 -0.5 -0.34 0 0 0 0 2.4
V2 0 2.44 244 0.21 0.48 0.48) 0 56.25 0 0 2.16
v3 0 0 0 0.03 0.03 0.03 0 92.86 0 0 0.73,
v4 0 0 0 0.03 -0.03 -0.03 0 53.85 0, 0 0.93
vS 90 3.13 6.25 0.47] 0.08 -0.13 O 0 0, 0 2.88
V6 0 0.6 1.81 0.04} -0.03 -0.13 o 1Q0; 0 0 1.61
v7 0 0 3.03 0.24 0.24 0.07] 0 0 0 0 1.97]
vB 0 0 1.59, 0.14] 0.14 0.01 0 100, 0 0 1.29
0 0 0 0.12 0.12 0.12 0 0 0 0 0.74
FAVG 0.06 0.93 2.67 0.04 0.03 0 0.06 42.8 0 0.06 1.67]

Table A.3.4. Performance with background utterance n7 at 0 dB SNR (high resolution signal).
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DHO |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEE0O5 |V UVE [UV_VE [THE [TLE _ [STD20

F_v0 188 125 375 082 044 067 1.88 0 0 188] 686
B_v0 0 4 8 0 0 0 -1 0 0 2 0
F vl 15.13] 24.34] 4539 _ 0.83] 055 -0.76] 15.13 0 o 1513 688
B_vi 0 4 8 0 0 0 1 0 0 -2) 0
Fv2 288 122 4512 085 0.16] _ -0.31 of 625 0 o 735
B_v2 0 4 8 0 0 0 -1 0 0 -2} 0
Fv3 a5 991 3243 0.4 022 095 09 0 0 09 661
B v3 2.86] 686 10.86 1.9 1.9 1.9 1.86} 0 o __ 086 0
F va 519 1169 2662  -0.46 06034 1.95) 0 0 185  5.71
B_v4 0 4 8 0 0 0 -1 0 0 -2 0
F v5 1.88] __ 6.88 15| 1.0 068 074 0 0 0 0 549
B_v5 1591 1991 2391 005 005 -0.05 14.91 0 o 1391 049
F_v6 0 08 2169 084 069 -0.36 0 0 0 0 52
B_v6 0 4 8 0 0 0 -1 0 0 -2 0
F v7 o 303 1919 131 097 -048 0 0 0 0 453
B v7 2308 2708 31.08] _ 005 005 005 2208 0 0| 2108 046
F_v8 0.79] 159 19.05] -0.76 0.6 066 0.79 0 o 079 468
B_v8 1143 15.43] __16.57] 123 123 _-1.04 1043 o] 286|943 4
F v3 1.7 17] 1591 0.56] -056] 047  0.57 0 o 057 _ 384
B_v9 4 8 12l 105 105 -1.05 3 0 0 2001
FAVG 36 844 2779 0.79] -0.35] 051 212 0.63) 0 212 5.1
BAVG 573 9.73 13.44] __0.17] _ 0.17] 04 4.73 of o029 373 05
PMPT |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEEO5 |[V_UVE |[UV_VE [THE [TLE _ |STD20

F v0 063, 438 225 064 042 039 063 0 o 063 458
B_v0 2762 4762 5714 -1.79] __-1.79] __0.76] _ 47.62 0 0] 4762 242
Fvi 0 1.32] 144 033 002 0114 0 0 0 o 441
B_vi 4651 4651 5581 1.9 18] 1.4] 4651 0 o 4651 226
F v2 0] 488 2927 -1.11] 038 0.3 o 3125 0 0 58
B v2 65.38] 6538 6538 _0.29] -029] 029 65.38 0 o 6538 045
F_v3 09, 541 1982 _-0.59 01 0.2 0.9 100 0 09 5.1
B v3 60 60| 6286  -0.85 -0.85]  -0.45 60 1.92 0 60] _ 1.96
F va 13] 584 1948 048 012 0.3 13 2308 0 13 431
B v4 56.52] 56.52] 6087 -1.21] 121 064 6652  2.94 0| 5652 203
F_v5 125 3.5 $1.25 -0.68] -0.18 0.6 o 0 0 o 453
B v5 5908 61.36] 7279 278 232 048] 5909 6.6 o 5909 373
F v 0 o] 1145 __-0.42] 042 031 o 100 0 o 353
B v6 65.12] _ 65.12] 69.77] __0.96] _ -0.96]  -0.26] _ 65.12 0 0 6512 191
F v7 0 o 707 067 067 -0.19 o 0 0 o 305
B v7 50] 50 50]  -0.02| 002 -0.02 50) 0 0 50) 1
F_v8 o __o7g] 794 -0.42 03] 027 o 0 0 IR
B vB 60 60 60! 0.4 0.4 04 60} 0 0 60| 0.86
F v9 1.7 1.7] 455 0.8 _ -0.28] _-0.29 1.7 0 0 1.7] 283
B v0 58} 58 s8] 071 071 071 58 0 0 58 1.4
FAVG 058 281 1478 -0.54] -024] -024] 045 25.43 0] 045 a7
BAVG 56.82] 57.05 61.26] -1.08] -1.04] _0.45) 56.82 _ 1.09 0] 56.82) 1.8
CORR |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEEO5 |V _UVE [UV_VE [THE __[TLE __ [STD20

VO 313 5| 875 085 065 047 3.13 25 o 313 228
v 7.24] 821 1513 023 056 034 _ 5.26 0 o 526 311
V2 122 366 _ 4.88 0.1 048 025 122 375 0 122 2.92)
V3 8.11 8.11] 1532 009 008 021 8.11 _ 85.71 [ XY 3.13
va 325 455  6.49] 003 015 009 325 46.15 0 325 226
VS 313 8.3 1063 _ 0.12 05 063 3.3 0 o 343 354
V6 783 1024l 1205] 009 026 032 _ 5.42 100 0 542 285
V7 909 _ 9.09] 141 028 028 0.1 9.09 0 of 909 225
V8 159 3.7 4.76 08 049 033 159 100 0 1.59 2.9
Vo 1.14 114 171007 007 0.1 1.14) 0 0 114 1.27]
FAVG a57 623 9.38] _0.16] __-023 022 a1 39.44 o] 413 265

Table A.3.5 (continued on the next page).
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YIN GEE20 |GEE10 [GEEOS [FEE20 [FEE10 [FEE05 [V_UVE |UV_VE [THE [TLE STD20

v0 1.88; 5.63 18.75] -0.27, -029 -0.22] 0 100 0 0.63 4.64)
vl 5.92] 11.18 25.66 1.15] -0.01 -0.13 0 0 0, 3.95 6.42]
(v2 3.66 8.54 19.51 -0.13 0.15 -0.07] 0 100 0, 3.65 547
(v3 2.7] 2.7 12.61 0.41 0.41 0.19] 0 100 0 27 3.81
vd 3.25 4.55 10.39 0.33] 0.33 0.3 0 100 0 1.95] 3.57]
v& 3.75 11.25 18.75) 0.75] 024 -0.21 0 100 0 1.25, 5.55
vE 9.04] 13.86 20.48, 0.93) -0.13 -0.31 0 100 0 361 5.72
v7 3.03; 7.07| 12.12 1.27] 0.85 0.66 0 0 0 1.01 459
v8 7.14 9.52 14.29 0.15 0.27] 0.13 0 100, 0 4.76 3.65
vo 1.14 1.7] 4.55 0.39 0.52 0.3 0 100 0 0 3.07]
|FAVG 4.15 7.6 15.71 0.5 023 0.06 O 80 0 235, 4.65
PRAAT |GEE20 |[GEE10 |GEEO5 [FEE20 |FEE10 |FEEOS [V_UVE |UV VE [THE TLE STD20

v0 125 3.75 8.13 -0.58 -0.32 -0.08 1.25 25 0 125 2.45,
vi 4.61 6.58 13.16 -0.09 -0.4 -0.13| 0 0 0 0 3.06
v2 0 3.66 6.1 0.3 0.74 0.73 0 62.5 0 0 3.19
v3 1.8 1.8 9.01 0.5 0.5 -0.03 1.8 92.86) 0 1.8 2.98
v4 0 1.95 5.84 0.35) 0.06 C.05 g 53.85 0 0 291
v5 0, 5.63 9.38 0.91 021 -0.18 O 0 Q 0 3.8
v6 361 7.83 10.24 0.65 0.09 -0.12 0 100, 0 Q 3.22
v7 0 0 11.11 0.94 0.94 0.47] 0 0 Y 0 3.39
v8 0 2.38 3.17] 0.26] 0 -0.08 0 100; 0 0 2.33
vo 0 0 1.14 0.18 0.18 0.12 0 0 0 0 1.33
FAVG 1.13, 3.36, 7.73 0.34 0.2 0.08 0.31 43.42 0 0.31 2.87]

Table A.3.5. Performance with background utterance n8 at 0 dB SNR (high resolution signal).
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DHO GEE20 |GEE10 |GEE05 [FEE20 |FEE10 |[FEE05S [V _UVE [Uv VE [THE TLE STD20 |
F_v0 1.88] 1313 3813 083 035 074 1.88) 0 0 1.88) 6.84
B v0 238 6.38]  10.38 -1.1 -1.9 -1.1] 1.38] 0 0 0.38 0
F vi 17.11 25] 4605 059 023 074 17.11 0 o 17.11 6.92)
B_v1 0| 4 8 0 0 q -1 0 0| -2 [
F_v2 4.88) 12.2]  46.34 -0.96 0.15 -0.24] 0 12.5 0| 0 7.35
B_v2 15.38 7.85  11.85 984 -155  -1.55 2.85 0 0 1.85 4.84)
F v3 4.5 991 3333 -0.4% 02 -085 0.9 0 0 0.9 6.62
B_v3 20 24| 28 0.4 -0.4 -0.4 19 0 0 18 0.78
F va 519 1234 27271 065 0.53 0 1.3 0 0 1.3 5.84
B_v4 6.52 4 g 441 0 0 -1 0 0 2] 12.32
F v5 1.88 6.88 154 -1 068  -0.7§ 0 0 0 0 5.42
B_v5 13.64 627 1027 -11.4] 09 -0.91 1.27] 0 0 0.27] 4.78
F v6 0.6 06| 2289 069 069 -0.49 0 100 0 0 4.85!
B_v6 [ 4 8 0 0 0 -1 0 0 -2 0
F v7 [ 303 1818  -1.29] 095  -0.37] 0 0 0 0 4.54
B v7 0 4 8| [+ 0 0 -1 0 0 -2 0
F v8 0.79 159]  15.05 -0.75 06  -0.66 0.79 0 0 0.79 4.7
B_v8 20 24| 28 0.02] 0.02) 0.02) 19 0 0 18 1.05
F ve 1.7] 1.7 16.48] 056 056  -0.43 0.57 0 0 0.571 3.86
B_vo 10 14 18] 039 -0.39 -0.39 g 0 0 8| 1.17]
FAVG 385! 864l 2827 077 032 -051 2.25]  11.25 0 225 5.69
BAVG 8.79 985 13.85] -276] 043  -0.43 4.85] 0 0 3.85 249
PMPT |GEE20 |GEE10 |GEED5 |FEE20]FEE10 [FEEQ5 |V UVE [UV_VE [THE [TLE STD20
F_v0 14.38] 18.13]  34.38] 0.57 03] -0.34 0.63 100] 13.75 0.63 4.88
B8_vD 51.82] 53.64| 56.36] 0.44 1.34 1.06] 51.82 0 0 51.82 7.82
F vi 1.97 263] 15.13] -0.28 -0.21 -0.01 0 o] o066 0 4.2
B vi 41.12] 41.12] 43.93] 1.38 1.38 1.15] 3271 0 0 41.12 6.28
F v2 0 6.1] 26.83] -1.3 -0.42]  -0.37 o 4375 0 0 5.93
B v2 10.77]  13.85 20] 1.92 2.91 1.98] 1077 0 0 10.77 8.16
F_v3 0 45]  19.82] -0.78 -0.08]  -0.51 0| 3571 0 0 5.14
B v3 38.36] 38.36] 45.21] 1.06 1.06 1.46]  38.36 0 0 38.36 7.14
F vd 584 11.69] 24.03] -0.61 0.2 0.32 1.95 100] 3.9 1.85 4.53
B v4 61.95] 61.95] 65.49] 3.94 3.94 2.65] 61.95 0 0 61.95 6.9
F_v5 1.25 3.75] 11.88] 0.71 -0.45)  -0.66 0 100 0 0 4.35
B v5 42.73] 4273  45.45] 229 2.29 1.61] 38.18 0 0 42.73 5.59
F v6 0 o] 12.05] -0.33 0.33] -0.17 0 100 0 0 3.58
B_v6 4211  4211]  47.37] 2.87 2.87 2,09  42.11 0 0 42.11 6.7
F_v7 0 0 8.08] 0.71 -0.71 -0.2 0 0 0 0 3.04
B v7 47.69]  a7.69] 50.77] 2.21 2.21 1.39]  47.69 0 0 47.69 7
F v8 0 0.79 7.94] -0.33 -0.22 -0.3 0 100 0 0 365
B v8 57.5 57.5] 61.25] 2.62 2.62 2.21 57.5 0 0 57.5 8.25
F_v9 0 0 3.41] -0.34 -0.34]  -0.38 0 0 0 0 281
B_v9 74.34] 7434 78.76] 377 3.77 362] 74.34 0 0 74.34 6.97
FAVG 2.34 4.76 16.4] -0.6 -0.29] -0.26 0.26 58] 1.83 0.26 4.1
BAVG 468 473 51.5] 2.25 2.43 1.92 455 0 0 46.8 7.08
CORR |GEE20 |GEE10 |GEE05 |[FEE20 [FEE10 [FEE0O5 [V _UVE |UV_VE [THE [TLE STD20
VO 1438] 2063] 28.1 0.33] -042] 045 13.75 25 0 14.38 5.15]
v 1513 17.768] 24.34 0.01 055 039 9.87] 0 0] 9.87] 4,06
V2 1341 1707 2439 069 0.2 0.1 3.66 37.5 1.2 3.66 4.33
va 2432 2432 27.93 0.08 0.08 02 1624 8571 o 19.89] 2.77
v4 12.99] 22.73] 26.62 1.6} 021 -0.08] 9.7 46.15 0 9.74 5.73]
VS 1625  26.25]  28.75 159  -0.25 -0.6]  11.25 0 063 1563 5.66)
V6 241] 2831  20.12 059  -0.15 02  13.86) 100 ol  18.67] 3.52
V7 1414 14.14]  19.19 0.5 0.5 0.13 7.07] 0 O 7.07 2.32
v8 23 246] 2619 0.2 -053 039 1111 100 159  15.08) 3.27]
v 13.07] 1761  20.45 1.26} 0.13) -0.1 7.39 [ 0.57] 9.09 5.06!
FAVG 17.08] 2134 25.61 0.51 0120 022 1039 39.44 0.4] 12.3 4.19

Table A.3.6 (continued on the next page).
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YIN GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |[FEE05 |v_UVE |UV VE [THE TLE STD20
v0 3.75 125  31.88 0.73 0.29 -0.14 of 100 [ 1.88] 6.03
i 921 1513  30.26 1.05]  -0.35 -0.05 o 0 0 3.95) 6.94
V2 732 2195 3537 0.81 -0.01 0.03 0l 100 0 3.66) 7.68
3 541 1622 27.03 1.96) 0.33] 0.39 o 100 0 0.9 6.98
v4 455 1558  27.27 2.6 1.07] 0.45 0 100 0 1.95) 6.51
VS 7.5 2125  31.88 1.8 022  -0.36} 0l 100 0 3.13 7.29
V6 17.47] 253  31. 128] -034] -0.29 0l 100 0 9.64 6.23
V7 1141 15.15] 24.24 1.28) 0.94 0.7 0l 0 0 4.0 5.05
v8 1587 2143 29.37 1.3 0.07] 0.06) o 100 0 7.1 5.78
v 625 1307 22.73 164 06 -0.17] 0 100 0 1.14 5.84
FAVG 884 17.76] 29.19 1.44) 0.28] 0.06 0 80 0 3.74 6.43
PRAAT |GEE20 |[GEE10 [GEEO5 [FEE20 |FEE10 |[FEEO5 [V _UVE |UV_VE [THE TLE STD20
vO 75| 1688  26.25 0.95) 0.1 -0.09 313 25 0 6.25) 5.82
V1 921 13821 22.37] 027] 063 -0.17] 1.97] 0 0 3.29 4.59
v2 1098 1463 20.73] -0.29 0.19 0.63 ol 56.25 0 0 4.12
v3 1802 2252 25.23 1.35 0.46 0.14 3.6  92.86 7 9.91 4.48
va 584 19.48] 25.32 2.89 0.56 0.28 0| 5385 0 0.65) 6.83
v5 1063 2563]  29.38 3.15 0.48 0.06 5 0 0 9.38 6.54
V6 19.88 24.1] 2651 0.86} 0.18 0.08 8.43 100) of 1386 3.38
v7 1212 1313] 18.18 1.06) 0.91 0.54} 3.03 0 0 3.03 2.62)
v 18.25 246 24.6 114  -006]  -0.06 4.76) 100 0 11.9] 4.49]
9 9.09] 1534 20.45 1.84 0.38 0.06 0 0 0 3.41 5.79
FAVG 12.15]  19.01| 23.9 1.32) 0.26 0.15]2.99 28 D 6.17 86

Table A.3.6. Performance with background utterance n9 at 0 dB SNR (high resoludon signal).
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DHO  |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEEO5 |V UVE |UV_VE [THE __ [TLE _ [STD20

F v0 25 1375 3875  0.84 037 -0.64 2.5 0 0 25 685
B_v0 3. 7.64 8 1872 18.72 o 264 0 0 164 3.07]
F vl 25| 3487] 5329 052 029 0.72 24.34 0 o 2a. 7.4
B vi 28.04] 3204 323 135  -1.35 0.7 27.04 0 of 2604 684
Fv2 488  122| 439 088 023 0.3 o 6.25 0 0 739
B v2 769 1169 1415 -7.34] 734 433 6.69 0 0 569 687
F v3 45 991 3153 05 012 -0 0.9 0 0 09 659
B_v3 0 4 8 0 0 0 1 0 0 D) 0
F va 584 1234 2662 -0.56) 05 034 1.95 0| __ 065 1.95| 566
B vd 16.81] _20.81] 20.39] _ 8.18 _ 8.18] 44 15.81 0 0] 1481 7.09
F v5 188 688 1583 -1.05 _-0.74 __ -0.76 O 50 0 o 544
B v5 0.91 4.91 8]  2246] 2245 o] -0.09 0 o -1.09 0
F v 0.8 06 2169 069 -069 _ -0.37 0 0 0 o 484
B v6 0.88] 488 688 525 525 525  0.12 0 o -1.12] 0
Fv7 o 303 202 -126 -0.94 0.7 0 0 0 o 451
B_v7 0 4 8 0 0 0 K 0 0 -2 0
F v8 079 159 19.05| -0.76] 061 067 _ 0.79 0 o 079 468
B_vB 375] 7.5 10.5 -10.49] -1049]  -8.97] 275 0 0 175 2.43
F va 1.7 17] 1591 054 054] 045 _ 0.57 0 0 057 3.83
B vo 0 4 g 0 0 0 K] 0 0 -2 0
FAVG a77] 969 2866] .76 0.33] 052 _ 3.11 563 _ 0.08 3.1 5.72)
BAVG 617] 1017 1262 354] 354 029 517 0| 0 317 263
PMPT |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEE05 |V UVE |UV_VE [THE _ [TLE _ [STD20

F v0 75  11.88] 26.88 _ 056] -0.42] -045  3.13 100] _ 4.38 3.3 466
B_vO 70.34] 7627 7881 094 468 399 5339 23.53 o 5339 18.19
F vl 197] a29] 17| 027 041 028 0 o 1.97 of 423
B vi 7257] 7788 823 0.1 5.41 379 5221 23.59 o 6018 1856
F vo o] 366 2927 -1.03 047 -0.42) o 31.25 0 of 589
B v2 5577] 5769 6346 817 _694] 468  55.77]  23.53 of 5577 935
Fv3 0.9 541 1982 059 _ 0.09 0.4} 0.9 100 0 09 5.1
B_v3 54.43 _ 64.56] 68.35] 2.7 46| 394 481 2353 o] 53.16] 19.79
F va 7.4 1169] 2532] 076 013 __ 0.08) 0 100 7.14 0 434
B vd 76.42] 8618  88.62] -10.32] 191 0.23] _5366] 23.53 0] 5935 21
F v5 1125 1188 175 009 -0.19] -0.68] _ 1.25 100 10 125 3.42)
B v5 7672] 8448 87.07] 743 126 _ -0.38]  53.45 _ 23.53 o] 6466, 196
F v6 0 o] 1325 039 -039] -0.33 0 100 0, 0 348
B v6 69.17] 7917 8167 6.21 400 334] 49.17] _ 23.53 o <917 2034
F 7 0 o 7.07 08 0.8 -0.36} o 0 0 o 243
B v7 50.098]  52.94) 56.86] 806  6.94 54] 5098 2353 o] 5008 888
F v8 873  873] 1667] _ 0.46] _-0.46]  -0.51 0 of 873 o 322
B v8 74.42] 8023] 8372  -2.35 24 097 4186 18.75 0]  51.16] 18.04
F vo 255 455 852 022 022 024 o o 4.5 o 283
B_vo 782 8722] 89.47] -1093 197, 025 50.38  23.53 o 5814 218
FAVG 42| 611 18.14] 052 031 036 053 53.13 _ 3.68] _ 053 4
BAVG 67.9] 74.66] 7B. 229 402] 262  50.9 23.05 0| 552 1755
CORR |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEE0S5 |V UVE UV VE [THE  [TLE __[STD20

O 563 683 1438  -1.01] __ 0.86]  -0.33 5 100] 063 5 2.7
Vi 066 068 132 012 0.2 0.5 066 0 o 065 1.7
2 488  732] 10.8) 0.85 058 053 _ 3.66  43.75 1.2 366] 2.72)
V3 631 721 1081 058 078 06 2.7 100 36 27] __ 2.75
va 325 325 325 0.35 -0.35 -035 _ 3.25 100 o] 325 125
VS 063 625 1188 243 -1.17]__ 0.79 0 100 0 o 451
VG 3.01 3.01 361 005 -005 -0.08 o 100 0 o 1.27]
V7 0 o 202 006 00§ 0.1 0 0 0 o 193
V8 238 7.4 1429 023 037 0.09 0 100 0 of 425
Vo 227] 341 795 053 037 0.5  2.27] 0 0 227l 275
FAVG 29 as1 8.05] 063 04 03 175 64.38) 054 1.75 26

Table A.3.7 (contnued on the next page).
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YIN GEE20 |GEE'0 |GEEQ5 [FEE20 [FEE10 [FEEOS |V_UVE |UV_VE [THE [TLE STD20

v0 1.25 3.13] 20 -0.64 -0.56 -0.52] 0 100 0, 0 4.05
vl 1.97] 3.29 11.84 0.28 0.04 024 0 0 0 1.32 4.2
v2 9.76 122]  28.05 0.4 -0.48) 0.4 0 100, 1.22 3.66 4.8
v3 4.5 7.21 17.12 0.5} -0.62 -0.44 0 100 1.8 0 4.18
v4 0.65 4.55 9.09 0.04] 0.15 0.12 0 100 0 0 4
vS 1.88] 9.38 14.38 -1.94 0.8 -0.4 0 100 0 0 4.86
v6 10.84] 11.45] 16.27] 0.27 -0.16 -0.36 1, 100, 0; 6.63 2.94
v7 0 2.02 3.03 0.24) 0.56 0.64 0 0 0, 0 3.34
v8 0.79 7.94 17.46 0.01 0.88 0.22] 0 100, 0; 0 5.72
vo 1.14 341 10.23] 0.03 -0.04 -0.05 0 66.67| 0, 0 3.77|
FAVG 3.28] 6.45) 14.75] -0.32 -0.1 -0.15 0 76.67] 0.3 1.16] 4.19
PRAAT |GEE20 [GEE10 |GEEQ5 |FEE20 |FEE10 [FEEOS |V _UVE |UV_VE |THE [TLE STD20

V0 0 2.5 8.13 0.76 -0.48 -0.12) 0; 100, 0 0 2.83
v1 0 0 1.97] 0.32 0.32 0.23 0 0 0 0 141
v2 0 6.1 9.76) -0.65] -0.3 025 V) 50, 0 0 3.7
v3 4.5 4.5 7.21 .41 0.41 -0.32] 0.9 100 3.6 0.9 1.93
v4 0! 0 0 -0.08| -0.08] -0.08 0 100 0 0 125
vS 0.63; 6.88 9.38 -1.7] -0.61 -0.43 0 100 (Y 0 4.68
vE 3.01 3.01 3.61 0.23 023 0.19 0 100 0 0 1.06)
v7 0 0 1.01 0.55] 0.55 0.63 0 0 0 ) 1.71
v8 0.79] 6.35 14.29 0.17 0.64 0.16 0 100 0 0 4.51
vo 0 1.7] 6.82] -0.07 -0.01 -0.03 0 g 0 0 2.78,
FAVG 0.89 3.1 6.22| 0.24 -0.01 0 0.09] 65 0.36 0.09 259

Table A.3.7. Performance with background utterance n7 at -5 dB SNR (high resolution signal).
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DHO |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEEO5 |V _UVE [UV VE [THE TLE STD20

F _v0 1313] 2375 4563 077 -036] -0.44] 11.88 0 0f 11.88 7.04
B_v0 2364 2764 27.09 6} 6 322 2264 0 o 2164 6.45)
F vl 1741 2697  46.71 054 -035] -088 17.11 0 o  17.11 7.06
B vi 2056] 2383 2576 -342] -256] -1.35] 18.63 0 0,  17.63 6.9
F v2 4.88 122  47.56] 0.91 0.19] ~ -0.34] 0 6.25 0 0 7.37]
B_v2 769  1169] 1415] 642 -6.42] -4.08 6.69 0 0 5.69 568
F_v3 4.5 991 3153 -0.38 023  -0.85 0.9 0 0 0.9 6.64
B va 0 4 8] 0 0 0 -1 0 0 -2) 0
F vd 5149] 1169 29.22] -0.43 0.62 0.25 1.95 0 0 1.95 5.72
B_v4 15.04] 19.04] 18.62] 8.81 8.81 4.78]  14.04) 0 o 1304 7.27
F_v5 1.88 688 1625 -105 072 -0.73 0 0 0 0 5.52]
B_v5 1.82) 5.82] 8| 2276] 2276 0 0.82 0 0 -0.18} 0.68
F_v6 0 06 2169 0771 069 -0.37 0 100 0] 0 4.95)
B _v6 0 4 8 0 0 0 -1 0 of -2) 0
F v? 0 3. 202 127 095 -0.72 0 0 0 0 4.53
B v7 0 4 8 0 0 0 -1 0 0 -2) 0
F v8 0.79 159] 1905 -0.75 08 065 0.79 0 0 0.79] 4.68
B_v8 3.75) 7.75 925 -1025] -1025] -7.66 2.75) 0 0 1.75 2.05
F vg 1.7 17] 1471 054 -054  -0.45] 0.57 0 0 0.57 3.83
B_vo 0 4 8 ) o 0 -1 0 0 -2] 0
FAVG 4.92 983] 29.26] -0.74] 032 -052 332 1083 0 3.32] 5.74
BAVG 725 11.16] 13.49] 1.75) 1.83] -051 6.16 0] 0] 5.16) 29
PMPT |GEE20 |GEE10 |GEEO5 |[FEE20 [FEE10 [FEEO5 |[V_UVE |UV_VE [THE TLE STD20

F_vO 5 14.38 30]  -0.91 " -0.37 0.2 0 0 0] 3.75 5.14
B_v0 7381 7381 8571 312 3120 037 7381 147 o 7381 35
F vi 0 1320  1513] 019 002 -0.29 0 0 0) 0 4.56
B vi 6744 6977 79.07] -3.58 -3.1 18] 67.44]  12.19 o 67.44 3.25)
F_v2 0 488 2317] -1.06] -0.36] 055 0| 81.25 0| 0 5.65)
B_v2 50 50] 6923 345 -3.45] -1.36 50 0 0| 50, 2.83
F v3 0 45| 2162 081 0.5 062 of 71.43 0 0 5.26)
B_v3 4857 51.43]  65.71 304 267 -1.22] 4857 15.38 o] 4857 3.06
F vd 1.95 7.14]  19.48] -0.45) 0.26) 0.43 1.95]  53.85 0 1.95 4.51
B_v4 6522] 6522] 78260 -3.91 -3.91 2.6 65220 1765 0| 6522 2.61
F v5 8.13 125 175] 067  -0.54] -0.58] of 0 0 4.38 5.01
B_v5 7045 7045 7955 364 364 -192] 6364 18.18 0] 6364 2.96
F v6 663  12.05 24.1 044 -028] -0.12 o 100 0 6.63 4.68)
B v 9302 9535] 9535 765 -2.92] -2.92 90.7]  13.24 o) 90.7] 6.7]
F v7 0 0 808 032 -0.32 0.3 0 0 0 0 3.43]
B_v7 5385 5769 6538 -3.09] -255 -1.35] 53.85 0 0 5385 3.23
F.v8 0 238 8.73 0.3 -0.31 -0.25] o 100 0 0 4.4
B_v8 5714 5714 71.43] 362 3821 -1.74]  57.14]  21.05 0] 57.14 3.01
F v 1.7] 1.7 6.25 0.2 02 032 1.7 0 0 1.7} 3.03)
B_va 68 76) 86} 1.51 38 -1.24 68  17.14 0 68 9,64
FAVG 2.34] 6.08] 17.41 043, 023 -0 0.37] 40.65 0 1.84 4.57
BAVG 64.75| 66.69] 77571 -3.36] -3.28] -156] 63.84 12.95 0] 6384  4.08
CORR |GEE20 |GEE$0 |GEEO5 |FEE20 [FEE10 [FEE05 |v UVE |uv VE [THE TLE STD20

VO 22.5 30] 38.75] -1.73]  -0.42] -0.43] 5.63 100  15.63 563 4.94
v 789 1382 2434 1.28]  -0.23 0.13 3.29 0 3.95] 3.29 6.65
v2 1220 2927]  41.48 209 -043] -0.58 1.22 50 7.32] 1.22 9.2
V3 1.7 2162 27.93] - 113 -0.92 2.7 100 5.41 2.7] 6.8
va 2078] 2273 26621 055 014  -033 14.94 100 455  14.94 3.64
V5 7.5 15 275] 237 -128] 087 2.5 100 5| 2.5 4.97
V6 13.25 1566  22.29) 0.36) 0.53 0.08 3.61 100 2.41 361 4.65
V7 404 1114 20.2] 1.6 0.82 0.28 4,04 0 0 4.04] 5.54
V8 11, 15.08 25.4]  -0.29 0.35 0.02] 3.97 100 7.14] 3. 4.95
O 9668 14.77 25] 164 077 -Om1 455 0 4.55| 4,55 4.81
FAVG 1214] 1891 2795 022 027  -0.27] 4.64 65 5.59)| 464 5.61

Table A.3.8 (continued on the next page).
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YIN GEE20 |GEE10 |GEEO5 [FEE20 |FEE10 |[FEEO5 [V_UVE (UV _VE [THE TLE STD20
VO B75] 2188 4375 -2.16] -1.35 -0.64! 0 100) 2.5 0 6.55
v1 5.26 6.58] 26.97] 0.42 0.22 0.2} 0 0 0 4.61 474
V2 G.76] 2195 46.34 1.35 04 -0.31 0 100 0] 4.88 8.55
v3 991 2342 35.04 0320 -127  -1.04 0! 100 3.6} 0.9 7.72)
vd 5.84] 18.18] 30520 -0.45 0.48 0. 0 100 1.3 0| 6.15)
v5 2.13] 17.5 30 -313] 0920 054 0 100 [ [ 6.47|
V6 10.24]  14.46 247 -0.05 042 -029 0 100) 0 3.01 5.52)
7 202 11.11]  23.23 1.59 0.7 1.18 0 0 0| 0| 6.47]
ve 238 1111 26.19 1.71 0.64 0.14] [ 100 0 0 6.05)
2271 1136 25 -1.47] 0.41]  -0.16) 0 100 0 0.57 6.14
|FAVG 596 15.76] 31.27] 025 0.1 -0.11 0l 80 0.74 1.4] 6.44|
PRAAT |[GEE20 |GEE10 |GEE05 [FEE20 |FEE10 [FEEO5 [V _UVE |UV_VE [THE [TLE STD20
v0 813 2313] 36.25 255 -0.43] -0.08 1.88] 100 3.13 1.88] 6.13
Vi 0] 7.89]  19.08 1.84 0.11 0.2 0 0 0 [ 6.74
v2 0 2439 39.02 162 -0.35 -0.49] 0 50 0 0| 9.57
V3 7.21 18.92] 27.03] -0.83 -0.49 -0.5! 0.9 100 36 0.9 7.2)
vd 8.44] 18.18] 2403 0.34 0.32) -0.07] 5.19 100 0 5.19 5.65
VS 375 14.38] 26.88 253  0.73 -0.42) 1.88] 100 0 1.88) 6.18
v6 723  10.84]  18.07] 1.13 0.86) 0.25 0 100 0 0 484
¥ 0f 9.09] 19.19 1.5 1.27] 0.65 ¢ 0 0 0 6.27]
v8 4.76 952 2381 0.32] 0.97] 0.26 3.17] 100, 0 3.17] 5.39
vo 3.41 108 2273  -1.44  -0.39 0.01 2.27 o 0 2.27 5.37
FAVG a29] 1471 2561 0.13 0.11 -0. 1.53 65 0.67] 153 6.33

Table A.3.8. Performance with background utterance n8 at -5 dB SNR (high resolution signal).
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DHO  |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEEO5 [V UVE JUV VE [THE __[TLE __ |STD20

F_v0 17.25 225 4375 085 033 056 10.63 0 o 1063 7.3
B_v0 2364]  2764] 2709 613 6.3 341 2264 0 o] 2164 __ 6.38
Fvi 13.16, 2171 44.74] 062 019 087 _ 13.16 0 o 1316 681
B vi 274] _30.17] 31.36] -2.28)  -1.53 o] 25.17 0 o 2417 7.12)
F vz 488  122] 4756 _0.96 _ 0.14] _ -0.35 o 0 0 o__7.35
B v2 769  1169] 1415 __-7.18 __-7.18] _ -443 __ 6.69 0 of 569 645
F_v3 45 991 3423 05 011 113 0.9 0 0 09| 658
B va 0 2 8 ) 0 0 -1 0 0 2) 0
F vd 519 1234 28571 0.41 073 023 199 0 o 195 57
B_va 1504 __19.04] 1862 8.7] 87| 456 14.04 0 o 1304 738
Fv5 1.88] 6.8 15] 1.0 068] 07 0 0 0, o 559
B_v5 182 582 8| 2222 2220 of 082 0 o 0.8 __ 0.7
F v6 06 06 2289 069 069 _ 048 0 100 0 o] 485
B_v6 0 4 8 0 0 0 -1 0 0 -2 0
F v7 of 303 1919 129 097 063 0 0 0 o as54
B_v7 0 4 8 0 0 0 A i) 0 -2 0
F v8 079 159 1905  0.74] 06| 065 0.7 0 of o079 466
B_v8 375 775 105 -1033 -10.33] _ -885 __ 2.75 0 of 175 236
Fvo 17] 17] 1591 057, 057 048 __ 0.57 0 of o057 385
B_vo 0 4 8 0 0 0 1 0 0 -2 0
FAVG 44 925 29.08 0.76 03 057 28 10 0 28] 5.7]
BAVG 79| 1181 1417 1.73 18053 6.81| 0 0] 581 299
PMPT |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEEO5 [V UVE [UV_VE [THE __ |[TLE __ [STD20

F V0 563 0.38 25| 065 041 052 _ 3.75 100 188 375 457]
B_v0 89.09] 6908 7273 182 182 2.5 48.18] 6B.18 0] 48.8] __ 7.49
F_vi of 132] 1579 004 005 _ 0.12 0 0 0 0 442
B_vi 8542 7009 757 -339 _ 037] 203  563.27 80, o 5327 1343
F vz of 488 2561 097 026 04 of 625 0 o 5.76
B_v2 46.15] _ 46.15| 5231 3.84 384 24| 26.15 _ 53.85 o 26.5 6.5
F v3 0 45| 2077 0.76] 03] _ 0.45 0 100) 0 0 506
B_v3 a247]  4247] 5205 145 _ 145 1.56] 2466 28.57 o] 2466 853
F va 065 5.9 __18.18] __-0.58 o026 065 100, o] o065 424
B vd 7168 7434 78.76] 1.3 272 27| 61.95  71.43 o 6195 1474
F v5 125] 375 1063 071 046 068 0 100 0 o] 432
B_v5 86.36] 7182 7727 4.9 245 _ 3.47 _ 50.91 70 o] 5091 1313
F v6 0 o o964 021 021 02 0 100) 0 o 345
B_v6 6754 7368] 79.82] 542 04 18] 56.14] 70 o 5614 14.35
Fv? 0 of 808 066 066 _ 0.12 0 0 0 o 322
B_v7 60 60| 63.08 2.8 28] 175 __38.46 _ 66.67 of 3826 7.0
Fv8 of o079 873 038 026 -0.32 0 100 0 o] 362
B_vB 675 68.75| 7375 056 1.15] _ 1.19 551 73.68 0 55{ _ 12.77]
F_vo 0 of 341 029 029 032 0 0 0 o 278
B_vo 74.34]  7609] B84.07] 193 061 307  69.91 60 o] 6991 1262
FAVG 075 298] 1458 053 027 029 0. 66.25 _ 0.19] _ 0.44] _ a.14
[BAVG 53.06] 65.34] 70.85| 0.44 168 _ 221| 48 64.24 o] a8.46] 11.06)
CORR |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEE05 |V UVE |UV_VE [THE _ |TLE __ |STD20

V0 4375 4625 5375 -1.39 _ -071] _ -066] _ 8.13 100 35| 813 449
1 2763 3289 4737 003 093] 034 395 o 1908 395 _ 6.71
2 1829] _4756] 59.76] _ 2.43 063 08 122 6875 1707 122  12.9
V3 18920 28.83] 45058  -1.71] 207 __ ©0.93 o 100] __16.22 o] 7.56
va 3442 38.96] 474 0.58 005 062 8.4 100] 2597|844 5.9
Vs 28.75] _ 3563 as|  -156] 074 121 8.13 100 20| 813 558
6 3193 3855 4518 057 0.9 012  2.41 100 2169 241 __ 5.75
7 17.17] 202 39.39 0.3 05 037 4.04 of 1212 404 599
8 26.98] 2857] 34.92 0.43 _ -0.16 02 __ 238 100] 246 238 447
Vg 3807] 41.48] 4659  1.49 __-065 052 _ 7.95 o] 2841 795 454
FAVG 2859) 3589 46.44] 049  -0.52] 042 _ 4.66 6688 2202 466 626

Table A.3.9 (contnued on the next page).
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YIN GEE20 |GEE10 |GEE0O5 [FEE20 [FEE10 [FEEOS [V_UVE [UV_VE [THE TLE ISTD20

vO 21.25 36.88, 56.25 -1.59 -1.57| -1.4| 0 100, 6.25 1.88 7.69
V1 91 17.11 46.05 0.03 0.06 0.18] 0 0 0.66 5.26 7.45
v2 23.17] 5122] 65.85 0.03 028 0.44] 0 100, 1.22) 9.76) 1223
v3 14.41 290.73 49.55 -1.64 -2.37| -1.5 0 109 5.41 3.6 9.08
v4 11.04 29.87| 52.6) -0.35] 0.87] -0.48 O 100 1.95] 065 8.94
v5 13.13 30.63]  45.65 -2.58) -1.11 -0.94 o 100 4.38 1.25) 8.05
V6 18.67] 32.53] 47.59 0.48 1.26 0.17] 0 100 2.41 5.42 8.12
v7 7.07] 19.19]  42.42 1.34) 0.72 0.55 0 0 0 1.01 7.79
v8 19.05) 27.78 44.44 -0.67 -0.27] -0.17] 0 100, 0 7.14 7.96
v9 16.48] 30.11 44.89 -2.63 -0.91 0 0] 66.67 0 2.844 79
FAVG 15.35 30.5 4953 0.75 -0.36 0.41 0  76.67 2.23) 3.88| 8.52

PRAAT |GEE20 |GEE10 [GEEO5 |FEE20 [FEE10 [FEE05 |V_UVE [UV_VE [THE [TLE STD20

v0 14.38 31.25, 48.75) -1.6) -0.38) -0.43 0.63 100 8.75 0.63 7.79
v1 0.66 13.16 38.16 1.34 -0.63; 0.38 0 e 0 0 825
ve 0 36.99 51.22 1.58 -0.36 -0.48 O 5629 0 0 11.79
v3 1.7 22.52 42.34 -1.83 -1.91 -0.59 0.9 100 541 0.9, 7.82|
vd 1234 3137 46.1 0.04 0.75 -0.19 519 100 0.65] 5.19 8.39
vS 15 30.63 44.38 -3.13 -0.98 -0.45 9.38 100] 0 9.38 7.55
vé 10.84 24.7] 39.76, 0.1 1 0.48; 0 100 0 24 8.61
V7 0 14.14 36.36 1.91 1.21 0.77 0 0 0] 0 8.05
v8 9.52] 13.49 33.33 0.13 0.92 0.58 3.17] 100 3.97] 3.17] 6.14
vg 15.34] 26.7 4091 -2.67| -0.66 -0.12] 10.8 0 0 10.8 7.01
FAVG 8.98) 2443 4213 0.41 -0.1 0 3.01 65.63 1.88] 325 8.14

Table A.3.9. Performance with background utterance n9 at -5 dB SNR (high resolution signal).
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DHO |GEE20 |GEE10 |GEE05 |FEE20 |FEE10 [FEE0S |[V_UVE |UV_VE [THE TLE STD20

F v0 892 2038 4331 0.71 -0.5 0.5 8.28 0 0] 8.28] 6.63
B_v0 0 4 8 0 0 0 -1 0 0 -2 0
F vi 588 1634 294 065 038 051 5.88 0 0 5.88 6.53
B vi 5.31 9.31 13.31 475  -4.75]  -4.75 4.31 0 0 3.31 1.67]
F v2 7.41] 1975  48.15 -1.25 0.34 -0.3] 2.47 0 0 2.47] 8.17]
B v2 38.46] 4246 46.46] 283 -283] -283  37.45 0 of 364§ 1.95)
F va 818] 1545 38.18] -0.77] 05  -1.02 5.45) 0| 0 5.45] 7.1
B_v3 18.75] 2275 2675] -455] -4.55 -455  17.75 0 of 16.75 3.28
F vd 588 1242 26.14] -0.19 0.93 0.3, 261 0 0 2.61 571
B v4 4.88) 8.88] 12.07 7.12] 7.12 5.65 3.88 0 0f 2.88 3.85
F v5 2.5 813] 1625 089 094 -0.82 0.63 50) 0 0.63 5.7
B_v5 0 4 g 0 0 0| -1 0 0 -2 0
F v 0.6} 3.01 253] 123 09 -0.69 0. 0 0 0.6 5.5/
B_v6 0 4 8| 0 0 0 -1 0 0 -2 0
F v7 1.02] 714 234701 173 095  -091 1.02 [ 0 1.02} 5.25
B v? 0 4] 8 0 0 0 -1 0 0 -2 0
F_v8 0.81 1.61 25] 094 -085 -0.65 0.81 40 0] 0.8% 4.97
B vB 0 4 8| 0 0 0 -1 0 0 -2 0
F v 2.29 3.43 20 056 044 -0.56 2.29 25 [ 2.29 4.35
B v0 4.48 g48]  11.73] 1043 1043 9.55] 3.48 0 0 2.48 2.54
FAVG 435 1077] 2952] -0.89 -0.32] -0.56 3 1.5 0 3 5.99
BAVG 719 1119 15.03 054 054 0.31 6.19| 0 0 5.19] 1.34
CORR |GEE20 |GEE10 |GEEOS |[FEE20 |FEE10 [FEEO5 |v_UVE |UV_VE [THE TLE STD20

O 11.46]  11.46 12.1 029 029 -025 2.55 80 8.92 255 1.31
vi 4.58 654 11.76] -1.220 095 051 3.92 0 0.65 3.92 3.03
V2 988] 1605 1975] 188 053 -0.11 1.23 25 8.64 1.23 4.98
3 1273 1455 18.18] 083 -0.41 0 0.91 100 8.18] 0.91 38
vd 7.84 7.84) 9.15 0.07] 0.07 0.24 3.92] 78.57 3.92 3.92] 1.93
S 938 1125 1438 045 033 007 1.88 100 6.88 1.88] 3.3
V6 2.41 2.41 3.61 0520 -052] -0.44] 2.41 100 0 2.41 1.76)
V7 0 0 816 127  -1.27] -0.6 0 0| 0 0 2.87]
v8 8.87 887l 1048] 098] -098 -0.85 0.81 0| 8.06) 0.81 2.28
vo 7.43 8 a] 024 015 -0.15 1.71 0 5.71 1.71 1.77|
FAVG 7.46) 8.7] 1156] -0.74] 054 -0.27 193  48.36 5.1 1.93 2.7

Table A.3.10 {continued on the next page).
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YIN GEE20 |GEE10 |GEEOS |FEE20 |FEE10 |FEEO5 |[V_UVE [Uv VE [THE TLE STD20

VO 5.1 573  20.38 0.13] 0.04 0.06] 0 100, 2.55) 1.27] 3.96
b1 1242  16.34] 24.18 0.46 02  -028 0 0 0o  11.76f 5.51
v2 2469 37.04 50.62 0.45  -0.51 -0.68 0 100 247  13.58] 8.55
v3 1182  13.64] 20.91 054 0.7 051 0 100 0 727 4.37]
va 784] 11.768] 17.65 0.23 0.1 0.21 v 100 1.31 5.23] 4.77]
Vs 125 1688 2625 -1.04]  -0.36] -0.23 0 100 0 5.63 5.32]
V6 16271 19.88 27.11 0.39 0.28]  -0.19 0 100 ol 1448 5.32
7 13271 1735]  18.37] 042 044 031 0 0 0 10.2) 4.88)
v8 24.19] 2823 34.68 0.72] 0.59 0| 0 100 0.81 16.94 4.59
Ve 971 1486 20 0.44 0.13 0.26] o 100/ 0 6.86) 5.26)
FAVG 13.78] 1817 26.01 0.14] -0.06] -0.17 0) 80 0.71 9.32 5.25
PRAAT |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEEO5 [v_UVE [uv_VE [THE ITLE STD20

VO 1.91 1.91 5.1 0.1 0.1 0.13 1.91 80 0 1.9 1.78)
v1 [ 1.96) 719 o086 -058 -0.16 0l 0 0 0 2.99
2 741 1481 1975] 108 -0.16 0.1 123 18.75 3.7 1.23 5.14
3 0l 0.91 6.36] 05 -035  -0.02 o 100 0 0 2.86
va 261 2.61 3.92 0.3 0.3 0.46 131 78.57] 1.31 1.31 1.84
v5 0.63 8.25 10 0.8 0.24 0.23 0) 100 0 0 4.94
V6 0 0 422] 008 008 027 0 100 o 0 2.14
V7 0 0 018] 0920 092 -028 o 0 0| 0 3.1
v8 0 0 323 084 -084 0.6 0 0 0 0 2.21
ve 0f 0.57 4] 026 0.8 -0.05 0 0 0| 0 212
FAVG 1.26) 29| 7.29] 033 0250 -0.07 0.45]  47.73] 0.5 0.45) 291

Table A.3.10. Performance with background utterance n7 at 5 dB SNR (low resoluton signal).
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DHO |GEE20 |GEE10 |GEEOS5 |FEE20 [FEE10 [FEEO5 |V_UVE [UV_VE [THE TLE STD20

F v0 0.64 121 36.31 0.85 -0.67 -0.74 0.64] 0] 0 0.64 6.54
B_vi 0 4 8| 0 [ 0 -1 0 0 -2] 0
F_vi 523 1569 28.1 058 -0.36 -0.9 5.23 0 0 5.23 6.41
B_v1 2212 26121  28.35 -3.2] a2l 246 21.12 0| of 20.12 421
F v2 494 1481 4444  -1.17] 004  -0. 0 0 0 0 7.93
B_v2 4038 4438  48.38] -3.1 -3.1 -3.1]  39.38 0 0ol 3338 2.13
F v3 g8.18] 1545 3818 068 059  -0.94] 5.45 0 0 5.45 7.13
B v3 17.5 21.5 25.5] -4.9 -4.9 -4.9] 16.5 [ 0 15.5] 3.1
F vd 654 1373] 25.49 -0.28 0.94 0.37] 261 0 7 261 5.81
B_v4 4.38) 8.88f  12.07] 6.64) 6.64 5,08 3.88 0 0 2.88) 4.35
F v5 25 813] 1625 095 099, -0.88 0.63 0 0 0.63] 5.85!
B_v5 0 4 8| 0 0 ¥ -1 0 0 -2] 0
F_v6 0.6 361 24.1 -1.31 093]  -0.87 0.6 0 [ 0.6 5.42]
B_v6 0 4 8 0 0 0 -1 0 0 -2 0
F v7 1.02) 744 2449  -1.76] 097  -0.88 1.02 0 0 1.02] 5.31
B_v7 0 4 8 0 0 0 -1 0 0 -2 0
F v8 1.61 403] 2339 -1.08] 076 -0.77] 1.61 40 0 1.61 5
B_v8 1.16) 5.16 9.16 6.95 6.95 6.95} 0.16 0 0 -0.84 0
F vd 1.71 3.43 20 -0.74] 047 058 1.14] 0 0 1.14] 4.72)
B v9 6720 1072 14.72 3.41 3.41 3.41 57, 0 0 4.72) 5.26
FAVG 3.3 981 28.08] -0.54 -0.35] -0.62 1.89 4 0 1.89| 6.01
BAVG 928 13.28] 17.02 0.5 0.58 0.5 8.28 0] 0 7.28] 1.91
CORR |GEE20 |GEE10 |GEEO5 IFEE20 [FEE10 [FEEQ5 |v_UVE |uv_VE [THE TLE STD20

Vo 31.85] 31.85] 33.76 0.2] -0.2] 0.2 3.18 80]  24.84 3.18 1.66
v1 2026] 2288] 29.41 -156 -1.12]  -0.39 2.61 ol 1765 2.61 3.76
2 19.75 284 3086 255 083 -0.38 2.47] 25| 17.28 2.47, 5.68
v3 3091 3545  40.91 -2.21 -1 -0.23 2.73 100]  27.27] 273 5.37
va 18.95] 21571 24.18] 068 -0.08 0.31 4,58 100]  13.73 458 4.24)
v5 325 3313 3625 04 -051 -0.25 0.63 100] 2875 0.63 2.

VG 1265 1265] 15068 -0.61 -0.61 -0.5] 0 100]  11.45 0 2.35
V7 1122] 1122] 2449 197 197 -061 2.04) 0 9.18 2.04 4
v8 2661 2661 33068 1471 147 075 2.42) o 24.19 2.42 2,96
v 28] 2914 3029] 064 -0.41 -0.28) 1.71 o 26.29 1.71 2.49
FAVG 23 2529 2983 123 -082 -0.33 2.24] 505  20.06, 224 3.52

Table A.3.11 (contnued on the next page).
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YIN GEE20 [GEE10 |GEE05 |FEE20 |FEE10 |FEE0S |V_UVE [UV_VE [THE [TLE STD20
v0 15.29 19.75 32.48 -0.44] 0.09 0.13 0 100 3.18 6.37] 5.37
vi 16.34 23.53 32.03 -0.05) -0.8 023 0 0 1.31 11.11 6.63]
v2 30.86] 41.98 48.15] 0.32 0.42 023 0 100 4.94] 17.28 7.49
v3 21821 29.09 40.91 -1.29 -0.92 -1.08 o 100 1.82 10.91 7.25
v4 9.8 13.73] _ 27.45 0.8% -0.38] -0.01 0 100 1.96, 3.92 5.22]
v5 1438  21.25 30 -0.37] -0.08 0. O 100 1.25 8.75 626
V6 16.87]  20.48 30.12 0.91 0.32] 0.01 0 100; 0, 15.06 5.95
v7 4.08] 9.18 19.39] 0.9 -0.78 -0.36 0O 0 0. 2.04 5.56
v8 2177 2742 33.06 0.7] -0.17, -0.02, 0 100 0.81 12.1 5.57]
12 18.29 22.29 0.57] 0.14 0.06 0 100] 0 7.43 5.18
FAVG 16 22471 31.59 0.28] -0.22 0.2 0 80 1.53 9.5 6.01
PRAAT |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 [FEEO5 [V_UVE [UV_VE [THE [TLE STD20
v0 3.18, 7.64 19.75 0.27] 0 0.17] 0.64| 80 2.55 0.64 4.61
v1 0 6.54 16.99 .79 -0.92 -0.07] 0 0 0 0 4.6
24 7.41 16.05| 22.22 -1.86 -0.82 0.12 1.23 18.75 3.7] 123 5.52|
v3 638 2273 33.64 -0.83 -1.18, 0.08 0 100, 0 0 8.16
v4 7.19 11.11 15.69 -0.56 0.29 0.61 1.86 100 5.23] 1.96 4.79
v5 1063 21.25 25.63 0.41 -0.01 025 0 100, 0 S 6.59)
VG 0 0.6 8.43 -0.05] -0.12 -0.11 0 100 0 0 3.01
v7 0 0 17.35 -1.2 -1.29 -0.27] 0 0 O 0 4.3
v8 9.68 129 21.77] 2.1 -1.6 0.75 0.81 9 8.87] 0.81 4.17
vO 6.29] 9.14 14.86 .43 0.5 -0.26 1.14 0 5.14) 1.14 3.55
FAVG 5.07 10.8 19.63] -0.81 -0.62] -0.08 0.58  49.88 2.55] 1.08| 4.93

Table A.3.11. Performance with background utterance n8 at 5 dB SNR (low resolution signal).
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DHO GEE20 |GEE10 |GEEO5 |FEE20 [FEE10 |FEE05S [V_UVE [UV_VE [THE TLE STD20
F_v0 7.01 19.11 414 .85 -0.56 -0.63] 7.01 0 0 7.01 6.73
B_v0 0 4 8 0 0 0 -1 9 0 -2 0
F_vi 5.88 15.69 29.41 -0.66; -0.51 -0.52] 5.88 0 0 5.88 6.4
B_v1 16.81 20.81 22.16] -2.66 -2.66 -244 1681 0 0 14.81 6.52)
F_v2 4.94 14.81 46.91 -1 02 0.7] 0 0 ) 0 7.89
B_v2 38.45, 42.46; 46.46 -3.04 -3.04 -3.04 37.46 0 0 36.46 2.28
F_v3 4.5 10.81 32.73 -0.55; 0.18 -0.97] 0.91 0 0 0.91 6.77|
B v3 7.9 11.5 15.5, -2.63, -2.63 -2.63 6.5 0 0 5.5 1.97]
F_vd 7.84 15.03; 26.8 0.43; 0.85 041 4.58] 0 0 4.58 5.96
B_v4 56 9.69 13.69 5.96 5.96 5.96 4.69 0 0 3.69 251
F_v5 3.13 8.13 16.25! -0.81 -0.97] -0.86) 0.63; 50 0, 063 5.63
B_vS 0.86] 4.86 8.86 9.58] 9.58 9.58 -0.14] 0 0 -1.14 0
F_v6 0.6| 361 24.1 -1.21 -0.83 -0.86 0.6 0 g 0.6 5.43
B_vb 0.83 4.83 8.83 6.39 6.39 6.39] -0.17] 0 0 -1.17] 0
F_v7 1.02 7.14 22.45 -1.78 -0.98 -0.85 1.02 0 0 1.02) 5.29
B_v? 0; 4 8 0 0 0 -1 0 0 -2 0
F_v8 0.81 242  24.19 -0.94 -0.77 -0.96 0.81 60, 0 0.81 4.93
B_v8 1.16) 5.16 9.16 9.921 9.92 9.92] 0.16 0 0 -0.84 0
F_v8 1.71 457] 22.29 -0.88 -0.47| -0.53 1.14) 9 0 1.14 4.84
B v8 6.72] 10.72] 14.72] 3.46) 3.46 3.46] 5.72 0 0 4.72 5.26
FAVG 3.75 10.14 28.65 -0.91 -0.39 -0.65 2.264 11 0 226 5.99
BAVG 7.8 118] 1554 2.7 2.7] 2.72 6.8 0 0 5.8] 1.85

CORR |GEE20 |GEE10 [GEE05 [FEE20 IFEE10 [FEE0O5 [v_UVE luv VE [THE [ TLE STD20
v0 50.32f 5032 50.32 0.02| 0.02 0.02 3.82 100 45.22 3.82 1.07]
v1 39.87] 41.18 44.44 -1.3| -1 -0.54 1.96] Q 37.91 1.96 3.04
v2 29.63 35.8]  38.27 -2.36 -0.82 -0.41 1.23 25 28.4 1.23 5.64
v 45.45 49.09] 52.73 -2.08 -0.91 0.1 2.73 100, 42.73 2.73 531
| v4 43.14 45.1 47 .06 -1.3 -0.73 -0.28, 1.31 100 41.18 1.3 3.94
v5 48.75 48.75 48.75 -0.51 -0.51 -0.51 1.25 100 45.63 125 1.36]
vé 3193 3193 33.73 .28 -0.28 -0.01 24 100 28.31 2.41 271
v7 28.57] 29.59]  40.82 -2.68) -2.51 -0.88 2.04 0 26.53 2.04 4.42
8 40.32) 4032 45.16 -1.53 -1.52] -0.75 3.23 0 371 3.23 3.37
H9an 4229 45.14; 0.6 -0.47| 02 0 0 40.57] 0 2.55
FAVG 39.97] 4144 44.64) -1.26) -0.87| -0.37] 525 37.36 2 334

Table A.3.12 (continued on the next page).
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YIN GEE20 |GEE10 [GEEO5 |[FEE20 |[FEE10 [FEE05 |V_UVE [UV_VE [THE TLE STD20

v0 26.75] 33.78 52.23] -1.18] -0.55 -0.04 0 100! 7.01 10.19 6.21
vl 3137 43.14 50.88 -0.41 -0.74 -0.52 0 0 9.15 16.99 8.6]
ve 33.33] 4198 49.38 1.56) -0.04 -0.08; 0 100 1.23 19.75] 7.58
v3 38.18; 45.45 60.91 -0.03 -0.8] -1.55, 0 100 6.35 2091 8.51
v4 26.8] 33.99 49.67] -1.13 -0.71 0.1 90 100 7.84 8.5 6.48;
vS 30| 4125 51.88; -0.43 -0.05 -0.67| 0 100 5i 20.63 8.63
vE 33.73 4277 53.01 0.16 0.28 -0.05] 0 100 1.2 20.48 8.74
v7 16.33] 2041 33.67] -1.46] -1.04 -0.75; 0 0 0 11.22 5.18
ve 4032 53.23] 85.32 0.66] 0.26 -0.22 0 100 6.45 20.97] 9.75
v 32 4343 53.14 -0.03 -0.07] 0.08 0 1004 3.43 18.86 8.38
FAVG 30.88 39.94 52.02, -0.23 -0.35] 0.4} 0 80 4.77] 1685 781

[PRAAT |GEE20 |GEE10 [GEED5 [FEE20 [FEE10 [FEEQS |V _UVE |UV_VE [THE TLE STD20

v0 32.48 34.39 35.67] 0.63} 0.25) 0.21 1.91 80 17.83 8.28 2.74
fvi 2222] 28.76 35.29) -2.49 -1.13 -0.34 1.96, 0 13.73 1.96, 5.4
v 18.52 29.63 34.57] -3.06] -0.88 -0.3] 2.47 25 16.05] 24 6.06
v3 18.18 41.82 50 -1.06] -0.94 0.18 2.73 100; 15.45 2.73 9.63
v 18.95 26.14 28.1 -1.31 0.42 0.61 3.27 100, 12.42] 3.27| 5.98)
v 33.75 40.63 45 -1.13 0.03 0.17] 3.13 100, 19.38] 9. 5.55
v 15.06 16.27| 25.9 0.15 0.2 0.35 0 100 0 0 4.45
v7 14.29 17.35 36.73 -3.4 -2.92 -0.89] 2.04 0 12.24 2.04 4.82
v8 31.45 34.68 44.35 -2.71 -2.04 -0.93] 3.23 0 25 3.23; 4.73
ve 34.85 37.7 44.57| -1.36 -0.74 0.12 4.57] 0 30.29] 4.57] 4.34
FAVG 23.98] 30.74;  38.02 -1.57 -0.82] -0.08 2.53| 50.5 16.24) 3.79 5.37]

Table A.3.12. Performance with background utterance n9 at 5 dB SNR (low resolution signal).

224



DHO  |GEE20 |GEEI0 |GEEO5 |FEE20 |FEE10 |FEEO5 |V _UVE |UV_VE [THE __[TLE __ |STD20

FvO 573 172] 3949 085 067 061 573 0 of 573 667
B_vO 24.39] 2839 3239  0.14] 0.4 0.14] _ 23.39 0 of 2239 065
Fvi 523 1569 281 064 038 039 523 0 of 523 645
B_vi 1429 1829 2220 _ 0.14] _ 0.14] _ 0.14] _ 13.29) 0 of 1229 055
Fve 294  17.28) 4691  -1.26] _ 027] 054 0 0 0 o _ 80§
B v2 3a62] 3862 4262 003 003 003 3362 0 of 93262 073
Fv3 364 909 30| 041 021 08 091 0 of  o0s1 661
B v3 2941 3341 3741 -0.08 _-008] _ 008 _ 2841 0 of 2741 067
F va 719 1438 2745  0.44] 084 042 392 0 of 39 599
B_v4 2444 1289 1689 _ -7.93 053] 053  7.89 0 of 689 563
F_v5 375 813 1625 063 _ 0.96] 084  3.13 50 o 343 524
B_v5 11.9] 159 199 066 _ 066] _ 066] __ 10.9 0 0 99 047
F_v6 120 301 259 1.4 093]  0.88 1.2 100 0 1.2) 53
B_v6 2857] 3257] 3657 021 021 021 2757 145 o 2657 069
Fv7 1.02]  7.14] 2449 -1.84] 104 097 _ 1.02 0 0 1.02] 532
B_v7 2308] 2708 3108 02 02 02 2208 0 of 2108 073
F_ve 161] 242 2581  -1.15] _-1.05] __-0.85 161 40 0 161 502
B_v8 1744 21.14] __2514] 015 __ 0.15]__ 0.15] _ 16.14] 0 of 15.14 o054
Fvo 1.71 42057 087, 054 _ 064 1.4 25 0 104 4.84
B_vo 833 1233 16.33] 047 047 04 7.33 0 of 633 059
FAVG 36| 983 285 092 -0.42 063 239 215 0] 239 595
BAVG 2162 24.06) 28.06) 081 006 _ -0.06] 19.05) _ 0.14 0] 18.06  1.13
CORR |GEE20 |GEE10 |GEEO5 |FEE20 JFEE10 |FEE05 |V _UVE [UV.VE [THE _[TLE __ [STD20

0 701l 892 1083 062 042 027 38 o 3.a8] 382 187
b1 79| 7.19 98 04 04 018 7.9 0 o] 7.9 1.8
V2 3.7 37 37002 002 002 3.7]___18.75 0 37 14§
V3 0.9 091 091 023 023 023 o 7143 0.9 o 083
va 1.31 1.31 131 029 _-029] 029 1.3 4286 ol 131 083
5 438 563 75 022 02 039  4.38 0 o 438 2.2
6 12 181 301 01| 0.8 __-028 1.2 100 0 12 173
V7 102 102 51 006 006 0.18] _ 1.0% 0 o] 102 207
V8 161 242 242 0.1 02 02 161 80 o161 155
o 0 0 of o002 002 002 0 25 0 o o097
FAVG 283 329  a.46 _ 0.21 03] 021 242 338 041 24 153

Table A.3.13 (continued on the next page).
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YIN GEE20 [GEE10 [GEE05 [FEE20 [FEE10 [FEEOS [Vv_UVE |UV_VE [THE [TLE STD20

vO 4.46) 7.01 20.38] -0.31 -0.02 -0.25 0 100 g 3.82 4.08
vi 10.46 13.73] 2222 0.36 0.09 -0.12 0 0 0 9.15] 5.17|
v2 1852 25.93 34.57| 1.56 0.5 -0.49 9 100 0 13.58 7.02
v3 13.64 16.36 26.36 0.84 0.17] -0.18 O 100, 0 10.91 5.41
vd 719 1141 18.95 0.19 0.12 0.17] 0 100 ) 5.88 5.13
vS 6.88 10.63 18.75 .26 0.01 -0.35 0 100 0 5i 4.98
v 2349 27.11 32.53 0.48] 0.07 -0.32 0 100 0 22.29 5.94
v7 14.29] 16.33] 17.35 0.46) 0.46 0.39 0 0 0 13.27] 3.39
v8 19.35] 23.39 30.65; 0.36 0.15 -0.51 O 100 0 16.94/ 552
ve 9.71 13.14 16.57] 1.18] 0.36 0.29 0 100, 0 7.43 5.07]
FAVG 12.8] 16.53 23.83) 0.48 0.19] -0.14 0; 80 0 10.83 5.17]

PRAAT |GEE20 [GEE10 [GEE0S |FEE20 [FEE10 [FEE05 [v_UVE |uv_VE [THE [TLE |sTD20

V0 0.64 3.18 5.73 -0.42 -0.16) -0.06 0.64 20 0 0.64] 201
v1 0 0.65 3.92 -0.16) -0.24 -0.19 0 0 0 0 2.17
v2 0 0 0 0.4 0.4 0.4 0 18.75 0 0 1.24
v3 0 0 0 0.02) -0.02) -0.02 0 85.71 0 0 0.35
v4 0 0 0.65] 0; g -0.05 0; 42.85 0 0 0.83|
v5 0 3.13 5 0.43 0.05 -0.13 0 0 0 0 2.64
VG 0 0.6 1.81 0.02 -0.05 -0.14 0; 100 0 0 1.57]
v7 0 0 3.06 0.27] 0.27 0.1 0 0 0 0 1.96
v8 0 1.61 2.42 0.23 0.06 0 0 80 0 0 1.7
vo 0. 0 ) 0.1 0.11 0.1 O 25 0 0 0.65
FAVG 0.06) 0.92 2.26 0.09| 0.04 0 0.06] 37.23 0 0.06 131

Table A.3.13. Performance with background utterance n7 at 0 dB SNR (low resolution signal).
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DHO GEE20 [GEE10 |GEEO5 [FEE20 [FEE10 [FEEO5 |[V_UVE [UV_VE [THE TLE STD20

F v0 0.64] 1210] 3503 082 065 -052 0.64 0 0 0.64 6.53
B_v0 2439] 2839 32390 -005] -005] 005 23.39 0 of 2239 0.68
F vl 523 1569 29.41 0.73]  -0.44]  -0.47 5.23 0 0 5.23 6.58
B_v1 1667] 2067 2467 0.06 0.06 0.06] 15.67 0 o 1467 0.42
F v2 4.94] 1605 48.15  -1.23 0.1 -0.73 0 0 0 of 801
B v2 26.92] 785  11.85 881l -108 -1.08 2.85 0 0 1.85 4.06
F v3 3.64] 10]  31.82] 0.3 0.11 -0.82) 0.91 0 0 0.91 6.69
B_v3 3235 3635 4035 027 027 027  31.35 0 0|  30.35 0.7
F vd4 523 111 2353 022 0.85 0.38} 1.96) 0 0 1.96) 5.72]
B_v4 13330  17.33]  21.33 0.21 0.21 021 12.33 0 of 11.33 0.3
F_v5 3.13) 8.13] 1625 083 -0.98 -0.87 0.63 50 0 0.63 5.67]
B v5 2381 2781 3181 004 -004 -0 2281 0 o 2181 0.59
F v6 1.2 361 259 112  -085 -0.71 1.9} 100 0 1.2 5.26
B_v6 26.49] 3019 34190 -0.18] -0.16] -0.16] 25.19 0 ol  24.19 0.6
F v7 1.02] 714 23.47] -183 -105] -0.88 1.02 0 0 1.02] 525
B_v7 2308] 2708  31.08 0.02 0.02) 0.02] 2208 0 of 21.08 0.77]
F_v8 1.61 323] 2581 1.0 -091 0.9 1.61 40 0 1,61 5.01
B vB 2857] 3257 36570 0250 025 025 2757 1,72 0] 26.57] 0.57]
F v 1.71 457 2114 081 0.42{  -0.58 1.14] 0 0 1.14 4.77]
B_v9 1458 18.58] 22.5§ 0.14] 0.14 0.14]  13.58 0 of 1258 0.4t
FAVG 283 9,16] 28.05 0.9 0420 061 1.43 19] 0 1.43] 5.5
BAVG 22.99] 24.68] 28.68 0.85] -0.14] 0.4 19.68 0.17] of 1868 091
CORR |GEE20 |GEE10 |GEEO5 |FEE20 [FEE10 |FEEO5 |V_UVE |UV_VE [THE TLE STD20

VO 9.55 121 14.01 0.71 043 -0.28 6.37] 20 3.18 6.37 2.12]
v1 10.46] 12.42 18.3 0.2 -0.15 -0.16 5.88) 0 0 5.88] 3.14
2 2.47 4.94 4.94 0 0.28 0.28 2.47] 1875 0 247 265
va 8.18 8.18] 1.8 018 -0.18] -0.25 7.27] 8571 0.91 7.27] 231
va 6.54] 7.19 784 0.16] -0.26] -0.22 6.54 50 0 6.54 1.67]
v5 6.25) 8.75) 125 0.11] -003] -0.46) 5.63 0 0 6.25] 3.7
V6 904 1205 13.86 0.44 o -0.07 4.22 100 0 6.63 2.99
v7 1 122] 1735 0.29 029 o 1129 0 o 11.22 2.4
v8 4.84) 4.84 565 -0.35 -035] -0.29 0.81 80 2.42 0.81 1.61
Vo 2.29] 2.29 286 -0.08] -008 -0.11 1.14] 25 1.14 114 1.27,
FAVG 7.08 84 1091 D04 009 -0.15 515 37.95 0.77] 5.46 2.33

Table A.3.14 (continued on the next page).
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YIN GEE20 |GEE10 |GEEO5 [FEE20 |FEE10 |FEEOS [V _UVE |UV_VE [THE TLE STD20

vO 1.27] 5.73 19.11 -0.04 0.06) -0.22 0 100 0, 0.64] 5.2
v1 15.69] 18.3 28.1 0.82 0.09 0.02 0 0 0 11.76] 5.41
v2 18.52] 27.16 38.27 0.9 0.45 -0.18 0 100, 0] 14.81 7.4
v3 11.82 14.55 24.55 0.89] 0.55 0.09] 0 100 0 8.18 5.3
v4 784 1046 17.65 .13 0.13 0.1 4 100, 0 3.92 43
v5 5.63 11.25 21.25 0.35 0.14 0.15 0 100, 0 3.13 5.74
v 247 3072 37.95 0.64 -0.13 0.45 0 100 0 19.88 6.65
v7 1429 16.33 22.45 0.69] 0.68 0.63; 0 0 0 13.27] 3.97]
v8 15.32] 20.16 2823 0.92 -0.02) -0.48 0 100, 0 12.9] 5.24
va 6.86 8.57] 13.14 1.0 0.59 0.43, 0 100, 0 4.57| 441
FAVG 12.19 1632] 25.07] 0.6, 0.25 -0.02 0 80 0 9.31 5.36)
PRAAT |GEE20 [GEE10 |GEE0O5 [FEE20 |[FEE10 |FEEO5 |V_UVE |UV_VE [THE TLE JsTD20

vO 0.64 3.18 5.73 -0.47 -0.21 -0.12 0.64] 20 0 0.64] 2.16
v1 5.88, 9.15 15.69 0.45! -0.09 -0.04] 0 0 0 0.65 3.45
v2 0 3.7] 4.94 0.15 0.59 0.66 O 18.75 0 0 2.91
v3 0 O 6.36 0.57| 0.57 -0.01 0 92.86 0 0 2.78
v4 3.27] 5.23] 7.84 0.26 -0.05 0.06) 3.27] 4286 0 327] 2.6]
v 3.75] 10 12.5 0.95] 0.15 -0.03 0 0 0 3.13 3.59
vG 9.04 13.25 15.06) 0.83| 0.22) 0.06 0 100 90 4.82 3.1
v7 9.18 9.18 13.27] 0.68 0.68 ] 9.18 0 0 9.18 204
v8 3.23; 4.84) 6.45 0.14 -0.04 -0.08] 0 80 0 0 2.1
V8 0 0 1.14 0.1 0.21 0.14] 0 25 0 0| 1.2
\FAVG 35 5.85) 8.9 0.38] 0.2 0.11 11 37.95 0 2.17| 2.59

Table A.3.14. Performance with background utterance n8 at 0 dB SNR (low resolution signal).
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DHO  |GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 [FEEO5 |[V_UVE |UV.VE [THE |TLE  |STD20

F vO 13.38]  26.11 46.5] 094 047 03] 12.74 0 o] 1274 _ 7.09
B_vO 2439] 28.39] 3239 022 022 022 2339 0 o 223 0.7]
F vi 654 1634 2941 072 -035 047 654 0 o] 654 642
B vi 2381 27811 31.81] 003 _ 003 _ 003 2281 0 o 2181 081
F v2 494 1481] aadd 102 017 068 0 0 0 o 7.87
B v2 30. 3477] 38.77] 045 045 0.5  29.77 0 o 2877 104
F_va 364 8.8 2909 043 034 083 _ 0.9 0 o] ool 65
B_v3 11.76] _15.76] 19.76] _ 0.14] 014} 0.4 10.76 0 0 9.76 06
Fva 85  14.38] 27.45 022 087 0. 4.58) 0 0] 458 579
B_va 2889 3289 3689  0.26]  -0.26] _ -0.26] _ 27.89 0 o] 2689 086
F v 438 813 16.88] 045  -092] 086 _ 3.13 50 0 313 4.94
B_v5 1905] 2305 _27.05 011 0.1 0.11 _ 18.05 0 o] _17.05 0.7
F v6 12| 361 2349 113 _-0.85]  -0.83 1.2 100 0 12| 528
B_v6 2143]  2543] 29.43] 0.6 __-0.16] _ 0.16] _ 20.43 0 o 1943 065
F v7 102] 7.14] 2347 175 097 093 _ 1.02 0 0 102 5.29
B v7 4231 4631 5031 015  -0.15 _ 0.15  41.31 0 o] 4031 065
F v8 161 329 25| .05 087 083 161 20 0 161 4.9
B v8 31.43]  35.43  39.43 0.3 -0.3 0.3 30.43 0 0] 2943 065
F_vo 286]  3.43] 2171 -0.76] 069 066 __ 2.86 0 o] __ 286 45
B_v9 25 29 33 047, 047] 047 24 0 0, 23l 073
FAVG 281 1054] 2874 -0.85 -0.37] 058 _ 3.46 17, 0 346 586
BAVG 2588 2988 3388 017 017 017 24.89 0 o] 2388 072
CORR [GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEEO5 |V UVE |UV.VE DTHE  [TLE _ [STD20

VO 2038 2548 2094 017 -013] 019 13.98 20 53} 1529  4.34
1 1765 2026] _26.14] __ 0.29 03] 025  11.13 o 065 1242 411
2 1605] 2099 23.46] _ -0.37] _ 0.42] o 7.41 18.75 123] 741 4.2
V3 2636] 27.27] 2909 028 012 013 17.27] __92.86] __ 0.91] _ 21.82) 25
bva 16.99] 24.18] 268 _ 103 022] 016] 1503 _ 57.14 0] 1503 5.46
V5 17.5] 2438 2813 121 044|037 11.25 0 188 15 5.1
6 19.88] 241 253 082 0.3 o 7.3 100 06] 1325  3.34
7 21.43] 2143|2653 071 074 031 13.27] 0 o] 1327 231
V8 2661 2661 2661 027 027 027 10.48 80] _ 242]  16.94) 1.2)
o 18.86) 23.43] 2457 1.16] __-0.06] _ 0.17] __ 8.57] 25 & 971 513
FAVG 20.17]  23.81  26.65 0.5 006 -0.12] 1156 41.38] 1. 1401 3.77

Table A.3.15 (contnued on the next page).
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YIN GEE20 |GEE10 |GEEOS |FEE20 [FEE10 [FEEOS |[v_UVE |UV_VE [THE [TLE STD20

v0 10.19 19.75 36.31 0.25] -0.56 -0.61 0 100 2.95 2.55] 6.36
v1 18.3]  20.26] 32.03 0.8 0.34 0.14 0 0 1.31 7.84 5.07|
v2 20.99] 30.86 44.44 0.53 0.92 0.06 0 100 0 14.81 7.48
v3 11.82] 23.64 39.09; 2.17] 0.83 -0.35 0 100 0.91 727 7.47]
v4 7.84 13.73] 24.18 1.17] 0.74 0.2 0 100 0 3.92 5.41
v5 10| 2063 31.88] 0.7, 0. .48 0 100, 0 4.38 7.16
VG 31.93] 40.35 50 1.73] 0.68 -0.09 0 100 0 23.49 7.45
v7 16.33] 2653 35.71 2.85 0.96 0.93; 0 0, 2.04 9.18 7.14
v8 22.58) 30.65] 40.32 1.06) 0.4 -0.52 0 100 0.81 14.52 6.47|
vl 13.14 17.71 25.71 1.2 0.21 0.27] 0 100 0.57] 5.71 5.55)
|FAVG 16.31 24.4 35.97 1.25 0.48 0.1 9 80, 0.82 9.37] 6.55

PRAAT [GEE20 |GEE10 |GEEO5 |FEE20 |FEE10 |FEEQ5 |V UVE [UV_VE [THE [TLE sTD20 |

0 8.921 1783 2548 1.08 0.32) -0.06 3.82 20 0 7.64 5.4
vl 10.46] 15.03] 22.22 0.41 0.5 -0.16} 3.27] 0 0 4,58 4.54
v2 os8] 1481 2099 029 -0.01 0.53 of 18.75 ol 0 4.14
v3 1727] 2091 2273 1.09 0.33 0.13 o 8571 0 6.36] 3.99
vd 98] 22221 25.49 2.32] 0.43) 0.13 3.27 50 0 4.58 6.53
v5 8.13] 19.38]  21.25 1.99 0.12) 0.1 1.25 0 0 6.25) 5.55)
v 16.87] 21.08] 23.49 0.96} 0.31 0.1 4.82 100 0] 1084 3.2
V7 19.39] 19.39]  24.49 0.95 0.95 0.55 9.18) 0 0 9.18 2.21
v8 17.74] 2258 23.39 1.05 0.08]  -0.03] 2.42 80 0 11.29 4.31
v 9.71 16]  19.43 1.88 0.4 0.12] 0.57] 25 0 4 5.7
FAVG 12.82) 18.92 229 1.15 0.24 0.12] 2.86] 37.95 0 6.47 4,56

Table A.3.15. Performance with background utterance n9 at 0 dB SNR (low resolution signal).
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DHO GEE20 |GEE10 [GEE0S [FEE20 [FEE10 [FEEO5 |V _UVE |UV_VE [THE TLE |sTD20

F_v0 1.27] 12.1 36.31 0.84] -0.67| -0.58, 0.64] 0 0 0.64 6.64
B_v0 4.45 8.46 8 18.12 18.12 Q 3.45! 0 0 246 4.04
F_vi 5.88 15.69, 30.07] 0.75 -0.62, -0.48 5.88 0 0 5.88, 6.4
B w1 213 25.3 29.3 3.79 3.79 3.79 20.3 0 0 19.3 3.72
F_v2 3.7 14.81 48.15 -1.36 ©.08 -0.6 0 0 0 0 8.2
B_v2 6.15) 10.15 12.62) -7.34] -7.34 -5.59 5.15 0 0 4.15 3.85,
F_v3 3.64 8.18 30.91 .45 0.32 -0.95 0.9 0 0 o 6.55
B_v3 0 4 8 0 0 0 -1 0 O -2) 0
F_v4 6.54 1242  26.14] 0.1 0.94 0.25 2.61 0 0 261 5.72
B_v4 14.78 18.78 18.43| 8.68, 8.68 4.3 13.78] 0 0 12.78 7.78
F_v5 3.3 8.13 15.63 0.78; -0.96 -0.78 0.63 0 0 0.63 5.55
B _vS 1.8 5.8 8 2281 22.81 0 0.8 0 0) 0.2 0.48
F_v6 1.2) 361 24.7] -1.09, -0.83] -0.8] 1.2 100 0, 1.2 522
B _vG 0 4 8 0 0 0 -1 0 0 -2 C
F_v7 1.02 7.14 22.45 -1.83 -1.08 -0.95 1.02 0 0] 1.02! 5.19
B_v7 0 4 8 0, 0 0 -1 0 0 -2 0
F_v8 1.61 3.23 25 -1.03 -0.85 -0.94 1.61 20, 0 1.61 4.94
B_v8 3.75 7.75 1051 -10.16] -10.16] -8.81 2.75 0 0 1.754 2.22]
F_vG 229 4.57] 20.57 0.71 -0.43) -0.61 2.29 0 0 229 4.58
B_v9 1.74 5.74 9.74 -0.05 -0.05 -0.05 0.74) Y 0 -0.26 6.13
FAVG 3.03 8.99 27.99 -0.9 -0.41 <0.64 1.68] 12 0 1.68 5.9
BAVG 5.4 94 1206 359 3.59 -0.64] 4.4] 0 0 34 283
CORR |GEE20 |GEE10 ,GEE0S |FEE20 |[FEE10 |FEEOS |V_UVE [UV_VE [THE [TLE STD20

VO 2229 22.29 23.57] 0.3 -0.3) -0.17] 7.01 100 15.29 7.01 1.53
v1 8.5 8.5 8.5 -0.15 -0.15 -0.15 3.27] 0 5.23 3.27 1.48
v 9.88 9.88 9.88 -0.37 -0.37] -0.37] 3.7 18.75 3.7 3.7] 1.82
v3 10.91 10.91 13.64| 064 -0.64 -0.41 2.73 100 8.18; 2.73 1.66
v4 4.58 4.58 4.58] -0.31 -0.31 -0.31 4.58] 100 0 4.58 1.05
vS 5i 8.13 13.13] -1.34] -0.93 -0.57] 0.63 100 4.38 0.63 2.93
V6 422, 4.22 5.42 -0.02] -0.02 -0.02 1.81 100 1.2 1.81 1.49]
V7 2.04 204 3.06] 0.07] 0.07] 0.16 2.04 0 0 2.04 1.74
v8 12.1 12.1 13.71 0.03 0.03 0.01 0 80 12.1 0 1.77]
v 571 6.29 8.57] -0.41 -0.34 -0.23 3.43 25 2.29 3.43 2.2
FAVG 8.52 8.89| 10.4 -0.34 0.3 0.21 292 62.38 5.24 292 1.77]

Table A.3.16 (contnued on the next page).
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YIN GEE20 |GEE10 |GEE0O5 |FEE20 |FEE10 |FEEOS |V_UVE |UV_VE [THE [TLE STD20

v0 10.83 13.38 29.3 0.1 -0.22 0.1 0 100 3.18 1.27] 4.49
vi 7.19 12.42 20.92 0.63 -0.41 -0.48 0 0 0 5.88 5.61
(v2 2099 27.16 37.04 -0.07] -0.54 0.71 0 100 1.23 14.81 6.89
v3 12.73] 16.364 29.09 0.08] -0.35 -0.83 g 100 4.55] 4.55 5.56
v4 7.84 1.1 16.34, 0 0.35 0.24 0 100 ) 6.54 4.5
vS 8.75 13.13; 20.63 -1.85 -1.24 0.4 0; 100] 0.63 5.63 5.18
ve 19.88] 22.89 33.73 0.3; 0.1 -0.21 0; 100 g 14.46 5.18
V7 10.2 10.2 13.27] 0.47] 0.47| 0.38 v, 0 0 8.16 3.3
va 18.55] 2339 35.48 1.35 1 0.17 0 100] 2.42 121 5.52]
ve 12] 15.43 24 0.58] 0.04 <0.15] 0; 100 0.57] ) 5.05
|FAVG 12.9 1655 25.98 0.14 -0.08 -0.25 0 80, 1.26 8.14] 5.13

PRAAT [GEE20 [GEE10 |[GEEOS [FEE20 |FEE10 [FEEQ5 |V_UVE [UV_VE [THE [TLE STD20

vO 6.37] 7,64 9.55 -0.29 -0.15 0 1.27] 100, 51 1.271 1.9
V1 0 0 0 0.15 0.15 0.15 0 0 0 0 1.32]
ve 3.7 4.94 4.94 ©0.15 -0.35 -0.35 0 12.5) 1.2 0 246
v3 5.45 5.45 7.271 .42 -0.42 -0.26 0.91 100, 4.55 0.91 1.5
vd4 0 0 0 -0.06 -0.06 -0.06 0j 100 0 0 0.99
vS 2.5 6.25 12.5 -1.35 -0.71 -0.23 0 100, 0 0 3.86
vE 3.0 3.01 3.61 0.2 0.2 0.16 0; 100 0 0 1.03]
V7 0 0 0 0.51 051 0.51 0 0 0 0 1.35
v8 4.03 8.06 13.71 -0.28 0.44 0.164 0 80] 0 0 4.01
v9 2.29] 3.43 5.71 0.2 -0.06 0.05 2.29] 25 0 2.29 2.32
FAVG 274 3.88 5.73 -0.18 -0.04 0.01 0.45 61.75 1.09 0.45 2.08)

Table A.3.16. Performance with background utterance n7 at -5 dB SNR (low resoluton signal).
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DHO |[GEE20 |GEE10 |GEEOS |FEE20 |FEE10 |[FEEO5 [v UVE JUV_VE [THE TLE ISTD20
F v 1401 2548 4713 085 -054] -046] 12.74 [ of 1274 7.05
B_vO 26.79 3079  30.32 5.31 5.31 2.75]  25.79 0 of 2479 6.67]
F vi 523 1569 29.41 07 047 067 5.23 0 0 5.23 6.43
B_v1 14811 1881 2281 4.76 4.76) 476]  13.81 0 o 1283 3.16
F v2 494 1605 48.15]  -1.32 0020 -0.79 0 0 0] 0 8.06
B _v2 615 1015] 1262] 694 -6.94 -5.43 5.15 0 0| 4.15 4.07]
F_v3 3.64] 10]  28.18]  -0.36] 0.11 -0.76 0.91 0 0 0.91 6.65
B v3 2.67] 867  10.67 -1.2] -1.2] -1.2) 1.67 0 0 0.67] 0.52
F v4 85| 1503 2745 0.25 0.91 0.44] 4.58 0 [ 4.58 5.79
B_v4 2261 2661  26.26] 7.08) 7.08 4.22] 2161 0 o] 20.61 6.68
F v5 2.5 813] 1625] 093 096 085 0.63 50 0 0.63 5.78
B_v5 0.9 4 gl 2466 0 0| -1 0 0 -2 0
F_v6 0.6 361 2349 121 083 068 0.8 0 0 0.6 5.39)
B_v6 0.87] 4.87 8.87] 5.21 5.21 5.21 -0.13 0 0 -1.13} 0|
F v7 1.02 714l 23470 183 -105  -0.88 1.02) 0 0 1.02 5.24
B_v? 0 4 8| 0 0 0 -1 0 0 -2 0
F_v8 1.61 242 2419  -1.02] 093 -0.84] 1.61 40 0 1.61 4.95
B v8 2.5 6.5 10.5) -8.81 -8.81 -8.81 1.5 0 0| 0.5 1.39
F vo 1.71 229]  21.7 073 067  -0.57 1.14) 0 0 1.14 4.45
B_vo 0 4 8 0 0 0 -1 0 0 -2 0
FAVG 4.38] 1058 2894 092 -0.44 0.6 2.85 9 0 2.85/ 5.98|
BAVG 7.73] 1164 14.6{ 3.01 0.54 0.15 6. 0 0 5.64 2.25]
CORR |GEE20 |[GEE10 |GEE05 |FEE20 |FEE10 |[FEEOS |[Vv_UVE UV _VE [THE TLE STD20
4013 40.13] 43.31 0.04 0.04  -0.19 3.82) 100  35.03 3.82) 1.78
vl 2092] 2549 3007 144  -0.08 0.27] 5.23 0 1438 5.23) 6.63
v2 18.52] 28.4]  38.27] 259 -0.03 04 2471 1875 1235 2.47] 8.09
v3 17.27] 2364 300 004 051 -0.54 4,55 100]  11.82 455 6.08
v4 27.45] 27.45] 28.76] 038 -0.38] -039] 12.42 100]  15.03]  12.42] 1.81
v5 200 2313 28.13 1.21 -0.73]  -062 3.13 100]  16.88 3.13 3.39
v 2229 2229 25.3 0.32 0.32 0.26 7.83 100]  12.05 7.83 2.19
v7 14.29] 1531  23.47 0.75) 0.56 0.34) 4.08 0 10.2} 4.08] 4.08
v8 21.77] 2177 25 004 -0.04 0.05 1.61 80|  20.16] 1.61 2.72
v 2220] 2229 2857 0.59] 059 -0.15 3.43 25]  18.86] 3.43 2.92
FAVG 2249 2499 30.09 029 -0.14] -0.14 4.86] 62.38] 16.68 4.86) 3.97]

Table A.3.17 (continued on the next page).
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o

YIN GEE20 |[GEE10 [GEEO5 |FEE20 [FEE10 |FEEO5 |V_UVE [UV_VE [THE [TLE STD20

v0 28.66| 35.67| 50.96 0.36) -0.11 -0.28 0 100 19.75 1.91 6.83
v 15.03] 2484 32.68 1.14 0.2 -0.5 0 0 2.61 5.23 7.67]
Ve 19.75 33.33] 5185 3.94 0.42| 0.12 0 100 1.23, 1235 9.67]
v3 18.18| 29.08]  44.55 0.54 -1.31 -1.34) s, 100 5.45 4.55 7.64
vd 2549 3137 39.22 0.11 0.72 0.5 0 100 9.15 7.84 5.26
V5 16.25 2.5 3588 -1.55] -1.4 -0.56 0 100 6.88 5.63 6

v 253 3133 42.77 1.15] 0.65} 0.19 O 100 3.01 12.695] 7.26
V7 1224] 22.45] 25.51 1.47] 0.74] 0.65 0 0 2.04 6.12 7.05
v8 25.81] 29.84 42.7. 0.37 0.2 -0.47] 0 100 0.81 12.9 6.24
vo 2114 26.29] 34.86 0.17] -0.49 0.09 0 1004 4.57] 8 6.58)
FAVG 2078 2867 40 0.74 -0.12 -0.16 0 80| 5.55 7. 7.05

PRAAT |GEE20 |[GEE10 [GEEO5 [FEE20 [FEE10 [FEEO5 [v_UVE [uv_VE [THE TLE STD20

v0 28.03 29.3 37.58 -0.03 0.17 -0.08 4.45} 100 23.57] 4.46] 2.96)
vl 1.31 6.54) 15.68 1.56] 0.31 0.28 1.31 0 0 1.31 6.03
v2 4.94 19.75 32.1 2.53 -0.13] -0.45 0 12.5 1.23 0 8.34
v3 11.82 20 27.27| 0.24 -0.7] -0.36 3.64 100, 5.45 3.64 6.25
v4 1961 19.61 22.22, 0.12] 0.12 -0.03 9.5 100, 9.8 9.8 1.94
v 9.38 15 23.75 -1.65 -0.69 -0.36) 3.75 100 3.13 3.75) 4.75
VG 9.64 12.65 18.07] 0.85] 0.8 0.29 3.61 100 0 361 4.84
v7 4.08] 9.18) 18.37] 1.92] 1.15 0.59 4.08 0 0 4.08] 4.97]
v8 10.48 1452 22.58 0.3 0.49, 0.3 4.03 80 0 4.03 4.88
v9 629 120 2171 -1.34 -0.42 -0.03 4.57 25 0 4.57] 4.7
FAVG 10.56) 15.85) 23.93 0.34 0.11 0.02 3.93 61.75 4.32 3.93 4.97]

Table A.3.17. Performance with background utterance n8 at -5 dB SNR (low resolution signal).
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DHO GEE20 [GEE10 |GEEOS |[FEE20 |FEE10 [FEEO5 |V _UVE |UV_VE [THE [TLE STD20
F_v0 0.64 12.1 36.94 -0.68 -0.5 -0.55] 0.64 0 0; 0.64 6.62]
B_v0 625 10.25] 9.79 15.21 15.21 7.63] 5.25 0 0. 4.25 5.85
F_vi 5.23) 15.03 25.41 -0.72 -0.56] -0.54, 5.23 0 0 5.23 6.37
B_v1 15.74 19.74] 23.74, 3.99 3.99 3.99; 14.74 0 0 13.74 421
F_v2 4.94 14.81 44. -1.04 0.18 -0.35, 0 6.25 0 0 7.87|
B_v2 6.1 10.15 14.15 -5.71 -5.71 -5.71 35.15 0 0 4.15 3.16
F v3 3. 8.18 30.91 -0.48 0.29 -0.97] 0.91 0 0f 0.9 6.54
B_v3 Q 4 8 0 0 ) -1 0 0 -2 0
F_v4 8.5 15.03, 27.45, -0.26; 0.88 0.36 4.58 0 0 4.58 5.75
B_v4 22.61 26.61 26.26, 7.1 7.1 4.16 21.61 0 0 20.61 6.78
F_vb 3.75 8.13 16.25 -0.62 -0.95 -0.74 2.5 0 0 2.5 5.2
B_v5 1.8 5.8 8 2297 2297 0 0.8 0 0 0.2 0.44
F_v6 1.2 3.61 24.7] -1.13 -0.85 -0.74 1.2 0 0 1.2 533
B_vb 1.74 5.74 9.74 7.33 7.33] 7.33, 0.74 0 0 -0.26) 2.12
F_v7 1.02 7.14 23.47] -1.8 -1.03 -1.02; 1.02 0 0 1.02 5.2
B_v7 ) 4 & 0 0 0 -1 0 0 -2 0
F_v8 1.61 3.23 25 -1.04 -0.86 -0.81 1.61 20 0 1.61 4.98
B_v8 3.75 7.75 9.25 -10.82] -10.82 -7.68 2.75 0 0 1.75 2.59
F_vo 1.71 343 21.14 0.72 0.53 -0.61 1.71 0 0 1.71 4.45
B_v9 0 4 8 9 ) 0 -1 0 (") -2) 0
FAVG 322 9.07] 27.97 -0.85 -0.39| -0.6) 1.94] 2.63 0 1.94 5.83
BAVG 5.8 9.8 12.49j 4.01 4.01] 0.97] 4, 0 0 3.8 25
CORR |GEE20 |GEE10 |GEEQ5 [FEE20 [FEE10 [FEE05 |V UVE [UV VE [THE [TLE STD20
v0 5732  57.32 59.24] 0.18 .18 -0.47] 4.45 100, 52.87] 4.46 1.93
vi 39871 41.18 52.29 0.1 -0.62 0.15] 1.3 0 31.37] 1.31 5.32
v 35.8)  48.15 54.32 4.11 0 -0.26 1.23 25 32.1 1.23; 9.28
(v3 30.91 33.64 46.36 -1.63| -1.85 -0.79 0.91 100] 30 0.91 5.48
v4 47.71 48.37 52.29 -0.88 -0.73 -0.54 8.5 100, 39.22 8.5 2.98
v5 43.13] 4563 48.75 -1.92 -1.38 -0.92) 2.5 100 40.63 25 3.43)
vb 48.8 50.6] 51.2 -0.65] -0.12 -0.03 3.61 100 39.16] 3.61 3.31
v7 35.71 37.76) 48.98 -0.94] -0.53, -0.29] 5.1 0 29.59 5.1 4.85
v8 3629, 36.29 37.1 -0.23] -023 -0.14 0.81 80 35.48 0.81 2.65
v9 45.71 45.71 49.71 0.78] 0.78 028 5.14 29 40.57] 5.14 3.05
FAVG 42.13] 44.48 50.02 -0.32 -0.64 -0.36 3. 63 371 336 423

Table A.3.18 (contunued on the next page).
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YIN GEE20 |[GEE10 [GEEO5 |FEE20 [FEE10 [FEEQS |[V_UVE [UV_VE [THE TLE STD20
v0 38.85] 4968 6879 -i17] 124 063 0 100 19.75 5.1 8.64
V1 2941 3922 5359 0.77 0.39 0.45) 0 o] 13.07 3.92] 8.09
v2 33.33]  51.85 67.9 2.78 1.62 1.12] o 100 864 1111  10.47]
V3 2364 3727] 61.82 0.16] -1.08] -0.87] 0 100 5.45] 9.09 9.66
va 39.22] 48.37] 60.13 1.08 0.66 0.04 0 100  18.95] 11.11 7.19
v5 2313 3938] 4833 249 155  -0.83 0 100 10 7.5 8.02)
vE 39.76] 54.22]  68.07 1.57] 1.17]  -0.33 0 100 7.23]  13.88 10.3
v7 4082 5102 6531 2.9 1.05 0.76 0 0 8.16] 1224 9.61
v8 3548 4839 5587 0.29 0.18 0.05] 0 100 0.81 16.1 9,33
v 3543 4343 5943 054  -1.05 0 0 100 9.71 1 7.92
FAVG 3391 46280  61.2 0.64 001 -0.02 0 80] 10.18] 1021 8.92)
PRAAT |GEE20 [GEE10 |GEEO5 [FEE20 [FEE10 [FEEO5S |V_UVE |UV_VE [THE JTLE STD20

40.76] 4268] 5159  -0.29 0.13[  -0.48 5.1 100  32. 8.28) 3.72)
1 1961  29.41] 41.18 2.03 -0.3] 0.52 1.31 o 17. 1.31 8.32)

741 3704  46.91 208 029 -031 0 25 1.23 of  11.43
3 11.82] 2273  41.82 16 -1.64]  -053 0.91 100 5.45 0.91 7.7
va 3529 3595 45.1 0.81 07 007 13.07 100 22220  13.07] 3.72
v5 225 3313 a5  -1.93] -103] 054 375 100]  16.25 3.75) 6.28)
V6 2108 2952 39.16 1.61 1.34 0.52 3.61 100] 10.84 361 7.66
V7 408 1633 33.67 1.24 0.84 0.73 4.08] 0| 0 4.08 7.45
v8 23.39] 2339 33.87] 0.49 0.49 0.48 1.61 80|  21.77 161 431
v 31.43] 33.14] 4457 -1.25] 095 0.4 9.71 25| 21.71 9.71 4.38)
FAVG 21.74]  30.33] 42.29 0.33] -0.07] 0.02] 4.3 63|  14.96| 4.63 6.5

Table A.3.18. Performance with background utterance n9 at -5 dB SNR (low resclution signal).
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