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INVESTIGATION OF CHEMOMETRICS METHODS
FOR CHARACTERISING DRIFT PHENOMENA IN ICP-AES

ANA MARIA MARCOS-DOMINGUEZ

ABSTRACT

The objective of this study was to fully characterise drift phenomena in inductively coupled
plasma atomic emission spectroscopy (ICP-AES) in order to develop novel correction
procedures to aid routine analysis. Long-term drift of the analytical signal continues to be a
potential disadvantage when using ICP-AES and often necessitates regular recalibration.

The long-term stability of three commercially available instruments was studied using in each
case a range of analyte and intrinsic plasma emission lines. Long-term fluctuations were
observed which generated drift bias of up to 20% on the initial values. The drift patterns were
characterised and found to be qualitatively reproducible. In most cases, similar long-term
fluctuations were observed independent of the analyte or nature of the emission line. In
addition, high inter-element correlation was observed on the long-term fluctuations even
when sequential acquisition was employed.

In order to study the fundamental causes of drift, the effect of two key instrumental
parameters, i.e. the RF power and the nebuliser gas flow rate were studied with respect to
the stability of the signal. Different drift patterns were found depending on the working
conditions. Classical statistical methods and a multi-way approach, PARAFAC, were then
employed to describe the system.

The use of internal standards to correct for drift has also been investigated, but found to be
of benefit only under certain defined conditions (i.e. robust conditions, high RF power and
low nebuliser flow rate). At soft conditions, low RF power and medium to high nebuliser flow
rate, the system is very unstable and internal standardisation is not fully effective as a
correction method. For such conditions, a novel correction procedure has been developed,
which employs the drift pattern of one intrinsic plasma line (i.e. an argon line) and a
correction factor which is specific for each emission line. The drift values were reduced from
around 20% before correction to better than +2% following the described protocol.

Finally, the effects of chemical matrices on the long-term stability of the emission signals
have been evaluated. Three synthetic matrices were prepared simulating nitric, soil and
water matrices. The stability of the instrument when working with these matrices at both
robust and soft conditions was found to be poor, especially when the solution was matched
with the soil matrix. The use of more robust conditions did not improve the long-term stability
of the emission signals.

The outcome of this study proved to be a better understanding of drift phenomena and a
novel method for drift correction.
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CHAPTER 1

INTRODUCTION

1.1 THE ATOMIC SPECTRA

The most commonly used techniques for the determination of trace concentrations of metals
in samples are based on atomic spectroscopy. These techniques involve electromagnetic
radiation that is absorbed and/or emitted from atoms of a sample. The electromagnetic
radiation is a type of energy that is transmitted through space at the speed of light. it can be
defined by both wavelength and frequency. Figure 1.1 shows the different regions of the

electromagnetic spectrum and the type of excitation that gives rise to each region.
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FIGURE 1.1: THE ELECTROMAGNETIC SPECTRUM.
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The atomic spectrum originates from energy transitions in the outer electronic shells of free
atoms and ions. Atomic emission spectrometry (AES), atomic absorption spectrometry (AAS)
and the atomic fluorescence spectrometry (AFS) are the three branches of analytical
spectrometry, which provide analytical information from atomic spectra in the optical region

of the electromagnetic spectrum, the ultraviolet and the visible, between 160 and 800 nm.

FIGURE 1.2: SCHEMATIC REPRESENTATION OF AAS, AES AND AFS
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The emission and absorption of light by an analyte is associated with the transition of an
electron from one energy level to another. The transition probability governs the intensity of
the line, as does the concentration of the analyte in the sample. By using atomic
spectroscopy techniques, meaningful qualitative and quantitative information can be
obtained. Qualitative information is related to the wavelengths at which the radiation is
absorbed or emitted while quantitative information can be acquired from the amount of

radiation absorbed or emitted.
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1.2 ICP-AES: AN OVERVIEW

Inductively coupled plasma atomic emission spectroscopy, ICP-AES, is a powerful analytical
tool widely used for routine analysis. The method is based on atomic emission spectroscopy

coupled with an ICP (Inductively Coupled Plasma) source.

1.2.1 ATOMIC EMISSION SPECTROSCOPY (AES):

The technique is based on the measurement of light emitted by chemical species after the
absorption of energy. A source of energy promotes the outer electron from the ground state
into an excited state. The excited atom then relaxes to the ground state and releases its

excess energy as a photon of visible or ultraviolet light.
The difference in energy between the upper (En,) and the lower (E,) level defines the
wavelength of the radiation that is involved in that transition:

hv=Enp— Ex ’ EQUATION 1.1
where h is the Planck’s constant. In AES, wavelength (i) is commonly used instead of

frequency such that:

A=c/v l EQUATION 1.2

where ¢ is the velocity of the light (2.998x10° ms™). In atomic spectroscopy, wavelengths are

usually expressed in nm (10° m). The intensity (/) of the transition is proportional to:
o the difference in energy between the upper and the lower level of the transition
o the population of electrons in the upper level, n,,
* the transition probability, A, between the upper and the lower level.

Thus:

| (Ep=Ex)nm A
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The Boltzmann equation (Equation 1.3) relates the population of two quantum energy levels,

assuming thermodynamic equilibrium conditions:

Where:
n g, exp(—k}?’") nm, Ny are the populations of the energy levels E,,, Ey
Z = ~E, dm, gx are the statistical weight of each level
E: e"p( kT ] k isthe Boltzmann constant (k = 1.38 x 102JK")

T is the temperature of the radiation source, the excitation
temperature (K)

EQUATION 1.3

In order to relate the population of the excited levels, n,, to total population, N, it is possible
to sum the terms gmexp(-E./kT) for all possible levels. The partition function, Z, is defined

as:

Z=g,+g, exp(—k—?)+....+gm exp(_E"’)+ _____ EQUATION 1.4

kT

Using the partition function, the Boltzmann law may be modified to:

g exp -FE, EQUATION 1.5
Py _ " kT

N V4

This equation allows us to relate the intensity of the transition to the total population, and

thus to the concentration of the species giving rise to the transition:

/- (D(hcgmAN ¢ exp| —Zm EQUATION 1.6
LY 7 VA kT

where @ is a coefficient to account for the emission being isotropic over a solid angle of 4n
steradian.

When a radiation source is stable enough to provide a constant temperature, the partition

function Z will remain constant, and the number of atoms will be proportional to the
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concentration. For a given emission line of an element, g», A, 4 and E, are constant.
Therefore, Iis proportional to the concentration and quantitative analysis can be conducted.

Figure 1.3 shows the excitation, ionisation and emission process schematically. The

horizontal lines of the diagram represent the energy levels of an atom.

FIGURE 1.3: ATOMIC AND IONIC EMISSIONS
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In Figure 1.3, transitions a and b represent atomic excitation, while ¢ is the ionisation step

and d ion excitation. The transitions f, g and h result from atomic species generated atomic

emissions: Ay, Az and As. The transition e, departing from an ionic state generates an ionic

emission line, A4.

1.2.2 THE INDUCTIVELY COUPLED PLASMA

The inductively coupled plasma discharged used for optical emission is a stable high energy
source and was first described by Greenfield' and Wendt®. Since then, adoption of the ICP
source for analytical purposes has been widespread as its offers low detection limits,
freedom from interference and long linear ranges compared to other sources of emission

such as flames, arks and sparks.
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An ICP discharge is obtained when a high-frequency field is applied to a gas such as argon.
The plasma is created above a torch consisting of three concentric tubes through which the
gas is directed tangentially. At the top of the torch, a 2 to 5 turn copper coll, the load colil, is
connected to a radio frequency (RF) generator. When RF power is applied to the load coil,
an alternating current oscillates within the coil at a rate corresponding to the frequency of the
generator. In most ICP instruments, this frequency is either 27.12 or 40.68 MHz. This
oscillation induces RF magnetic and electric fields in the area about the load coil. A spark is
applied to the gas flowing through the torch and some electrons are stripped out from the
gaseous atoms. These electrons are then accelerated by the magnetic field in circular paths
around the coil causing collisions with other gaseous atoms and further electrons are
emitted. This collisional ionisation of the gas continues in a chain reaction to form the
plasma. A plasma can be defined as a partially ionised gas formed by atoms, electrons and
ions that is macroscopically neutral. The ICP discharge is sustained within the torch and load
coil by the RF energy, which is continually transferred. The plasma appears as a very

intense, brilliant white, teardrop-shaped discharge.

The reason argon is most often used in the ICP discharge is related to its noble
characteristics. Argon as a noble gas is a mono-atomic element with a high ionisation energy

and chemically inert. Therefore:
¢ A simple spectrum is obtained (no molecular species)
e Argon has the capability to excite most of the elements of the periodic table
¢ No stable compounds are formed between argon and the analytes.

Other noble gas such as helium®* have also been used in ICP systems afthough helium used
is more commonly in ICP mass spectrometry®®. The use of gas mixtures has also been

reported’®.
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The Excitation Process in Ar Plasmas

The high-frequency field produced by the RF generator accelerates the electrons, which

ionised the argon gas:

.
e+Ar— Ar +e+e

The argon ions then recombine with the electrons to form excited argon atoms:
e+Ar —Ar +hv

The plasma acts as a reservoir of energy and transfers this energy to the analytes to
complete two processes: the sample atomisation and the partial ionisation of the analyte
atoms (M) and excitation of the ions and the atoms to higher-energy states. The duration of
these processes are quite different; while the atomisation of the sample is a relatively long

process (a few milliseconds), the ionisation and excitation are very fast process.

Various ionisation and excitation processes have been suggested®'®. The main ionisation

processes are:

e charge transfer ionisation: Ar +M— M +Ar
+ electron impact ionisation e (fast) + M — M +e (slow) + e(slow)
* Penning ionisation Al +M— M +Ar

and the main excitation processes are:

e electron impact excitation e+M - M+ e

+ -
e ion-electron radiative recombination M+e—-M+ hy

The ICP Temperature

Plasma temperatures range from 6000 to 10000K depending on the distance to the coil
(Figure 1.4). These temperatures, which are much higher than those obtained by other
excitation methods, i.e. flames and furnaces, not only improve the excitation and ionisation

efficiencies but also minimise chemical interferences.
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FIGURE 1.4: TEMPERATURE REGIONS OF AN ICP
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Plasma is composed of species with very large differences in mass: electrons and heavy Ar
atoms and ions, participating in different processes. Therefore, at the particle level, several

temperatures are involved in plasma. Temperatures defined as occurring in the plasma are:

The kinetic temperature, Ty, is related to the motion of particles and could be defined as

the temperature of the system for the state of the complete thermodynamic equilibrium.
e The excitation temperature, T.., describes the Boltzman equilibrium, i.e. governs the
population in the excite levels.

e The ionisation temperature, T, describes the Saha equation, i.e. the equilibrium between

two successive ionisation states.
¢ The electron temperature, T,, is related to the velocity of the free electrons in the plasma.
o The rotation temperature, T, is related to the vibration-rotational excitation of molecules
or radicals that could still be present in the ICP.
ICP plasma belongs to the category “thermal plasmas”. A thermal plasma should be close to
local thermodynamic equilibrium (LTE), i.e. all temperatures involve in the different
processes occurring should be similar. Practically this is not the case and it is observed that:

Tt < Texc <Tion < Ty
Methodologies to provide detailed temperature information including absolute line intensity

measurements and laser pertubated plasma probes are described elsewhere''". In addition,
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a detailed overview of the subject has been made by Mermet'. However, regardless of the
type of temperature, an increase is usually observed when the power increases, the carrier
gas flow rate decreases and the generator frequency decreases. A similar trend is observed
for the electron density. This means that small changes in the operating conditions can lead
to totally different plasma in terms of kinetic and excitation temperatures, tolerance to solvent
loading and therefore in emission intensities and matrix effects. Methods to evaluate the
state of the plasma at different operating conditions have been suggested, among them are
the plasma perturbation and the magnesium intensity ratio.

The ionic-to-atomic line intensity ratio of the same element' is a simple experiment,
which provide information of the operating conditions of the ICP. The aim is to calculate a
theoretical ratio assuming LTE and to compare it to an experimental ratio. Usually atomic
lines are not very sensitive to a change in the excitation conditions, while ionic lines are.
Their ratio allows the normalisation of the behaviour of the ionic line compared to the atomic
line. In addition, if the two lines are close in terms of wavelength, their intensity ratio will be
independent of the detector conditions. Magnesium has been used for these purposes'® and
particularly the emission lines: Mg |l 280.270 nm (or Mg Il 279.5563 nm) and Mg | 285.213
nm. Under the LTE assumption, the theoretical value of the ratio varies between 10 and 14
for an electron population nomally observed in an ICP. Experimental values of the
magnesium ratio range from 1 to 14. When the experimental ratio is above a value of 8, so-
called robust conditions are obtained, which means that complete atomisation, excitation and
ionisation processes are expected. Under these operating conditions, which usually imply a
high RF power and a low carrier gas flow rate, matrix affects are minimised'”'®, In contrast,
when the ratio is below 4, processes are not optimised and the ICP is subject to large matrix

effects.
Plasma perturbation by power modulation'®® has been use to provide information about
the energy transfer occurring in the plasma from the load coil to the analyte. Different

modulation techniques have been tried, including sinusoidal modulated power*', amplitude
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modulated power” or pulsed modulation®. Diagnoses have been performed following the
behaviour of various test elements, and of special note is the different time-dependent

behaviour observed between argon and analyte lines.

1.2.3 THE ICP-AES TECHNIQUE

The ICP-AES instrument can be divided in three areas: the sample introduction system
(pump, nebuliser and spray chamber), the excitation area (RF generator and torch) and the
signal resolution area (spectrophotometer and detector). A schematic diagram of an ICP-
AES instrument is shown in Figure 1.6. The sample solution is nebulised and introduced as
an aerosol into the ICP discharge via the nebuliser and the spray chamber. The plasma then
desolvates, dissociates, atomises and excites the elements presents in the sample, Figure
1.5. This results in the emission of light at different frequencies depending on the elements
present in the sample. The light is then separated by the optical system into discrete
wavelengths, and the intensity of light is measured at a wavelength, which is unique to the
element of interest. Since the concentration of an element is proportional to the intensity of
the light produced, after calibration, the software of the spectrometer calculates the

correlation and quantifies the results.

FIGURE 1.5: FATE OF A SAMPLE DROPLET AFTER INTRODUCTION IN AN ICP DISCHARGE
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FIGURE 1.6: ICP-AES SCHEMATIC DIAGRAM
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1.2.4 INSTRUMENTATION

Many efforts have been made to develop and improve the different parts of ICP-AES
instruments. In the following pages, the basic components of an ICP-AES instrument are

described and some of the most recent improvements reported.

The Excitation Area: RF generators, Induction Coil and Torches

The RF generator is a device that is used to provide the power for the generation and sustain
the plasma discharge. The generator is an oscillator that produces an alternating current at a
desired frequency. There are two basic types of RF generator: free running and crystal
controlled. The power required for a AES measurements ranges between 600 and 1800 W,
however, the typical operating powers are from 1000 to 1500 W. The frequency of operation
of a RF generator is several MHz, aithough most commercial instruments use either 27.12 or
40.68 MHz. The use of higher frequency generators has been reported, e.g. 56, 64 or even
148 MHz, but these are not common. Traditionally, most instruments were run at 27.12 MHz,
however recently manufacturers tend to utilise the 40.68 MHz generator, since this generator
offers improved coupling efficiency and a reduction in the continuum background®.

The RF power is transferred to the argon gas by a water-cooled copper load coil that
surrounds the top of the torch. The coil configuration will determine the shape and the size of
the plasma. If the coil is of wide diameter, the plasma tends to be larger. If the coil has
several turns, the plasma will be extended. Moreover, the coil has to be configured so that
the turns are as close as possible to maintain a uniform field but not so close as to form

discharges between them. Typically, a three-turn copper coil is used.

The third part of the excitation area of an ICP is the torch. The basic design of an ICP torch is
shown in Figure 1.7. The torch consists in three concentric tubes, the outer two usually made
of quartz and the inner, the injector, is made either of quartz or ceramic. The principal gas

flow of the plasma, is delivered tangentially through the outer tube. This gas provides the

12
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plasma working gas and separates the plasma from the walls of the torch. A second
tangential flow is directed through the intermediate tube, called the intermediate or auxiliary
gas. The central gas is the nebuliser flow, which carries the sample aerosol through the
injector to the base of the plasma. The most commonly used torch today has an outer

diameter of 20 mm and is known as the Fassel torch.

FIGURE 1.7: SCHEMATIC DIAGRAM OF A TYPICAL TORCH
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Numerous workers have modified the Fassel-torch design in order to improve performance
or minimise running costs. For instance, the mini- and micro-torches were developed to allow
the use of lower argon flows®*®. These are basically smaller versions of the Fassel torch,
sometimes also known as low-flow torches. The mini-torch has a diameter of approximately
13 mm, a coolant gas flow rate of 8 Lmin™* and typically is used with a RF power of 1 kW?.
The micro-torch? is an even smaller version first developed by Weiss et al.?%. It is 9mm in
diameter and operates with a coolant flow rate of 6.4 Lmin" and a power of 500 W. The
performance obtained by such torches is similar to the standard Fassel design®*. However,
they are often susceptible to blocking by solutions with high solid content®’. Applications of
such torches can be found in the literature and comparisons of such torches have also been
reported®™*, Larger torches than the Fassel design have also been developed. Recently, a

22mm torch design has been reported™.

13
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Other modified torches available are the partially or total de-mountable torches. It has
became very common that manufacturers provide torches from which the injector can be
easily removed and replaced with another of a different design or made of a different
material. Total de-mountable torches may also be designed, but they can be difficult to re-

assembile in the correct alignment.

The torch disposition in ICP-AES instrument is usually radial. However, commercially axially
viewed plasmas are now available. The basic instrumentation for use with axial and radial
plasmas is similar. One of the differences is that axially viewed plasmas required a shear gas
across the top of the plasma to prevent buming or condensation forming on the optics of the
instrument. In terms of performance, axial viewed plasmas provide lower limits of detection
and more emission lines can be observed®®, Several reports have been published

37,38

comparing the two plasma configurations and applications®*'. A concise review on the

present status of the axial viewed ICP has been recently published®.

Sample introduction and Transport

The sample solution is usually introduced into the torch as an aerosol. The solution is first
pumped by a peristaltic pump into the nebuliser where it is transformed into a stream of

droplets. The smaller the droplets, the more sample reaches the plasma.

Many different nebulisers have been developed in order to improve transport efficiency and
to minimise matrix effects. The most commonly used nebulisers are pneumatic nebulisers,
based on the Venturi effect. Among the pneumatic nebulisers, the concentric glass
pneumatic nebuliser is the most common. It consists of an outer glass tube through which
gas (typically argon) flows at a rate of 0.5 to 1.5 Lmin”. The gas rushing across the end of
the tube causes a drop in pressure, which leads to the liquid sample being drawn through the
sample tube. On reaching the end of the tube, the sample is shattered into a nebular by the
flowing gas*. The main disadvantage of this nebuliser is that the tip is easily blocked when

sample solutions contain a high solid content.
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Other types of pneumatic nebulisers also exist: the cross flow, Babington and its
modifications (the V-groove, Ebdon and de Galan). These nebulisers are more tolerant to
suspended soils and are therefore more appropriate for the majority of sample types. In
addition they are usually made of corrosion resistant materials, which allows the use of HF or
NaOH without any adverse effects. In the cross flow nebuliser (Figure 1.8a) two capillaries
meet at right angle, one carrying the sample and the other carrying the argon. The high
speed argon flow serves to create the aerosol. In the V-groove nebuliser (Figure 1.8b) the
sample flows down a groove which has a small hole in the centre for the nebuliser gas.
Argon flowing through the hole shears the liquid layer of sample on the groove and forms a

nebular.

FIGURE 1.8: THE V-GROOVE AND THE CROSS-FLOW NEBULISERS
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A further type of nebuliser is the ultrasonic nebuliser. These nebulisers form an extremely
fine aerosol and therefore offer a much higher transport efficiency (i.e. ~20%). Using
ultrasonic nebulisation, the limits of detection for many analytes can be improved by a factor
of 10. However, ultrasonic nebulisers also have several disadvantages. They are expensive,
require their own RF generator and they may suffer memory effects. Nevertheless, many
applications of such nebulisers can be found in the literature**®. Their use in the in the study

of matrix and acid effects*®*®? has been the subject of several publications.
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Many other nebuliser designs such as the Frit-type nebulisers, the electro-spray and the
thermo-spray nebulisers, direct sample insertion nebulisers, are described elsewhere™. A

comparison of different nebuliser devices has also been reported™*,

After nebulisation the sample aerosol is introduced into the spray chamber. The main rote of
the spray chamber is to act as droplet-size filter to ensure that only the smallest droplets
reach the plasma by removing the larger ones to drain. A secondary function of the spray
chamber is to dampen noise originating from the penstaltic pump. Numerous designs of
spray chamber have been developed however in practice, the most widely used is the Scott-

double pass design as shown in Figure 1.9.

FIGURE 1.9: A SCOTT-DOUBLE PASS SPRAY CHAMBER®*.

*The shaded parts represent the “dead space” areas.

The main problems associate with the Scott-double pass design is that it is usually made of
glass. This matenal can be attacked by some reagents (e.g. HF) and may adsorb some trace
analytes. Moreover, the existence of “dead spaces” may lead to appreciable memory effects.
A review of the processes occuming within the spray chamber has been published by
Sharp®. Other spray chambers designs include the single pass, the cyclone and the impact
Bead®, the fast cleaning™ and the heated spray chambers®®*®. Evaluations of the

performance of different spray chambers have also been reported®.
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The Detection System: Spectrometers, Detectors and Data Process

The role of the spectrometer is to isolate the analytical wavelength of interest from the light
emitted from the plasma source. The separation of the light into its component wavelengths
is normally achieved using a diffraction grating. A diffraction grating is a reflection surface
with very closely space lines etched onto the surface at a density between 600 to 4200 lines
per milimetre. Light striking the grating is diffracted at an angle according to the wavelength
of the light. There are three types of diffraction grating: ruled, holographic and echelle. The
echelle grating®' has become the most popular in ICP-AES systems because it offers very
good efficiency in each of the spectral orders and an improved resolution by using higher

spectral orders.

The dispersed light is then focussed by the spectrometer onto an exit plane or circle to allow
certain wavelengths to pass to the detector while blocking out others. There are two types of
spectrometers, reflecting the number of exit slits, i.e. monochromators and polychromators.
Polychromators use several exits slits and detectors in the same spectrometer, while a
monochromator uses one exit slit and one detector. Monochromators allow multi-element
analysis by rapidly siew-scan from one emission line to another. However, in more modern

instruments, the echelle —type polychromator is the more common®'%.

The detector is used to measure the intensity of the emission line once it has been isolated
by the spectrometer. Traditionally, the photomuttiplier tube (PMT) has been the more widely
used in ICP-AES. A PMT consist of a vacuum tube containing a photo- sensitive cathode and
a series of dynodes set at successively more positive potential until an anode is reached.
When the isolated wavelength strikes the PMT cathode, this emits electrons, which are
accelerated down the dynode chain. Each time an electron impacts on a dynode several
electrons are emitted to initiate an avalanche effect, which amplifies the signal. The electrical
current measured at the anode is directly proportional to the radiation reaching the PMT.
However, new types of detectors have been developed and are now becoming more popular.

The solid state detectors have a high quantum efficiency (over 40%) and a very low dark
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current effect’, but similar detection limits, sensitivittes and linear ranges to PMT-based
instruments. There are two types of solid state detectors, the charge-coupled device (CCD)
and the charge-injection device (CID). A detailed description of how these devices work can

be found elsewhere®,

The electrical signal produced by the detector is amplified and converted to digital form
before inputting into a microcomputer. Finally it is the microcomputer that gives the read-out

and processes all the data.

1.2.5 PERFORMANCE CHARACTERISTICS AND APPLICATIONS

Inductively coupled plasma atomic emission spectrometry is a well established technique for
routine analysis. Multi-element determinations, high selectivity and limits of detection below
the ug g' level have led to a wide range of applications in areas of focod sciences,

environmental and clinical analysis.

Figures of Merit

Among the figures of merit of any analytical technique accuracy, precision and long-term
stability are of prime concern. in addition sensitivity, selectivity and the number of elements
that can be determined will condition the applicability of the technique.

The trueness of a measurement can be defined as the agreement of the mean value of a
series of replicates with the accepted (true) value. Precision refers to both repeatability and
reproducibility. Repeatability is the closeness agreement in a short time period between
successive results obtained with the same material under the same conditions, whereas,

reproducibility involves a change of at least one parameter.

' The dark current effect of a muitiptier refers to the signal generated in the absence of any photons.
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Degradation of precision in ICP-AES determinations is mainly due to the presence of flicker
and shot noise®®. Shot noise is observed wherever a current involves the movement of
electrons across a junction such is in a PMT. Shot noise can be minimised by using long
integration times®. Flicker noise originates in the sample introduction process. It is a
multiplicative noise, this means that the noise magnitude is proportional to the magnitude of
the signals. The multiplicative nature of the flicker noise allows that any element can be used
as intemal standard to compensate for it, provided that simultaneous measurements of the

analyte and the internal standard are carried out® 5658

Degradation in accuracy usually originates from systematic errors, such as drift phenomena.
The idea of drift has to be related to the notion of reliability. The reliability of an analytical
method can be defined as its ability to provide accurate and precise data. When an
instrumental method is not reliable with time, it said that it drifts. Drift can therefore be
defined as a systematic trend in the results as a function of time. Two major causes are
associated to the degradation of accuracy and long-term stability in ICP-AES signals®:
changes in the energy transfer between the generator and the plasma, and changes in the
aerosol formation. Uncontrolled fluctuations in the instrumental parameters, matrix
mismatching or temperature variations may promote such changes. Drift phenomena, being
the main subject of this thesis, will be discussed further in the different chapters so as to

cover drift causes and correction methods.

In term of sensitivity, ICP-AES is characterised by low detection limits of the order of 1 10 100
ng mi" and a large linear dynamic range (up to six orders of magnitude). Many elements
from the periodic table of elements can be detemined by ICP-AES. Exceptions include
intrinsic plasma species, e.g. argon, hydrogen and oxygen, man-made elements, which are
often short-lived or very radioactive and some other elements such us F, Cl and noble gases,
for which the ICP offers insufficient energy for excitation.

In 1995, Mermet et al.” reported the performance of several ICP-AES instruments, all at that

time commercially available. The figures of merit under study were the wavelength range, the

19



CHAPTER 1: INTRODUCTION

sefectivily or line resolution, the repeatability, the long-term stability of signals, the
robustness versus matrix effects, the limits of detection and the accuracy of measurements
and calibration processes. These figures of ment where obtained by simple experimental
diagnosis described by the same authors elsewhere’"’2. The results of this study are

described in Table 1.1.

TABLE 1.1: FIGURES OF MERIT FOR ICP-AES INSTRUMENTS'®

OUTSTANDING WORST
FIGURE OF MERIT DlaGNOSIES RESULTS RESULTS
Limit of Detection Signal to Background ratio >30 <2
using NiZ'""at 1 mgI”
Selectivity Using Ba 230 nm line <5pm > 16 pm
Number of elements Wavelength Range 120-770 nm 190450 nm
Warm up period Time necessary to obtain a stable signals <15 min > 90 min
(fluctuations within the short term rsd)
H 0, 0,
Repeatability RSD of the signal Mg(l) 285nm <02% >1.2%
{15 replicates)
. 455nm 206nm 404 nm 0 o,
Long-term Stability RSD of signals Ba LZn , Ar < 1% >10%
{over 20 replicates, 14.5 min)
Robustness Mg(ll)}/Mg (1) Ratio >10 <4

Unfortunately, currently not all the commercial instruments cover all the outstanding
capabilities described in Table 1.1. Therefore, research continues on the area of diagnosis

and improvement of ICP-AES instrumentation.

Applications

Application of the ICP-AES technique can be found in many different areas from geological
and environmental analysis to food or medical science. Geological applications of ICP-AES
involve the determination of major, minor and trace elements in soils, rocks and sediments.
Many environmental applications of this technique can be found in the Iiterature related to the

analysis of water quality, industrial sewage and pollution dust. Biological and clinical

20




CHAPTER 1: INTRODUCTION

applications include the determination of trace metals in animal and human tissues and
blood. This has can be applied to medical research and forensic analysis™. ICP-AES has
also been widely used to determine the metal content of many foods and beverage to obtain
nutritional information and for food authentication. Periodical reviews of ICP-AES

applications can be found in the Atomic Spectroscopy Updates’* .

1.2.6 SPECTRAL INTERFERENCES AND MATRIX EFFECTS

No analytical technique is free of interferences, and ICP-AES in not an exception. Among the
more common interferences that can affect an ICP-AES analysis are spectral interferences

and matnx effects.

Spectral Inteferences

Spectral interferences, also called background interferences, may be caused either by an
increase in the continuum background emission or as a line overlap. Although modem ICP-
AES instruments provide a fairly good selectivity and high resolution, rare-earth elements
and some line-rich elements e.g. Mo, Ta, have been found to result in severe spectral
interferences” 7. The spectral interferences encountered in ICP-AES when analysing
environmental materials have also been studied®™.

In terms of correction, background shifts can be easily compensated by subtraction of the
background adjacent to the line. A review was recently published about the use of
mathematical procedures for background correction in ICP-AES®'. Line overlaps may occur
as direct line overlaps or because of nearby lines, In the first case, the best solution is to use
an altemnative line. For partial overlaps several correction methods have been suggested.
The more common is the inter-element correction (IEC), which uses the emission intensity of
the interferent element at another wavelength and apply a predetermined correction factor to

the results. Nolte®? has evaluated five different correction methods for spectral line overap:

21



CHAPTER 1: INTRODUCTION

parabolic fit calculation of peak maximum, on-peak measurement, matrix matching, inter-
element correction, and a chemometric technique (Multi-component Spectral Fitting). The
latter technique gave best results with respect to accuracy, reproducibility, and detection
limits. Danzaki et al.® have developed a practical method to estimate spectral interferences
and to select optimum analytical lines in ICP-AES depending on the matrix composition and

the amounts of the analyte present on the samples.

Matrix Effects

The high temperatures reached in the plasma results in most samples being completely
atomised, and therefore the technique suffers from few chemical interferences. However, the
nature of sample introduction system makes this technique very sensitive to transport effects.
Such effects are caused by different physical characteristics between standards and
samples, e.g. changes in viscosity, volatility or surface tension. This can result in different
nebulisation and sample transport efficiencies, and manifest as apparent suppression or

enhancement in the analytical signal.
Matrix effects can be defined as the changes in the behaviour of the system induced by the
sample predominant species. Acids and easily ionised elements are the most common
matrices in elemental analysis by ICP-AES. Acids are usualy employed for sample
preparation and stabilisation. Their effects on emission signals can be classified in two
groups:

« the physical effects arising from the properties that acids confer to the solution

¢ and the acid effects in the excitation area, in the plasma.

Acids effects have been mainly studied in terms of aerosol formation. In such a way, the
influence of acid effect on the sample introduction system has been evaluated® and

compared when using different nebulisers® and different spray chambers®,

The influence of the operating conditions on the magnitude of acid effects has also been

reported®®. Authors agreed on the convenience of using the so-called “robust conditions”,
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i.e. high RF power and low nebuliser flow, to record a common effect on the signal intensity,
regardless of the energy line: the acid effects are only due to a change in the aerosol

formation and transport. A review on the subject has been recently published®.

Other commonly present matrices in ICP-AES analysis include the alkali and the alkali earth
metals, also called easily ionised elements (EIE). The presence of large excess of EIE in an
excitation source increases the electron density and therefore may shift the ionisation
equilibrium versus the neutral atom. This would lead to an enhancement of atomic emissions
and a partial suppression of ionic emissions. Although plasmas have a high electron density
and are not expected to be vuinerable to small changes in the electron density, EIE
interferences have been observed. Blades and Horlick®' have made a survey of the EIE
effects in plasmas. They observed two different effects depending on the region of the
plasma. Low in the plasma discharge, the presence of EIE enhances emissions due to an
increase of the collisional excitation. Meanwhile, at higher areas of the discharge, emission
intensities are partially suppressed by EIE due to ambipolar diffusion. According to the
authors, this applies for both atomic and emission lines. More recently, Al-Ammar®
suggested that the dominant cause for matnix interference in ICP-AES when using common
plasma operating conditions, were the inelastic collisional deactivation of the analyte excited
state. Further studies on the EIE effects in fundamental terms, i.e. electron density, plasma
temperatures, have been published by Olesik®™, Tripkovic® and Hanselman®%. In these
works, attention was also given to the effects caused by non-easily ionised elements, such
as Cd, Ba or Zn. The influence of the aerosol formation on EIE effects has also been object
of recent research”®, Galley and Hieftie™ reviewed the EIE effects on both axial and radial
instrument to find optimal conditions to minimise such interferences. As in the case of acid
effects, many authors'’'8%'% agree with the importance of selecting robust operating
conditions to minimise the matrix interactions. Mermet'® concluded that under robust
conditions, matrix effects resulting from a change in the plasma conditions, i.e., temperature,

electron number density and spatial distribution of the various species, are minimised to the
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same extent, regardless of the element and line. The remaining depressive effect is assigned
to the sample introduction system, and it was demonstrated that the effect occurs during
aerosol transport and fittering. Matrix effects from sodium'®®'® potassium'® and
calcium'®1% have been extensively studied. Traditional methods to overcome matrix effects
include matrix matching, internal standardisation, standard addition, or modification of the
sample introduction system such as eliminate the spray chamber or use a desolvatation
systems. Sadler et al.'® published a paper comparing some of these procedures when
determine trace metais in soils. Other approaches have also been suggested, however the
extend of their usage is more limited. A predictive model of plasma matrix effects in ICP-AES
has been developed by Ramsey'® assuming that analytes are affected to a degree
dependent on the total excitation potential. Thompson et al. have suggested two new

methods for matrix correction: the iterative power adjustments'”

and the extrapolation to
infinite dilution'®. Al-Ammar extended the correction method CAIS'®(common analyte
internal standard) to correct for non-spectroscopic matrix effects in ICP-AES
measurements''?, The application of a full-factorial design experiment for characterising and

correcting matrix effects due to Ca and Mg has also been reported recently'’.

The effects of chemical matrices on long-term stability will be subject of study in Chapter 5.
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1.3 CHEMOMETRICS OVERVIEW

112
I

Chemometrics has been defined by Massart et a as “the chemical discipline that uses

mathematics, statistics and formal logic:

¢ to design or select optimal experimental procedures,

» to provide maximum relevant chemical information by analysing chemical data,

¢ and to obtain knowledge about chemical systems.”
In other words, chemometrics is concemed with formal methods for the selection and
optimisation of analytical methods and procedures and for the interpretation of data.
According to the definition, chemometrics procedures can be proved useful at any point in an
analysis, from the first conception of an experiment, through to the interpretation and
classification of the data, even prediction or forecasting future results.
Chemometrics methods may be classify in four groups:
o For experimental planning and optimisation: Experimental design procedures
s For exploratory analysis: pattern recognition and classification methods.
¢ For calibration process: Multivariate regression methods.
» Forleaming purposes: Artificial intelligence, expert systems and neural networks.
Many texts have been published on the subject. Among them can be highlighted
“Chemometrics a text book™'3, which provide an accessible mathematical approach to the
subject, applied texts such as “Chemometrics in Environmental Analysis” by Einax et al."™*
and the Brereton compilation''®. A more recent and complete text form are the two volumes
“Handbook of Chemometrics and Qualimetrics™'®'"’.
Most chemometrics models are based on multivariate analysis. The term multivariate
analysis, as usually applied by chemometricians, defines any statistical, mathematical or
graphical approach, which considers multiple variables simultaneously. in the following

sections, a brief description of the more common chemometrics methods is presented.
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1.3.1 EXPERIMENTAL DESIGN

Whenever experimentation is considered, one should first decide which experiments should
be carried out. The data can be collected from various sources or designed with a specific
purpose in mind. Experimental design is a strategy to gather empirical knowledge. The
purposes of experimental design approaches are:

« Efficiency: Get more information from a fewer number of experiments

o Focusing: Collect only the information you are interested on.
Experimental design can be applied to investigate a phenomenon in order to gain
understanding or to improve performance. By planning experiments, the influence of different
parameters can be considered simultaneously in a systematic way.
There are four steps in building an experimental design:

1. Define an objective to the experiment, e.g. “better understand” or “sort out important
variables” or “find optimum®.

2. Define the variables that will be controlled during the experiment (design variables), and
their levels or ranges of variation.

3. Define the variables that will be measured to describe the outcome of the experimental
runs (response variables).

4. Choose among the available standard designs the one that is compatible with the
objective, number of design variables and levels, and has a reasonable cost.

Generating an experimental will provide a list of all experiments to perform, to gather enough

information for the initial purposes. There are two different types of designs: screening

designs and optimisation designs. Full or Fractional Factorial designs and Plackett-Burman

designs are the more common screening designs, while Central Composite Designs are the

most common optimisation design. Detail information on this subject can be found

elsewhere!8119,
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1.3.2 PATTERN RECOGNITION AND CLASSIFICATION METHODS

Traditional methods to explore results include graphical data display and descriptive
statistics. However, these methods are seriously limited when many varables are employed
to describe the same object or sample. Chemometrics and particularly patterns recognition
techniques may help to explore large data tables. Such methods seek to identify regularities
and similarities present in the data. The main applications of pattern recognition techniques
are:

e to reduce the number of variables to better visualise the data.

* to detect structure in the relationships between variables in order to classify objects.

Classification and data reduction methods are part of the chemical pattern recognition.

Data Reduction Methods

Large data tables contain a huge amount of information, much of which is partially hidden
because the of the high complexity of the data, i.e. many dimensions would be required to
visualise and interpret the data effectively. One of the primary goals of chemometrics is to
reduce the number of dimensions needed to accurately portray the characteristics of the data
set. There are a wide variety of methods available to do this, either by selecting an important
subset of the original vanables, or by creating a set of new variables, which are more efficient
than the originals in describing the data. The creation of new variables can be approached in
several ways; two of these are projection and mapping. Projection is the more common
technique and involves using weighted linear combinations of the original variables to define
a new, smaller set of variables, which contain neary the same information as the original
variables. The most frequently used projection technique is principal component analysis
(PCA). Mapping is similar to projection, but the transformations considered in this case are

non-linear. These non-linear methods often seek to preserve certain properties in the data,
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such as inter-point distances, while performing a dimensional reduction. Mapping results can
be difficult to interpret, however, and they are not as important as the projection methods.

Principal component analysis, PCA, is a projection based dimension reduction method
that assimilates information to vanation. PCA finds the maximum variations in the data and

forms new variables known as Principal Components (PCs), such that:
e Each successive PC accounts for as much of the remaining variability as possible.
e Each new variable must be uncorrelated, i.e. orthogonal, to all other variables.

PCA requires a data matrix, Dy, containing i rows that correspond to the samples and k
cotlumns that correspond to the variables. The output of PCA will be in the form of two
matrices and some statistical information. The first of these is called “the score matrix” which
contains values for each sample on each principal component. These are known as scores.
The other, “the loading matrix”, contains coefficients used to compute the new principal

components from the original variables and are known as loadings.

Where: D is the Data matrix.
SU = D’,k X ij $ is the Score matrix
L is the Loading matrix
EQUATION 1.7 i  are the samples.

k are the variables.

j  are the principal components.

Factor analysis is another data reduction method also based on principal components. First,
a PCA is performed on the data. Secondly, the number of significant new components or
factors is determined in order to assimilate them to a physically meaningfut process. Detailed
description of this methodology can be found in the book “Factor analysis in chemistry” by

Malinowsky'%.
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Classification Methods

Classification of samples is one of the principal goals of pattern recognition. Classification
methods can be divided into unsupervised and supervised approaches, the difference being
that supervised methods require a training set of samples with known origin or class.

Cluster analysis is probably the most common unsupervised classification method. The
term cluster analysis encompasses a number of different classification algorithms, which can
be used to develop taxonomies, The aim of this approach is to identify similar characteristics
in a group of observations. Several algorithms may be used to create the clusters. The most
commonly used algorithms are hierarchical methods that construct tree-like structures.
Hierarchical cluster analysis has been described in detail by Massart and Kaufmann''®, The
result of a cluster analysis is normally displayed graphically as a dendrogram. Objects that
are most similar are joined together at the top levels of such a diagram. Some examples of
algorithms used in hierarchical clustering methods are the Nearest Neighbour, the Furthest
Neighbour, the Centroid based, the Median based, the Group Average and the Ward's
distance.

Supervised classification methods require two steps:

1.  Modelling step: Build one separate model for each class;

2. Classifying new samples: Fit each sample to each model and decide whether the

sample belongs to the corresponding class.

The modelling stage implies that the analyst has identified enough samples as members of
each class to be able to build a reliable model. It also requires enough variables to describe
the samples accurately. The actual classification stage uses significance tests, where the
decisions are based on statistical tests performed on the object-to-model distances.

Linear discriminant analysis, LDA, is a supervised pattem recognition method that forms
linear combinations of independent (predictor) variables, which become the basis for group

classifications. Applying and interpreting discriminant analysis is similar to regression
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analysis, where a linear combination of measurements for two or more independent variables
describes or predicts the behaviour of a single dependent variable. The most significant
difference is that discriminant analysis is used for problems where the dependent variable is

categorical whereas in regression the dependent variable is metric.

The objectives for applying discriminant analysis include:

+ detemmining if there are statistically significant differences among two or more groups

+ establishing procedures for classifying units into groups

« determining which independent variables account for most of the difference in two or more
groups.

SIMCA, Soft Independent Modelling of Class Analogy, is a PCA based method which

provides more rigorous classifications than LDA. A principal component analysis is

performed for each class in the training set. Unknown samples are then compared to the

class models and assigned to classes according to their analogy to the training samples.

1.3.3 MULTIVARIATE REGRESSION METHODS

Regression is a generic term for all methods attempting to fit a model to cbserved data in
order to quantify the relationship between two groups of variables. The fitted model may then
be used either to describe the relationship between the two groups of variables, or to predict
new values. Univariate regression uses a single predictor, which is often not sufficient to
model a property precisely. Multivariate regression takes into account several predictive
variables simultaneously, thus modelling the property of interest with more accuracy.

Multiple Linear Regression (MLR) is a well-known statistical method based on ordinary

least squares regression. It estimates the model coefficients by the equation:

B=X"X)"X"v EQUATION 1.8

This operation involves a matrix inversion, which leads to collinearity problems if the

variables are not linearly independent. Incidentally, this is the reason why the predictors are
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called independent variables in MLR; the ability to vary independently of each other is a
crucial requirement for variables used as predictors with this method. MLR also requires
more samples than predictors, otherwise the matrix cannot be inverted.

Principal Component Regression (PCR) is a two-step procedure that first decomposes the
X-matrix by PCA, then fits an MLR model, using the PCs instead of the raw data as
predictors.

Partial Least Squares - or Projection to Latent Structures - (PLS) models both the X- and
Y-matrices simultaneously to find the latent varables in X that will best predict the latent
variables in Y. These PLS-components are similar to principal components, and are usually

also referred to as PCs.

A tutorial review on the subject has been recently published by Brereton''.

1.3.4 TIME SERIES

Time series may also be included in the area of chemometrics. The objective of these
techniques is to highlight characteristics of the data in terms of time, such as seasonal
effects, cyclic changes, trends, errors, outliers, or turning points. Among the more common
methods are the smoothing and filtering techniques to remove the random fluctuations.
Moving average or exponential smoothing are simple techniques to remove short-term
fluctuation or seasonal effects from a date series. An example of a data filter is the Kalman
fiter. Kalman fitters have been extensively employed to remove random noise from
spectroscopy signals'Z.

The CUCUM series is another example of time series were the data are integrated in order to
highlight the presence and nature of a trend in a data series. The opposite process is called

the differentiation of a time series and can remove a linear or higher order trend in the data.

Other methods employed in time series analysis are correlation and regression techniques.

Traditional correlation compares in a “parallel” way two series of data. For example, the
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intensities of line A at time t,, {5, t;, are compared to the intensities of line B at the same
measurement times: t;, t;, t; and so on. Other ways to compare varnables also exist, for
instance variables can be compared with respect to change of t (lag) in time. One could
imagine that in the relationship between cause and effect in an environmental accident a
dead time or a lag exists. In such case, correlation can be calculated by introducing a “lag
time". The magnitude of the ‘causing’ vanable will be compared with the magnitude of the
‘affected’ variable after the dead time 1, i.e. the cause variable measured at time t, t;, t; will

be related to the affected one measured at times (t,+1), (t2+1), (13+1).

A detail description of the subject can be found in Chapter 6 from Einax et al.''* and in the

Chatfield manual'®.

1.3.5 A STEP FURTHER: THE N-WAY APPROACH

Although most traditional chemometric techniques are concemed with two-way data
matrices, many chemical systems may require higher orders of arrays. Consider for instance,
the determination of a number of metals in various samples and at different pH. Such data
could be arranged in a three-way structure, indexed by sample, element and pH. This kind of
problem could require a pattern recognition technique or a multivariate calibration. A
traditional solution was to unfold the higher order data sets to form a two-dimension data
matrix and then apply common chemometrics methods. This has a number of
disadvantages, since the n-way structure is lost and such methods use a higher number of
parameters. Multi-way analysis can tackle an n-dimension data sets without the need of
unfolding. Smilde'® has published a review on the use of three-way analysis. There are a
number of multi-way methods available to study three and higher orders data sets: Tucker,

PARAFAC, N-PLS are the more common.
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PARAFAC, parallel factor analysis'*'? is a decomposition method for 3 or higher orders of
array, and can be compared to principal component analysis (PCA). Similar to PCA, the aim
is to retain the maximum amount of information from the data but represent it in a smaller
number of components or factors. Using PARAFAC the algorithm is extended to higher
modes, 3, 4 or in general N-way data sets. A tutorial course on PARAFAC can be found on

the internet'%.

The structural model of a two-way PCA is a bilinear model (Equation 1.9). Likewise a
PARAFAC model of a three-way array is defined by the structural model described in

Equation 1.10.

F F
Xij =Zaifb_[f+ey' Yijk =Zaifblfclg’+eijk
S=1 f=1
EQUATION 1.9 EQUATION 1.10

Where:

Xijke Data in object i of vanable j at condition k

ijk Variables respectively along the first, second and third dimension
f, F  Prncipal Components or Factors

a,b,c Model loadings on first, second and third dimension

e Mode! error

A decomposition of the data is made into triads or trilinear components. The results of a
PARAFAC analysis are given as N-loading matrices, one for each mode studied. In a three

way data set, three loading matrices will be obtained A, B and C. The trilinear model is found

to minimise the sum of squares of the residuals ;i in the model. Equation 1.10 may be

represented graphically as in Figure 1.10.
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FIGURE 1.10: GEOMETRICAL REPRESENTATION OF A PARAFAC ANALYSIS.
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It should be stressed that the reason for using a multi-way method is not to obtain a better fit
for the data, but rather a more adequate, robust and interpretable model, based on a smaller
number of parameters. For example, in order to calculate an F-component PCA model to a
IxJxK array, we would need first to unfold the data to a IxJK matrix and then applied a PCA,

the solution of which will consist of F(1+JK) parameters (Figure 1.11).

FIGURE 1.11: DIFFERENCES IN THE DATA DISPOSITION BETWEEN PARAFAC AND PCA
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A corresponding PARAFAC model with an equal number of components would consist of
only F(1+J+K) parameters. Clearly the PCA model will be more difficult to interpret because a

much higher number of parameters are implied.
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An another advantage of PARAFAC versus unfolded PCA is the uniqueness of the solution.
In bilinear methods, the solutions present rotational freedom. This is not the case with
PARAFAC; the estimated model cannot be rotated without a loss of fit.

Tucker Models'?® involve calculating weight matrices corresponding to each of the
dimensions (A,B,C), together with a “core” box or array (G), which provides a measure of

magnitude.

FIGURE 1.12: GEOMETRICAL REPRESENTATION OF A TUCKER3 MODEL
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Mathematically, this can be expressed by:

D E F

Xk = Z Z Z ;gD o Chr 8oy + €k EQUATION 1.11

d=l e=1 f=I
These models are called three-mode principal component analysis. As with PCA, they have

rotational freedom and hence are not structurally unique. A comprehensive course in the

subject may be obtained from the intemet'*.

N-PLS'3"'*2, N-way partial least squared, is a the three-way version of the PLS. In N-PLS,
the n-way array of independent variables is decomposed into a trilinear model similar to
PARAFAC. However, the model is not fitted in a least squared sense but is design to
describe the maximum covariance of the dependent and the independent variables. This is
achieved by simultaneously fitting a multilinear model for the dependent variables, a
multilinear model of the independent variables, and a regression model relating the two

decomposition models.
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1.3.6 ARTIFICIAL INTELLIGENCE AND NEURAL NETWORKS

Attificial intelligence applications in chemistry have been considered by many to be
chemometrics techniques. Artificial intelligence aims to provide “silicon assistants”, virtual
colleagues or experts to assist in solving chemical problems. Self-optimising instruments,
automated structural elucidation and perhaps even automatic chemometrics analysis are the
aims of research in this field. Expert systems and neural networks are examples of
applications of artificial intelligence. An introduction to the subject focussed on analytical

chemistry problems was published by Salin et al.'®.

Expert systems are computer programs that are intended to support tasks at an expert
level. These programmes combine quantitative parameters and qualitative rules, aiso called
heuristic rules, to simulate the human reasoning process.

Artificial Neural Networks, ANN, are analytic techniques modelled after the processes of
learning in the cognitive system and the neurological functions of the brain. Therefore, as
with a human brain, they are capable of predicting new observations (on specific variables)
from other observations (on the same or other variables) after executing a process of so-
called learning from existing data. Artificial neural networks are models that do not presume
any underlying relationship in the data, thus they can be used to model non-linear chemical
systems.

ANN models the relationship between the input independent variables and the output
dependent variables by using weighted sums of transforms. The first step is to design a
specific network architecture (that includes a specific number of "layers” each consisting of a
certain number of “neurons"). The size and structure of the network needs to match the
nature (e.g., the formal complexity) of the investigated phenomenon. Because the latter is
obviously not known very well at this early stage, this task is not easy and often involves a
multiple "trial and error’ approach. The new network is then subjected to the process of
"training.” In this phase, neurones apply .an iterative process to the number of inputs

(variables) to adjust the weights of the network in order to optimally predict (in traditional
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terms one could say, find a "fit" to) the sample data on which the "training” is performed. After
this phase of learning from an existing data set, the new network is ready and it can then be
used to generate predictions. An overview on the use of this technique for chemical analysis

has been reported by Bos'.

1.4 APPLICATIONS OF CHEMOMETRICS

Many applications of chemometric models in analytical chemistry have been reported. An
early review on the subject was published by Brereton'® in 1987. Since then, the use of
chemometrics among the analytical community has increased, mainly due to the huge
amounts of information that can be obtained from computed assisted analytical instrument.

Some recent publications are reviewed here.

o The use of experimental design in analytical chemistry for screening'*®, optimisation'®”

and quantification'® have been reviewed.

o Pattern recognition and classification techniques are probably the most used in analytical
chemistry. Cluster analysis, PCA, LDA and SIMCA have been used to differentiate three
brands of Spanish wines from the Galician region using their metal content. Other
beverages and foods have been also classified and/or authenticate using chemometrics
methods and their metal content, often determined by spectroscopy analysis. Examples
are the authentication of the geographical origin of tea'*®, determination of the quality of
olive oils'®, the classification of coffees'”, wines'*? and rices'®'*. Other application
include classification of pottery'*®, determination of trace metal distribution in soils**®'*’,
screening for drugs of abuse'*® or study the pollution of industrial soils’*®. PCA has also
been applied for more fundamental studies. For instance, Cave employed a PCA model
to improve short-term precision in ICP-AES'®. Factor and cluster analyses were

employed to evaluate heavy metal deposition in pine trees'™'. SIMCA applications are

mainly used with NIR spectroscopy for the identification of pharmaceutical
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excipients'®%'%, Authentication of meat product has been carried out using mid-infrared

spectroscopy in conjunction with PLS and SIMCA'>.

Multivariate regression methods are also widely used in analytical chemistry. One of the
most prolific areas of study is instrument calibration. Sadler et al.'™ suggest a multi-line
calibration for ICP-AES using PCR. Multivariate calibration has been successfully applied
to high interfering chemical systems'®. Cladera et al.'*’ uses MLR and neural networks

to resolve overlapped voltammetric signals

Time series and in particular filtering techniques have been extensively used in
spectroscopy analysis. Examples are the use of Kalman filter for muttivariate
calibration'®®, for drift correction'® for data reduction'® or for resolving partially

overlapping peaks'?’.

Mutti-way methods, although still less common than 2-way chemometrics models, have
been used with complex data systems. Although, PARAFAC was originally employed in
psychometrics'®', several applications of PARAFAC in chemical systems have now been
reported. Most of these corresponded to the decomposition process in excitation-

t'218 and also for instrument

emission fluorescence spectroscopy for data treatmen
optimisation'®. Applications of PARAFAC to high performance liquid chromatography
(HPLC) coupled with different detectors '®'® have been reported, as have applications

for the chemical industry'®""",

The use of neural networks and expert systems in chemical systems is increasing. Salin
has reported various applications of expert systems in ICP-AES, including line selection
expert systems'’>'™ and autonomous ICP-AES instrumentation'’**’8, Neural networks
have also been applied to different systems, often for pattern recognition and
classification proposes. A comparison of the performance of ANN and more common
chemometrics approaches has been made'”’ and applications of ANN for the

classification of alloys'”® using the glow emission spectra, the classification of italian olive
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oils using its fatty oil composition and the classification of French wines'* according to

their trace metal composition have ail been reported.

In addition, several reviews have been published on the subject of the application
chemometrics. Brown'”® reported in 1998 the current trends in the data handing procedures
in chemistry and chemical engineering. More focussed is the work by Van Veen et al®,
which reviewed the procedures developed over the last decade, based on convolution,
differentiation, Fourier transforms, correlation, expert systems, neural networks, principal

component analysis, projection methods, Kalman filtering, multiple linear regression and

generalised standard additions applied to ICP-AES data.
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CHAPTER 1: INTRODUCTICN

1.5 DESCRIPTION OF THE PROJECT

The main objective of this study as indicated by the thesis title, was to characterise the drift

phenomena in ICP-AES measurements using chemometrics methods.

The ICP-AES technique has been reported to suffer from poor long-term stability, and
subsequently from drift error, when used for analysis over several hours. The causes of dnft
have been directly related to small variations in the instrumental parameters’?'®'®'. Most
work to date has studied the drift phenomena using only a few lines at a time. However,
modem ICP-AES instruments offer the possibility to analyse several dozen lines
simultaneously, a feature which facilitates true multi-element analysis. Moreover, auto-
sampler devices are now often coupled to the instrument allowing the analyst to
automatically process hundreds of samples. Thus, ICP-AES instruments can now generate
huge data sets in a matter of hours, and so the application of chemometrics become a key
tool to explore and interpret the ICP-AES data. In this study, an attempted has been made to
simulate as closely as possible “real” analysis by monitoring the long-term stability in
emission signals over several hours, simultaneously on many lines. The causes of drift have
been investigated and particular attention has been given to the effect of the instrumental

parameters on the long-term stability of the emission intensities.

In terms of correction, many different approaches have been suggested to overcome drift
effects. Most of these employ one or several internal standards to compensate for drift bias.
However, several disadvantages are associated with the use of internal standards to improve
data quality. For internal standardisation to work well, samples and calibration solutions need
to be carefully matched with the internal standard elements. This is time consuming, may be
expensive and a potential source of contamination. One of the goals of the present work was
therefore to study the potential of using intrinsic plasma lines to monitor and correct for drift.
The term “intrinsic plasma lines” refers to emission lines generated from species intrinsicatly

present in the plasma, i.e. argon, nitrogen and water fragments, hydrogen, oxygen and

40



CHAPTER 1: INTRODUCTION

hydroxyl groups. The use of such lines to correct for drift avoids the need for intemnal

standardisation and associated problems.

In this thesis, the drift problem associated with ICP-AES instruments is tackled in four stages.
First, an experimental study was undertaken to evaluate the magnitude and characteristics of
the long-term stability (Chapter 2). Secondly, a further more detailed investigation of the
causes of the drit phenomena was undertaken (Chapter 3) and used to attempt drift
correction (Chapter 4). The final experimental chapter describes the effect of complex

chemical matrices on long-term stability (Chapter 5).
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CHAPTER 2

INITIAL STUDIES

2.1 INTRODUCTION

The objective of this chapter is to provide an overview of drift phenomena from an
experimental point of view. Previous work has been reported on the area of drift evaluation.
Carre et al.”® suggested a drift diagnosis for a sequential ICP-AES instrument based on the
observation of the behaviour of three emission lines: Ba (ll) 455.403, Zn (ll) 206.200 and
Ar(l) 404.442. These lines were selected because of their excitation characteristics. The Ba
455 nm has a low energy sum, and therefore should not be very sensitive to changes in the
power. On contrast, the Zn 206 line is a very hard line and was expected to show a high

sensitivity to any change in the power supply. However, both lines would have a similar
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CHAPTER 2: INITIAL STUDIES

behaviour when there is a change in the nebulisation efficiency. Finally the argon line should
be relative insensitive to sample transport variations but sensitive to energy fluctuations.
Several drift diagnoses were performed varying the experiment duration and the warming up
period in three different instruments. Long-term stability was found to vary considerably from
one instrument to another. According to the authors, the analysis of the drift patterns of those
three emission lines allowed the main causes of drift to be determined. In particularly, if the

origin of the problem was the in nebulisation or in the excitation process.

To study the long-term stability of the sequential ICP-AES available in our labs, five “drift
diagnoses” were performed. The number of lines under study was increased in comparison
with previous work, to cover a wide spectrum range and both atomic and ionic lines. The first
objective was to determine the magnitude of the drift error on our instrument in order to
decide if a drift correction procedure is required. Secondly, it will be necessary to determine if
a long-term degradation effect is common for all the emission lines or related to the nature of
emission which may condition the drift error. This point will be critical when attempting drift
correction by internal standard methods. Moreover, the study of variation on the long-term
behaviour of atomic and ionic emission lines could allow the causes of instability to be
explained. Finally, the potential use of intrinsic plasma lines, i.e. argon or oxygen, as internal
standards to correct for drift will be investigated. The results obtained from this study are

compiled and discussed in this chapter.

2.2 EXPERIMENTAL

2.2.1 METHODOLOGY

A test solution containing fifteen elements at 10 mgr'’ was repeatedly analysed by ICP-AES
over a period up to 5 hours without re-calibration. Such “drift diagnosis” was repeated five

times, in order to estimate the reproducibility of the drift phenomena.
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Sample Preparation

A multi-element standard solution was prepared using 1000 mgl” Titrisol ampoules (Merck,
Darmstadt, Germany). The solution contained fifteen elements at 500 mgl™:

Al, Ba, Ca, Cd, Co, Cr, Cu, Fe, Mg, Mn, Na, Ni, Pb, Ti, Zn
Five litres of 10 mgl® test solution were prepared by diluting the above multi-element
standard, thus the same solution was employed for the five diagnosis. The test solution was

matched with a 2% nitric matrix using HNO; Aristar (BDH, Poole, Dorset, UK).

2.2.2 INSTRUMENTATION

A Liberty 200 sequential ICP-AES instrument (Varian, Cheshire, UK} was employed to
perform the five drift diagnoses. This is a radial viewed plasma with a vacuum-path
monochromator offering a wavelength range of 160-940 nm, and a sequential data

acquisition. The instrumental parameters employed are detailed below:

TABLE 2.1: INSTRUMENTAL PARAMETERS.

Generator 40 MHz

RF Power 1 kW
Plasma Gas Flow 15.0 Lmin™
Auxiliary Gas Flow 1.5 Lmin™

Nebuliser Pressure
Pump Speed
PMT Voltage
Viewing Height Optimisation

150 KPa (~ 1.0 Lmin™)
20 r.p.m. (~ 1.0 mLmin™)
650 V (500V for Ca)
SBR (Ca & Mg by intensity)

Stabilisation Time 10s
Integration Time 3s
Number of Replicates 3 readings

Wavelength calibration was performed prior to each analysis using the system mercury lamp.

The emission intensities from eighteen analyte lines and four intrinsic plasma lines were

monitored. The analyte emission lines used for this study are listed in Table 2.2:
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TABLE 2.2: ANALYTE EMISSION LINES

ELEMENT TYPE OF A INTENSITY EE=)\ P EP +IP
LINE (nm) /by ev) (eV)  (eV)
Al ATOMIC 396.152 10.5 3.13 — 3.1
Ba IONIC 455.403 230 272 5.21 7.9
Ca IONIC 393.366 89.0 3.18 6.11 9.2
Cd ATOMIC 228.802 110 5.42 - 54
Cd IONIC ~ 214.438 120 578 899 147
Co IONIC 228.616 43.0 542 7.88 14.3
Cr IONIC 267.716 42.0 463 6.77 2114
Cu ATOMIC 324.754 56.0 3.82 -— 3.8
Fe IONIC 259.940 48.0 4.77 7.90 2127
Mg IONIC 279.553 195 4.44 7.65 12.0
Mn IONIC 257 610 220 4.81 7.43 12.2
Na ATOMIC 589.592 43.0 2.10 —- 21
Ni IONIC 231.604 15.0 5.35 7.64 213.0
Pb ATOMIC 405.783 11.0 3.06 - 4.4
Pb IONIC 220.353 70.0 5.62 7.42 14.7
Ti IONIC 337.280 45.0 3.68 6.83 10.5
Zn ATOMIC 213.856 170 5.80 — 5.8
Zn IONIC 206.200 51.0 6.01 9.39 15.4
Where:
EE Transition Emitted Energy. (By calculation)
P First lonisation Potential. (From Handbook of Physics and Chemistry, CRC Press, 77" Edition, 1997)

EP+IP Excitation Potential. (Handbook of Spectroscopy Vol.1, PW Robinson. CRC Press, 1974)
Inflp Ratio to net analyte intensity to background intensity. (From Handbcok of ICP-AES, CRC Press, 1981)

In addition to the analyte lines, four intrinsic plasma lines were studied in order to evaluate

the potential of using such lines to monitor long-term instability (Table 2.3).
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TABLE 2.3: INTRINSIC PLASMA LINES STUDIED.

TYPE OF A EE=A IP EP+IP
ELEMENT LINE (nm) (ev) (eV) {eV)
Ar ATOMIC  763.511 1.62 — ?
Ar ATOMIC  811.531 1.53 — 13.0
OH (band) IONIC 309.446  4.01 13 ?
0 ATOMIC  777.193 1.60 — 10.7

it should be noted that each measurement took approximately eight minutes to be completed
due to the sequential acquisition system employed. In addition, a couple of minutes for
washing were allowed between measurements. Thus there was a total delay of ten minutes
between any two determinations. The total time allowed for each drift diagnosis experiment
was 5h; thus 30 replicate determinations were performed.

A final important factor to be considered is temperature. Although the instrument optic
system works under temperature controlled conditions, the laboratory room was not air-
conditioned and thus, stable room temperature could not be achieved. For this reason, the
room temperature was checked during each experiment in order to identify any effect that

this factor may have on the drift phenomena.

Table 2.4 summarises the temperature intervals at which each experiment was performed.

TABLE 2.4: TEMPERATURE CONDITIONS

TMINIMUM (oc) TMAXIMU_M (OC)
Drift Diagnosis 1 23.0 25.5
Drift Diagnosis 2 19.0 23.5
Drift Diagnosis 3 23.0 255
Drift Diagnosis 4 27.0 30.0
Drift Diagnosis § 25.0 27.0
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2.3 RESULTS AND DISCUSSION

2.3.1 DRIFT CHARACTERISATION

Magnitude of the Drift Phenomena

Each drift diagnosis experiment generated a data set that could be presented as a data
matrix with the 23 columns for the emission lines and the 30 rows to represent replicate

determinations.

The first factor measured on the data sets was the magnitude of the drift error with time. Drift
error has been expressed as a percentage from the relative bias between the emission
intensity of wavelength i at time ¢, and its intensity at the first measurement when t equals

Zero.

D,, is the drift error on measuring A;at time ¢.
D _ I it = I it 100 Equation
i OO = ] X L is the emission intensity of A;attimet=0. 21
ity .

l.. isthe emission intensity of A;at time t.

Table 2.5 shows the maximum values of drift encountered on each line during the five
diagnoses. it can be observed that the maximum drift values vary from one experiment to
another and from line to line, but all show around 10-15 % error. In addition, the emission
intensities decrease with time in every case. The magnitude of the drift error in this

experiment suggests that either a drift corection procedure or recalibration must be used.
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TABLE 2.5: MAXIMUM VALUES OF DRIFT ERROR OBSERVED (%).

Emission Lines DRIFT DIAGNOSIS
Monitored 1 2 3 4 5
Al | 396.152 -19 -7 -14 -9 -10
Ba Il 455403 -16 -11 -14 -8 -5
Ca |II 393.366 -15 -10 -19 -1 -10
Cd | 228.802 -13 -7 -12 -9 -7
Cd I 214.438 -11 -7 -1 -7 -8
Co Il 228616 -10 -9 -12 -8 -8
Cr Il 267.716 -12 -8 -14 -10 -10
Cu | 324754 -17 -9 -11 -8 -8
Fe Il 259940 -14 -10 -15 -10 -10
Mg I 279.553 -11 -8 -13 -9 -10
Mn | 257.610 -15 -9 -12 -7 -1
Na | 589.592 -17 -8 -12 -9 -10
Ni 1II 231.604 -15 -7 -14 -9 -9
Pb | 405783 | NODATA -9 -14 -7 -10
Pb I 220.353 -12 -8 -12 -9 -10
Ti N 337.280 -18 -11 -15 -10 -12
Zn | 213.856 -11 -7 -14 -8 -10
Zn It 206.200 -5 -7 -12 -8 -10
Ar | 763.511 -8 -3 -7 -8 -8
Ar | 811.531 -10 -6 -7 -10 -8
OH 1l 309.446 -13 -8 -1 0 -6
o I 777193 -6 -3 -4 -2 -5

These values are considerably higher to those obtained by Mermet’®"?

on the assessment of
the ICP-AES technique. In that work, values of long-term stability ranged between 1 to 10%
were observed. However there, values were determined by calculating the rsd of 20
r_eplicates measured on an average time of 15 min. In this work, the time of study has been

increased in order to cover the expected duration of a real experiment.
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over time. This would support the idea of using such lines for drift correction. However, this

similarity needs to be investigated further before any firm conclusions can be made.

2.3.2 APPLICATION OF CHEMOMETRIC METHODS TO DRIFT STUDY

Time Series

The study of trends on the drift plots can be approached in a more systematic way by using
time series analysis. Among the techniques available, probably the most suitable for
emphasising the presence of a trend is the integration of the data points. A series can be
integrated by calculating the cumulative sum'* (CUSUM) which integrates the deviations

from the mean of the series:

. L i Where:
CUSUM (1) =) x(i)-1x _ . EQUATION 2.2
i X refers to mean value of x

x(i) refers to the value of x at time i.
|

When applying the CUSUM technique on a time series, any trend will be identified, i.e. a
linear trend will appear as a parabola. In this study, the five data sets were reprocessed and
the cumulative sums calculated. As expected, the plots obtained were downwards parabolas,

i.e. ‘the trend on the senies was noted to be linear and negative”.

Some examples of CUSUM plots are presented Figure 2.2.

FIGURE 2.2: EXAMPLE OF CUSUM INTEGRATION OF THE DRIFT TRENDS.
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Another way to mathematically underline the presence of a trend on a data series would be
to compare the common relative standard deviation of the data points to the successive

relative standard deviation®7%182

NORMAL RSD (%)

EQUATION 2.3
RSDY" =
SUCCESSIVE RSD (%)
<t EQUATION 2.4
z ([A,HI - ].4.-' )2 a
i=]
-1
RSDY = 2(1 ) x 100
IA
Where:

14, refers to the intensity of analyte line A at replicate i

144, refers to the intensity of analyte line A at replicate (i+1)
E refers to the average intensity of analyte A

n is the total number of measurements or replicates

In the absence of a trend, both relative standard deviations would be comparable. However,
when a trend is present, the calculation of the successive rsd gives smaller values than the

normal rsd.
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TABLE 2.6: COMPARISON OF NORMAL AND SUCCESSIVE RSD (%).

DRIFT DIAGNOSIS
1 2 3 4 5
rsdnor  rSOsuc | MSUnor  rSdeuc | rSdnor  1Sdeuc | rSdnor  rSdsuc | Sdnor  rSdsuc
Al I 396.1562 | 59 1.3 3.1 23 4.6 1.4 3.2 1.4 3.4 1.2
Ba Il 455403 | 54 2.0 3.2 2.4 4.4 19 24 23 37 18
Ca Il 393.366 | 58 1.7 3.4 27 54 16 2.6 20 4.5 17
Cd | 228.802 | 4.2 1.0 23 1.8 34 1.2 24 1.9 31 0.9
Cd II 214438 | 3.2 13 25 1.9 33 1.5 16 1.5 3.4 0.9
Co Il 228,616 | 3.6 1.4 22 1.9 3.5 14 22 21 3.0 1.1
Cr W 267.716 | 42 i5 33 28 4.2 1.6 2.5 21 3.7 1.2
Cu I 324.754 | 4.8 1.6 3.0 1.9 3.7 1.5 26 20 3.0 1.5
Fe Il 259840 | 49 11 3.0 22 43 20 24 1.6 4.2 15
Mg 11 279553 | 43 1.3 25 2.1 40 1.6 27 2.4 3.7 1.4
Mn I 257610 | 48 1.4 28 1.9 4.3 1.6 22 1.8 3.9 1.2
Na I 589592 | 56 1.2 2.7 2.5 3.8 1.8 2.7 1.8 3.5 1.5
Ni Il 231604 | 50 15 2.8 2.0 4.6 2.1 27 1.7 45 1.3
Pb | 405.783 | 29 12 31 25 46 1.7 20 1.2 3.5 13
Pb Il 220353 | 4.0 15 22 1.3 3.4 1.6 23 2.1 3.4 1.2
Ti H 337.280 | 6.4 1.6 3.2 22 5.0 1.8 3.0 2.2 46 13
Zn f 213856 | 36 1.3 2.5 1.9 3.7 1.1 23 16 3.5 10
Zn 11 206.200 | 26 1.3 23 1.6 33 1.6 20 1.7 3.4 1.0
Ar I 763511 | 26 08 1.8 1.3 20 0.8 3.2 1.2 29 0.9
Ar t 811531 | 3.2 0.7 2.0 0.9 2.0 0.9 3.1 1.0 27 08
OH 11 309446 | 53 2.4 2.5 0.6 5.1 1.9 4.1 1.9 6.1 3.4
O | 777193 { 1.9 0.3 1.0 0.6 1.3 0.5 0.6 0.4 1.4 0.3

As expected, the successive rsd values are considerably lower than the nomal rsd, thus

identifying the presence of a trend.

Some examples of the data generated are presented in Figure 2.3.
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the fluctuations arisen from the sample introduction system®'® to improve precision'®.
More recent applications of correlation methods include the use of cross-correlation for
spectral pattern recognition in an expert system'® or the study of time correlation at different

instrumental conditions'®.

The correlation coefficient, r, quantifies the linear relationship between two variables''?,

cov(x,y) _ [fz.: & X, - y)] /-1

rix, = 2 : ,
= B0 Yy

Equation 2.5

The correlation coefficient is bounded between -1 and +1. Absolute values of correlation

close to the unity reflect a strong linear relationship between two variables.

A quick way to calculate the correlation coefficient between all the variables of a data set
consists in build the correlation matrix of the data set. The correlation matrices can be

calculated using the auto scaled data obtained from Equation 2.6.

R= X D:S x D¢ Where: Equation 2.6

(n - l) R is the correlation matrix

Das is the auto-scaled data matnix.
D"ss is the transpose of Das.
n the number of vanables

The auto-scaled data is obtained by subtracting the mean and dividing by the standard

deviation SD,:

Equation 2.7
[AS _ ]A,n - IA g
An —

SD,

This transformation produces data with zero mean and unity standard deviation.
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The correlation matrices of the five drift diagnoses performed on the sequential instrument
were calculated in this way. A strong linear relation between some of the emission lines
monitored was found.

Table 2.7 shows the correlation matrix obtained for the first data set. Very high correlation is
observed between most of the lines, r ~ 90%. No meaningful difference is observed between
atomic and ionic lines. The only line showing a lower level of correlation is the ionic emission
of Zn, r~75%, and to a lesser extent, the ionic line of Cd. These two lines are the hardest
lines in the data set. In terms of intrinsic plasma lines, similar levels of correlation are

observed, r > 80%, and again Zn" and Cd" have poor correiation.

TABLE 2.7: CORRELATION MATRIX OF DRIFT DIAGNOSIS 1.

DD. 7 A B Ca  Coa) cCam) GCo & Cu Fo Mg Mo Na N Po( Poqn) T Zmn  Zoquy  Ar A OH ]
Al 1.00

Ba (3] 1.00

Ca 004 086 100

Cam 095 000 004 100

caqn 084 oo oa 0.87 1.00

Co 087 083 088 063 4B 100

Cr 0 004 095 093 082 065 10

Cu 082 000 O O%4 088 089 080 100

Fe 008 O0OB4 005 098 QB7 08 005 OB4 1.00

Mo 0f4 002 002 063 063 08 000 062 087 100

Mn 064 0G4 094 0.94 0B4 (©B0 007 O 0968 008 1.00

Na 005 0B3 064 054 084 088 008 065 007 0se 0868 100

Ni 005 081 002 064 000 088 003 000 095 005 005 005 100

Pe (0} o o xxx o oax m o xx = - oE o o =z

Pt (I 0g2 089 O 065 0B 002 002 060 088 082 062 083 082 _x 1.00

Ti ofE OBGa 093 002 088 084 004 002 005 004 004 005 OD4 o 000 w00

Zn{ 092 067 00 02 089 06 090 062 02 O©OHN 0BP GH3 083 o 0.80 08 1.00

In(ln 078 074 077 078 0B4 078 070 073 081 0™ 073 078 084 ox ars 080 o085 100

Ar 0&a 062 08 087 OT1 077 Q80 0B 08 088 083 090 O0O& mx 088 084 085 059 100

A 088 O0&2 085 087 070 oO78 060 087 088 08 0OBs 000 081 xx 085 088 088 058 088 100

OH 087 088 088 083 078 0©0B0 OB 087 090 085 087 087 085 0o 088 086 084 070 088 085 100
o 0P8 001 001 065 081 087 093 065 095 003 064 007 02 o 092 005 092 072 062 084 0651 100

The correlation matrix corresponding to the second drift diagnosis is shown in Table 2.8. A
lost of correlation between all lines is observed and the average correlation falls to values
around 70%. Especially importént is the absence of correlation between the long-term
behaviour of analyte lines and argon lines. Only water species, i.e. OH and O emission lines,

maintain a leve! of similarity with most of the emission lines monitored.
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TABLE 2.8: CORRELATION MATRIX OF DRIFT DIAGNOSIS 2.

002 Al Ba Co Cam cdi) Co o Cu Fe Atg Mn Ny Ni__Po Fbgn  Ti 2n) Ze) A A OH o
Al 1.00
Ba 068 1.00
Ca 070 a8 100
(=1 06 072 071 W00
Cem) 722 07 074 082 100
Co 04 060 05 073 Oo®M 10
cr 073 01 0687 075 084 065 100
Cu 074 070 085 065 06 059 078 100
Fa 070 0ed 065 069 O79 054 0¥ 065 100
Mg 087 068 080 071 0790 065 08 05 086 100
Mn on o7e 078 OB OB4 O8O0 080 O78 088 €65 10
Na 077 0r2 088 075 070 08 078 0& 088 083 ON1 100
Ni os 0.60 068 OO0 078 054 082 077 0B 070 08 074 100
Po 080 065 063 O74 088 O64 089 055 O 08 Q84 072 073 100
Po () 082 079 0B 078 075 085 075 08 074 078 Q7 OF7 081 O 100
Ti 0r2 072 057 060 080 052 06 0461 071 07 063 062 072 065 077 100
ZnQ) 077 o&2 068 O79 Q067 0S8 079 O&® OQ74 079 078 079 O:R O orn 085 100
Zn(l) 085 0668 OBt 078 O0B4 OGBS0 O71 053 073 074 073 079 073 o0& 074 058 087 1.00
A1 012 004 0O? 030 018 011 0O 029 013 000 Q17 Q00 042 013 0 015 025 02X 1.0
Ar 034 038 040 D47 035 020 024 05 033 023 040 ©025 038 0W 052 on 040 03 08 100
OH 071 085 07 070 067 047 057 073 065 055 068 O57 074 058 084 0842 074 065 05 o0r8 1.00
o] 077 078 075 073 079 052 064 064 Q63 065 060 080 088 065 0.8 G684 075 075 033 055 08 100

The correlation matrix of drift diagnosis 3 (Table 2.9) shows higher correlation coefficients

between all the analyte lines, r > 80%. In terms of the intrinsic plasma lines, both of the argon

lines studied present some correlation with the analyte lines, r ~ 75%, however, the oxygen

line shows the lowest correlation coefficients. The OH emission, as already detected on the

drift plots, follows a complete different trend and thus no correlation is observed.

TABLE 2.9: CORRELATION MATRIX OF DRIFT DIAGNOSIS 3.

003 Al __Ba _Ce CdM Cd) Co Cr Cu__Fo Mg Mn Na N Po@ Po) Ti 20} Zn) A A _OH O
A 1.00
8a 061 100
Ca 05 082 100
catn 088 087 088 100
ca(in 602 087 091 QB9 100
Co 084 081 084 OB2 088 100
[ 0B4 089 OO OF1 08 087 100
[ 080 068 002 OB9 092 08 0OO 100
Fe 0Bz 088 061 067 085 0768 €62 08 100
™ 0g3 088 083 0BS5S 001 Q85 09t 091 062 100
Mn 002 086 000 080 080 080 005 093 083 Of4 100
Na 093 083 001 08T 087 08 081 067 080 0 08¢ 100
Ni 004 OB 092 DB 067 082 082 088 0G4 092 052 002 100
PE R 004 084 000 087 080 084 062 089 000 004 OG4 060 002 100
Po G 087 079 066 082 083 078 089 083 082 088 080 090 084 085 100
m 095 093 092 092 082 068 095 0% 062 092 095 082 082 0 084 100
Zn) 085 060 085 0G0 092 OB4 03 ©090 087 065 060 082 088 003 087 082 100
Zngh 088 084 088 088 087 08 061 08 087 O0¢ 0G0 083 085 090 087 060 000 100
A 080 07 OM O71 O3 085 OT3 01 OF1 072 074 075 O 074 Q15 078 077 Q0 100
I 082 078 084 08 O©077 078 079 08 073 07?7 078 O75 078 080 074 OBl 084 074 08 100
OH 041 035 03 Q040 044 03 032 0% L03FW 038 L0H45 04 037 D45 030 048 0 035 05 048 100
o] 094 080 052 063 08 082 063 092 091 0063 082 O3 082 094 063 083 083 088 075 079 033 100

Table 2.10 shows the correlation matnix of the forth data set. The values obtained tend to be

low and similar to those obtained with the second drift diagnosis. The average correlation

coefficient falls to around 60%, however some exceptions can be noted. For example, there

are some lines which present similar behaviour, i.e. Al, Cr, Fe, Mg, Mn, Na, Ni. Conceming
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plasma lines, there is no correlation between OH lines and the rest of the emission lines,

however some correlation is ocbserved with the other plasma lines studied.

TABLE 2.10: CORRELATION MATRIX OF DRIFT DIAGNOSIS 4.

oDd4 Al Ba Ca_CoM €4 Co Cr Cu Fe Mg Mn Na NP Pom) T Znfl) Zn(li) & Ar oH o
Al 1.00
Ba 05 100
Ca o2 07 100
Cdm 072 080 041 100
Caln) 020 038 027 043 100
Co 048 048 02 07 04 100
Cr 073 043 03 O71 OS2 081 100
Cu 061 048 043 0S8 051 08 059 100
Fo 081 047 03 070 054 063 088 080 100
L") oM 0S8 035 07 057 o2 08 060 085 100
mn 080 040 037 073 037 053 074 050 o8& ©70 100
Ha 080 057 047 084 058 060 083 068 079 088 067 100
N 081 055 047 082 058 086 0682 OB4 088 08 075 076 100
P 0% 047 045 OBa 048 050 o6 067 O& 080 057 072 o072 100
Pt D 064 043 0X2 06 040 072 O 078 067 €67 053 0m O 08 100
Ti 072 054 053 06 051 048 074 088 078 070 065 074 072 0O 058 100
In() 067 054 04 07 077 082 080 074 0783 078 Q67 0OT0 078 088 084 074 100
In(n) 048 038 030 057 077 05 070 04 001 06 039 o002 06 05 052 04 0N 10
Ar oB2 036 038 068 024 D40 058 0C6a 067 053 067 Q64 075 067 05 064 ¢©63 033 100
Ar 085 047 048 067 033 043 065 063 074 ©60 083 070 070 085 052 ©08 O©O71 037 084 100
OH 041 0w 008 0 Q08 033 025 024 0283 038 028 048 Q42 0 028 027 ©o24 002 052 051 100
o 083 056 OS50 078 02 057 086 058 068 070 063 072 074 071 0S8 0685 05 04 060 071 040 100

The last drift diagnosis set gives a correlation matrix similar to Table 2.7 and Table 2.9. High
levels of correlation are observed between all of the analyte lines without exceptions, r >
80%. In terms of the intrinsic plasma lines, the correlation matrix shows an absence of
correlation between the analyte lines and the OH line. The argon lines show also very poor

correlation, and only the oxygen line presents a similar behaviour to the analyte lines.

TABLE 2.11: CORRELATION MATRIX OF DRIFT DIAGNOSIS 5.

003 Al As Ca Cdf) Cd) Co  C  Cu _Fa My Mn_ Na __N__Pof) Po) Ti Il Zef) A~ A& OH O
A 1,00
Ba 08 100
Ca 083 04 100
cem 01 081 004 100
caqn 080 087 080 O0B4 100
Co 087 0B7 088 00 004 100
Cr 083 088 097 085 095 090 100
Cu 080 088 0687 085 085 088 084 100
Fe 087 089 092 054 093 089 01 064 100
Mo 080 085 091 080 002 087 0Mm 083 082 100
Mn 062 080 091 0S4 083 091 €95 000 002 081 100
Ma 0S0 084 08/ O0F1 085 050 090 06 08 000 088 100
N 083 01 O0§3 085 004 O0SC 008 085 094 03 0B85 08 100
LY 060 083 002 083 OF1 057 090 083 094 004 061 080 09 100
Po D) 060 082 0% 063 OU3 087 002 087 094 063 061 06 002 0% 100
Ti 0S4 0838 053 064 095 091 095 063 094 064 08 062 097 083 08 100
znf 0S92 0B 0 O0B4 094 000 093 067 094 O0C3 OB4 002 ©94 0BG 0S5 0o 100
b5 087 078 083 080 004 050 08 084 02 085 089 081 000 08 062 003 053 100
A G4 038 045 040 030 027 O34 043 03 03 03 05 03 041 047 042 042 028 100
A OSC 044 050 053 033 030 037 045 045 043 040 059 040 Oad4 0S0 045 048 028 0§ 100
OH Cat 034 030 025 033 02 023 03 028 028 Cw 028 02 057 033 031 031 0% 0N 019 100
o] 078 078 065 086 078 072 075 072 088 079 078 081 080 O0B3 08 081 08 073 08 08 018 100

In order to explain the different correlation matrices shown in Table 2.7 to Table 2.11, the
influence of the temperature factor must be considered. As discussed in Section 2.2.2, the

room temperature could not be controlled during the early studies and thus, each drift
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diagnosis was performed under different temperature conditions (see Table 2.4). Reviewing
the results of the correlation matrices, the five drift diagnoses can be separated in two
groups. The first group would assemble the drift diagnosis 1, 3 and 5, i.e. the three
experiments that produced highly correlated data sets. Drift diagnosis 1 and 3 were obtained
at similar temperature conditions, in this cases the experiment was started with a room
temperature of 23 C and finished at 25.5 C, AT = 2.5. However, the last drift diagnosis, which
also shows a quite similar correlation matrix, experiment 5 was performed under warmer

conditions, initial temperature 25 Celsius but a similar AT = 2.0 C.

The second group would contain the second and the forth drift diagnosis data sets. These
diagnoses were performed at very different temperature conditions. The second data set was
collected in a cool room, 19 C, but a considerable increase of temperature occurred during
the experiment, AT = 4.5 C. On the other hand, experiment 4 was obtained at very warm

conditions, initial temperature 27 C and AT = 3.0 C.

The correlation results can thus be interpreted in terms of temperature. When temperature
conditions are too warm or considerably unstable with a high temperature gradient, the long-
term behaviour of emission intensities is more erratic, and less correlation is observed
between lines and so the drft will be difficult to monitor. On the other hand, when stable
temperature conditions are achieved, the system gives high correlation and internal standard
correction methods could be considered. The results obtained from the correlation matrices

are summarised in Table 2.12.

58



CHAPTER 2; INITIAL STUDIES

TABLE 2.12: SUMMARY OF CORRELATION STUDY.

DRIFT GENERAL ANALYTE — ANALYTE  ANALYTE - PLASMA
DIAGNOSIS CORRELATION CORRELATION CORRELATION
D.D. 1 HIGH HIGH HIGH
T(23-25.5°C) | r  (0.80-0.98) r e (0.80-0.98) r e (0.80-0.98)
Except: Zn" & Cd"
D.D.2 LOW LOwW LOW with OH & O
T(19-23.5 °C) r e (0-0.84) r e (0.5-0.85) VERY LOW
With Ar lines
DD.3 HIGH HIGH HIGH
T(23-25.5°C) | r € (0.70-0.94) r € (0.80-0.94) r e (0.70-0.94)
Except.: OH Except:. OH
D.D.4 VERY LOW LOW LOW with O
T(27-30 °C) r e (0-0.84) r € (0.25-0.84) VERY LOW
With Ar & OH
DD.5 HIGH HIGH VERY LOW
T(25-27°C) | r e (0.80-0.98) r e (0.80-0.98) r e (0.25-0.60)
O Line: r > 0.7

Pattern Classification of the Emission Lines

1) Principal Component Analysis:
In order to better visualise the similarities and differences on the long-term behaviour of
emission intensities, a principal component analysis (PCA) was performed on each data set.

PCA has been previously used to study errors in ICP-AES determinations. Ramsey et al.'®

used PCA to study the correlated variance in ICP-AES fluctuations. Lopez-Molinero'®
applied PCA to classify emission lines using the energetic parameters of the transition

causing the emission. Cave'® applied PCA to improve the short- term precision in
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simultaneous ICP-AES determinations. Moreda-Pifieiro et al.'®® applied PCA to study the

systematic error in ICP-AES and MS determination.

Special attention was given to the data pre-treatment to be used before the PCA was
applied. The success achieved with the application of a certain chemometrics technique to a
data set depends on the data pre-treatment previously used. It is common to encounter
experimental data set forms by vanables of different nature (for instance, temperature,
pressure, concentration) which will required some homogenisation before applying a
multivariate method. Moreover, even when the data set is homogenous, i.e. same units for all
variables, severe differences can be found in the actual magnitudes. PCA works in terms of
vanation, thus the variables that concentrate the maximum variation will be mainly employed
in the construction of the model. This will lead to the variables that offer higher values would
be more important in the model, masking the information from the other varnables that would
have a less weight in the model. Therefore, before using PCA, it is important to prepare the

data'>.

In our case, emission intensities vary considerably from one line to another (several orders of
magnitude); therefore a mathematic pretreatment is required if the intensity values are to be
used. Among the available pretreatments, we discarded those implying mean centred data.
This was not convenient because it allows zero values in the middle of the dnft trend, rather
than at the beginning when the drift is actually zero. Finally, the mathematical pretreatment
employed was the use of auto scaling on the first value. This pre-treatment was applied to

each data set before running the PCA.

]AS — ]A.n - 1.4,1 EQUATION 2.8
A.n

SD,

PCA calculations were made using the software package Unscrambler (v7.01, CAMO ASA,

Trondheim, Norway). Details of the PCA models are given in Table 2.13.
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TABLE 2.13: PCA DETAILLS.

Samples: The 30 replicate determinations.
Variables: The 23 emission lines monitored.
Pre-treatment: Auto-scaling on the first value.

No centred data.

Validation Type: Full cross validation.

For each data set two PCA models were performed, the first one including of all the emission
lines monitored and the second after removing the potential outliers. In every case, the PCA
calculation was successful in that most of the variance on the data was explained with just
one principal component. Figure 2.4 shows the residual variance after the first PCA model

was applied to each data set.
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The loading plots can also provide us with further information about the similarities and
differences in long-term behaviour of the studied emission intensities. Such plots for the five

drift diagnoses are presented below.

PCA Drift Diagnosis 1:
When a first PCA was performed on this data set, all of the emission lines laid together along
a line, except the ionic line of zinc, which appeared well away from the others (Figure 2.6).

The different behaviour of this line was already noticed when studying the correlation matrix

of this data set. After excluding Zn", a second model was calculated. Model B fitted all the
emission lines along a line. Most of the plasma lines appeared in the top right comer except
for OH, which lies in the bottom left corner. Cu, Al and Na, the softer lines of the set, appear
between the plasma lines and the rest of the analyte lines. No other significant difference is

observed between atomic and ionic lines.

FIGURE 2.6: LOADING PLOTS OF PCA ON DRIFT DIAGNOSIS 1 DATA SET.

024 v - - LTS L C .
01-1 : . vrl ‘al_o
] : %" . N
| . : ——
01 P .o "Gy 024 m:w N -'Flfnoqm
Model A: all emission lines included. Model B: Zn' was excluded.
PC1 (85%), PC2 (2%). PC1 (97%), PC2 (1%).
PCA Drift Diagnosis 2:

The loading plot of the first PCA calculated on drift diagnosis 2 enhances the differences
between the long-term behaviour of two argon lines studied and the rest of the lines (Figure
2.7). After excluding these two argon lines, a second PCA was fitted to the data and a similar

loading plot to that for the first data set was obtained. Again all of the emission lines showed
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linear related loadings, although the disposition of the emission lines on the plot is slightly
different. The plot seems to be rotated by 180 degrees, but this should not be a problem as

PCA has rotation freedom.
In terms of the type of line, some separation is observed between the atomic and ionic lines,

for instance, four of the atomic lines appear at the bottom of the plot, Al, Na, Pb' and Zn'.

FIGURE 2.7: LOADING PLOTS OF PCA ON DRIFT DIAGNOSIS 2 DATA SET.

08 PC2 . o x-nn_-w_. i . . a.ed 2 | Xcadnga -
J . . . . 04 - _.o,o.m.m
0 - s £ GW'“’W“ 034 - - [ ™ N .
P M.c‘aﬁhn - Pa o .CE‘“
Model A: all emission lines included. Model B: Ar lines excluded.
PC1 (89%), PC2 (3%). PC1 (91%), PC2 (2%)

PCA Drift Diagnosis 3:
The PCA on the third data set signalled the OH line as an extreme outlier, but also marked
the argon lines different behaviour. The second PCA model calculated after removing the OH

data confirmed this. The loading plots of both models are shown in Figure 2.8.

FIGURE 2.8: LOADING PLOTS OF PCA ON DRIFT DIAGNOSIS 3 DATA SET.
rez xionton. - os] 2. . .. X

Q8- e
as-
s4
a4
02
02

. -Ca
a2y ) o 2y D )
0+ i ) - -co .n - Inily
. Fa
’ T T

i 021 :m _"-th & 'q" K
Model A: all emission lines included. Model B, after exclusion of OH line.
PC1 (97%), PC2 (1%). PC1 (97%), PC2 (1%).
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PCA Drift Diagnosis 4:

The first PCA model noted the OH line as an outlier. After its removal, a the second PCA

model produces a loading plot with no clear groups formed and no linear trend of the loading

disposition.

FIGURE 2.9: LOADING PLOTS OF PCA ON DRIFT DIAGNOSIS 4 DATA SET.
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Model A: all emission lines included.
PC1 (90%), PC2 (3%).

PCA Drift Diagnosis 5

e
a3

(1) 03 033

Model B: excluding OH line.
PC1 (91%), PC2 (2%).

The PCA analysis performed on the fifth data set agreed with the information obtained from

the correlation matrix. The first PCA shows a leading plot with most of the lines lying together

on linear trend (Figure 2.10). However, the OH line, the argon emissions and the barium line

are more remote. A second model was fitted to the data after removing the OH and the Ar

lines. All the remaining emission lines lie on the loading plot forming a straight line.

FIGURE 2.10: LOADING PLOTS OF PCA ON DRIFT DIAGNOSIS S DATA SET.
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D.D. 5: Model A, all emission lines included.

PC1 (91%), PC2 (4%).

D.

D. 5: Model B, after exclusion of OH & Ar.
PC1 (94%), PC2 (3%).
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Other pattern recognition methods such LDA and SIMCA were applied to the five data set to
attempt line classification according to the nature of the line (i.e. atomic, ionic, intrinsic
plasma lines). However, the differences on the long-term drift were not sufficient to allow
discrimination. Regression techniques such as PLS and PCR were also tempted using as
predicted variable the excitation energy of the lines, however, no successful prediction was
obtained. Therefore, even if some differences are observed between the long-term behaviour
of emission lines depending on its excitation characteristics, no clear relation can be drawn

between the two phenomena.

An example of the results obtained when a PLS was performed on the first data set is
presented in Figure 2.11. The Y variable was the excitation energy for the atomic lines and

the energy sum, i.e. excitation plus ionisation, for the ionic emissions.

FIGURE 2.11: RESULTS OF A PLS ANALYSIS ON DATA SET 1

Predicted versus Measured Predicted versus Measured
according to Component 1 ( 64%) according to Component 4 (3%)
“'=-1'a;_ﬁl : R S e T
%0 jum 1% : ] :gl
: . :: ‘ [ - - E;l,!!'l
e 3 L] c
H- X ‘o
Tédn e ] -pp) of e : o e
3 _°] Q: +can ) s LI .
s ¢ &aﬂ - Can i -
LY
N !
. ¥ « ‘ " ) [ [ -—;- H H . . [ [ [ .-'u
No relationship is found (r ~ -0.6) Some correlation is observed (r ~ -0.9)

However, even when using the fourth component, the predictions of the model based on the
long-term behaviour are very poor. Figure 2.12 plots the predicted values by the model
calibration (blue bars), the model validation (pink bars) and actual values (green bars).

Severe differences are observed.

67









CHAPTER 2: INITIAL STUDIES

2.3.4 INTRINSIC PLASMA LINES FOR DRIFT CORRECTION

It is well known that internal standard correction methods are usually restricted to systems
allowing simultaneous determinations of the analyte and the internal standard element.
Simultaneous detection is necessary because the analyte and internal standard signals must
be in-phase for effective correction. If internal standardisation is used on a sequential
instrument, there will be a time lag between acquisition of the analyte signal and the internal
standard signal. During this time short-term fluctuations in the signals (i.e. shot and flicker
noise in particular) wil render the correction inaccurate, and could lead to precision
degradation. However, due to the remarkable correlation observed in the long-term stability
of the monitored lines a further investigation was carried to study the potential of intrinsic
plasma lines for internal standardisation. Among the data set produced, the first drift
diagnosis was retained for this study because it presents a high correlation between most of
the lines, including intrinsic plasma emissions. Therefore, in such case, the use of intrinsic
plasma lines to correct for drift bias may be possible. Tracy and Myers®® have shown that two
conditions are necessary to obtain a complete correction of flicker noise by internal

standardisation:

1) Perfect correlation, r = 1
2) The proportional coefficient K must be equal to unity for any n:
EQUATION 2.9
A T
Where A, refers to first measure of analyte intensity (time=0).
A, refers to any measure of analyte intensity (time=t).

Iy refers to first measure of internal standard intensity (t=0).

In refers to any measure of internal standard intensity (t=t).
The correlation between the emission lines monitored in drift diagnosis 1 was high for most
of the lines (as shown in Section 2.3.1). The proportionality between the drift of the analyte

lines and the plasma lines has been studied using the first drift diagnosis. The results

obtained are shown in Table 2.14 - Table 2.17.
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TABLE 2.14; K COEFFICIENT USING AR 763.511 LINE AND DRIFT DIAGNOSIS 1

Al Ba Ca Cd)) Cd(l) Co Cr Cu Fe Mg Mn Na N Pb() Pb(l) T Zn() Zn()

TE E 390152 433403 MOMNA RS} MA4AX  7AREIE TG 3207 Mafed MY O MIE0  5EGS O 2NE0M A0SR 7353 M7hD  naEdd oadm
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1,00 1.00 1.00 1.00 100 1.00 1.00 1.0 1.00 1.00
10 1.01 103 1.04 099 0.99 1.00 102 069 .03 1.08 1.02 1.02 1.04 1. 088 1.0 101 1.08
2 1.00 1.00 1.04 103 1.0 1.03 103 0.89 1.02 1.04 1.1 LX) 104 1.02 1.01 1.0 1.00 1.04
0 063 099 1.02 1.02 099 iyl 1.00 Qs 1.01 1.1 0.98 13-} 089 1.0 0.99 098 1.00 1.03
40 -} :} 099 1.08 1.00 1.00 1.02 102 0.67 1.00 1.0 0898 089 1.00 102 089 1.0 102 1.08
S0 0.68 1.0 1.04 089 1.¢ 1.02 1.01 087 104 1.00 089 083 069 1.02 1.00 0.99 088 1.08
0 089 1.01 m 1.00 1.00 099 102 096 102 1.08 1.02 10 1.02 13 100 1.00 0.99 1.05
0 087 101 1.02 1.00 1.04 101 102 089 1.02 1.03 1.00 1.00 103 1.0 1.02 1.00 1,04 1.08
&0 (-] 101 1.0 101 1.2 1.02 102 087 1.3 1.02 1.00 088 1.02 104 1.02 0.99 1.1 1.07
0 18] 087 063 088 1.1 088 1.00 086 089 1.0 087 088 0e9 1.09 ass 099 1.0 1.07

100 087 087 083 088 Q989 097 1.00 08 1.00 1.00 0.96 085 0es 1.04 asse 098 1.00 1.08
130 [1X- /] 085 06d 0sa 1.04 1.00 097 089 0.88 0.99 096 095 098 1.05 096 0.98 1.00 1.05
140 [18:<] 054 [:X:74 087 1.00 089 083 [+X:<} 088 098 0.96 095 0ss 108 099 0s6 088 .04
150 088 1.00 103 1.01 1.02 1.a@ 1.02 098 1.00 1.0 099 087 1.02 1 1.01 098 1.1 1.08
160 [13-] 084 089 089 103 1@ 098 0.08 1.00 1.00 0.97 095 0g9 1.05 1.00 092 100 107

310 0.69 081 0.9 0.67 1.01 1.02 0.97 0.93 085 0.99 0.63 0.94 (.66 1.02 0.83 0.89 1.01 1.09

Maximum | 1.01 103 105 103 108 105 103 100 103 103 102 102 104 113 103 103 104 111
Minimum | 088 080 062 084 086 08 085 088 092 088 0681 089 092 100 ©85 087 088 100
Mean 098 098 059 089 101 100 100 086 089 100 083 086 099 104 089 088 100 108

TABLE 2.15: k¥ COEFFICIENT USING AR 811.531 LINE AND DRIFT DIAGNOSIS 1

Al Ba Ca Cd)Cd(ll) Co € Cu Fe Mg Mn Na Ni PR{)PB() Ti Zn(l) Zn(l)

TIME (rob | 398132 433401 INI0  ZREM NM4AN 7RSI8 NS INTM 2990 ITASS) O N7610 SRS D6 40M TR 22033 W0 MAfE erm
] 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
10 1.02 1.05 1.08 1M 1M 1.01 104 1.00 1.04 1.06 1.04 1.04 1.06 1.02 1.00 1.04 1.0 107
- 1) 1.00 1.1 1.04 1.03 1.0 1.3 123 1.0 1.03 1.04 1.0% 10 1.04 1.02 1.02 1. 101 1.04
30 099 1.01 1.03 1.03 1.00 1.02 1.0 1.00 1.02 1.02 1.00 068 1.00 1.02 1.00 0.97 1.02 1.04
4 1.00 1.04 1.06 1.02 1.1 104 104 058 1.02 1.3 1.0% 1.00 1.01 1.0 101 i 1.0 108
50 0.97 1.03 1.05 1.01 1.02 103 1.02 [¢4:1:] 1.02 1.02 1.00 0es 1.00 1.3 1.02 100 0e9 1.08
&0 1.00 1.03 1.04 1.02 1.02 101 104 0.98 1.04 1.07 105 103 1.04 1.05 1.02 102 1.0 1.07
70 099 1.03 1.04 1.02 105 1.08 1.03 1.0 1.03 1.05 1.02 1.0 105 1.05 1.04 1.02 1.08 108
80 Q.99 1.02 105 102 104 108 1.03 0se 1.04 1.63 1.02 o088 1.03 1.05 1.04 1.00 1.03 1.0¢
20 0.97 098 0.98 0.89 1.02 0.99 1.00 0.97 1.00 1.02 098 008 1.00 1.08 0958 1.00 .02 108

100 088 Q87 089 aes 1.00 098 1.0n 084 1.0 1 087 088 1.00 1.05 089 099 1.01 1.07
130 0.93 [s3-1:} 1.00 1.00 1.0 1.02 1.00 1.0 1.01 .02 (] 068 1.00 1.07 099 1.00 1.08 1.07
140 098 [11-1:} 1.00 1.00 1.0 1.02 1.0 0.96 1.0t 102 1.00 ose 1.01 1.09 1.02 069 1 1.08
150 0.89¢ 101 104 102 1.0 1.04 103 o 101 1.02 1.00 13- ] 1.03 1.12 1.02 .00 102 1.09
180 0.97 0.98 1.3 1.02 1.07 1.06 103 1.0 104 1.04 1.0 0.9 1.03 1.09 1.04 060 1.05 mn
170 a.97 1.02 1.00 1.9 1.07 1.05 1.04 1.00 108 1.04 1.02 0.99 1.04 1.10 1.02 1.00 100 11
180 1 1.05 105 1.04 1.07 1.07 104 1.00 1.05 1.07 1.01 1. 1.04 112 1.04 .02 1.04 1.12
180 1.00 1.04 1.00 1.09 1.08 1.07 1.05 1.00 1.0 1.05 103 1.00 1.05 1.18 1.05 .02 1.05 113
200 0.9% 101 1M 103 107 105 1 058 1.00 1. 101 o.g7 1.04 11 1.00 1.00 106 112
200 058 06% 1.02 1.02 1.04 1.04 1.04 oy 102 1.0 1.02 0.99 1.04 1.1 1.02 0.66 1.02 1.10
0 0.95 1.00 1@ [e1: 2] 1.03 1.00 102 097 1.00 1.02 1.00 0.97 1.0 1.08 098 088 1.2 11

Maximum | 102 1065 106 104 109 107 105 101 1.08 107 1.0 104 106 116 105 104 108 113
Minfmum | 080 082 0654 0066 0959 088 088 050 094 058 083 061 094 100 097 0389 088 100
Mean 097 089 101 1.01 103 102 102 088 101 1.02 1.00 088 104 106 104 088 102 108
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TABLE 2.16: X COEFFICIENT USING OH 309.446 LINE AND DRIFT DIAGNOSIS 1

Al Ba Ca Cd) Cdl) Co Cr Cu Fe Mg Mn Na Ni Pb(}PbQl) Ti_ Zn(l} Zn(I)

iﬂﬁ 2981452 435403 30  ZBMI  MAAN  TARGIS  Z6ITMS 3T 25080 TRSA)  MT41D  SMED DML 4 Tey Y08 M2 Maess JoA2m
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
10 087 09 1.00 0.96 086 086 089 08 089 1.0n o X: -] 099 1.00 097 055 0.93 097 1.02
20 1.0 1.02 1.05 1.04 1.02 1.04 1.04 1. 1.04 1.05 1.02 1.02 105 103 1.02 1.0z 1.02 1.05
3 o 083 0.68 085 0. 095 094 om 085 084 0.82 ag2 093 0.95 093 0.90 0.94 0.97
L 088 069 1.04 1.00 0.99 1.02 1.02 0.9 1.00 10 08% 098 099 101 089 ags 1.0 1.08
S0 [: <} 0se 1.00 096 os7 088 097 094 o7 097 088 0.95 085 098 097 0.95 0595 101
60 087 1.00 .0 089 0.89 058 1.01 0.85 1.00 1.04 101 1.00 10 1@ 099 0.9 098 .03
70 087 1.00 . .00 1.0 1.00 1.01 0.88 1.01 1.02 069 089 1.03 1.02 1.0 0.89 1.0 1.03
80 065 068 1.00 088 0.89 063 098 0.94 1.00 098 097 0.5 099 1.1 0g9 0.96 098 1.04
0 0.67 oer 068 099 1.0 0.89 100 ogr 1.00 Ry 058 088 089 1.08 [24: 3 1.00 1.02 1.08

180 0.7 058 1.03 1.02 1.07 1.05 102 1,00 1.03 1., 1.01 099 102 1.08 1.04 0.96 1,04 1.1
170 0.64 [13::] 1§ ] 1.00 1.0 .0 1M [+X:-74 089 1.0 008 [1k: ] 101 108 098 0.96 0.89 1.07
180 1.00 1.04 1.04 103 .06 .08 1.03 099 1.04 1.08 1.00 1.00 1.03 1.10 1.03 m 1.0 i
190 088 1.02 1.0 1.01 1.07 1.05 100 oes 101 1.9 1 0s8 1.3 1.13 1.03 1.00 1.03 1.1

310 0.84 0 68 088 1.02 1.07 1.07 1.02 0.88 1.00 1.04 098 1.00 1.02 1.08 1.03 0.94 1.05 1.15

Maximum | 101 104 108 104 107 107 104 101 104 108 102 102 105 113 1048 102 106 1.6
Mindmum | 080 083 096 085 082 0985 054 051 085 05 092 082 083 085 093 080 094 097
Mean 086 088 100 089 401 409 100 0B85 100 101 098 097 100 105 093 097 100 1.08

TABLE 2.17: Kk COEFFICIENT USING O 777.193 LINE AND DRIFT DIAGNOSIS 1

Al Ba Ca Cd(l) Cd(l} Co Cr Cu Fe Mg Mn Na Ni P Pb() Ti Zn() Zn(l)

anﬁ 390152 453400 NAME 8402 MALN 7RSI8 MVMS IS4 ZSO040  ITASS)  XTH0 SEASIZ  INGDd  4047RY PO N7M0  HIgs AXD
[} 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 100 1.00 1,00 1.00 1.00 1.00 1.00 1.00
10 10t 103 1.04 089 099 1.00 102 099 1.03 1.056 102 1.02 1.04 1.00 098 1.03 1.0n 1.06
20 089 1.00 1.03 1.02 1.00 1.02 1.02 0.9 102 1.03 1.00 1.00 1.03 1.0 1.0 1.00 1.00 1.03
30 0.68 1.00 1.02 1.02 0.9 101 1.00 099 1.02 101 089 088 099 1.01 098 097 1m 1.0
& 089 1.00 1.05 1.01 1.00 1.02 109 0.67 1.01 1.02 1.00 098 1.00 102 089 1.0 1.02 1.08
50 088 10 1.04 099 1.04 1.02 101 067 1M 1.00 068 0.68 089 1.02 101 0.89 0.08 1.05
60 08?7 100 1o 089 099 0.88 107 085 1.0 1.04 1.01 1.00 0 1.02 068 o83 088 1.04
70 087 1.00 1.02 1.00 103 1.00 104 o0ga 1.0 1.02 089 089 103 1.02 1n 095 1.3 1.05
80 068 1.00 1.02 0989 1.01 1.00 1.00 098 1.01 1.0 099 098 o1 1.0 1.01 0.97 1.00 1.08
0 085 085 0.96 0.87 089 ogr [11:::] 085 [13:1:] .89 083 098 097 1.2 oge 088 0| 1.08
089 099 094 0.85 Q99 1.04 097 098 1.00 1.08
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104 095 067 1.00 1.04
140 082 064 056 097 1 3: ] 088 087 082 088 oga 098 095 og7 105 098 085 097 1.04
150 085 0s8g 0.99 097 088 099 os8 o8 087 088 083 094 0.88 1.08 o997 098 098 1.04
160 083 084 089 099 .. . oss 068 089 0.89 og7 095 089 1.06 1.00 0892 1.00 108
170 083 097 0,99 099 1.02 1. 1.00 0.9 0.89 1.00 088 0.95 1.00 1.05 088 098 009 1.08
18D 0.8 089 1.00 0gs 1M 1 089 095 1.00 1@ 0.08 0.98 099 1.08 099 [+X:74 099 1.08
180 085 099 0.9? 097 1.0 1.01 089 085 088 1.00 068 084 089 1.10 1.00 097 1.00 1.07
200 084 098 0.96 088 1.02 1.00 098 083 085 068 087 082 1]-.] 1.08 005 (3" ] 1.00 1.07
210 083 094 087 0g7 08s 099 099 083 asa7 0.63 087 084 089 105 097 [+3: og7 1.05

Meximum | 101 103 105 102 103 102 103 100 103 105 102 102 104 140 101 103 1.03 107
Midmum | 086 089 080 0683 O0B4 085 084 083 092 0895 081 089 081 089 083 087 085 1.00
Mean 094 098 0838 0687 069 089 0658 095 083 099 0988 086 088 103 057 055 089 1.04

72



CHAPTER 2: INITIAL STUDIES

From Table 2.14-Table 2.17, it can be observed that the k values differed slightly from unity
in every case. This means that the signal ratios are not independent of time. The
proportionality coefficients, k, varied from 0.90 to 1.10 will thus give errors of around ten
percent when a plasma line is used as internal standard. However, certain compensating
effects were identified when comparing the proportionality coefficients of the different plasma
lines studied. For instance, when the OH emission had a corrected intensity signal in excess
(k > 1), the argon signal would have a corrected signals in defect (k < 7). It might therefore
be possible to improve the results of the internal standard correction using a linear
combination of intrinsic plasma emissions as internal standard rather than the individual
emissions. The use of a linear combination of signals as reference signal was suggested by

Mermet et al.%.

Thus, two artificial internal standards (AlS) were produced; the first is a linear combination of

the plasma emission intensities analysed in this study, X [

Where:
=X Z I . L .
f les " 1 p is the number of intrinsic plasma lines employed (4).

I« is the intensity of the i plasma signal at time t.
EQUATION 2.10

The second is an artificial reference standard modified using the results obtained from the
principal component analysis. Similarities and differences found by PCA between emission
lines could be included on the artificial standard by adding a weight coefficient related to the
PCA loadings to each plasma line factor. One could introduce this information to the artificial

internal standard by modifying

Equation 2.10 as below:

P
X7 =lxzf,__,( —|lf—1.f|) EQUATION 2.11
p i=l 1
/ ,J,. is the loading of analyte line A on principal component J
1,-1 is the loading of plasma line f on principal component j
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The corrected drift plots show that some of the downward drift is corrected, but not the short-
term fluctuation of the data. This could is certainly due to the fact that data has not been
acquired simultaneously. Previous studies®® have identified the nebulisation and transport
processes as key sources of flicker noise. Accordingly, the ratio of simultaneous acquired
emission data will lead to an improvement in precision by compensation of flicker noise. In
this study the data was acquired sequentially, with a time delay of up to 8 minutes between
two lines were determined. For this reason, the calculated signal does not cancel out the
flicker noise, and in fact it may tend to increase it. That said, some of the drift has been
removed by internal standardisation and although the data was acquired sequentially, the
correlation matrices show high correlation between emission lines. This indicates that in
addition to the flicker noise, the system is being degraded by an additional factor operating
over several minutes time span.

Three features were employed to quantify the fluctuations and to estimate the possible
improvement;

1. The final drift after five hours of analysis.

2. The relative standard deviation of each signal over the who'e experiment, (normal RSD).

3. The successive relative standard deviation of each signal over the whole experiment.

TABLE 2.18: VARIOUS PARAMETERS BEFORE AND AFTER DRIFT CORRECTION.

DRIFT (%) RSDn (%) RSDsuc (%)
NO NO NO
correcToN X Xpge™|correcmon X Xpoerer[correcmon  Xop:  Xpgem
Al -18.4 -106 -10.8 5.9 3.7 35 1.3 14 14
Ba -16.5 8.4 -76 54 34 29 2.0 22 1.9
Ca -15.2 74 41 5.8 356 2.7 1.7 1.8 21
Cd(l) -11.5 -3.0 26 4.2 22 1.8 1.0 1.1 1.2
cd(iy 7.4 1.5 2.7 3.2 2.3 22 13 1.3 1.6
Co £.9 2.0 33 36 22 21 1.4 i5 1.7
Cr -11.1 25 -1.2 4.2 22 1.8 1.5 1.6 1.7
Cu -148 6.6 -73 4.8 2.7 26 16 1.7 1.6
Fe -13.0 46 -3.2 4.9 2.7 2.0 11 1.2 1.4
Mg 53 0.5 20 4.3 23 20 1.3 1.5 20
Mn -146 64 6.0 438 2.8 2.4 14 1.5 1.4
Na -136 5.2 52 56 33 3.0 1.2 14 1.4
Ni -11.7 -3.2 -14 5.0 32 2.6 1.5 1.6 1.9
Pb (ll) -10.6 2.0 -1.8 4.0 2.1 1.9 1.5 14 1.5
Ti -18.4 -10.5 -9.9 6.4 42 37 16 1.9 1.7
Zn(l) 79 1.0 1.7 36 1.9 1.7 1.3 1.3 1.5
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The magnitude of drift bias was reduced for every line with both artificial reference standards.
No great improvement was obtained by the use of the pca-modified reference in comparison
to the standard reference. In terms of the RSD, the application of the reference standards to
the data reduced the relative standard deviation for every line, providing improvement factors
of about two. Again, the use of the pca-modified standard improves slightly the precision, so
its utility is poor. The successive relative standard deviation is the only level of those studied
here, which is degraded by using reference standards to correct the drift. This will mean that
some of the trend on the data is being removed, and so, the normal and the successive

relative standard deviations tend to similar values.

2.4 SUMMARY

From this initial study, it is possible to reach several conclusions. Firstly, the drift
phenomenon is in some way reproducible. The five drift diagnoses employed in the study
showed similar drift patterns with a common trend for all the emission lines monitored. This
trend has been shown to be linear and negative; i.e. intensities decrease over time.
However, a more detailed analysis of the data reveals many differences between the data
sets. For instance, the magnitude of drift varied from one set to another, as did the identity of
lines showing higher bias. In terms of correlation, differences may separate the five drift
diagnoses in two groups, where three data sets present high levels of correlation between
most of lines, whilst the other two showed more chaotic patierns with poorer inter-element
correlation. The different temperature conditions at which those experiments were performed
may explain some of these differences but not all.

Secondly, no clear relationship was found between drift and the physical properties
associated to the emission line. In some of the PCA plots, many atomic lines appeared
grouped together but no complete separation between atomic and ionic lines was found

based on long-term stability. The absence of a clear grouping according to the energy
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differences may lead us to suspect that degradation on the energy transfer from the plasma
to the aerosol is not the only cause of drift bias. However, high correlation levels were
observed, (although the instrument employed had a sequential data acquisition system)
indicating that the sample introduction process was not the origin of the drift problem.
Therefore, it was necessary to further investigate the problem in order to reach a better
understanding of the drift phenomenon and its causes in order to be able to minimise its

effects.

Finally, the use of individual plasma lines to correct drift when used as intemal standards
was shown to be poor. The degree of correlation for such lines with analyte lines was shown
to vary considerably from one data set to another. Furthermore, even when high correlation
was observed, the signal ratio was not independent of time. The use of a linear combination
of plasma lines as internal standards has been shown to partially removes the drift bias.
However, the improvements are still poor and the analyst control of the actual correction very
low. When the loadings from principal component one were used, the correction was slightly
better. None the less, this approach is far from defining a common loading matrix for any

experiment, and without this there is limited practical application for the method.
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CHAPTER 3

CAUSES OF DRIFT

3.1 INTRODUCTION

The initial results discussed in Chapter 2 facilitated a better characterisation of drift
phenomena on a sequential ICP-AES instrument. It can now be established that drift is
qualitative reproducible and moreover, a correlation was observed between most of emission
lines although no simultaneous detemminations were performed. However, little or no
information on the causes of long-term fluctuation was obtained.

A short review of the literature reveals that instrumental drift in ICP-AES is related to small
uncontrolled variations in the instrumental conditions. Lorber et al.'"® used the generalised

intemal standard method to characterise the parameters causing drift in ICP-AES signals.
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Variations in both, the nebuliser and the cooling gas flow were found to be the origin of long-
term stability. Ramsey et al.'®*'®' reported ten potential instrumental parameters and
environmental factors that can induce correlated fluctuations and subsequent lost of long-
term precision in the emission signals. These factors are the sample uptake rate, the forward
power, the injector gas flow, the spectrometer slit position, the extraction speed, the lens
opacity, the air temperature around the spray chamber, the sample solution temperature, its
salt content and the ICP warm-up. However, according to the authors, most of these causes
of variation can be grouped in to sets. Those parameters causing fluctuation similar to the
forward power (injector gas flow, air temperature and lens opacity) and those causing
fluctuations similar to the sample uptake rate (solution temperature and salt content). Drift
due to warm-up was found to be largely a linear combination of the two grouped-causes.
Carre et al’? agreed on that the origin of drift was related to fluctuations in the instrumental
parameters, but divided the causes of drift in three categories:

« Changes in the energy transfer from the plasma to the sample

¢ Varniations in the efficiency of the sample production and transport

s Degradation of the line intensity measurement
Changes in the energy transfer can originate in a variation of the forward power or from
vanations in any of the gas flow rates. Changes in the sample introduction system can be
refated to a vanation in the carmier gas flow rate or in the solution uptake rate, a partial
blocking of the nebuliser or a change in the temperature of the spray chamber and the
solution. Degradation of the line intensity measurement may be related to a thermal drift of

the instrument optic device or to opacity of the collimating system.

Following these ideas, in this chapter an attempt has been made to study the origin of drift by
recording the long-term fluctuations on emission signals at different instrumental conditions.
In essence, six parameters need to be set before running an ICP-AES analysis: the three
argon flows (plasma, nebuliser and auxiliary flow), the sample uptake rate, the RF power and

the viewing height. In addition to these, the size of the entrance slit, the integration time and
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the type of background correction employed will determine the nature of the mathematical
process used to convert the raw signal into usable data. When trying to identify the effect of
small vanations in the instrumental parameters on the signals, there is a problem in isolating
each function since the working parameters are inter-retated. For instance, an increase in the
nebuliser flow rate may improve the transport efficiency by creating a finer aerosol, such that
more drops will reach the plasma, and thus the intensity of the signal could be enhanced.
However, at the same time, a higher nebuliser flow will decrease the residence time of the
sample aerosol in the plasma, so that less energy will be transferred to the sample, with the
potential loss of some emissions lines. Although the transport of the sample to the plasma
will be influenced largely by the sample uptake rate and the nebuliser gas flow rate, other
factors will also have an effect on the type of aerosol created. Examples include the viscosity
of the sample, type of nebuliser and spray chamber employed or the room temperature. In
terms of energy transfer, the instrumental parameters with most influence are the RF power
supply, the three argon flows and the sample uptake rate. Since these instrumental
parameters are inter-related, a systematic study of the influence of the variation of each
parameter on the long-term stability of the emission signal would be required. A full factorial
experimental design could be used, however, such approach would lead to a high number of
experiments. For example, if the six instrumental parameters mentioned above (i.e. RF
power, sample uptake rate, the three argon flows and the viewing high) are considered for
just two different settings of each parameter, 64 expernments would be required to study all
the interactions. For these reasons, we have limited the number of parameters under study.

According to the work by Carre et al.™, there are three areas of instability the nebulisation
process, the excitation area and optics system. In many modern instruments, software
routines control the stability of the optical system and allow this to be monitored during the
analysis. However, the operator usually has little or no information about the state of the
sample transport system or the stability of the plasma. The nebuliser gas flow rate and the

RF power are the two instrumental parameters most likely to have an effect on these parts of
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the system. In this work, the effect of these two parameters on the long-term stability of the
signals have been studied, although it is recognised that many other instrumental parameters
may also have an effect on those processes.

Let's see how these two parameters will affect in general terms the emission intensities:
The power delivered to the plasma will determine its temperature, with higher power resulting
in higher temperatures. Higher temperatures enhance emission for all ionic lines. However,
the effect on atomic lines depends on the relative excitation and ionisation energies of the
emitting atom:

e Short wavelengths atomic lines are enhanced.

¢ Long wavelength atomic lines are suppressed.

o Moderate wavelength atomic lines remain relatively unaffected.

The nebuliser flow affects the average size of the aerosol droplets, but also the residence
time of the sample in the plasma and the plasma temperature. At low nebuliser flow, the
average size of the aerosol droplets increases, reducing the transport efficiency of the spray
chamber. Thus, every line will partially decrease its emission intensity as less sample
reaches the plasma. However, a lower nebuliser flow will also increase the residence time of
the aeroso! in the plasma and the plasma temperature. This could enhance the emission of
any ionic line. For atomic lines, the increased residence time provides energy to promote two
competing pathways: the excitation, which leads to emission enhancement and ionisation,
which leads to emission suppression. Therefore the net effect will depend on the relative

energies of the two processes such that:
« High-energy atomic emission lines emitted by elements that resist ionisation (e.g. Zn)
show enhanced emission with increased residence time.
« Low-energy atomic emission fines emitted by easily ionised elements (e.g. Na) show
emission suppression with increased residence time.

o Moderate-energy atomic emission lines emitted by atoms of moderate ionisation

energy {e.g. Cu) remains unaffected by residence time.
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Clearly, even when considering only two factors, an ICP is a complex system, and for this
reason a systematic approach to the problem is essential.

To carry out this study, the evolution of emission signals with time at different RF powers and
nebuliser gas flow rates was monitored. The long-term stability of the instrument at different
operating conditions could then be evaluated using standard parameters: long-term error and
drift patterns. In addition, other analytical parameters as sensitivity or robustness were also
recorded for each set of conditions. Finally, a correlation study of each data set was
performed to identify any linear behaviour and similarities and differences between emission
lines i.e. analyte and argon lines, atomic and ionic emission lines. However, for data handling
purposes, a multi-way approach was necessary to facilitate the three-dimension nature of the
results. The produced data was arranged in a cubic array, indexed: Emission Lines x
Replicates x Instrumental Conditions. A multi-way decomposition method, parallel factor
analysis, PARAFAC, was then performed on the resulting array. Two PARAFAC-factors were
calculated and their physical relevance investigated in terms of energy data, drift patterns

and instrumental conditions.

3.2 EXPERIMENTAL

3.2.1 METHODOLOGY

Several drift diagnoses at different experimental conditions were produced following the
protocol described in Chapter 2. A test solution containing 15 analytes at 10 ugg™’ was
repeatedly analysed by a simultaneous ICP-AES over a period of 8 hours without
recalibration. The duration of each experimental run has been increased from 5h on the initial
studies to 8 hours. The reason is the availability of an auto-sampler device for the OPTIMA

instrument, which allows the automation of analysis.
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In order to use a common solution throughout the experiment, 10 litres of test solution were
produced by diluting the previous prepared multi-element standard (Section 2.2.1). The test

solution was matched with 2% nitric acid (Aristar, BDH,UK).

3.2.2 INSTRUMENTATION

The ICP-AES instrument employed for this analysis was an Optima 3000 (Perkin-Elmer
Corporation, Norwalk, USA). This instrument combines an echelle polychromator with a solid
state detector, which allows simultaneous acquisition of over 5000 lines. The instrumental
parameters employed are shown in Table 3.1. The settings for the nebuliser gas flow rate
and RF power were defined using an experimental design.

In order to ensure stable starting conditions, two hours were allowed to warm up and

stabilise the instrument prior each set of measurements.

TABLE 3.1: INSTRUMENTAL SETTINGS USED IN DRIFT STUDIES.

Generator 40 MHz

RF Power Designed varniable
Plasma Flow 15 Lmin™*
Auxiliary Flow 0.8 Lmin™
Nebuliser Flow Designed variable
Sample Uptake Rate 1.0 Lmin™
Viewing Height 12 mm
Read Time 10 - 20 sec
Number of Repflicates 3 readings

Nebuliser Type
Injector Diameter

Cross Flow Pneumatic Nebuliser
2mm

The intensities from 29 emission lines, one atomic and one ionic line for most elements, were

then followed over time. Table 3.2.
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TABLE 3.2: EMISSION LINES USED IN THIS STUDY.

ELEMENT A INTENSITY Egg=2 P  EP+IP
(nm) Io/le (eV) (eV) (eV)
Al (1) 396.152 10.5 3.13 - 3.1
Ba (If) 230.424 73.0 5.38 521 >106
Ba (Il) 233.527 75.0 5.31 5.21 11.2
Ca()) 422,673 1.5 2.99 - 2.9
Ca(ll) | 317.933 15 390 611 131
Cd (1) 228.802 110 5.42 — 5.4
Cd (I) 226.502 120 5.47 8.99 14.4
Co (I) 340512  NODATA 3.64 —_ 40
Co (Il) 228.616 43.0 5.42 7.88 14.3
Cr(h) 357.869 13.0 3.46 - 23.46
Cr (1) 267.716 42.0 463 677 >114
Cu (l) 324.754 56.0 3.82 — 3.8
Cu (1) 224.700 39.0 5.52 7.73 15.9
Fe () 259.940 48.0 4.77 790 2127
Mg (1) 285.213 NO DATA 4.35 — 4.3
Mg (l) | 279.079 1.0 444 765 121
Mn (i) 403.076 6.8 3.08 — 3.1
Mn (1) 257.610 220 4.81 7.43 12.2
Na (1) 589.592 43.0 2.10 — 2.1
Ni (1) 232.003 20.0 5.34 - =>5.34
Ni (Il) 231.604 15.0 5.35 764 2130
Pb (1) 220.353 70.0 5.62 7.42 14.7
Ti () 379.280  NODATA 327 683 >10.1
Zn (1) 213.856 170 5.80 —_ 5.8
Zn (Il) 202.548 75.0 6.12 939 155

The optical grating system of the instrument used in this study prevents access to some
parts of the spectrum. This problem made the inclusion of intrinsic plasma lines more difficult

than when using the sequential spectrometer in Chapter 2. Thus only argon lines were used
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since the hydroxyl, oxygen or hydrogen emissions could not be monitored. Four argon lines

were selected because of their peak quality as shown in Table 3.3.

TABLE 3.3: INTRINSIC PLASMA LINES STUDIED.

ELEMENT | 3  INTENSITY gg=) EP+IP
(nm) (W (eV) (eV)
Ar (1) 367.229 23 3.47 2347
Ac() | 404597 25 3.06 2306
Ar (1) 420.068 50 295 2295
Ar (i) 451,074 21 2.75 >275

3.2.3 EXPERIMENTAL DESIGN SETTINGS

Settings for the RF power and the nebuliser gas flow rate were selected following an

experimental design. A combination of two full-factorial designs was employed:

¢ A full-factorial experiment of two factors at three levels (Table 3.4) = 9 Expenments

TABLE 3.4: EXPERIMENTAL DESIGNED LEVELS, BLOCK 1.

Factor 1 Factor 2
RF Power Nebuliser Flow Rate
-1 0 +1 -1 0 +1
1000 W 1250 W 1500 W 0.6 Lmin™' 0.9 Lmin* 1.2 Lmin"

» A full-factorial experiment of two factors at two levels (Table 3.5) — 4 Experiments

TABLE 3.5: EXPERIMENTAL DESIGNED LEVELS, BLOCK 2.

Factor 1 Factor 2
RF Power Nebuliser Flow Rate
-0.5 +0.5 -0.5 +0.5
1125 W 1375 W 0.75 Lmin 1.05 Lmin™
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The centre conditions, Point (0,0) i.e. RF power 1250W and nebuliser flow rate 0.9Lmin™
were replicated three times.
A graphical representation of the experimental points is shown in Figure 3.1.

FIGURE 3.1: GRAPHICAL REPRESENTATION OF THE EXPERIMENTAL DESIGN.
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In total, 15 experiments were planned, and for each experiment point, a drift diagnosis was
produced, i.e. the intensity of the selected emission lines was repeatedly measured 99 times

(approx. 8h). An overview of the final experimental protocol is presented in Table 3.6.

TABLE 3.6: EXPERIMENT PLAN

Experiment RF Nebuliser Room Magnesium
Power Flow Rate Temperature Ratio
W) (Lmin™) e (Mg"1 Mg')
Central Conditions (A) 1250 0.90 26-27 10.5
Experiment 1 1125 1.05 27.5-285 8.9
Experiment 2 1125 0.75 28 8.4
Experiment 3 1375 1.05 29.5-29 10.9
Experiment 4 1375 0.75 28.5-29.5 11.1
Central Conditions (B) 1250 0.90 28.5-27 10.5
Experiment 5 1000 0.90 26 6.7
Experiment 6 1250 1.2 26-26.5 8.6
Experiment 7 1250 06 26-25 10.1
Experiment 8 1500 0.9 25255 12.5
Central Conditions {C} 1250 0.90 24.5-24 10.5
Experiment 9 1000 1.2 23-26 58
Experiment 10 1000 0.6 Unstabfe Conditions
Experiment 11 1500 1.2 25-26.5 10.3
Experiment 12 1500 0.6 26-28 11.6
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3.2.4 N-WAY DATA HANDING

The data obtained on the twelve experiments was arranged on a cubic array as shows

Figure 3.2.

FIGURE 3.2: 3-WAY ARRANGEMENT OF THE DATA SETS.
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Matlab software (Mathworks, Inc., Version 5.1, Natick, MA) and the N-Way Toolbox for

Matlab'™ were employed to perform the 3-way analysis. Before running a PARAFAC
analysis, data was scaled to unit squared variation. Scaling in multi-way analysis has to be
done taking the trilinear mode! into account. If variable i of the first mode is to be scaled
(compared to the rest of the variables in the first mode), it is necessary to scale all rows
where variable i occurs by the same scalar. This means that whole matrices are scaled.

Mathematically scaling within the first mode can be described as:

Where S; will scale to unit squared vanation:

J
2
Z Z X

S =
t \ J=1 k=1

EQUATION 3.3.2

The core consistency'® and the explair';ed variance were the two parameters employed to
optimise the number of component to use in the PARAFAC model. The core consistence
diagnosis is a percentage below or equal to 100%. A value of 80-100% means that the
model is valid, while a value below 40% means that the model is not valid. A core
consistency between 40 and 80% means that the model is probably valid but somehow

difficult to estimate, e.g., due to slight miss-specification or high correlation. The core
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consistency may decrease with number of components but very sharply where the cormrect
number of components is exceeded. Hence, the appropriate number of components is the
mode) with the highest number of components, highest explained variation and a valid core
consistency, Four PARAFAC models were calculated using one, two, three and four
components. The explained variance increased continuously with the number of
components, see Figure 3.3A. The core consistency fell to values around 10%, when more

than two components were calculated, Figure 3.3B. Therefore, a two components PARAFAC

model was employed in this analysis.

FIGURE 3.3: OPTIMISATION OF THE NUMBER OF PARAFAC COMPONENTS.
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CHAPTER 3: STUDY OF THE CAUSES OF DRIFT

To perform a PARAFAC analysis in Matlab, the following commands are used:

» [Factors]=parafac(X,DimX,Fac);
Where

X the input array. If the dimensions of the array is | x J x K, and X is input as

anl x JK. In our case X (29 x 1188)
DimX A vector of the dimensions of the different orders. DimX was [29 99 12].

Fac No of factors/components sought.

The command fac2let converts the PARAFAC results in the three loading matrices:

»[A,B,C)=fac2let{Factors,DimX,Fac);

Finally, the core consistence of the model is calculated using the corcond function:

» ¢f = corcond(X,DimX,f,Factorsf);
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3.3 RESULTS AND DISCUSSIONS

3.3.1 CLASSICAL DATA ANALYSIS

One data set was obtained for each drift diagnosis with the exception of where the
experimental conditions were such that the plasma could not be sustained, i.e. RF power

1000W and nebuliser gas flow rate 0.6Lmin™.

As expected, the intensity levels of every line changed from one set of experimental
conditions to another, and so the sensitivity. Table 3.7 shows the limits of detection for every
line at the different operating condition selected for this study. A number of important
variations may be observed. For example, the data in Table 3.7 reflects a degradation in the
sensitivity when robust conditions are employed, and more precisely when low nebuliser
flows are set. One of the questions to be answered from this work is therefore whether this

lost of sensitivity is worthy for a more robust instrument.

In order to check the stability of the instrument from one day to another, an intensity check
using the central conditions (RF: 1250W; nebuliser gas flow: 0.9 Lmin™') was performed prior
to each experiment. Table 3.8 compiles the results obtained on the intensity checks. Very
similar intensity values were obtained over the whole period of experimental work (rsd<6%).
The reproducibility of the experimental protocol was also checked at the above conditions, by
replicating the procedure three times. The three data sets obtained are comparable,
particularly in terms of their characteristic drift patterns and the magnitude of the drift, as
shown in Figure 3.4.

FIGURE 3.4: DRIFT PATTERNS AT CENTRAL CONDITIONS, THREE REPLICATES.
RF Power = 1250 W anD NEBULISER GAS FLow RATE = 0.9 L/MIN

T &7 CENTRA GO M) CFY aT CENTER COXDITICNS () CRIFY AT CESETER COWCITENE ¢y
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CHAPTER 3: STUDY OF THE CAUSES OF DRIFT

TABLE 3.7: LIMIT OF DETECTION OF STUDIED LINES AT DIFFERENT OPERATING CONDITIONS,

(ngL’).
ExperimentNo. | CC Ex1 Ex2 Ex3 Ex4 Ex5 Ex6 Ex7 Ex8 Ex9 Ex 11 Ex 12
RF (W) 1250 1125 1125 1375 1375 1000 1250 1250 1500 1000 1500 1500

NebuliserGas | 54 405 075 105 075 09 1.2 06 09 1.2 1.2 0.6

Flow (Lmin™)

Al-396.152-() | 57 11 43 19 48 14 19 170 59 3 15 140
Ba-230424-1) | 4 3 8 3 7 3 3 22 2 5 2 2
Ba-233527-() | 3 1 4 2 4 3 2 13 2 3 2 23
Ca-317933-() | 6 4 6 3 6 5 4 35 5 3 2 60
Ca-422673-() | 7 3 15 4 9 7 5 35 8 1 3 120
Cd-226502-ap) | 3 2 3 2 3 3 2 10 2 4 2 14
Cd-228802-) | 6 5 8 4 9 5 5 20 6 7 4 31
Co-228616-() | 11 9 25 7 15 15 7 5 8 6 4 69
Co-340512-() | 75 23 63 24 110 29 21 190 33 12 21 840
Cr-267716-p | 6 2 6 2 2 4 3 9 2 4 2 33
Cr-357869-() | 15 4 214 7 41 &5 6 100 11 2 7 240
Cu-224700-() | 10 6 12 4 16 4 3 45 1 6 65
Cu-324754-() | 3 1 5 1 8 1 1 26 05 1 45
Fe-259.940-1) | 3 1 3 2 5 3 2 13 1 1 119
Mg-279.079-() | 30 11 25 9 21 14 14 82 18 8 13 260
Mg-280.270 -()| 1 02 o5 1 1 4 05 2 1 02 1 1
Mg -285.213-() | 1 1 2 1 2 5 1 6 1 05 13
Mg279.553-@) | 1 03 04 05 1 4 05 1 05 02 2

Mn - 257.610 - (1i)
Mn - 403.076 - (i)
Na - §89.592 - ()
Ni - 231.604 - (Il)
Ni - 232.003 - ()
Pb - 216.999 - ()
Pb - 220.353 - (1))
Ti - 337.280 - (1l)
Zn - 202.548 - (1)
Zn - 213.856 - ()

1 0.3 1 03 1 0 0.3 3 1 03 03 3
120 14 56 4 55 19 23 430 130 4 20 520
40 7 31 <] 30 15 14 110 32 3 11 360

6 3 11 2 13 8 6 32 5 6 7 64
16 11 34 13 26 11 9 69 12 9 11 77
160 72 250 87 220 &1 77 520 110 41 45 690

36 32 55 25 52 45 37 88 34 20 36 230
3 1 4 1 5 1 1 5 2 1 1 17
4 3 5 2 3 6 4 12 2 8 2 16
2 1 3 2 3 2 1 6 1 2 1 6
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CHAPTER 3: STUDY OF THE CAUSES OF DRIFT

TABLE 3.8: INTENSITY CHECK AT CENTRE CONDITIONS BEFORE EACH EXPERIMENT.

CC1 BEX1 EX2 EX3 EX4 CC2 EX5 EX6 EX7 EX8 CC3 EX9 EX11 EX12 RSDy

Al (M | 14124 14791 14136 14299 14073 14124 14209 14263 14413 14443 14492 14847 14176 14853 4.9
Ba232| 4555 4768 4517 4839 4548 4512 4663 4620 4578 4810 5032 5332 4574 4861 4.9
Ba 230| 4637 4885 4634 4982 4699 4691 4878 4838 4804 5092 5361 5683 4897 5270 @1
Ca(l) | 120792 135818 130596 130049 126792 130738 128657 130296 135243 130287 127041 128853 131431 134181 2 4
Ca(ll) | 20497 21591 20406 21706 20518 20341 21081 20943 20837 21786 22665 24171 21389 22879 § 1
cd( | 1879 1967 1867 1976 1888 1888 1966 1951 1935 2045 2146 2266 1966 2095 §.7
Cd() | 9785 10400 9895 10424 10020 9996 10102 10120 10171 10476 10780 11328 10073 10847 4 1
Co(l) | 2940 3079 2949 3047 2938 2943 3003 2975 2942 3051 23127 3230 2910 3197 3.4
Co(l) | 1405 1487 1415 1495 1430 1431 1461 1453 1450 1507 1562 1642 1446 1568 4.5
Cr{l) | 24419 25799 24769 24216 24534 24763 24034 24342 25192 24132 23596 23596 24211 24949 2. §
Cr{l) | 13686 14399 13587 14325 13620 13547 13892 13744 13673 14145 14631 15311 13638 14559 37
Cu (D) | 100119 106535 100387 101441 99657 100304 97298 98698 101177 98097 97364 08016 96178 101700 2.6
Cu() | 4234 4462 4255 4313 4262 4299 4291 4304 4361 4390 4430 4553 4288 4495 2.3
Fe(D | 60688 64059 60303 63431 60255 59752 60445 60195 60270 61528 63338 66024 59165 62855 3.3
Fe(l) | 21968 23385 21973 22877 21955 21789 21955 21919 22111 22356 22620 23779 21642 22873 2.9
Mg () | 89271 93181 88742 90503 88443 88861 83133 88838 89956 889432 90059 91789 87556 92162 1.8
Mg@l) | 3938 4098 3948 3984 3875 3971 3963 3966 4030 4002 4005 4074 3946 4125 4.7
Mn (D] 13995 14769 14164 13844 14237 14416 13806 14035 14576 13935 13567 13566 14051 14483 2§
Mn (1)| 60496 63858 60112 63239 60061 59557 60248 59987 60044 61312 63127 65801 58932 62652 3.3
Na (D) | 68328 72893 70215 69098 70149 T70B77 67503 70107 75788 69253 65888 65799 72782 72705 4.0
Ni() | 1582 1677 1588 1647 1595 1592 1619 1619 1615 1661 1699 1773 1600 1714 3. §
Nigilp) | 3132 3319 3117 3262 3136 3161 3199 3150 3159 3236 3341 3474 3121 3347 3 4
Pb) | 368 390 370 386 374 376 379 377 380 390 402 419 376 403 3.7
Ti() | 199214 210003 200513 205867 200638 201121 203677 203842 205874 208050 210071 217484 203142 216410 2.8
an () 8152 88652 8085 8455 8186 8163 8373 8346 8203 8654 8963 9429 38024 8805 4.8
Zn@) | 2151 2332 2151 2306 2176 2168 2234 2206 2176 2305 2439 2589 2192 2400 5.7
Ar357| 1948 1891 1894 1892 1902 1895 2008 2007 1917 2051 2126 2192 2053 1992 4.8
Ar404| 10852 10996 10704 10811 10720 10697 11128 11106 10917 11387 11657 11990 11222 11366 3.5
Ar420| 374176 365164 354818 360652 365776 362524 388340 384227 365733 393925 409164 423350 393445 382989 5.0
Ar451| 28701 27971 28035 27868 28172 27941 29617 29713 28688 30316 31325 32289 30746 29519 4.8
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TABLE 3.9: CORRELATION MATRIX OF DATA SET OBTAINED AT CENTRE CONDITIONS (A)

RF Power 1250 W & Nebuliser Gas Flow Rate 0.9 Lmin™

Al 1.00

Ba (2300 | 0.70 1.00

Ba(232) | 0.68 097 1.00

Ca (1 0.61 084 083 100

Co( 0.47 0.07 008 -023 1.00

ca 059 048 053 035 015 100

cd@ 069 092 093 076 009 059 1.00

Co () 069 082 085 0867 013 074 088 1.00

Co(l 077 084 086 070 024 065 088 084 1.00

cr 069 068 088 095 -008 042 08v 073 078 100

cr( 017 -0.32 032 013 001 046 -021 0.02 007 -0.96 1.00

Cu (i) 065 060 083 042 020 092 072 080 076 052 033 100

Ccufl 0.0 020 022 023 054 012 -0.20 -0.10 017 009 072 002 100

Fo{) 058 048 049 068 -025 073 051 060 056 064 058 067 063 1.00

Mg M) 074 079 061 071 028 045 075 072 0.81 080 -0.10 060 -0.10 047 1.00

Mg (D 012 004 001 048 -057 010 -001 003 0.00 034 054 005 085 069 010 1.00

Mn (1) 028 028 027 066 -057 038 026 030 025 054 057 030 087 08 026 0% 100

Mn () 028 -025 -0.28 -0.12 012 048 -0.14 005 -001 014 0988 038 0B84 054 -0.03 048 045 1.00

Na (@ 0.05 -038 -038 -0,08 -034 030 -029 -011 -023 018 081 017 089 057 024 073 067 085 1.00

NaD 059 082 079 080 0.09 009 068 057 083 083 -043 024 -015 026 076 012 023 -039 -046 1.00

N @ 058 05t 057 035 019 090 063 076 070 041 035 089 002 063 047 -002 025 035 017 012 1.00

Pb (1) 048 047 045 038 017 051 054 050 053 042 013 053 003 041 045 004 019 013 000 0232 051 100

na 071 070 070 039 070 037 067 061 073 055 -037 048 -064 008 069 -0D49 -030 026 -064 062 043 040 1.00

n M) 069 082 094 081 009 051 086 082 084 088 -0.27 062 -0.19 049 080 003 0286 -024 035 078 055 049 071 1.00

In M 071 0.84 087 077 001 077 089 087 085 082 005 083 003 073 074 019 046 010 D02 057 073 0568 055 084 1.00

Ar(357) | 019 088 067 069 -027 -013 056 035 038 067 -070 -0.02 024 008 038 002 014 -069 -057 071 -006 017 035 062 041 100

Ar(404) | 040 0.72 071 092 -048 023 064 052 053 083 015 031 032 063 055 05 070 0168 000 067 021 029 015 068 067 070 1.00

Ar(420) | 0.34 078 079 054 011 007 071 052 059 060 -078 022 -065 007 053 .0.42 .022 -073 -0.82 070 019 023 071 073 050 082 048 100

Ar(451) | 0.16 062 0.62 083 -067 045 055 042 038 072 019 020 036 056 036 057 071 -0.22 005 054 014 017 -005 058 057 072 093 043 1.00
Al() Ba*™ Ba®' Ca) Ca() Cd) Cd( Cofl) Co Cra) Cr() Cufl) Cufl Fod) Mgd) Mg Mn() Mn( Na() NI) NiD Pb@) M) Zn() Zn@) AT Ar*™ Ar'™ Ars
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TABLE 3.10: CORRELATION MATRIX OF DATA SET OBTAINED AT EXPERIMENT 1 CONDITIONS
RF Power 1125 W & Nebuliser Gas Flow Rate 1.05 Lmin™

Al 1.00

Bo(230) | 0.16  1.00

Ba(232) | 0.14 0.98 1.00

ca(l) 024 0987 088 100

Ca(l 0.08 -0.89 -088 -083 100

Ccd (1) 0.17 085 094 067 080 1.00

cd 026 098 094 065 084 083 1.00

Co (1} 039 081 079 084 -065 081 081 1.00

Co(D 029 062 -085 076 078 -080 -074 -053 1.00

Cr (1) 026 088 097 098 -088 085 086 083 -077 100

cr@ 069 044 -0.47 D41 050 051 -038 -0.17 078 038 1.00

Cu(l) 035 0685 093 083 -088 087 093 083 -066 097 -020 1.00

Cu( 068 087 064 066 -062 054 069 069 021t 073 032 085 1.00

Fo(1h 031 078 077 077 074 069 078 068 -049 081 -011 084 076 1.00

Mg () 031 085 094 064 089 089 083 083 -068 097 -023 0995 083 083 1.00

Mg (@) 049 061 090 063 079 087 082 088 05 095 010 097 088 062 088 1.00

Mn ) 025 098 087 0988 -090 094 098 0684 -075 099 -037 087 074 081 097 096 1.00

Mn ) 063 058 059 -053 069 -059 -048 -026 082 -05t 094 -038 011 -029 -D41 -0.25 051 1.00

Na () -0.19 068 065 061 085 -050 -064 -054 037 070 003 -080 082 072 079 -074 073 028 1.00

NI (D 045 087 085 0867 -079 083 0868 080 053 0981 011 094 085 079 093 095 092 027 -076 1.00

NI () 042 090 088 092 -078 087 091 083 -061 094 -018 093 079 079 083 094 0984 -033 068 088 1.00

Pb (1) 0.17 0.7t 068 0.75 -0682 074 071 073 049 073 -031 071 049 057 070 071 074 -040 -0.47 067 069 1.00

na 026 068 097 068 -0835 095 0% 064 076 1.00 -037 097 073 080 097 09 1.00 051 071 092 093 073 1.00

nan 025 094 093 084 083 002 092 060 -074 095 -039 001 067 075 082 091 095 -052 084 088 090 069 095 1.00

n (0 019 098 097 088 -08 087 095 082 -081 098 D46 093 064 075 094 091 098 -053 062 067 0981 074 093 095 100

Ar(357) | -019 078 080 078 -084 08 074 058 091 075 -078 060 012 041 062 057 073 077 019 051 061 058 074 074 082 100

Ar(s04) | 005 081 083 068 -062 080 080 069 -079 080 -061 068 029 052 070 069 079 061 024 064 071 064 081 080 08 080 1.00

Ar(420} | -019 082 084 083 -065 089 077 081 -091 076 -080 064 016 047 068 060 077 -080 -024 056 065 063 078 078 085 088 0682 1.00

Ar(451) | 021 080 082 061 -068 088 076 059 -091 076 -DB1 082 013 045 064 058 075 -080 -0.21 053 063 061 076 076 063 088 092 100 1.00
Al Ba®™ Ba™ Ca() Caf) CAd(W) Cd()} Co(W) Co( Cr{M Cr(l) Cufl) Cuf) Fedl) Mg(i) Mg® Mn() Mo (@ Na@® NIG) NI Pb) @) Zn) Zn (M Ar'" Ar'™ Ar'® aAr'”
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TABLE 3.11;: CORRELATION MATRIX OF DATA SET OBTAINED AT EXPERIMENT 2 CONDITIONS
RF Power 1125 W & Nebuliser Gas Flow Rate 0.75 Lmin”

Al 1.00

Ba(230; | 0.33 1.00

Ba(252) | 0.38 0.99 1.00

Ca{l) 045 098 097 100

ca{l) 0.64 -048 -D43 037 1.00

cd 045 098 097 085 -0368 1.00

cao 029 098 088 095 -051 095 1.00

Co () 040 098 068 097 -040 097 0596 1.00

Co() 059 082 083 083 -007 083 082 084 1.00

cr) 057 093 095 098 -0.24 098 081 095 088 1.00

cr( 060 -050 -0.45 037 0.97 037 053 -0.42 008 -024 1.00

Cu 082 064 068 065 020 068 062 068 083 078 025 1.00

Cu{d 069 000 004 015 063 013 -004 007 031 026 075 050 1.00

F 068 087 089 094 009 094 085 080 087 097 -008 082 043 100

Mg (1D 061 030 035 035 064 038 028 037 082 050 060 085 068 060 1.00

Mg 079 05t 055 064 030 062 048 05 070 072 039 078 084 083 078 100

Mn (1D 054 089 090 096 -023 094 087 0080 083 066 019 073 040 098 049 082 1.00

Mn (D) 050 -0.59 -055 048 095 -047 -063 052 -020 035 098 013 070 -019 050 028 029 1.00

Na() 074 -0.18 -0.13 -003 0B84 004 -023 -009 014 010 089 047 091 026 072 067 0168 088 1.00

NI (1) 048 087 088 097 -0.32 097 09 08688 086 097 034 073 015 093 044 063 083 D44 000 1.00

N 051 062 063 092 025 091 091 093 088 0092 027 079 018 0680 050 064 089 -038 001 083 1.00

Pb () 032 05t 082 089 042 089 093 090 078 086 -046 083 000 081 031 048 083 -054 -017 088 087 100

na 089 087 071 076 028 077 083 072 076 0B84 023 088 046 087 078 07 077 011 047 078 078 062 100

In ) 024 099 088 095 058 095 068 097 077 081 -058 056 007 083 020 044 085 D66 -025 0.85 083 0950 061 100

In( 047 0968 0687 099 -036 089 065 097 083 098 037 089 014 094 040 063 064 047 -003 067 092 089 077 085 1.00

Ar(3s?) | 014 084 092 090 -064 088 0085 090 067 084 065 045 -019 074 010 034 078 074 -038 087 062 087 050 085 069 100

Ar(404) 1 033 086 088 098 -043 096 088 095 077 094 049 060 002 088 028 054 091 -060 -0.16 084 089 089 066 096 087 094 1.00

Ar(4200 | 021 004 0683 083 -059 082 065 082 069 068 063 050 -020 077 015 035 080 -072 034 0.80 084 088 058 085 083 087 057 100

Ar(451) | 026 0.85 085 096 -056 094 085 084 072 092 -055 054 -004 084 021 049 068 065 022 093 086 088 061 096 085 096 089 068 1.00
Al B2™ Ba®™ Ca(l) Ca() Cd(l) Cd()) Co(l) Co() Cr(l) Cr() Cuf) Cufl) Fo(i) Mg Mg() Mn(@ Mn@® Na() NIG) NI@® Pb@ M@ n@ Zn® AT A ar*® ar®
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TABLE 3.12;: CORRELATION MATRIX OF DATA SET OBTAINED AT EXPERIMENT 3 CONDITIONS

RF Power 1375 W & Nebuliser Gas Flow Rate 1.05 Lmin™

Al (D 1.00

Ba(230) | 0.89 1.00

Ba(232)| 008 1.00 1.00

Ca@) |[083 092 080 1.00

ca@) 015 012 020 004 1.00

cd@ |074 071 072 075 023 100

cdm |os87 088 009 087 023 066 1.00

Co( |088 089 088 084 002 069 096 1.00

Com |o084 08 082 082 -0.23 035 082 089 1.00

crap |09t 089 089 089 D023 095 085 087 060 1.00

cr® |-031 030 028 048 0.0 -077 -0.20 032 005 -D.62 1.00

Cu |083 085 0683 087 005 055 083 098 081 076 -0.18 1.00

Cu@ |028 031 028 020 -032 019 031 035 059 001 037 040 100

Foa) |009 089 100 081 018 069 009 088 085 088 -025 084 032 1.00

Mga) |o069 080 089 075 020 038 091 088 089 064 013 089 051 081 1.00

Mg@M |068 069 067 058 -0.02 003 071 070 085 033 041 077 070 072 0689 1.00

Mhap | 086 097 085 081 -005 05 09 088 085 079 049 097 047 087 092 080 1.00

M@ |[-017 017 013 036 058 053 -0.05 -023 011 039 081 -014 047 010 021 038 015 1.00

Nep |013 041 019 007 100 021 022 000 026 021 020 D08 032 016 018 003 006 058 1.00

NIQ) 084 088 082 083 032 040 062 090 097 062 -0.14 083 055 084 083 080 084 023 034 100

N @ 097 0958 0088 088 021 062 099 096 084 082 014 093 038 068 084 076 085 001 020 0.83 1.00

Pog) |021 018 020 013 023 011 023 0.8 016 017 015 019 010 021 027 024 018 022 021 014 024 100

ifii)] 089 058 080 080 047 079 069 083 058 080 027 076 041 0.80 076 052 078 000 048 057 088 027 100

Znm |oso 081 087 091 -027 055 085 084 086 074 -0.30 083 047 089 082 072 086 -034 -030 087 08 041 065 100

) 083 081 082 062 022 088 078 079 047 088 071 068 -009 080 051 0147 069 047 020 053 074 043 085 065 1.00

Ar(357) | 082 086 084 073 006 026 0686 08 0683 054 011 080 056 066 092 0% 082 008 007 001 088 015 062 087 042 1.00

Ar(404) | 087 080 087 085 -0.20 042 086 083 007 066 -011 084 055 089 088 0685 087 -014 -021 087 088 015 068 086 055 095 1.00

Ar(420){ 094 084 006 054 038 077 084 080 067 081 034 082 008 084 080 052 085 -0.11 038 067 062 019 092 074 085 073 074 1.00

Ar(451) | 067 068 073 047 074 040 077 060 041 057 047 057 012 072 075 057 058 047 075 034 0768 027 082 038 049 060 048 079 1.00
A Ba™ Bo™ caqp Caf) Cd) Cd) Co(l) Cofl) Cr(l) Cr() Cufl) Cuf) Fo(l} Mg M@ Mn(@ M (D Naf® NIGD NI(D Pb() NI Zn(M) Zn() A™ Ar'* ar'® A
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TABLE 3.13: CORRELATION MATRIX OF DATA SET OBTAINED AT EXPERIMENT 4 CONDITIONS

RF Power 1375 W & Nebuliser Gas Flow Rate 0.75 Lmin™

Al () 1.00

Bo(235) | 058 1.00

Ba(232)| 088 100 1.00

cay | 099 098 0688 100

cafl) 0.89 087 057 086 1.00

ca@ |0e9 099 098 0.89 058 1.00

cd@ 088 089 089 098 095 098 1.00

co |o0e8 089 089 097 097 008 099 1.00

Cofl) 098 089 089 008 086 068 099 089 100

Cr (i) 089 068 088 100 068 069 098 088 068 1.00

cri) 1,00 098 058 068 100 0989 057 088 097 089 1.00

cugp |oes 009 089 067 088 098 099 099 092 088 088 1.00

cu@ 100 088 058 009 089 099 067 098 098 089 100 088 1.00

Fo ) 100 098 058 089 088 099 098 063 098 0689 099 058 1.00 1.00

Mg() |08 099 069 063 086 098 089 089 099 088 087 099 097 097 1.00

Mg (D 099 097 008 099 087 089 087 097 098 089 088 087 089 100 097 1.00

M) |0e9 098 068 1.00 088 099 098 067 098 1.00 089 098 083 100 098 100 100

Mn (M 099 098 097 09 1.00 083 ©56 098 097 088 100 088 089 088 085 097 097 100

Na@ 095 084 083 090 088 084 090 0S84 081 082 097 085 095 083 091 091 082 088 100

NI @D 088 095 099 098 098 09 089 088 095 098 097 0S8 068 098 099 098 098 086 091 1.00

N@ 008 099 099 097 057 098 0688 099 098 088 098 009 008 087 098 087 097 058 0.84 0957 1.00

Pb ) 068 098 087 096 085 097 087 097 097 066 095 087 096 096 087 095 09 085 091 097 087 1.00

nm 100 098 088 089 089 089 0987 088 098 089 100 088 1.00 100 098 099 099 089 085 098 098 09 1.00

Znm |o086 098 098 087 093 097 089 098 098 097 094 087 096 096 096 086 067 093 086 088 086 087 08 1.00

nMm 089 098 068 099 098 089 098 085 086 100 099 098 089 099 098 085 099 088 084 087 088 09 099 097 1.00

Ar(357) |-091 091 -080 -0.85 -0.85 -090 -0.87 0.9 -0.89 -0.68 -0.93 0.92 -091 -0.89 -088 -087 087 -0.95 -098 -08 061 088 092 083 -089 1.00

Ara04) | 081 079 079 072 067 079 074 080 076 -0.76 -084 081 081 078 076 075 075 087 -094 -076 -0.61 077 -082 068 078 098 1.00

Ar(420) | -0.90 090 -0.89 -0.84 -0.95 -0.89 -0.85 -0.80 -0.87 -0.87 093 -0.81 -080 -0.88 -087 -0.85 -0.66 -0.95 -0.99 -0687 -0.80 087 -091 081 -0.88 089 097 1.00

Ar{451) | -0.94 092 002 -069 -0.97 -003 -0.89 -0.03 -091 091 098 -084 -094 092 -090 090 -0.00 -097 009 -080 -093 080 -0.94 0B85 062 089 095 089 100
Al@) Ba™ Bo™ Cafl) Ca Cd(W) Cd(l) Cofl) CoM Cr(@ Cr() Cuf Cufl) Fo() Mg Mg() Mn() Mr() Na( NI} Ni) PO TI(M Zn(@) Zn () AT Ar® Ar'® Ar®
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TABLE 3.14: CORRELATION MATRIX OF DATA SET OBTAINED AT EXPERIMENT 5 CONDITIONS
RF Power 1000 W & Nebuliser Gas Flow Rate 0.9 Lmin™

AL 1.00

Ba(230) | 0.89 1.00

Ba(232) | 089 100 1.00

Ca@® |[1.00 100 100 100

Ca 048 040 040 044 100

Cd@ |100 089 089 089 050 1.00

Cd@ |089 089 089 099 045 099 100

Co |089 089 089 089 045 089 098 1.00

Co(@ |068 097 0687 088 052 069 098 097 100

crap 1.60 1.00 100 1.00 042 089 0¢9 069 098 1.00

cr 038 030 030 034 086 040 035 035 044 032 100

Cu@ |1.00 089 089 1.00 047 089 089 089 089 1.00 037 1.00

Cu() 085 092 082 0684 071 086 094 083 096 083 063 095 1.00

Fo@) |1.00 099 100 100 045 009 099 099 088 100 036 1.00 084 1.00

Mg) (089 083 068 089 051 099 099 088 099 099 042 089 088 099 100

Mg@M | 100 089 089 089 052 1.00 098 069 089 099 042 100 097 099 099 1.00

Mn@) 1100 1.00 100 100 042 089 099 089 088 100 033 100 083 100 089 095 1.00

Mn() 1045 037 037 047 007 047 042 042 050 039 087 044 069 042 048 049 039 1.00

Na@ |-079 083 -084 081 015 -077 -0.80 -0.80 -0.75 063 021 -0.79 -059 080 076 -0.76 082 0.4 1.00

NI () 099 089 089 099 049 089 099 089 099 069 039 099 086 089 089 099 089 046 077 1.00

N 089 089 089 099 048 089 092 083 088 0089 032 099 085 099 088 099 085 045 -078 099 1.00

Po) |023 027 020 022 035 025 023 023 025 020 035 022 032 022 023 025 021 037 -004 024 022 100

nm 1060 100 100 100 048 100 09% 069 098 100 037 100 0685 100 099 100 100 043 -080 089 089 022 100

2n@) (089 099 089 099 045 0.89 099 053 098 099 035 089 084 099 099 099 099 042 -080 099 089 024 099 1.00

Zn 1.00 100 1.00 1.00 044 099 09¢ 069 098 100 034 100 094 100 099 099 100 041 -081 008 089 021 100 093 1.00

Ar(357) } 067 089 089 088 020 096 097 097 094 058 020 087 087 0598 098 09 085 027 -088 0858 067 014 08 088 088 1.00

Ar(s0q) | 089 0893 089 089 0.40 089 099 099 097 089 030 089 082 099 088 085 100 037 -083 089 088 020 089 089 089 088 100

Ar(420) | 0086 089 069 069 031 067 083 068 085 089 020 086 068 098 097 087 089 020 -086 087 087 016 095 088 089 089 088 1.00

Ar(451) | 098 089 099 089 030 087 098 088 095 093 020 068 088 098 0687 097 089 027 088 087 067 0.5 098 068 089 0069 089 100 100
Al Ba™ Ba™ Cafl) Ca() Cd{) Cd() Cofi) Cof) CrM Cr() Cufip Cud) Fof) Mg(l) My Mn() Mn() Na() NI() NI) Phgt) I(M) 2n (@ Zn (@ Ar'™ Ar® Ar'® artt
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TABLE 3.15: CORRELATION MATRIX OF DATA SET OBTAINED AT EXPERIMENT 6 CONDITIONS

RF Power 1250 W & Nebuliser Gas Flow Rate 1.2 Lmin™

Al () 1.00

Ba (230} | -0.10 1.00

Ba (232} | -0.03 062 1.00

cCay 002 077 079 100

Ca(l) 045 -041 040 046 1.00

Cd D 009 079 080 085 -042 1.00

cdm 012 074 071 085 -032 088 1.00

Co (1) 008 072 070 085 -037 083 082 1.00

Co(l) 044 062 064 076 -0.11 088 082 074 1.00

Cr () 002 079 081 084 D45 006 086 087 080 100

cr 065 054 060 071 007 079 074 070 080 074 100

Cu( 010 076 078 093 038 096 087 087 085 095 07¢ 100

Cu (B} 035 073 076 088 -027 094 088 085 092 081 093 083 1.00

Fo @) 002 080 062 093 -047 095 087 089 081 098 075 085 083 100

Mg (1) 010 078 080 091 -040 095 088 085 086 093 078 084 094 096 1.00

Mg 043 0695 072 0B84 022 080 085 082 092 087 095 090 099 000 091 100

Mn (M 004 081 082 095 D44 097 089 083 083 097 077 086 095 099 097 091 100

Mn (M) 076 044 049 059 003 068 065 06Y 083 062 097 068 08 064 069 090 0668 1.00

Na () 035 059 059 D66 091 -064 -058 -059 035 -067 -029 -062 -053 -0.71 -0684 -049 089 -0.18 1.00

N D) 008 07¢ 078 083 D36 095 089 085 083 093 077 094 093 085 095 090 095 067 -060 100

NI@D 025 067 067 082 -0D20 088 079 075 085 084 080 O0B68 0B8 085 085 087 086 072 -045 084 100

Pb M) 007 069 060 076 -040 080 O71 070 065 076 054 076 071 075 077 0867 077 044 -056 074 067 1.00

nm 006 082 062 095 -050 09 087 0838 078 09 071 0985 091 088 085 087 089 059 073 0985 083 079 100

2n (1) 017 058 065 080 020 081 074 074 076 081 071 078 080 079 078 078 0£0 062 -048 078 076 060 078 100

n{) 019 078 078 092 032 09 088 087 090 094 083 084 096 095 085 094 09 074 -057 095 088 075 084 08 1.00

Ar(357) |-022 073 073 091 D60 085 073 079 058 087 052 084 073 087 082 070 087 039 075 082 069 068 089 071 079 100

Ar(404) | -0.06 078 077 095 -050 094 082 085 074 0985 068 092 087 083 090 083 085 055 -070 092 081 078 085 077 091 089 1.00

Ar(420) | -009 068 069 086 -0.25 062 077 077 060 082 056 081 074 081 078 072 0683 €45 055 083 073 064 083 069 079 062 084 1.00

Ar(451) | -0.40 070 070 087 -055 080 0668 0.72 050 082 038 078 062 079 075 056 080 020 -068 077 063 068 0B84 066 073 080 087 083 1.00
Al() Ba'™ Ba™ Ca() Cafl) Cd(l) Cd(l) Col) Co(l) Cr(l) Cr(l) Cu() Cu() Fe(l) Mg(i) Mg() Mn(l) Mn() Na() NI(@) Ni() Pb() M@ Zn() Zn@®) Ar’™ Ar*™ Ar'™ aAr'™
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TABLE 3.16: CORRELATION MATRIX OF DATA SET OBTAINED AT EXPERIMENT 7 CONDITIONS
RF Power 1250 W & Nebuliser Gas Flow Rate 0.6 Lmin™

AlM 1.00

Ba(230) | 0.68 1.00

Ba(232)| 0.98 083 1.00

ca@) |089 088 089 1.00

caf) 009 087 088 089 1.00

cdap |o099 098 097 o099 007 100

cd@ 067 095 057 096 064 083 100

Co 068 089 099 088 087 087 098 1.00

Cof} 0.07 097 089 088 088 085 094 083 100

Cr (@ 088 09 098 089 100 067 093 097 098 1.00

cr() 089 089 100 089 098 087 087 089 098 098 100

Cu@ |097 100 088 097 065 088 099 098 085 094 0988 1.00

cuf) 089 006 098 099 100 087 094 097 098 100 098 085 100

Feg) (086 0986 088 089 100 067 003 067 098 100 068 084 100 100

Mg {058 088 089 098 088 085 095 088 099 098 099 0066 068 098 100

Mg@m |[089 087 089 100 100 088 096 066 098 089 099 0986 100 099 098 100

Mr() 1088 086 083 089 100 087 093 067 088 100 088 094 100 400 008 100 100

Mn@) |087 069 0B84 066 062 070 072 064 058 060 063 071 062 060 067 064 061 100

NaQ) 082 088 083 084 086 068 083 080 085 097 082 085 096 097 094 085 097 0456 1.00

Ni ) 088 100 089 063 067 068 089 009 007 096 099 009 067 096 008 098 098 068 089 100

NI @ 086 0893 100 088 088 097 097 089 088 0688 009 098 093 068 099 098 098 063 093 099 1.00

Poap |0e7 097 088 097 096 0687 087 097 0896 086 097 097 098 086 096 087 086 066 069 097 087 1.00

nm 089 097 089 1.00 100 093 085 085 098 100 089 086 100 1.00 098 1.00 1.00 063 095 097 098 087 1.00

Zn(M 088 088 069 089 098 097 087 099 098 058 089 097 068 098 095 088 098 063 093 099 089 087 088 1.00

Zn ) 086 085 094 085 094 006 095 084 082 083 084 095 094 092 092 0895 093 070 0B84 055 0893 083 0894 083 100

Ar(357) | 074 068 -076 -0.76 -0.81 -067 062 -072 -082 083 076 -064 -081 -083 078 078 082 021 092 070 078 071 -0.80 0.75 -063 1.00

Ar(404) | -0.59 -052 -062 062 -088 -0.51 044 057 -069 -0.71 062 -048 -068 071 065 -065 070 -0.06 -0.84 -053 -062 056 066 061 -048 086 1.00

Ar(420) [ -0.80 074 -0.81 0.81 -0.88 -0.73 -063 078 -088 -0.87 081 -0.70 -0.86 -0.87 -0.63 -0.63 067 -0.29 -0.85 -0.75 -0.81 076 -0.85 060 -068 088 085 1.00

Ar(451) | 0.84 078 085 085 -0.90 -0.78 073 -0.82 -0.89 -0.60 -0.86 0.75 -0.80 -090 -0.67 -0.67 060 -034 0586 079 -0.85 0.60 -0.88 0.84 074 086 082 089 1.00
Al() Ba™ Ba™ Ca@) Co() Cd@i) Cd() Co(l) Cofl Cr(l) Cr() Cu(l) Cuf) Fo() Mp(l) My Mn({) Ma() Na@ NI(I) NI() POA) TI(M) Zn(W) Zn() Ar’™ ar'™ ar® pr'®
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TABLE 3.17: CORRELATION MATRIX OF DATA SET OBTAINED AT EXPERIMENT 8 CONDITIONS

RF Power 1500 W & Nebuliser Gas Flow Rate 0.9 Lmin™

Al (D) 1.00

Ba230) | 0.00 1.00

Ba(232)| 0.32 063 1.00

cagh | o087 004 040 100

caq 028 088 035 005 1.00

cagp |o088 017 051 097 013 1.00

ca 0.74 010 038 097 -024 0981 100

Co@ |08t 001 044 097 -009 008 008 1.00

Cofd 083 029 023 08 -022 088 083 084 1.00

cr(ip 054 003 042 088 013 087 090 083 090 1.00

cr 0.07 013 018 078 033 075 060 068 0768 085 1.00

cuap |o082 013 035 087 001 094 092 086 097 086 084 1.00

cu@d 080 036 0.13 089 004 082 0681 084 084 080 081 084 1.00

Foa) |o084 008 035 098 006 095 081 083 093 089 087 088 084 1.00

Mgy |o0so 027 020 083 -000 087 068 091 088 092 085 097 087 084 100

Mg @ 083 029 047 081 001 085 083 085 093 083 082 084 099 088 098 1.00

Mn() |087 -02% 028 088 010 082 0604 005 098 085 080 008 098 058 086 086 1.00

Mn(@ J088 008 021 075 036 076 059 068 078 084 089 084 089 085 085 083 079 1.00

Na®) 073 011 035 050 051 057 033 048 050 060 077 060 062 059 060 062 053 081 1.00

Ni QD 0.84 008 039 006 009 064 0894 089 0868 093 073 098 088 094 094 088 09 074 053 1.00

Ni@ 086 -011 034 088 -010 085 086 097 097 085 077 097 091 098 096 092 088 076 052 097 1.00

Po; 081 015 054 083 006 085 090 064 086 082 068 091 077 080 084 080 083 068 051 082 092 1.00

nm 020 085 050 001 085 018 -0.17 -0.03 -023 013 018 -002 -014 004 014 -007 012 023 042 -005 008 012 100

Zn@) 073 002 042 05 -021 083 098 088 093 089 058 092 079 089 087 080 092 058 037 096 085 082 -0.12 1.00

(@ 063 053 046 047 062 058 034 043 029 058 055 048 035 051 035 041 038 057 045 042 041 053 062 0.35 1.00

Ar(3sT) [-001 072 -0.30 028 -0.84 007 044 023 038 0415 -004 021 031 022 028 029 035 011 038 023 029 012 -08 034 -043 1.00

Ar(dog) | 0.18 055 -0.14 043 0586 024 054 034 044 034 014 034 042 040 035 044 047 005 -027 031 039 028 -060 041 -0.15 090 100

Ar(420) | -0.54 0.5 0.27 -0.43 038 -0.52 0.30 -0.50 -0.48 -0.47 -0.58 053 -0.50 -0.47 -0.55 -047 047 -064 -0.75 -055 049 047 -0.34 041 032 047 048 1.00

Ar(4s1) | 0.03 073 032 031 -074 0.09 043 023 039 018 003 024 035 026 030 035 038 -008 535 022 030 0194 -077 032 037 097 085 046 1.00
Al Ba™ 8a™ Ca@p Co() CA Cd@) Co() Cofl) Cr(l) Cr() Cu( Cu(l) Fe() Mg() Mg(h Mn( Mn@® Na@) NI(D NI() Pb () TI(M) Zn(@ Zn() Ar*™ Ar® ar'® ar*®
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TABLE 3.18: CORRELATION MATRIX OF DATA SET OBTAINED AT EXPERIMENT 9 CONDITIONS

RF Power 1000 W & Nebuliser Gas Flow Rate 1.2 Lmin™

Al() 1,00

B8a(230) | 0.26 1.00

Ba(232)| 058 026 1.00

Co() |084 027 064 100

Co() 030 -0.14 -013 0.02 1.00

ca@py |o0es 030 063 094 001 1.00

cd() 065 02t 053 051 -011 080 1.00

Cof} |062 028 058 075 -008 075 061 100

co 049 024 032 036 026 058 047 045 1.00

cra 079 027 062 0.82 -005 081 075 078 049 100

crm 097 027 062 084 021 083 074 071 045 087 1.00

cu@p |083 030 061 080 007 084 080 077 065 090 089 100

cu 080 031 061 0B84 001 0893 074 072 076 085 080 093 1.00

Fo (1) 087 033 067 082 -008 096 080 074 062 080 092 095 0984 1.00

Mg@) |08 025 062 003 000 093 074 075 050 080 082 092 0689 082 100

Mg®m o051 031 063 081 001 085 078 075 065 089 0984 095 057 095 0983 1.00

Mp() |086 030 066 085 -009 086 083 077 060 082 093 096 084 087 084 097 100

Mn@m (088 027 061 082 024 082 071 069 046 085 099 088 091 090 081 084 0061 1.00

Na@) 024 013 005 011 080 -005 012 -0.09 062 005 021 018 017 011 000 -008 -0.11 022 1.00

Ni D) 080 027 062 088 003 08 070 070 057 085 085 085 087 088 084 088 089 084 -008 1.00

N @ 071 022 048 074 001 080 069 063 05% 073 075 080 080 077 076 080 081 074 011 072 1.00

Pbay | 050 025 043 050 -0.02 061 050 041 040 055 052 05 054 056 051 054 055 050 -009 055 047 1.00

nm 088 027 065 089 002 096 081 076 044 082 096 092 088 095 095 093 097 094 009 088 076 053 1.00

Zn @ 037 016 020 051 -013 050 046 039 036 047 043 055 048 049 052 053 053 042 -0.18 044 045 023 050 100

nm 072 027 062 091 -014 091 081 077 053 068 082 090 085 090 067 069 063 080 -0.18 083 077 051 089 057 100

Ar(35) | 067 026 083 092 021 085 076 071 034 088 080 08 075 085 086 083 069 077 -009 080 0569 046 080 054 090 1.00

Ar(d04) | 082 026 064 067 009 095 082 077 048 093 080 093 088 084 093 092 096 089 -005 087 077 053 087 055 094 082 1.00

Ar(420) | 067 026 062 084 -020 087 080 074 032 088 080 085 074 088 087 083 081 077 -007 078 070 044 082 056 082 067 084 100

Ar(451) | 069 024 060 086 -0.08 087 079 073 024 088 083 083 071 085 087 081 069 080 007 078 0659 045 083 053 080 0985 0984 089 1.00
A@ Ba™ Ba™ Ca) Co() Cd@) Cd(® Cofl) Co) CrM Cr() Cu(ih) Cuf Fo() Mg} Mg Mn(M) M) Na@ NIID NI) Pb() TIM Zn@) Zn() A’ Ar® Ar'® ar'
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TABLE 3.19: CORRELATION MATRIX OF DATA SET OBTAINED AT EXPERIMENT 11 CONDITIONS

RF Power 1500 W & Nebuliser Gas Flow Rate 1.2 Lmin™

Al 1.00

Ba(230) | -0.39 1.00

Ba(232) | 041 0.97 1.00

Ca() -005 070 078 1.00

Ca( 054 .84 080 030 1.00

cd) 012 06t 089 060 -0.79 1.00

cd@ 0.2 08 095 078 -0.74 083 1.00

Co (1) 012 069 088 058 -0.78 085 093 100

Col 081 017 022 £18 025 015 -0.01 018 1.00

crap 037 068 088 075 -081 083 097 050 -0.16 1.00

cry 071 033 031 044 -010 059 0489 057 071 037 1.00

Cufl)) 019 083 090 060 -062 068 0985 097 011 093 052 1.00

Cu) 001 089 088 067 072 097 094 09 023 090 068 097 100

Fo(l) 030 067 086 068 -085 097 087 095 -0.06 098 043 097 084 1.00

Mg() |-020 094 092 084 -0B82 088 086 097 007 085 053 068 097 099 1.00

Mg 000 080 083 070 072 086 095 095 020 081 067 087 1.00 085 087 100

Mn@) |-031 067 085 069 0B84 085 087 094 -D07 098 042 057 095 100 088 0985 1.00

Mn() 085 012 017 038 014 038 030 038 077 016 0988 030 050 021 031 049 021 100

Na () 018 023 -013 045 065 -033 013 035 015 016 -002 038 -028 028 -032 025 028 014 1.00

NI (1) 005 088 085 059 075 089 081 085 022 089 083 095 098 084 067 096 093 043 -031 1.00

NI (D 004 08 082 058 -071 063 081 084 027 088 061 09 09 081 09 05 091 043 033 082 1.00

Pb ) 018 082 089 061 -080 094 083 0985 009 092 051 086 095 085 086 084 08 031 035 052 083 1.00

na 032 088 097 073 -082 095 088 0893 010 099 042 088 093 089 097 094 089 021 -021 082 089 084 1.00

Zn (1) 009 085 080 045 -080 095 087 084 023 085 057 088 095 092 0984 093 091 036 049 054 093 093 083 1.00

Zn (1) 02 095 085 078 073 092 068 082 001 087 049 095 095 057 085 095 087 031 -013 05 092 094 087 087 100

Ar(357) | 059 063 070 078 038 035 058 034 068 065 016 038 034 054 043 037 055 £25 04t 031 028 040 060 019 058 1.00

Ar(404) | -048 065 072 085 -033 042 064 039 -055 068 003 042 041 057 048 044 058 -011 048 038 038 045 063 024 064 087 1.00

Ar(420) |-0.56 059 067 o078 -0.33 033 056 030 -068 062 -015 034 031 050 040 035 051 -022 046 020 026 037 056 015 055 068 088 1.00

Ar(451) | 053 041 050 071 -011 013 038 0.1% -068 044 -027 014 011 031 020 0.5 032 029 062 009 006 0.17 038 008 038 085 095 097 1.00
Al B82™ Bo"™ Cog)) Ca) CAd( Cd() Cofl) Co() Cr() Cr() Cuf@ Cuf) Fo() Mg(l) Mg Mn(@ Mr() Na) NI() NI(Y Po) MW Zn(m Zn() A A Ar® Ar®
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TABLE 3.20: CORRELATION MATRIX OF DATA SET OBTAINED AT EXPERIMENT 12 CONDITIONS

RF Power 1500 W & Nebuliser Gas Flow Rate 0.6 Lmin™

Al 1.00

Ba230) | 0.97 1.00

Ba232) 1 0.88 1.00 1.00

Ca@ 068 096 068 1.00

Co(l) 097 098 068 099 1.00

cd ) 084 098 088 0% 098 1.00

Ccd) 0687 100 100 097 068 099 1.00

Co{l) 086 099 069 096 087 099 099 1.00

Co (D 069 097 088 097 087 085 087 088 1.00

cr 069 098 099 098 087 095 088 097 098 1.00

cr() 069 096 098 098 096 093 097 085 098 069 1.00

Cu ) 095 099 089 095 087 099 099 089 (095 088 0985 1.00

Cu{d 0968 09 067 099 0988 093 056 085 097 068 098 094 1.00

Fe (1) 0988 097 0068 099 0689 095 098 097 097 0968 097 057 0.89 1.00

Mg (1) 098 096 097 097 085 094 06868 085 097 068 0683 084 098 096 1.00

Mg () 098 094 0608 099 0688 082 095 084 097 068 098 093 099 098 098 1.00

Mn (1) 0968 097 098 089 089 084 087 097 097 099 097 09 100 100 096 099 1.00

Mn 099 097 098 097 087 094 087 098 098 098 098 08 097 097 097 0987 087 1.00

Na () 089 0S84 08 090 0984 094 084 096 089 092 087 095 092 094 086 089 093 080 1.00

NI1D 098 099 099 097 087 088 069 068 098 088 088 097 0S8 097 098 098 087 098 090 1.00

N 097 099 099 09 098 098 0989 099 097 088 0868 099 066 098 095 095 097 097 095 097 1.00

Ph (1) 064 0989 008 094 086 097 068 069 094 068 082 097 004 066 093 092 095 094 066 095 098 100

na 098 096 098 100 089 084 067 098 097 098 088 095 400 099 097 100 100 097 061 097 096 084 1.00

Zn (1) 095 100 089 095 087 089 099 089 095 096 094 099 064 098 094 092 095 095 065 098 098 088 094 100

Zn( 097 099 089 096 088 099 099 089 097 087 096 089 085 097 098 08 098 097 093 099 099 09 045 089 100

Ar¢357) | -080 087 -086 -079 -0.85 -0.87 -085 089 -080 -0B83 -077 -0.88 -0.82 -085 -0768 -0.77 0.83 082 -095 08y -0.69 LB9 -0.80 -0.88 -0.86 1.00

Ar(do4) | -072 078 078 070 -0.77 -0.78 077 081 071 D75 D69 £L79 074 077 -067 068 -0.76 -0.74 -091 -07¢+ -081 083 -072 080 -0.76 083 100

Ar(420) | 083 069 -0.68 082 -0.88 -0.89 -0.85 -0.91 -0.83 -0.86 -0.81 -0.91 -0.85 -0.88 079 -081 086 -085 -0.97 -0.84 -081 081 -083 060 068 057 008 1.00

Ar¢451) | -080 -085 -0.70 076 -0.72 059 -0&7 -085 -0.76 -0.78 079 -063 -081 076 -075 -082 079 078 082 -069 069 -065 -0.79 061 -0668 053 056 061 1.00
Al@) Ba™ Bs™ Ca(l) Caf) Cd{ip Cd(l) Cafl) Co()) Cr() Cr() Cu(l) Cufl) Fofl) Mg(l) Mg Mn() Mn(D Na() NI(1) NI() PO() TI() Zn () Zn() Ar™™ Ar* Ar'® Ar*
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3.3.2 THE DRIFT PATTERN EVOLUTION

Table 3.21 resumes the information obtained from the drift plots and correlation matrices.

As expected, the study identified different drift patterns depending on the instrumental
parameters. The magnitude of the drift error also varied with the instrumental settings as can
be observed in Figure 3.5 to Figure 3.16. Some of the instrumental settings produced very
stable signals with drift values below 3% over the entire experiment, as was the case when
using the central conditions, i.e. RF power of 1250 W and nebuliser flow rate of 0.9 Lmin™,
and the moderate conditions, RF power of 1125 W, and nebuliser flow rate of 0.75 Lmin™. In
other cases, the magnitude of the dift can reach values over 20%, i.e. experimental

conditions: RF power of 1375 W, nebuliser flow rate of 1.05Lmin™.

However, one of the most interesting observation from the results is the evolution of the type
of dnft patterns with the changes in the instrumental parameters. Some similarities were
found between drift plots at experimental conditions 1 and 9, (Figure 3.6 and Figure 3.14,

respectively). The same for Experiments 3 and 11, Figure 3.8 and Figure 3.15, respectively.

To better visualise the trends, the results are summarised in Figure 3.17. A number of points
may be noted. For instance, in the right-bottom corner, the plots show two trends, one
grouping all the analyte lines and the other containing the four argon lines. This separation
into two groups was found every time the instrument was set at robust or at least moderately
robust conditions (e.g. 1500W, 0.60Lmin™; 1375W, 0.75Lmin""; 1250W, 0.60Lmin™' for the RF
power and the nebuliser gas flow rate respectively). A deficiency in the transport system due
to a low nebuliser flow may cause this effect, since such conditions may lead to a partial
blocking of the nebuliser tip, thus deteriorating its performance. This problem will only affect
the analyte lines, since the argon line characteristics do not necessarily rise from the

nebulisation process.
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TABLE 3.21: SUMMARY OF RESULTS.

INSTRUMENTAL | RF Power (W) 1000 1125 1250 1375 1500

CONDITIONS | NebuliserFlowRate | 0.60 0.90 1.20| 0.75 1.05|0.60 0.90 1.20|0.75 1.05 | 0.60 090 1.20
{LUmin)

DRIFT Average — 732 114|108 320|053 087 289 | 317 889 | 347 218 375
After 8 hours Minimum — 024 002|002 012|007 001 049|198 011 | 035 001 036
(%) Maximum — 1746 559 | 259 901|148 161 579|645 2117 | 883 456 9.79
CORRELATION Average - 071 062|054 040|095 041 061|098 053 | 097 064 055
Atomic-Atomic | -~ 058 058 [ 044 018 | 091 035 050 | 098 039 [ 097 068 036
Analyte- Analyte lonic-lonic —~ 089 069 |08 088|098 061 08 | 098 077 | 097 066 091
Atomic-lonic —- 066 059|042 021|094 032 052|097 046 | 097 061 042
CORRELATION Average — 079 070|054 040 |-074 028 062|087 063 |-080 005 0.28
Argon-Atomic — 064 062|023 004 (-073 008 040 {-08 052 |-079 -006 009
Argon- Analyte | argon-lonic —~ 092 076|080 071|-075 046 081 |-086 072 |-080 -004 044
REMARKS Trends -~ YES ? | NO ? |YES NO NO |YES VYES | YES YES VYES
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Another set of similar pattems can be found in the right-top area of Figure 3.17. This zone
corresponds to unusual instrumental conditions, i.e. both high RF power and nebuliser gas
flow, and is therefore not of great practical interest. However, in a similar way to the results in
the right-bottom area discussed above, a couple of the plots show similar trends. The
experiments run at RF power setting of 1375 W and nebuliser flow rate of 1.05Lmin™ and at
RF power 1500 W with a nebuliser flow rate of 1.20Lmin" present similar patterns, with very
unstable signals during half of the experiment prior to a stabilising of the signals.

In the middle area of Figure 3.17, near the central conditions, various plots show more stable
data sets, with low drift values but relatively noisy signals (i.e. the experimental settings
1250W, 0.9 Lmin™; 1250 W, 1.2 Lmin™ and 1125 W, 0.75 Lmin™"). Under such conditions, no
trends are observed and the evolution in the signal is quite chaotic.

A final group of plots can be recognised at the top left corner of Figure 3.17. When using a
low RF power and a high nebuliser gas flow rate (i.e. 1000 W, 1.2 Lmin™ or 1125 W, 1.05
Lmin™') a warming up effect is observed. At such conditions, the plasma is slightly cooler due
to the low power employed and the high setting for the nebuliser gas, which also contributes
to the cooling effect.

Finally, when setting the instrument at 1000W and 0.9L/min, i.e. operating conditions which
are very similar to the so-called ‘standard conditions’, (1000W and 1.0L/min), high values of
drift were observed. Under such setting, the emission signals tended to drift to progressively

higher values,

3.3.3 CORRELATION AND INTERNAL STANDARDISATION

The correlation coefficient is a measure of the linear relationship between fluctuations in the
analyte and internal standard signals. Thus, to achieve good drift correction by internal
standardisation, a high correlation between the analyte and internal standards is necessary.

The correlation matrices of each data set (Table 3.9 -Table 3.20) have shown how the
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correlation between emission lines changes from one set of experimental conditions to
another, as well as the type (i.e. atomic, ionic, argon) of the line. These results indicate that
only when working at robust or moderately robust conditions, do we observe very high inter-
analyte correlation independent of the nature of the emission line, i.e. atomic or ionic line.
This implies a limitation to the use of internal standardisation to correct for drift. The results
indicate that whilst internal standardisation may be an option when working at robust
conditions, the approach is of very little value when softer settings are employed. This is in
agreement with the work by Romero et al.®® where they found that the use of non-robust
conditions made the use of internal standardization complex. This problem will be studied in

more detail in Chapter 4.

3.3.4 MUuULTI-WAY ANALYSIS

As discussed in Section 3.3.2, the variation in the drift patterns from one set of conditions to
another is not random. Groups of settings with similar drift patterns are observed, reflecting a
progressive change in drift patterns as the instrumental conditions vary. For this reason, a
multi-way analysis allowing the complete array of data to be analysed at once was

performed.

Parallel factor analysis was applied to the data array. PARAFAC found that the best model
resulted when only two factors were calculated see Section 3.2.4 (96.8% of the total variance
was explained). Clearly, this was expected since we are altering just two instrumental
parameters in this study, although it may additionally indicate that the model is working well.
The PARAFAC results are presented in three data matrices, one for each mode, which
compile the scores of each sample on each new PARAFAC factor. The first mode
corresponding to emission lines, the score matrix-A has been plotted in Figure 3.18. A partial
separation can be observed between atomic and ionic lines and more specifically between

soft and hard lines.
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FIGURE 3.18: PARAFAC SCORE PLOT ALONG THE FIRST MODE.
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The closer to the right hand side bottom corner of the plot, i.e. high score on PARAFAC
factor 1 and low on PARAFAC factor 2, the harder is the emission line.

In a similar way, Figure 3.19 represents the scores of factor 1 and 2 along the second
dimension versus replicates, i.e. time. The drift patterns of some specific instrumental

conditions have clearly conditioned the formation of these factors.

FIGURE 3.19: PARAFAC FACTORS ALONG THE SECOND MODE.

Scores on PARAFAC Fector 1 along the second way Scoms on PARAFAC Factor 2 along the second way

Finally, Figure 3.20 shows the PARAFAC score plot along the third mode. The distribution of
the experiment points on the new axes is nearly linear, with a remarkable trend to robust

conditions, i.e. high RF power and low nebuliser gas flow rate.
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FIGURE 3.20: PARAFAC SCORE PLOT ALONG THE THIRD MODE.
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In order to quantify these graphic observations, the degree of correlation, r, between the
loadings of the new PARAFAC factors and several physical parameters of our data has been
calculated. Thus, the scores of the new components in the first mode (A-Matrix) were
correlated to the energy data of the lines studied: excitation energy, ionisation energy and
emission energy of the monitored lines. The B-loading matrix was compared to the shape of
the drift patterns, and the C-loadings were correlated to the levels of the RF power and the
nebuliser flow rate set in each experiment.

Importantly, the correlation levels found in this exercise, enables the interpretation of the

physical significance of the PARAFAC factors. The results are summarised below:

= Within the 1st Mode: Emission Lines

¢ Factor 1: Some correlation was found with the emission energy of the emission lines
(r=0.58).
e Factor 2: The scores of the second factor are highly correlated to the inverse of the

excitation energy of the emission lines (r = 0.90).
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It seems important to notice that even though most of the variance in the data array is
concentrated along the third mode, the drift pattems and the physical characteristics of the

lines are also conditioning the formation of the PARAFAC factors.

The PARAFAC model therefore successfully fits most of the variation in the data using only
two 3-dimensional factors. Although, no analytical information was incorporated into the
matrix when performing the PARAFAC analysis, the new factors are highly correlated to
some of the physical knowledge we have for the data, thus the new PARAFAC factors are
easy to interpret. The results so far suggests that the two instrumental parameters modified
in our study are indeed the cause of most of the variation in the data set and so, are directly

implicated in the drift phenomena.

3.4 SUMMARY

The results presented here are in agreement with and complementary to previous work
indicating that the RF power and the nebuliser gas flow rate settings have a fundamental
effect on the robustness of the data.

The results shown in Figure 3.17 can provide the analyst with a quick reference to better
optimise their instruments for long-term stability. In addition, this study facilitates the

appropriate use of internal standards for drift correction:

+ Soft conditions, low power (RF~1000 W) with medium to high nebuliser flow (>1.0 Lmin™),
give very unstable signals over time and complex drift pattems. At these conditions, the
use of an internal standard to compensate for instrument drift will not lead to an

improvement on the quality of the data.
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¢ At medium power (RF=1250W), the data obtained indicates that the instrument is
generally quite stable, showing drift values below 5%. However, the drift patterns are very

complex, and internal standardisation methods would not be appropriated.

e At robust conditions, the instability is highly correlated between all the analyte lines and
any line can be employed to correct for drift.

The use of the multi-way approach, PARAFAC, has also been shown to be a powerful tool to

describe the system:

e The results are easier to interpret than those obtained using PCA due to the smaller
number of parameter implied in the formation of the PARAFAC factors.

s A mathematical interpretation of the tri-dimensional factors has been achieved by using

physical parameters related to the system.
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CHAPTER 4

DRIFT CORRECTION

4.1 INTRODUCTION

The study of the drift obtained at different instrumental conditions in Chapter 3, revealed the
difficulties of finding a generic methodotogy for drift correction. In particular, the limitation of
using an internal standard based method to correct for long-term bias was apparent.

Many internal standard methods are reported in the literature to correct for drift and to
minimise matrix effects. The criteria considered important in the selection of the intemal

standard element'® are listed below:
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o The concentration of the intemal standard element in the sample should be
negligible.

¢ In order to avoid contamination, the IS element need to be available at high purity.

« The internal standard element and the analyte should have similar volatilisation rates.

¢ The ionisation energies should be comparable.

« The atomic weights should be roughly the same.

¢ Similar excitation energies.

o Similar wavelengths.

¢ Similar intensity.
In addition, the use of internal standard methods is usually restricted to simultaneous
detectors. It seems clear that fulfilment of these conditions is usually not possible and
particularty when multi-element determinations are attempted; therefore compromises are a
necessity.
The work of Fassel et al. was the first to report the application of internal standardisation to
improve the accuracy and precision of ICP-AES determinations'®'%. However, later studies
identified the limitations of using a single standard element to correct for drift*® and several
authors suggested more complicated correction procedures often involving the use of several
internal standards. One such multi-intemal standard method described in the literature is the
generalised intemal reference method, GIRM proposed by Lorber'®, This approach uses
several internal standards, ideally between four and six, and may be used to correct for
drift'®, to improve sensitivity'®” or to compensate for background noise'®. Applications of the
GIRM are reported for improving the accuracy in metallurgical sample analysis'® and to
eliminate interferences and effects from drift?®. The parameter related internal standard
method, PRISM by Ramsey et al."®'®" used two internal standard elements. PRISM is based
on the observation that the majority of the correlated fluctuations in the instrumental signal
for a given element with respect to time can be traced by two parameters: the forward power

and the introduction efficiency. Since each of these parameters affect atomic and ionic lines
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differently, using one internal standard for each of these parameters can correct for drift on
both atomic and ionic lines. More recently, Mermet and Ivaldi®® suggested another mutti-
element internal standard method. In this case, an artificial reference standard was produced

by linear combination of multiple signals.

However, internal standard methods, even when appropriate, have several disadvantages in
practical analysis. Matching samples and standards with one or several internal standards is
time consuming, may be expensive and is often a potential source of contamination. For
these reasons, research has investigated alternative solutions where the intemal standard
matching step can be avoided. Several papers have been published by Barmes group using
an additional spectral line of the analyte under analysis as the intemal standard. This
approach known as the common anaiyte internal standard method (C.A.l.S.) has been

11029 and solvent volatility variations®%?®. The

applied to correct for drift'®, matrix effects
CAIS procedure avoids the internal standardisation step, however it does require a control

solution to be measured regularly.

The use of chemometrics techniques such as Kalman filters and neural networks have also
been utilised for drift correction in ICP-AES analysis. Kalman filters have been applied to
correct for low frequency random drift and flicker noise based drift'®'>®, Catasus et al. have
developed a specific neural network, the generalised regression neurai network for ICP-AES

calibration which is reported to minimise matrix effects and drift error™.

In this chapter, a number of different correction procedures are evaluated for a range of
instrumental conditions. The data sets obtained previously, (Section 3.3), were employed for
this study and special attention was given to working conditions that are commonly used for
analytical determinations, i.e. standard and robust conditions. In both cases, the potential of
using intrinsic plasma lines to correct for drift in order to avoid the intermal standard matching

step is discussed.
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4.2 DRIFT CORRECTION AT STANDARD CONDITIONS

Previous work on ICP-AES systems has demonstrated the convenience of working at robust
conditions, i.e. low nebuliser gas flow rate and high RF power. At such conditions, the
emission intensities are more stable and the drift patterns are highly correlated between all
the analyte lines. Under these conditions, internal standardisation methods may correct for
long-term drift error. However, many ICP-AES users employ soft conditions to perform their
analysis, i.e. the so-called "standard conditions”, which implies low RF power (~1000W) and
a medium nebuliser flow rate (~1.0Lmin™), These values facilitate the use of both soft and
hard emission lines with reasonable detection limits, and thus in practice are more versatile.
In addition, standard conditions are often promoted by manufacturers®. However, when
using such working parameters, the ICP-AES technique can give very unstable signals over
time and complex drift patterns as shown in Chapter 3, Figure 3.10. This chapter describes
work to develop a correction method for drift correction when the instrument is operated
under standard conditions:
Low RF power ~ 1000 W and moderate nebuliser gas flow rate ~ 1.0 Lmin’'

The procedure avoids re-calibration and sample matching with an internal standard element
by using an intrinsic argon emission line. The approach thus requires the analyst to monitor
only the drift on one argon line. A polynomial regression trendline is then fitted to the argon
drift, and the long-term drift on the other lines is estimated using the trendiine of the argon
emission once modified by a correction factor, £, which is specific for each emission line. To
date, this correction factor has been estimated by employing the results of a principal
component analysis performed on the data set. However, the ideal case would be to
estimate f; using only the physical properties of the emission lines. Section 4.2.6 will further
discuss this possibility.

The correction procedure described here has been developed using the data set obtained
from "Experiment 5", i.e. 1000 W and a nebuliser gas flow rate of 0.9 Lmin™'. Further details

are given in Section 3.2.
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4.2.1 THE CORRECTION PROCEDURE

In order to explain how the correction procedure works, the different steps employed in the

process are described below:

1. The trendline of the argon line is calculated by employing a polynomial model up to the

5th order:

y=htpn+pn'+ fyn’+ pon'+ psn®
Where:
y refers to the measured drift error

n refers to the replicate number

EQUATION 4.1

2. A correction factor, f; , specific for each emission line is determined using the results of a

principal component analysis, PCA, performed on the data:

L Odﬁnal,

Ji= Lod,,

Where
Lod 4,4, refers 1o the loading of analyte line i on PC1

Lod,,  refers to the loading of argon line on PC1

EQUATION 4.2

3. The drift on each emission line is then estimated using the trendline of the argon, and the

correction factor specific for the line, f. All the parameters, f3, of the argon trendline in n,

(i.e. B1, B2 B3 B4 Bs, not Bo ) are multiplied by f,.

Vi, = By + f1- Bl 0+ - B35 -n® + f- i -0’ + f - B n' 4 f, -

EQUATION 4.3

data before correction.

. The estimated drift is removed from the measured data to create the "corrected data set".

. The long-term drift on the corrected data set is calculated and compared to the drift on the
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4.2.2 CALCULATION OF THE TRENDLINES

Most curves can be fitted using a polynomial regression to the n™ order. Increasing the order
has the effect of improving the fit, i.e. the regression coefficient, r, will tend to one. In this
study, the drift patterns have been regressed to polynomial curves up to the 5th order, which
give an improved regression coefficient using a practical number of parameters: six

(Equation 4.1).

The polynomial equations were calculated using the software "CurveExpent, version 1.3"
(Daniel Hyams & Microsoft Corporation, USA). Of the argon emission lines monitored
previously (Table 3.3), three were retained for this study, Ar%™™ AF2"™ A" These were
selected due to their higher intensity and slightly better correlation with most of the analyte
lines of the set, as shown in Table 3.14. However, the Ar 404 nm line was later rejected due
to an interference with iron when this metal is present at high concentrations.

Although, only the trendline of argon were used in the correction procedure, the polynomial
regressions of all the other lines studied were also calculated. This facilitated a comparison
of the polynomial parameters of every line {0 those of the argon trendline, and thus allowed
the determination of where the specific correction factor should be applied. The parameters

of the polynomial regressions of the emission lines studied are reported in Table 4.1.

132



CHAPTER 4: DRIFT CORRECTION

TABLE 4.1: POLYNOMIAL REGRESSIONS OF THE EMISSION LINES STUDIED.

POLYNOMIAL PARAMETERS STATISTICS
Bo B B2 Bs Bs Bs s r

Al (1) 0.107 0313 -0.014 3.5E-04 -3.7E-06 1.4E-08| 0.23 0.992
Ca () 0.033 0.071 -0.0038 1.1E-04 -1.3E-06 5.5E-09| 0.13 0.886
Cd () -0.048 0316 -0.0133 3.2E-04 -3.4E-06 1.2E-08| 0.31 0.989
Co (l) -0.074 0.196 -0.0095 0.00026 -3.0E-06 1.2E-08| 0.25 0.981
Cr (1) 0.016 0.045 -0.0027 B.9E-05 -1.2E-06 54E-09| 0.13 0.865
Cu(l) 0.011 0.124 -0.0062 1.7E-04 -2.0E-06 8.2E-09( 0.16 0.973
Mg (1) 0.047 0257 -0.0116 2.9E-04 -3.1E-06 1.1E-08| 0.20 0.990
Mn (1) -0.026 0.047 -0.0029 9.2E-05 -1.2E-06 54E-09| 0.13 0.859
Na () 0.070 0.039 -0.0026 6.8E-05 -8.4E-07 3.7E-09| 0.14 0.958
Ni (1) 0.047 0319 -0.0145 3.6E-04 -3.8E-06 1.4E-08| 0.30 0.986
Zn(l) 0.254 0.462 -0.02 4.7E-04 -48E-06 1.7E-08( 0.35 0.992
Ba (II) -0.012 0.885 -0.0382 9.0E-04 -9.0E-06 3.1E-08| 0.66 0.993
Ba (Il) 0.321 0.832 -0.0348 8.1E-04 -8.1E-06 2.8E-08( 0.58 0.994
Ca (il 0.075 0.447 -0.0194 4.7E-04 -49E-06 1.8E-08| 0.31 0.994
Cd (I 0.122 0.238 -0.0108 2.7E-04 -2.9E-06 1.1E-08| 0.22 0.988
Co(ll) -0.003 0404 -0.0171 4.1E-04 -4.3E-06 16E-08| 0.44 0,985
Cr (ll) -0.068 0606 -0.0267 64E-04 -6.5E-06 2.3E-08| 0.41 0.994
Cu (Il 0.053 0.381 -0.0169 4.1E-04 -4.4E-06 1.6E-08| 0.25 0.993
Fe () 0.271 0.423 -0.0188 4.6E-04 -48E-06 1.8E-08{ 0.29 0.993
Mg (1) -0.204 0233 -001 25E-04 -28E-06 1.1E-08{ 0.23 0.988
Mn (il) 0.334 0.540 -0.0234 5.5E-04 -5.7E-06 2.0E-08; 0.36 0.994
Ni (11} -0.206 0.282 -0.0126 3.1E-04 -3.3E-06 1.2E-08| 0.28 0.984
Pb (1) 0.534 0.016 -0.0016 5.8E-05 -7.6E-07 3.2E-09| 0.43 0.442
Ti (I 0.193 0353 -0.0154 3.7E-04 -3.9E-06 14E-08| 0.23 0.994
Zn (1) 1.031 0.503 -0.0215 5.2E-04 -5.5E-06 2.0E-08| 0.53 0.988
Ar357nm | 0.048 0617 -0.0239 5.1E-04 -46E-06 1.4E-08| 0.56 0.993
Ar404nm | -0.011 0.415 -0.0187 4.4E-04 -4 4E-06 1.6E-08| 0.32 0.991
Ar420nm | 0.033 0.593 -0.0249 5.5E-04 -5.2E-06 1.7E-08| 0.34 0.996
Ar451nm | 0004 0.588 -0.0242 5.3E-04 -49E-06 1.6E-08]| 0.36 0.996
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4.2.3 THE CORRECTION FACTOR

The specific correction factors, f, were calculated using the loadings of a principal
component analysis performed on the Experiment 5 data set, as shown in Figure 4.1. The
loading in the first principal component of every emission line is compared to the loading of

the argon line (Equation 4.2).

FIGURE 4.1: DETAILS OF THE PRINCIPAL COMPONENT ANALYSIS PERFORMED TO THE DATA

Model: PCA

Data Employed: Drift values of Experiment 5
Samples: The 100 replicates

Variables: The 30 emission lines monitored

Pretreatment: None

Results: PC1 accounts for ~ 100% of the varation

Scores in PC1 toadings in PCY

. il |

|l

—

The "loading ratios" have been employed as specific correction factors, as shows Equation
4.2. In order to investigate where to apply the specific correction factor, the polynomial
parameters of all the fitted curves are compared. It was observed that the ratio of all
parameters of the analyte line multiplying n, to those of the argon line were relatively
constant, and this ratio was similar to the ratio of the PCA loadings, (Table 4.2 -Table 4.4).
Thus, the correction factors were calculated using the PCA loading ratios and applied to the

argon trendline by multiplying every parameter by f;, except the intercept, Bo. The drift on

each analyte line was then estimated using the procedure shown in Equation 4.3.
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TABLE 4.2: COMPARISON OF THE POLYNOMIAL PARAMETERS OF
THE ANALYTE LINES TO THOSE OF AR 404NM.

FROM THE PCA
Ratio (parameters of the analyte trendline/parameters of the Ar 404) LOADINGS LOADINGS
Bo B B2 Bs Ba Bs RATIO in PC 1
{(anaV/Ar)

Al (1) 947 076 0.75 0.79 0.84 0.89 0.82 0.13
Ca(l) -2.91 0.17 0.20 0.24 0.29 0.35 0.11 0.02
Cd () 4.25 0.76 0.71 0.74 0.77 0.79 0.89 0.14
Co (1) 6.51 0.47 0.50 0.59 0.68 0.76 0.53 0.08
Cr () -1.40 0.1 0.15 0.20 0.27 0.35 0.08 0.01
Cu (1) -097 030 0.33 0.39 0.46 0.52 0.30 0.05
Mg (1) 413 062 0.62 0.65 0.69 0.73 0.65 0.10
Mn () 2.34 0.11 0.15 0.21 0.27 0.34 0.07 0.01
Na (I) -6.19  0.09 0.14 0.15 0.19 0.24 -0.06 -0.01
Ni () 413 077 0.77 0.82 0.87 0.92 0.80 0.12
Zn (1) -2248 1.1 1.07 1.08 1.10 1.10 1.26 0.19
Ba (I) 1.05 213 2.04 2.04 2.03 2.01 2.37 0.37
Ba (I} |-28.44 2.01 1.86 1.84 1.83 1.81 2.38 0.37
Ca (i) -6.64 1.08 1.03 1.06 1.10 1.13 1.21 0.19
Cd () -10.84 0.57 0.58 0.62 0.66 0.71 0.63 0.10
Co (I) 0.31 0.97 0.91 0.93 0.96 0.99 1.10 0.17
Cr (1) 6.05 1.46 1.43 1.45 1.47 1.47 1.57 0.24
Cu (1) -4.71 0.92 0.90 0.94 1.00 1.05 0.98 0.18
Fe (II) |-23.95 1.02 1.00 1.05 1.10 1.14 1.13 0.18
Mg (I1) 18.09 0.56 0.53 0.58 0.64 0.70 0.62 0.10
Mn (Il) |-29.53 1.30 1.25 1.26 1.28 1.29 1.46 0.23
Ni (1) 18.24 068 0.67 0.70 0.74 0.77 0.68 0.11
Pb (M) |[-47.21 0.04 0.08 0.13 0.17 0.20 0.12 0.02
Ti (1) -17.11  0.85 0.82 0.85 0.88 0.91 0.95 0.15
Zn (1) |-91.23 1.21 1.14 1.19 1.24 1.27 1.60 0.25
Ar 357nm | -4.22 1.49 1.27 1.16 1.03 0.89 1.87 0.29
Ar404nm | 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.15
Ar420nm | -2.91 1.43 1.33 1.25 1.17 1.09 1.60 0.25
Ar45inm | -0.32 142 1.29 1.20 1.10 1.00 1.60 0.25
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TABLE 4.3: COMPARISON OF THE POLYNOMIAL PARAMETERS

OF THE ANALYTE LINES TO THOSE OF AR 420NM.

FROM THE PCA
Ratio (parameters of the anatyte trendiinc/parameters of the Ar404) | LOADINGS  LOADINGS
Bo B B2 Bs Ba Bs RATIO in PC1
(anal/Ar)

Al (I) 3.25 0.53 0.56 0.63 0.71 0.81 0.51 0.13
Ca(l) 1.00 0412 0.15 0.19 0.25 0.32 0.07 0.02
Cd(l) |-146 0.53 0.53 0.59 0.65 0.73 0.56 0.14
Co(l) |-224 033 0.38 0.47 0.58 0.70 0.33 0.08
Cr (1) 048 0.08 0.11 0.16 0.23 0.32 0.05 0.01
Cu(l) (033 021 0.25 0.31 0.39 0.48 0.18 0.05
Mg (I) |142 043 0.47 0.52 0.59 0.67 0.41 0.10
Mn (I) |-0.80 0.08 0.12 0.17 0.23 0.31 0.05 0.01
Na (I) (213 0.07 0.10 0.12 0.16 0.22 -0.04 -0.01
Ni (1) 142 0.54 0.58 0.65 0.74 0.84 0.50 0.12
Zn (I} |7.72 078 0.80 0.86 0.93 1.01 0.79 0.19
Ba(ll) |-036 149 1.54 1.63 1.73 1.84 1.48 0.37
Ba () [9.77 140 1.40 1.47 1.56 1.66 1.49 0.37
Ca(l) [228 075 0.78 0.85 0.94 1.03 0.76 0.19
Ccd{i) (372 040 0.44 0.49 0.57 0.65 0.40 0.10
Co (ll} |-0.11 o068 0.69 0.74 0.82 0.91 0.69 0.17
Cr (ll}) |-2.08 1.02 1.07 1.16 1.25 1.35 0.99 0.24
Cu () |162 064 0.68 0.75 0.85 0.97 0.62 0.15
Fe () 822 0.71 0.76 0.83 0.93 1.05 0.71 0.18
Mg (ll) |-6.21 0.39 0.40 0.46 0.54 0.64 0.39 0.10
Mn (ll) [10.14 0.91 0.94 1.01 1.09 1.19 0.92 0.23
Ni (Il) |-6.26 047 0.51 0.56 0.63 0.71 0.43 0.1
Pb (i) |16.21 0.03 0.06 0.1 0.15 0.19 0.07 0.02
Ti (1) 588 0.60 0.62 0.68 0.75 0.84 0.60 0.15
Zn (il) [31.33 0.85 0.86 0.95 1.05 1.16 1.00 0.25
Ar357nm | 145 1.04 0.96 0.92 0.88 0.82 1.17 0.29
Ar404nm |-0.34 0.70 0.75 0.80 0.85 0.92 0.63 0.15
Ar420nm 100 1.00 1.00 1.00 1.00 1.00 1.00 0.25
Ar451nm | 0.11  0.99 0.97 0.96 0.94 0.91 1.00 0.25
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TABLE 4.4: COMPARISON OF THE POLYNOMIAL PARAMETERS
OF THE ANALYTE LINES TO THOSE OF AR 451NM.

FROM THE PCA

Ratio (parameters of the anatyte trendiine/parameters of the ara0q) | LOADINGS LOADINGS
Bo B B2 Bs Ba Bs RATIO in PC1

{anal/Ar)

Al (1) 29.89 0.53 0.58 0.66 0.76 0.89 0.51 0.13
Ca(l) 9.19 0.12 0.16 0.20 0.27 0.35 0.07 0.02
Cd (l) -13.41 0.54 0.55 0.61 0.70 0.80 0.56 0.14
Co {l) -20.56 0.33 0.39 0.49 0.61 0.76 0.33 0.08
Cr (l) 442 0.08 0.1 0.17 0.25 0.35 0.05 0.01
Cu () 3.06 0.21 0.26 0.33 0.41 0.53 0.18 0.05
Mg (I) 13.04 044 0.48 0.54 0.63 0.74 0.41 0.10
Mn() | 740 o008 012 017 025 034 0.05 0.01
Na (I) 19.54 0.07 0.1 0.13 0.17 0.24 -0.04 -0.01
Ni (1) 13.04 0.54 0.60 0.68 0.79 0.92 0.50 0.12
Zn (i) 7086 0.79 0.83 0.90 1.00 1.10 0.79 0.19
Ba (ll) -3.33 1.61 1.58 1.70 1.85 2.01 1.48 0.37
Ba () 89.79 142 1.44 1.54 1.67 1.81 1.49 0.37
Ca (ll) 20.96 0.76 0.80 0.89 1.00 1.13 0.76 0.19
cdn 34.21 0.40 0.45 0.52 0.60 0.71 0.40 0.10
Co (Il) -0.97 0.69 0.71 0.78 0.88 1.00 0.69 0.17
Cr (1) -19.10 1.03 1.10 1.21 1.33 1.48 0.98 0.24
Cu () 1486 065 0.70 0.79 0.80 1.06 0.62 0.15
Fe () 7562 072 0.78 0.87 1.00 1.15 0.71 0.18
Mg(l) [-5711 040 041 048 058 070 | 0.39 0.10
Mn (il) 93.23 0.92 0.97 1.05 1.16 1.30 0.91 0.23
Ni (ll) -57.57 048 0.52 0.59 0.67 0.78 043 0.11
Pb (ll) [149.03 0.03 0.06 0.11 0.16 0.20 0.07 0.02
Ti (1) 54.02 060 0.64 0.71 0.80 0.92 0.60 0.15
Zn (I} (28799 0.86 0.89 0.99 1.12 1.27 1.00 0.25
Ar 357nm | 13.31 1.05 0.99 0.97 0.94 0.89 1.17 0.29
Ar 404nm | -3.16 0.71 0.77 0.83 0.91 1.00 0.63 0.15
Ar420nm | 9.19 1.01 1.03 1.05 1.07 1.09 1.00 0.25
Ar45inm | 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.25
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TABLE 4.5: IMPROVEMENT FACTOR AFTER USING THE DRIFT CORRECTION PROCEDURE

Final Drift After Correction by Improvement Factor
Drift Ard404 Ard420 Ard51 | Ar404 Ard420 Aras1
Measured] nm nm nm nm nm nm
Al (1) 6.0 0.2 0.2 0.2 30 32 31
Ca(l) 0.5 0.2 -0.3 -0.3 2 2 2
Cd (1) 6.3 0.0 -0.4 -0.4 176 16 16
Co () 3.9 0.2 -0.1 -0.1 25 39 39
cr(l) 0.3 -0.2 -0.3 -0.3 2 1 1
Cu () 1.9 -0.1 -0.3 -0.3 13 7 7
Mg (1) 4.6 0.0 -0.3 -0.3 174 13 13
Mn (1) 0.4 -0.1 -0.2 -0.2 3 2 2
Na {1) -0.8 -0.3 -0.3 -0.3 2 2 2
Ni (1) 5.6 0.0 -0.4 -0.4 725 15 15
Zn (1) 9.0 0.2 -0.4 -0.4 58 21 21
Ba 230 17.5 08 -0.2 -0.2 21 99 94
Ba 233 17.4 0.7 -0.3 -0.3 24 56 54
Ca{(ll) 8.8 0.3 -0.3 -0.3 34 29 29
Cd () 4.4 0.0 -0.3 -0.3 102 13 13
Co (ll) 8.2 0.4 -0.1 -0.1 19 102 97
Cr{ll) 11.5 0.5 -0.2 -0.2 25 48 47
Cu (I1) 7.2 0.3 -0.2 0.2 26 38 a8
Fe (ll) 8.2 0.2 -0.3 -0.3 34 29 28
Mg (') 4.4 0.0 -0.3 -0.3 412 15 15
Mn (1) 10.6 04 -0.3 -0.3 28 37 36
Ni (1} 4.8 0.0 -0.3 -0.3 957 14 14
Pb (ll) 0.2 -0.6 -0.7 0.7 0 0 0
Ti () 6.9 0.2 -0.2 0.2 29 34 33
Zn (1) 114 0.2 -0.5 -0.5 50 23 23
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TABLE 4.6: SECOND DATA SET.

IMPROVEMENT FACTORS AFTER USING THE CORRECTION PROCEDURE

Final Drift After Correction with Improvement Factor
Drift | Ard404 Ar420 Ard51 | Ara04 Ard20 Ar451

Measured nm nm nm nm nm nm

Al (1) 34 0.0 -0.4 -0.4 114 8 9
Ca(l) -1.9 0.1 -0.1 -0.1 22 14 16
cd (1) 47 0.1 0.4 -0.4 44 11 12
Co (1) -2.3 -0.3 -0.5 -0.5 8 4 5
Cr () 2.2 0.5 -0.7 -0.7 4 3 3
Cu (1) 2.9 -0.8 -1.0 -1.0 4 3 3
Mg (1) 4.6 04 -0.9 -0.9 11 5 5
Mn (i) -0.6 0.2 -0.2 -0.2 3 2 2
Na (1) -1.5 0.3 0.1 0.1 5 15 13
Ni (1) -3.9 -0.2 -0.6 -0.6 18 6 6
Zn (1) 4.3 -0.1 -0.5 -05 58 8 8
Ba 230 -4.2 -0.1 -0.5 -0.5 53 8 8
Ba 233 4.1 -0.3 -0.7 -0.7 16 6 6
Ca (ll) -5.5 -0.1 0.7 0.7 48 7 8
Cd (i) 4.1 -0.4 -0.8 -0.8 10 5 5
Co (i) 4.5 0.0 -0.5 -0.5 271 9 9
Cr () -5.5 -0.3 -0.9 -0.8 20 6 7
Cu () 27 0.0 0.3 -0.3 404 9 9
Fe (ll) -4.6 0.7 -1.1 -1.1 7 4 4
Mg (II) -3.3 -0.3 -0.6 -0.6 12 5 6
Mn (1) -4.6 -0.5 -0.9 -0.9 9 5 5
Ni (ll) 45 0.0 -0.5 -0.5 246 9 9
Pb (1) -3.7 0.1 -0.3 -0.3 34 11 13
Ti () -3.5 -0.1 -0.5 -0.5 28 7 7
Zn (V) 6.0 -0.1 -0.8 -0.7 67 8 8
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TABLE 4.7: THIRD DATA SET.

IMPROVEMENT FACTORS AFTER USING THE CORRECTION PROCEDURE.

Final Drift After Correction with Improvement Factor
Drift | Ar404 Ar420 Ard451 | Ar404 Ar420 Ara51
Measured nm nm nm nm nm nm

Al () 10.2 -3.1 -8.0 -3.5 3 1 3
Ca(l) 11.1 -2.3 7.2 -2.7 5 2 4
Cd(l) 10.5 1.5 5.9 -1.9 7 2 6
Co{l) 8.3 2.2 -6.1 -25 4 1 3
Cr{l) 9.1 -3.1 -7.6 -34 3 1 3
Cu{l) 8.0 -3.0 -7.1 -3.3 3 1 2
Mg (1) 9.9 -2.3 -6.8 -2.7 4 1 4
Mn (1) 8.0 3.2 7.4 35 2 1 2
Na (i) 9.0 -04 -3.9 -0.6 25 2 14
Ni (1) 10.3 -2.5 -7.2 -2.9 4 1 4
Zn (1) 94 -1.7 -59 -2.0 5 2 5
Ba 230 10.1 4.7 9.9 -5.1 2 1 2
Ba 233 10.1 -2.2 -6.7 -2.5 5 2 4
Ca (i) 1.1 -1.6 6.2 -1.9 7 2 6
cd () 9.9 -1.8 -6.1 -2.1 5 2 5
Co (l)) 10.0 -2.0 -6.4 -2.4 5 2 4
Cre(ll) 10.3 -1.9 6.4 -2.2 5 2 5
Cu (ll) 8.9 -2.5 -6.8 -2.9 4 1 3
Fe (i) 99 -2.1 -6.6 -2.5 5 2 4
Mg (ll) 10.1 -2.3 -6.8 -2.6 4 1 4
Mn (ll) 9.3 -2.0 6.2 -2.3 5 1 4
Ni (1) 10.0 -1.6 -5.9 -1.9 6 2 5
Pb (1) 104 -2.5 -7.2 -2.8 4 1 4
Ti (1) 11.5 -2.9 -8.0 -3.3 4 1 3
Zn () 10.1 -0.8 4.9 -1.2 12 2 9
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4.2.6 FURTHER STUDY OF THE CORRECTION FACTOR

Although the developed correction procedure successfully corrects most of the drift, it will not
have any practical utility unless the comrection factors are exportable for one data set to
another. Unfortunately, this is not the case. Table 4.8 shows the correction factor calculated
on the three data sets obtained at standard conditions for the three argon lines employed in

the correction procedure. Severe differences between the three data sets are observed.

TABLE 4.8: COMPARISON OF THE SPECIFIC CORRECTION FACTORS ON THE THREE DATA SETS

1st Data Set 2nd Data Set 3rd Data Set

Correction Factor using Correction Factor using Correctlon Factor using
Ar404 nm Ar420nm Ar 451 nm Ard404 nm Ard420 am Ar 451 nm Ar 404 nm Ar 420 nm Ar 451 nm

Al (1) 0.62 0.51 0.51 2.58 5.07 439
Ca (i) 0.11 0.07 0.07 2.57 5.05 4.38
can 0.89 0.56 0.56 2.28 4.49 3.89
Co(l) 0.53 0.33 0.33 2.01 3.95 3.42
cr{l) 0.08 0.05 0.05 2.36 4.63 4,02
cu() 0.30 0.18 0.18 212 417 3.62
Mg (1) 0.65 0.41 0.41 2.34 4.61 4.00
Mn (1) 0.07 0.05 0.05 2.16 4.25 369
Na (1) 0.06 -0.04 -0.04 1.76 3.46 3.00
Ni (1) 0.80 0.50 0.50 2.46 4.84 4.20
Zn {1 1.26 0.79 0.79 2.12 4.16 361
Ba 230 2.37 1.48 1.48 2.90 5.70 494
Ba 233 2.38 1.49 1.49 2.34 460 3.99
ca (il 1.29 0.76 0.76 2.40 4.72 4.09
cd (11} 0.63 0.40 0.40 2.23 4.38 3.80
Co (11} 1.10 0.69 0.69 2.30 4.52 3.92
Cr (Il) 157 0.99 0.98 2.33 4.58 3.97
Cu () 0.98 0.62 0.62 2.20 4.33 3.76
Fo (ll) 1.13 0.71 0.71 2.30 4.52 3.92
Mg (1) 0.62 0.39 0.39 2.37 465 4.03
Mn (1) 1.46 0.92 0.91 2.15 423 3.67
NI (1) 0.68 0.43 0.43 2.21 4.35 3.77
Pb (II) 0.12 0.07 0.07 2.46 4.84 4.20
Ti) 0.95 0.60 0.60 2.77 5.44 4.72
Zn () 1.60 1.00 1.00 2.07 4.07 3.53
Ar3sTnm 187 117 117 0.28 0.55 0.48
Araganm  1.00 0.63 063 1.00 1.97 1.70
Ard20am 160 1.00 1.00 0.51 1.00 0.87
ArdStom 160 1.00 1.00 0.59 1.15 1.00

Despite these differences, an attempt was made to estimate specific correction factors using

physical characteristics of the emission lines.
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The relationships are far from linear, however, the regression may be improved by the

exclusion of the five emission lines, one atomic and four ionic.

FIGURE 4.14: LINEAR REGRESSION BETWEEN F, AND Eg,; OF THE EMISSION LINES

AFTER EXCLUSION OF OUTLIERS.

A) ATOMIC LINES EXCEPT AL(l)

B) IONIC LINES EXCEPT CU, MG, TI, ZN

2.50 250 s
y=03461x- 068203
B R'= 08201 §
E 1.50 : & 150 - .\.
] - £ ~
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5 el s yo 05107x + 7,892
— R = 09247
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ExeRation Energy {eV) Enargy Sum (V)

Although, some correlation is observed, the sequence of lines according to their variation

range is not reproducible, i.e. differences are observed from one experiment to another. For

this reason a theoretical caiculation of f; will not be possible, even if some similarities

between long-term stability and the energetic characteristic of the emission lines can be

found for the data set obtained at standard conditions.

Therefore from this study we can conclude the following:

> f;is directly proportional to the drift of the line

» fiis indirectly proportional to the drift of an argon correcting line

» andin terms of energy:

+ For atomic lines, f; increases with the excitation energy

¢ Forionic lines, f; slightly decreases with the energy sum (E. + IP)
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Of the emission lines studied, Mg 1l was selected as internal standard. In addition, the
potential of using argon lines to correct for drift was also estimated by employing the Ar
420.068 nm line as an internal standard. This approach could be of special interest for the
data set obtained at moderately robust conditions (RF power: 1375W, nebuliser flow rate:
1.05Lmin™"), where a high negative correlation was observed between the analyte and the

argon emission lines (see Table 3.13).

4.3.1 INTERNAL STANDARDISATION USING A MG ION LINE

Figure 4.16 to Figure 4.18 show the improvements obtained when correcting drift at robust or
moderately robust conditions using Mg (I} as internal standard. Drift trends are completely
removed with the exception of the sodium line in data sets from Experiments 4 and 12,
where some error remains after correction. A poor correction is also obtained for emission

line Mn (I) on data set 7.

FIGURE 4.16: DRIFT ON ANALYTE LINES (EXPERIMENT 4) BEFORE AND AFTER CORRECTION
BY INTERNAL STANDARDISATION USING MG(l1).

Axes titles: x-axes Time (hrs), y-axes Drift (%)
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CHAPTER S5

MATRIX EFFECTS

5.1 INTRODUCTION

Matrix effects refer to induced changes in the determination of an analyte due to the sample
maijor species. Acids and easily ionised elements are commonly found in the sample matrix
during elemental analysis. Acids are often involved in the sample preparation step, i.e. acid
digestions, sample stabilisation and acid extract‘ions, whilst easily ionised elements are
commonly present in environmental samples. Both give rise to well known matrix effects.
Matrix effects in ICP-AES have been extensively studied and reported in the literature (see
Section1.2.6). In this study, work focussed on how the presence of a chemical matrix may
degrade the long-termm stability in ICP-AES analysis. Various drift diagnosis experiments
have been performed using three synthetic chemical matrices. The influence of the operating
conditions on the magnitude of the matrix effects was taken in account, together with the
concentration level of the analytes. Finally, the potential for using intrinsic plasma lines to

correct for drift is discussed when complex matrices are present in the solution.
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5.2 EXPERIMENTAL

5.2.1 SAMPLE PREPARATION

In order to evaluate typical geo-chemical matrices, two matrices simulating water and soil
samples were synthesised. The composition of these matrices is described in Table 5.1. In

addition, a 2% nitric acid matrix was also prepared for use as a reference point.

TABLE 5.1: SYNTHETIC MATRIX COMPOSITION (mgl™)

Nitric Acid Matrix  Water Matrix  Soil Matrix From Reagent
HNO,3 2% 2% 2% HNO, (69%) Aristar
Al — — 2000 Al (NO3); 9H,O GPR
Ca -— 40 1000 CaCO; AnalaR
Fe — — 1000 Fe(NO,3); 9H,O AnalaR
K — 40 150 KNO; AnalaR
Mg — 100 50 MgCl; 6H,O AnalaR
Mn — - 150 MnSQ, 4H,O0 GPR
Na -— 1000 20 NaCl AnalaR

The composition of the matrix used reflected the finding from extensive studies at the
laboratories of British Geological Survey. Two test multi-element solutions (0.1 and 10 mgL™")
were prepared for each synthesised matnx, using the previously prepared multi-element
standard (Section 2.2.1). Thus in total, six test solutions were employed for this study: three

matrices, each at two concentration levels.

5.2.2 METHODOLOGY

The influence of matrix effects on long-term stability was investigated by performing drift
diagnosis experiments for each matrix over approximately 4 hours (100 determinations)
without re-calibration. The diagnosis duration was reduced due to the faster detemmination
capabilities of the instrument employed in this study. However for the nitric matrix, diagnoses

over eight hours of analysis were used in order to compare these results with those
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previously obtained in the Optima instrument (see Section 3.2.1). Solutions at two different
concentrations were randomly distributed during each analysis in order to better simulate the
data acquisition in real sample analysis. The influence of the operating parameters was
considered by repeating each diagnosis at two instrumental settings, i.e. at standard and at
robust conditions. In summary, six drift diagnosis experiments were performed, one per

matrix type at each set of instrumental conditions.

5.2.3 INSTRUMENTATION

A VISTA AX (Varian) ICP-AES was employed for this study. This instrument utilises an
axially viewed plasma and a simultaneous acquisition detector. The dispersive system of this
instrument is based on an echelle grating (94 g mm™) in conjunction with a CaF, prism-
grooves based cross dispersion element. A 2-D spectrum is then obtained which displays the
orders 19-88. The Vista detector described by Zander”™ is a segmented CDD, with each
segment covering one of the 70 orders of the 2D spectrum. The total number of pixels is

about 70 000 with a pixel width of 12.5um.

The instrumental parameters adopted when working at robust and at standard conditions are

described in Table 5.2.

TABLE 5.2: INSTRUMENTAL CONDITIONS

At Standard At Robust
Conditions Conditions

Power (W) 1000 1350
Plasma Flow (Lmin™) 15 18
Auxiliary Flow (Lmin™) 1.5 1.5
Nebuliser Flow (Lmin™) 1.0 0.75
Sample Uptake Rate (mLmin™) 1.0 1.0
Read Time (s) 10 10
Nebuliser Type Pneumatic Nebuliser
Injector Diameter (mm) 2 2
Warming-Up Time (min) 0 0
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A large number of emission lines were monitored in this study utilising the rapid performance
of the VISTA AX. In addition, the instrument also allows a wide range of intrinsic plasma lines
to be monitored. The lines selected for the drift diagnosis experiments are listed in Table 5.4.

and Table 5.3

TABLE 5.3: ANALYTE LINES MONITORED

Atomic Lines lonic Lines
{nm) (nm)
Al 396.152 (I) AlI172.438 (II)

Ba705994 (I) Ba230.424 (l)
Ca422673 (I) Ba233.527 (i)
Cd228.802 () Ba455.403 (Il
Co240.725 (I) Ca317.933 (ll)
Co 340511 (l) Ca396.847 (II)
Cr357.868 (l) Cd214.439 (M)
Cu324754 (I) Cd226.502 (li)
Cu327.395 () Co228615 (II)
Mg 285.213 () Co238.892 (l)
Mn279.482 (I) Cr267.716 (II)
Na 588995 (I) Cu213.598 (lI)
Na 589.592 (I) Cu224.700 (Il)
Ni 232003 (I) Fe 238204 (lI)
Ni232138 () Fe 259.940 (lI)
Pb217.000 () Mg279.078 (II)
Pb283.305 () Mg279.553 (l)
Zn213857 () Mg280.270 ()
Zn334502 () Mn257.610 ()

Ni 231.604 (Il

Pb 220.353 (Il)

Ti336.122 (Il)

Ti337.280 (Il)

Zn 202.548 (Il)

Zn 206.200 (Il
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TABLE 5.4: INTRINSIC PLASMA LINES SELECTED

Other Plasma Lines
(nm)

Argon Emission Lines
{nm)

Ar 415859
Ar 419.832
Ar 420.067

Ar 430.010

Ar 451.073
Ar 549.587
Ar 560.673

Ar 565.070

Ar 614.544
Ar 641.631
Ar 645.918

Ar 675.283

Ar702.108
Ar 703.025
Ar 735.328

Ar 737.212

H434.047 0O 436.824
H 486.133 0615.820
N 174.213 Q645607

N 174.465

Many of the elements monitored were present in the matrix composition (Ca, Mg and Na) in
the water matrix and (Al, Ca, Fe, Mg, Mn, and Na) in the soil matrix. These emission lines
were excluded when analysing the synthetic matrices.

The magnesium ratios were calculated for each set of instrumental parameters when working
with the different matrices (Table 5.5). Values are lower than on the Optima instrument (see
Section 3.2.2, Table 3.6) due to the axial disposition of the Vista AX, as noticed by previous
authors®. However, clear differences are still observed with respect to the working

conditions.

TABLE 5.5: MAGNESIUM RATIOS

Mg(ll) Mg(l) magnesium
280.270 285.213 Ratio
nm nm
USING STANDARD CONDITIONS NITRIC | 307668 149597 21
WATER | 1429343 882781 1.6
SOIL 142254 161781 0.9
USING ROBUST CONDITIONS NITRIC | 2090044 393664 53
WATER | 9133955 3061957 3.0
SOIL. | 5083538 1498597 34
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5.3 RESULTS AND DISCUSSION

5.3.1 MATRIX EFFECTS ON EMISSION INTENSITIES

Although the main objective of this study was to evaluate the effects of chemical matrices on
long-term stability, the matrix effects on the emission intensities have also been studied.
Many authors have previously recorded signal enhancements and suppressions on emission
intensities due to the presence chemical matrices. In order to quantify these effects, the
relative emission intensities of every line monitored have been calculated using as reference
the emission intensity of the line on the 2% nitric matrix. This approach has been previously

used by Masson et. al.*%%%

Figure 5.1 and Figure 5.2 shows the variations in intensities found for the atomic lines when
working at standard and at robust conditions respectively. Intensity suppressions were
recorded for nearly every line, and were more marked when using the synthetic soil matrix.
Within each matrix set, the suppression was slightly worse when operating at standard

conditions. The same type of plot was produced for the ionic lines monitored in

Figure 5.3 and Figure 5.4 for standard and robust conditions, respectively. Intensity
suppression are marked for the soil matrix when working at standard conditions and around
50% when the more robust conditions were employed. The water matrix had a slight effect
on the ionic fine intensities at standard conditions, although this was amplified when working
at robust conditions. Finally, in the case of the intrinsic plasma lines, Figure 5.5 and Figure
5.6 show the relative intensities on the different matrices employed. Although argon lines
originate in a different way, i.e. they are not involved in the nebulisation process, intensity
suppressions and enhancement are still recorded. Using standard conditions (Figure 5.5) the
situation is complex. Many argon lines are completely suppressed on the soil matrix, while
some other intrinsic plasma lines such as nitrogen are enhanced. At robust conditions, the

emission intensities remain much more stable independently of the type of matrix.
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5.3.2 MATRIX EFFECTS ON THE LONG-TERM STABILITY OF ICP-AES

The intensity fluctuations with time were recorded using the three synthetic matrices. The
following section presents the results obtained for each matrix at both concentrations levels
when the determinations were done at both standard and robust conditions. For each case,
four drift plots are presented, each one grouping together emission lines, i.e. atomic and
ionic analyte emissions, argon emission lines and other intrinsic plasma lines. For all of the
plots, the x-axes corresponds to the experiment time (in hours), while the y-axis represents
the drift magnitude (as a percentage). In order to allow a comparison, an attempt has been
made to use the same y-scale for all of the plots. However, as great differences in long-term
stability were observed, the same scale could only be employed when the same matrix and
the same operating conditions were used. In many cases, some emission lines were
excluded from the plots due to extreme varability in their intensities, which impeded the

observation of the drift patterns for the other emission lines.
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5.3.3 SUMMARY OF RESULTS

A study of the drift patterns presented in Figure 5.7 - Figure 5.18 allows the influence of a
number of different factors that may effect on the long-term stability of ICP-AES to be

discussed.

Influence of the Type of Matrix

As may be expected, the soil matrix had the greatest effect on the long-term stability of the
emission lines. Figure 5.15 to Figure 5.18 show the drift patterns obtained when the multi-
element solutions were matched with the soil matrix. Instability is clearly visible when the
standard conditions are employed (i.e. drift values up to 500%). When the robust conditions
were selected, the intensity fluctuations, although still high, were more ordered. The water
matrix seems to have little effect on the emission intensities when working at standard
conditions. Figure 5.11 and Figure 5.12 show the drift patterns obtained when using the
water matrix matched solutions. A very stable drift plot is observed for both concentrations.
When working at the more robust setting, drift values were higher but a more marked
common drift pattern was also recorded.

Finally, the nitric acid matrix gave the most stable responses at both conditions. However,
the results are considerably different to those obtained previously (Section 3.3) for the
Optima instrument. For example, very stable patterns are recorded when working at standard
conditions. In addition, quite similar drift behaviour was observed for analyte and argon lines
when working at robust conditions. This different behaviour may be related to the axial

position of the torch.

Influence of the Instrumental Conditions

The results obtained indicate that the use of more robust conditions minimised the intensity

suppressions due to the presence of a complex chemical matrix, however such condition do
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not improve the long-term stability of the emission intensities. In two of the three cases
studied, higher drift values were obtained when working at robust conditions, i.e. when using
the nitric acid and the water matrices. However, when the more robust conditions were
employed, the drft pattems are more ordered and higher inter-element correlation is

observed. In such cases a drift correction procedure would be probably more efficient.

influence of Concentration Level

In every case, similar drift patterns were observed independent of the concentration level of
the analytes. This will be of importance when attempting drift correction. However, intensity
fluctuations were slightly more chaotic when using the lower concentration solution due to

working at values close to the determination limit for many of the lines monitored.

Nature of the Lines

The plots obtained show similar drift patterns regardless of the nature of the line. For
instance, atomic and ionic lines followed similar patterns, even when the standard conditions,
i.e. less energetic plasma, were employed. In terms of the intrinsic plasma lines, the results
need to be interpreted carefully. The correlation matrix for each data set was calculated for a
better comparison of line behaviour. These matrices show low or no correlation between
argon lines and the analytes when working at standard conditions. Exceptions are found for
the soil matrix, where some correlation was observed among all the lines. From the other
plasma lines, the nitrogen and oxygen emissions show more similar behaviour to the analyte
fines. At robust conditions, the plasma lines show different drift trends during the first hour of
analysis associated with the instrument warming up period. The intrinsic plasma lines then
remain more stable than the analyte lines, which tend to move towards lower emission
intensities. This will certainly limit the use of plasma lines to correct for drift bias. In addition
as observed when using the Optima instrument (Section 3.3.3), the argon lines show high

negative correlation with most of the analyte lines, (the same applies also to nitrogen lines).
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However, oxygen and hydrogen lines show a high positive correlation. In the case of the
water and soil matrices, moderate positive correlation was found between analyte lines and

most of the plasma lines.

5.4 CONCLUSIONS

As expected, the soil matrix gave nise to a stronger suppression effect than the water matrix
reflecting the higher concentrations of concomitant elements involved. lonic lines were found
to be more sensitive to matrix effects than atomic lines, particularly when standard conditions
were selected. It is important to note that the use of more robust conditions provided only a
slight improvement in terms of matrix suppressions, with reductions of around 50% still

observed.

From these results, the use of intrinsic plasma lines to overcome matrix effects would seem
to offer little practical benefit. The enhancements and suppression observed for these lines
are considerably different to those observed for most analyte lines, then their use for drift
correction will be of help if a matrix matching step or other sort of matrix correction is

previously undertaken.
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OVERALL CONCLUSIONS

Although manufacturers have made an effort to provide ICP-AES instruments with improved
performances, this thesis shows that long-term stability continues to be relatively poor when
working over a period of several hours. The long-term stability of three commercially
available ICP-AES instruments has been studied, and in each case, severe drift bias was
recorded. Drift may give rise intensity errors of up to 25% of the value at the beginning of the
analysis. Therefore, long-term drift in ICP-AES instruments needs to be minimised by
regularly recalibration or “corrected” in order to achieve analytically acceptable performance

standards.
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From the results reported in this study, it can be seen that the drift phenomenon is
qualitatively reproducible although very dependent on the instrumental parameters set for the
analysis. Variations in the long-term behaviour of the emission intensities were observed
depending on the instrumental conditions. The analyst should consider this when deciding
upon the instrumental parameters to be used for their determination. Figure 3.17 may
provide a quick reference to the expected long-term behaviour of emission signals under a

determined set of conditions.

The study of the drift patterns at different instrumental conditions facilitated the identification
of the main causes of drift. Moreover, it was observed that the evolution of the drift pattemns

from one set of instrumental conditions to another was not random.

The effectiveness of a drift correction procedure will also be subject to the instrumental
conditions employed. The fundamental limitations of using an interal standard method has
been demonstrated in this studied. Only when working at robust conditions may a single
internal standard be used to correct for drift. At such conditions, variations in the nebulisation
efficiency is the main source of instability, and therefore high correlation is observed in the
fluctuations of all the analyte lines independently of their nature. Thus any analyte line can be
used to compensate for this source of noise. However, it has also been shown that the use of
such conditions seriously reduces the sensitivity of the technique. At standard conditions,
emission intensities are very vulnerable to drift, mainly due to fluctuations in the excitation
process and therefore, complex drift patterns were recorded. A novel correction procedure
has been developed for drift correction when working at standard conditions. The procedure,
that utilises the drift pattern of an argon line, successfully removes most of the drift on the
data. However, the application of such a procedure is still subject to practical limitations and
further work would be required to make it universally applicable. Overall it is suggested that
the use of “centre conditions” be adopted when possible to achieve reasonable detection

limits in conjunction with stable instrument conditions over time.
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The potential of using intrinsical plasma lines to monitor and correct for drift has been
evaluated throughout this project. Among the possible intrinsic plasma lines, argon emissions
are the most suitable for use when monitoring drift. However, limitations on the use of such
lines have also been identified. First, such lines are much more stable than analyte line with
regard to matrix effects. Secondly, argon is not necessarily involved in the nebulisation
process, therefore, when drift is mainly due to variations in the nebulisation efficiency, argon

emissions show a complete different drift pattern to that of the analyte lines.

In terms of data handled, several chemometrics methods have been applied to the study of
drift phenomena. The use of time series provided a simple operation to mathematically
identify the presence of a trend in data series. The correlation matrices help to quantify the
similarities in the long-term fluctuations of the emission signals. PCA was also employed with
the same objective; however no further information from the data was obtained and the
physical characteristics of the new principal components could not be resolved. Among the
chemometrics methods employed in this work, of special interest was the use of parallel
factor analysis. PARAFAC compressed a three dimension data array in only two condensed
factors. The interpretation of the new factors was achieved using physical parameters related
to the system.

Overall, this study has helped to better characterise the drift phenomencon in ICP-AES
systems. The origin of the problem as well as its magnitude have been determined at
different working conditions. It is now possible to predict the type of drift pattern expected
when analysing samples by ICP-AES at a particular set of instrumental parameters, and

when the use of internal standards will be appropriate.

A number of areas can be identified from this study for future work. For example, work
should continue to provide a universal methodology to correct for drift at standard conditions
using argon lines. In addition, the effect on other long-term drift of other instrumental

parameters such as the use of different instrumental devices also needs to be studied.
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Although major advantages have been made in developing robust, easy-to-use ICP-AES instruments offering
sub pg g~ detection limits and relative interference free operation, long-term drift of the analytical signal
continuous to be problematic and necessitates regular re<calibration. The work presented here focuses on the
effect of two instrumental parameters, Le. the rf power and the nebuliser gas fiow rate, on the robustness of the
signals. The effects on the long-term stability when varying these two factors was systematically studied using
an experimental design protocol. A “drift diagnosis” on thirty emission lines was performed at 12 different sets
of operating conditions by repeated determination of a multi-¢lement solution over several hours. The results
were studied using standard parameters, ie, Mg ratio, sensitivity, drift error, drift patterns and multi-way
analysis. Parallel factor analysis (PARAFAC) was employed to analyse the 3-way data armay generared:
‘“‘emission lines x replicates x operating conditions”. The physical interpretation of the new PARAFAC-factors
is shown to enable a better understanding of the drift phenomenon by mathematically characterising the causes
of long-term instability. Finally, the robustness of the technique using different operating conditions is
evaluated and the appropriate use of internal standards to correct for drift is discussed.

Introduction

Inductively coupled plasma atomic emission spectrometry
(ICP-AES) is a well established technique for routine analysis.
Multielement determinations, high selectivity and limits of
detection below the pg g"’ level have led to a wide range of
applications in the areas of food sciences, environmental and
clinical analysis. Although most of the disadvantages once
associated with ICP-AES have now been well characterised and
can often be eliminated, long-term stability phenomenon may
necessitate the analyst 1o recalibrate the instrument at regular
intervals,

The causes of such instability are not fully understood.
Initial studics?™® have identified the presence of flicker noise,
mainly related to the sample introduction system, as the origin
of the problem, ie, long-term instability is caused by slight
fluctuations in the instramemal parameters. Further work®?
identified three areas of instability: variation of the nebulisa-
tion cfficiency; changes in the energy transfer from the plasma
to the sample; and degradation of the optics system. In many
modern instruments, software routines control the stability of
the optical system and allow it to be menitored during the
analysis. However, the operator usually has little or no
information about the state of the sample transport system
nor the stability of the plasma. The objective of this study was,
thercfore, to better characterise the drift phemomena by
studying the two instrumental parameters most likely to have
an cffect on these parts of the system. The nebuliser gas flow
rate and the rf power were chosen since these two settings are
directly related to the nebulisation process and the energy
wransfer.

To carry out the study, the evoluiion of emission signals with
time at different rf powers and nebuliser gas flow rates was
monitored. In order to approach the problem in a systematic
way, the selection of the instrumental settings was achieved
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using an experimental design protoccl. The robustness of the
technique at different operating conditions is evaluated using
standard parameters: long-term crror, drift pattcrns, magne-
sium ratio'®" and correlation degrees'? to identify similarities
and differences between the emission lines ie., analyte and
argon lines, atomic and ionic emission lines. However, for data
handling purposes, a multi-way approach'® was necessary to
facilitate the three dimension structure of the results. Qur data
can be arranged in a cubic array, indexed: emission lines
x replicates x instrumental conditions.

A multi-way decomposition method, parallel factor analysis,
PARAFAC,''® was then pedformed on the datn set. Two
PARAFAC-factors were calculated and their physical rele-
vance investigated in terms of energy data, drift patterns and
instrumental conditions.

Background

In essence, six parameters necd to be set before running an ICP-
AES analysis: the three argon flows (plasma, nebuliser and
auxiliary flow), the sample uptake rate, the rf power and the
viewing height. In addition to these, the size of the entrance slit,
the integration time and the type of background correction
employed will determine the nature of the mathematical
process used 1o convert the raw signal into usable data.
When trying to identify the effect of small variations in the
instrumental parameters on the signals, there is a problem in
isolating each function since the working parameters are inter-
related. For instance, an increase in the nebuliser flow rate may
improve the transport efficiency by creating a finer aerosol,
such that more drops will reach the plasma, and thus the
intensity of the signal coutd be enhanced. However, at the same
time, a higher nebuliser low will decrease the residence time of
the sample zerosol in the plasma, so that less energy will be
transferred to the sample, with the potential loss of some
emissions lines. Although the transport of the sample to the
plasma will be largely influenced by the sample uptake rate and
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the nebuliser gas flow rate, other factors will also have an effect
on the type of aerosol created, e g., the viscosity of the sample,
type of nebuliser and spray chamber employed, as well as the
room temperature. In terms of energy transfer, the instru-
mental parameters with most influence are the rf power supply,
the three argon flows and the sample uptake rate. Since these
instrumenta! parameters are interrelated, a systematic study of
the influence of the variation of each parameter on the
robustness of the emission signal would lead to a high number
of experiments. For examplc, if the six instrumental parameters
mentioned above (ie., f power, sample uptake rate, the three
argon flows and the viewing high) are considered for just two
different scitings of euch parameter, 64 experiments would be
required to study all the interactions. For this reason, we have
limited the number of instrumental parameters 1o be modified
10 the rf power and the ncbuliser gas flow rate.

The power delivered to the plasma will determine its
temperature, with higher power resulting in higher tempera-
tures. Higher temperatures enhance emission for all ionic lines,
however, the effect on atomic lines depends on the relative
excitation and ionisation energies of the emitting atom: short
wavelengths atomic lines are enhanced; long wavelength
atomic lines are suppressed; and modernte wavelength
atomic lines remain relatively unaffected.

The nebuliser flow affects the average size of the aerosol
droplets, but also the residence time of the sample in the plasma
and the plasma temperature. At low pebuliser flow, the average
size of the nerosol droplets increases, reducing the transport
efficiency of the spray chamber. Thus, every line will partially
decrease its emission intensity as less sample reaches the
plasma. However, a lower nebuliser flow will also increase the
residence time of the acrosol in the plasma and the plasma
temperature. This could enhance the ¢mission of any ionic line.
For atomic lines, the increased residence time provides energy
to promote two compeling pathways: the excitation, which
leads to emission enhancement, and ionisation, which leads to
emission suppression. Therefore the net effect will depend on
the relative energics of the two processes such that: (1) high-
energy atomic emission lines emitted by elements that resist
ionisation (e.g., Zn) show enhanced emission with increased
residence time; (2) low-energy atomic emission lines emitted by
elements that arc easily ionised (e.g., Na) show suppressed
cmisston with increased residence time; and (3) moderate-
energy atomic emission lines emitted by atoms of moderate
ionisation energy (e.g., Cu) remain unaffected by residence
time.

Clearly, even when considering only two factors, an ICPis a
complex system and, {or this reason, a systematic approach to
the problem is cssential. We have used an experimental
protocol to plan our experiments. The experimental design
strategy'®'? gathers together experimental knowledge. It can
be applied to investigate a phenomenon in order to gain further
undcrstanding or to improve performance. When planning
experiments, the influence of different parameters can be
studied simultaneously. In this study the experimental design
was used to evaluate the effect of each instrumental parameter
individually as well as the interactions berween them.

The N-way approach: PARAFAC

Many analytical chemist have introduced multivariate methods
«iuch as principal eomponent  analysis (PCA), principal
component regression (PCR) or partial least squares (PLS)
to further study their results.’® In standard multivariate
analysis. data are arranged in a two-way structure. a table or
a matrix. An example could be a data matrix which has
different samples along the rows with the concentration of
several elements along the columns. However sometimes, a
third dimension is necessary to describe the data. Consider for
instance, using the example above, the determination of a
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number of metals in various samples and at different pH. Such
data could be arranged in a three-way structure, indexed by
sample, element and pH.

In this study, we have produced data matrices in which each
row represents an cmission line and each column a replicate of
its intensity over time. As we repeat the experiment under
different working conditions, we can arrange all the daa in an
array, a cube of data, indexed by line, replicate and experiment
(Fig. 1). 1o such a cube, onc dimension will contain the
different emission lines, the second dimension the replicates
and the third dimension the different experimental conditions
employed. We therefore produce a 3-way data set and, thereby,
multi-way methods can be applied.

We have employed PARAFAC™ (parallel factor analysis) to
describe the data. Although PARAFAC was originally employed
in psychometrics,'® severul applications of PARAFAC in
chemical systems have been reported. Most of them corre-
sponded to decomposilion processes in excilation-emission
fluorescence spectroscoplz for data treatment®™ and also for
instrument optimisation.~ Applications of PARAFAC to high-
performance liquid chromatography (HPLC) coupled with
different detectors™ have also been found. Agplicau'ons in
the chemical industry have also been reported. >

PARAFAC is a decomposition method for 3 or higher
orders arrays, which could be compared to principal compo-
nent analysis (PCA). The aim of decompositien is to retain the
maximum amount of information from the data but represent
it in a smaller number of components or factors. Using
PARAFAC, instead of working with a 2-way data set, the
algorithm is extended to higher modes, 3, 4 or in general N-way
data sets. The structural model of a two-way PCA is a bilinear
model [eqn. (1)], and fikewise a PARAFAC model of a three-
way array is defined by the structural model described in egqn.
(2):

F
xXj= Zagrb_u‘+ey )
S=1
F
Xip = Za'fbff“f +epn (2)
s

where x;3 represents data in object i of variable j at condition ;
ij.k are variables respectively along the first, second and third
dimension (Objects, Variables, Conditions); /, F are principal
components or factors; a,b,c is the model loading on first,
second and third dimension; and e is the model erTor.

A decomposition of the data is made into triads or trilinear
components. The results of a PARAFAC analysis are given as
N-loading matrices, one for each mode studied. In our case, we
arc dealing with a three way data set, and three loading
matrices will be obtained A, B and C. The trilinear model is
found to minimise the sum of squares of the residuals e in the
model. Eqn. (2) may be represented graphically as in Fig. 2.

It should be stressed that the reason for using a multi-way
method is not to obtain a better fit for the data, but rather more
adequale, robust and interpretable models, based on a smaller
number of parameters. For example, in order 1o calculate an
F-component PCA model t0 a I'x.Jx K array, we would need
first to unfold the data to a /x JK matrix and then apply a
PCA, the solution of which will consist of F{/ 4 JK) parameters

i |

4
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Fig. 1 3-Way arrangement of dna sets.
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Fig. 2 Geometrical represeantation of a PARAFAC analysis.

(Fig. 3). A corresponding PARAFAC model with an equal
number of componenis would consist of only R/+4+J+A)
parameters. Clearly the PCA model will be more difficult to
interpret because a much higher number of parameters are
iimplied. In our case, we are dealing with ai array of 30 eniission
lines x 100 replicates x 12 instrumental conditions. Each PAR-
AFAC factor will be defined by (30+ 100+ ({2)}—142
parameters.

If we want to explain the same data sct by a PCA, we first
need to unfold the data sets 1o a matrix which dimension will be
30 emission lines x ( 100 replicates x 12 instrumental conditions)
giving 30 emission lines x 1200 variables. Each PCA factor will
be defined by (30+ 1200)— 1230 parameters.

Another advantages of PARAFAC versus unfolded PCA is
the unigueness of the solution. In bilincar methods, the
solutions present rotational freedom. This is not the case with
PARAFAC, where the estimated model cannot be rotated
without a loss of fit.

Experimental
Methodology

To generate the data set, a multi-element sotution (10 pgg™")
containing |5 analytes (see Table 1) was repeatedly analysed

Table 1 Emission lines used in this study

Original data s6ts
3-way amay
————
PARAFAC can be appllod
uUnfoxgng
tha data
i _r t.rryr. .t .t b ;v 1 §{ 1 '}
PCA can bo applicd

Fig. 3 DifTerences in the data disposition to perform a PARAFAC ora
PCA.

over a period of 8 h without recalibration. In order to ensure
stable starting conditions, 2 h were allowed to warm up the
instrument prior 1o starting the measurements. The evolution
of the intensities from 30 emission lines was then followed over
time. The lines studied are reported in Table | and represent
one atomic and one ionic line for most elements and four argon
lines.

Instrumcntaton

The instrument employed was an Optima 3000 (Perkin-
Elmer Corporation, Norwalk, USA). This 1CP-AES instru-
ment combines an echelle polychromator with a solid state
detector which allows simultaneous acquisition of over 5000
lines with simultaneous background measurements. The
instrumental paramcters employed are shown in Table 2.
The settings for the ncbuliser gas flow rate and f power were
defined using an experimental design.

Element Aom Intensity Io/h” EE'=MeV 1PfeV EP+ 1PV
Al (1) 396.152 10.5 3.13 - 3l
Ba (Il) 230.424 730 5.38 5.21 2106
Ba (1) 233.527 75.0 531 5.21 1z
Ca(l) 422,673 1.5 299 29
Ca (1) 317.933 1.5 390 6.11 134
Cd (1) 228.802 e 5.42 — 54
cd (Il 226.502 120 5.47 8.99 144
Co(l) 340.512 NO DATA 3.64 — 40
Co (1) 228.616 43.0 5.42 7.88 14.3
Cr{l) 357.869 130 3.46 —_ >1.46
Cr (1) 267.716 420 4.63 6.77 =14
Cu (1) 324.754 56.0 382 - 3.8
Cu (il) 224,700 390 5.52 7.73 159
Fe (IT) 259.940 48.0 a.77 7.90 2127
Mg (1) 285.213 NO DATA 435 - 43
Mg (IT) 279.079 10 4.44 7.65 =121
Mn (1) 403.076 6.8 3.08 — k|
Mn (II) 257.610 220 481 7.43 12.2
Na (I) 589.592 430 2.10 - 2
Ni (1) 232,003 200 5.34 — >534
Ni {11) 231.604 15.0 5.35 7.64 2130
Pb (II) 220.353 70.0 5.62 7.42 14.7
Ti (1D 379.280 NO DATA i 6.83 210.1
Zn (D) 213.856 170 5.80 — 58
Za (II) 202.548 75.0 6.12 9.39 155
Ar (D 357.229 23 147 — 2347
Ar (I) 404.597 25 3.06 — 23.06
Ar (D 420.068 50 295 - 2295
Ar (1) 451.074 21 275 - 2275

°f /1, Ratio of net analyte intensity to background intensity (from Handbook of ICP-AES, CRC Press, 198)). SEE Transition emitted energy
(calcutated converting the nm ™' 1o eV). ‘IP First ionisation potential (from Handbook of Physics and Chemistry, CRC Press, 77 Edition,
1997). “EP+ 1P Excitation poiential (Handbook of Spectroscopy Vol.l, PW Robinson CRC Press, 1974).
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Table 2 Instrumenta! settings used in experimental work

Rf power Designed variable

Injector diameter 2mm

Nebuliser type Cross flow pneumatic nebuliser
Nebuliser flow Designed variable

Plasma flow 151 min™*

Auxiliary Aow 0.8 1 min~"

Sample upiake rate 1.01min""

Viewing height 12 mm

Read time 10-20s

Experimental design settings

A combination of two full-factorial designs was employed: a
full-factorial experiment of two factors at three levels (Table 3)
— 9 experiments, and a full-factorial experiment of two factors
at two levels (Table 4) — 4 experiments.

The centre conditions (point (0.0): rf power 1250 W and
nebuliser flow rate 0.9 I min~") were replicated three times. A
graphic representation of the experimental points is shown in
Fig. 4. 1n total, 15 experiments were planned and, for each
experimental point, a data set was produced, ie., the intensity
of the selected emission lines was measured 99 umes
(approximately 8 h).

An overview of the final experimental protocol is
presented in Table 5. The robustness of the instrument at
the different instrumental conditions employed is also
reported on Table 5. The robustness of the plasma is
referred 102% as “its ability to keep the variation of the
analytical signal te a minimum when changing the sample
mairix". To quantify robustness, Mermet!! introduced the
magnesium ionic-to-atomic line intensity ratio where values
over 10 provide a robust plasma, whilst a Mg ratio below 10
indicates that any changes in the sample matrix would highly
affect the emission intensities. Although in this work we
have not matched the test solutton with a complex chemical
matrix to simplify the problem, the Mg ratio at each
instrumenial setting was determined to provide an addi-
tional factor to evaluate the operating conditions selected
for this study.

N-wny data handing

Matlab software (Mathworks, lnc.; Version 5.1) and the
N-Way Toolbox for Matlab® were employed 1o perform the
3-way analysis. Before running a PARAFAC analysis, the data
was scaled to unit squared variation. Scaling in multi-way
analysis has to be done taking the trilinear model into account.
If variable i of the first mode is 10 be scaled (compared to the
rest of the variables in the first mode), it is necessary to scale all
rows where variable i occurs by the same scalar. This means
that whole matrices instead of rows were scaled. Mathemati-
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Fig. 4 Graphica] representation of the experimental design.
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Table 3 Experimental designed levels, block |

Factor 1 Fector 2
Rf power/W Nebuliser low ratefl min™!

-1 0 +1 -1 0 +1
1000 1250 1500 0.6 0.y 1.2

Table 4 Experimental designed levels, block 2

Factor 1 Factor 2

Rf power/W Nebuliser iow ratefl min™"
-0.5 +0.5 -0.5 +0.5

1125 1375 0.75 1.05

cally scaling within the first mode can be described as:

E)]

“)

The core consistence and the explained variance were the
two parameiers employed to optimise the number of
componeats to use in the PARAFAC model. The core
consistence diagnosis is a percentage below or equal to
100%. A valuc of B0-100% mecans that the model is valid,
while a value below 40% mecans that the model is not valid. A
core consistency between 40 and 80% means that the model
is probably valid but somchow difficult to estimate, e.g., due
to slight mis-specification or high correlation. The core
consistency may decrease with the number of components,
but very sharply where the correct number of components is
exceeded. Hence, the appropriate number of components is
the model with the highest number of components, highest
explained vanation and a valid core consistency. Four
PARAFAC models were calculated using one, two, three
and four components. The explained variance increased
continuously with the number of components, see Fig. 5(A).
The core consistency fell to values around 10%,
when more than two components were calculated, Fig. 5(B).
Thercfore, a two components PARAFAC model was
employed in this analysis.

Table 5 Experiment plan

Rf Nebuliser Room Magnesium

power/ flow rate/ tempemture/ ratio
Experiment W lmin™ °C {Mgllivigl)
Centrl conditions (1) 1250 0.90 26-27 105

Experiment 1 1125  1.05 27.5-28.5 89
Experiment 2 1125 0.7% 28 8.4
Experiment 3 1375 1.05 29.5-29 109
Experiment 4 1375 0.75 28.5-29.5 1.t
Central conditions (2) 1250 0.90 28.5-27 105
Experiment 5 1000 090 26 6.7
Experiment 6 12 1.2 26-26.5 8.6
Experiment 7 1250 0.6 26-25 10.1
Experiment 8 1300 0.9 25-25.5 123
Cenural conditions (3) 1250 0.90 24.5-24 10.5
Experiment 9 1000 1.2 23-26 58
Experiment 11 1500 12 25-26.5 103
Experiment 12 1500 0.6 26-28 11.6
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Fig. 5 Optimisation of the number of PARAFAC components. (A)
Variance explained depending on the number of components and (B)
core consistencies depending on the number of components.

Results and discussion
Classical analysis

One data set was obtained for each experiment with the
exception of where the experimentat conditions were such that
the plasma could not be sustained, i.e., rf power 1000 W and
nebuliser gas Aow rate 0.61 min~'. As expected, the intensity
levels of every line changed from one set of experimemal
conditions to another, and so did the sensitivity. Table 6 shows
the limits of detection for cvery line at the different operating
condition selected for this study and reflects a degradation of

sensitivity when robust conditions are employed, and more
precisely when low nebuliser flows are set.

In order to check the stability of the instrument from one day
to another, an intensity check using the central conditions (rf,
1250 W; nebuliser gas flow, 0.9 | min~"} was performed prior to
each experiment. Very similar intensity values were obtained
over the whole period of experimental work (RSD between 1.7
and 6.1%).

The reproducibility of the experimental protocol was also
checked for the above conditions, by replicating the procedure
three times. The three data sets obtained are comparable,
particularly in terms of their characteristic drift patterns and
the magnitude of the dritt (Fig. 6).

The drift bias on cach line and at every replicate was plotted
for each sct of conditions. These plots are presented in the
Electronic Supplemeniary information in the fiie.t Different
drift patterns were found depending on the instrumental
parameters, and also the magnitude of drift error varied with
the instrumental settings. Some of the operating conditions
produced very stable signals with drift values below 3% over
the entire experiment, as was the case when using the central
conditions, ie, rf power i230W and nebuliser fiow rate
0.91 min~"', and the moderate conditions, rf power 1125 W and
nebuliser flow rate 0.75 I min™'. ln other cases, the magnitude
of the drift can reach values over 20%, Le, experimental
conditions: rf power 1375 W, nebuliser low rate 1.051 min~".
However, the most interesting observation from the results
obtained is the evolution of the trends with the changes in the
instrumental parameters, In Fig. 7, we have replaced each
experimental point (described in Fig. 4) by a plot of the drift
data set obtuined at the corresponding experimentul condi-
tions. Onc can easily identify that some plots could be grouped
together. For instance, in the right-bottom corner, the plots
show two trends, one grouping all the analyte lines and the
other containing the four argon lines. This was found under
robust or at least moderately robust conditions: 1500 W,
0.601min~"; 1375 W, 0.751min"'; 1250 W, 0.601 min~" for

Table 6 Limit of detection of studied lines at different operating conditions (ppb). Figures in bold represent values which lie outside the 95%

confidence interval

Experiment No. cC Ex.l Ex.2 Ex.3 Ex4 Ex5 Ex.6 Ex7 Ex8 Ex9% Ex It ExI2
Rf power/W 1250 1125 1125 1375 1375 1000 1250 1250 1500 1000 1500 1500
Nebuliser gas flow/i min~! 09 1.05 0.75 105 0.75 0.9 1.2 0.6 0.9 12 1.2 0.6
Al - 396.152 - () 57 11 43 19 48 14 19 170 59 k] i5 140
Ba - 230.424 - (ID) 4 3 8 k] 7 3 k) 22 1.6 5 2 20
Ba - 233.527 - (1) 3 1.3 4 16 4 3 2 13 2 k] 1.6 P4
Ca - 317.933 - (i) 6 4 6 3 6 5 4 3s 5 k) 2 60
Ca - 422,673 - (1) 17 3 15 4 9 7 5 35 8 14 3 120
Cd - 226.502 - (II) k) 2 3 2 k] 3 1.6 10 18 4 1.8 14
Cd - 228.802 - (I) & 5 8 4 9 5 5 20 6 7 4 3
Co - 128.616 - (II) 11 9 25 7 15 15 7 52 8 6 4 69
Co - 340512 - (1) 75 23 63 24 110 29 21 190 33 12 21 840
Cr - 267.716 - (II) 6 2 6 2 2 4 ] 9 1.8 4 1.5 3
Cr - 357869 - (I) 15 4 21 7 41 5 6 100 11 2 ? 240
Cu - 224700 - (1I) 10 6 12 4 16 4 3 45 7 15 6 65
Cu - 324754 - (1) 3 1.0 5 1.3 8 11 1.3 26 3 0.5 14 45
Fe - 259.940 - (I1) 3 1.2 3 1.3 5 3 1.7 13 13 12 1.0 19
Mg - 279.079 - (II) 36 11 25 9 21 14 14 82 18 8 13 260
Mg - 280.270 - (11) 0.5 .2 0.5 0.5 0.6 4 0.5 1.5 0.6 0.2 1.2 1.4
Mg- 285.213 - (I) 1.1 0.6 1.9 1.0 2 5 0.6 6 1.2 0.5 1.1 13
Mg 279.551 - (11} 0.6 0.3 04 0.5 6.6 4 0.5 08 0.5 02 1l 15
Mn - 257.610 - (1) 0.6 03 1.2 0.3 0.6 0.4 0.3 3 0.6 03 0.3 3
Mn - 403.076 - (I} 120 14 56 a4 55 19 23 430 130 4 20 520
Na - 589.592 - (I) 40 7 31 8 30 15 14 110 32 3 11 360
Ni - 231.604 - (II) 6 3 11 2 13 8 6 N 5 6 7 64
Ni - 232.003-(1) 16 11 34 13 26 [h] 9 69 12 9 11 77
Pb - 216.999 - (I) 160 72 250 87 220 81 77 520 110 41 36 &
Pb - 220.353 - (11) 36 32 55 25 52 45 37 83 3 20 36 230
Ti - 332.280 - (1) 3 1.2 4 0.7 5 L5 038 5 2 08 0.8 17
Zn - 202.548 - (1) 4 3 5 1.7 3 6 4q 12 2 8 2 16
Zn - 213.856 - (1) 18 1.2 3 1.3 3 2 1.4 ] 1.4 18 1.1 6
J. Anal AL Spectrom., 2001, 16, 105-114 109
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Table 7 Summary of resulis

Rf power/W 1000 1125 1250 1375 1500
Nebuliser flow 060 050 120 075 105 060 090 120 075 105  0.60 0.50 1.20
rate/] min~'
Drift after 8h (%) Average — 732 144 103 120 053 087 289 . 8.89 347 218 375
Minimum - 024 002 002 012 007 001 049 1.98 o.11 035 0.01 0.36
Maximum _ 1746 559 259 901 1.48 161 579 645 21.17 8.83 456 9.79
Correlation® Avernge —_ 071 062 054 040 095 041 061 0.98 .53 0.97 0.64 0.55
Atomic-Atomic — 058 058 044 0.8 091 035 050 098 039 0.97 068 0.36
Analyte-Analyte lonic-lonic - 089 069 083 088 098 061 086 098 0.77 097 066 09
Atomic-lonic —_ 066 059 042 021 094 032 052 0.97 046 0.97 0.61 0.42
Corrclation® Average — 079 070 054 040 -074 028 062 -087 063 -080 -005 028
Argon-Alomic = — 064 062 023 004 -073 003 040 -039 052 -079 -006 009
Argon-Analyte Argon-lonic —_ 092 076 08 071 -075 Q046 081 -~086 072 -080 -004 044
Remarks Trends Yes ? No ? Yes No No Yes Yes Yes Yes Yes

“Pearson’s correlation.

standard methods to correct for long-term drift error at each of
the operating conditions tested, the correlation matrices of each
data set have been calculated. The correlation matrices are
presented in the Electronic Supplementary Information in the
file “CORR-MAT.doc".t+ These matrices quantify the simila-
rities and differences observed from the drift plots in Fig. 7.
Correlation between emission lines changes from one set of
experimental conditions 10 another, as well as the type (ie.,
altomic, ionic, argon) of lines showing good correlation.
Likewise, we only observed very high inter-analyte correlation
when working at robust or moderately robust conditions,
independent of the nature of the emission line, ie., atomic or
innie line, Tahle 7 summaricec the infarmatinn ahrained hy
studying the correlation matrices.

The different patterns identified when varying the instru-
mental conditions highlight the difficulties when trving to
optimise a general correction method for drift. The use of
intemal standardisation has been a common approach o
minimise the drift from the carly work of Barnett er ¢ *** and
Myers and Tracy’> to more recent and complicated
approaches.”® % Our results are in agreement with those of

€12 Betore Carmrdon

oY o

el X o St Ty !
1P e ey s gy AT T

Fig. 8 Drift correction by intemnai siandardisation using experimental
conditions as for Experiment 12; ¢f power = 1500 W and nebuliser gas
flow=0.6 1 min~". At robust conditions any analyte line can alleviate
long term drift (example using Mgl line). (A) Two groups of lines are
observed, one conuining all the analyte lines (on the top of the plot)
and the other containing only the fowr argon lines. (B) When Mgll is
employed as internal standard, using AP =A,+{(Jo—1Mh]) % A,
which expects similar drift errors in the analyte line and internal
standard line, most of the long-term notse is removed.

Romero ef al.® and indicate that whilst internal standardisation
may be an option when working under robust conditions, the
approach is of very linle value when softer settings arc
employed. Of particular interest is the possibility of correcting
for drift by employing an argon line, as is the case when
moderate robust conditions (rf power 1375 W, nebuliser flow
rate 1.05 1 min~") are employed.

Fig. 8 and Fig. 9 show the changes in the shape of the drift
patterns before and after internal standardisation under iwo
different operating conditions: rf power 1500 W, nebuliser flow

L AFTER N TENRLAL € TAMDAACKSS ThOR) S0 () Wi €13

[(8)

iﬁ'i??iii

T

Fig.9 Drift correction by internal sizndardisation using experimenatal
conditions as in Experiment d4: rf power=1375 W, nebuliser gas
flow=0.75 | min~". (A) Drift pattern before correction. High correla-
tion between enalyte lines is observed and the four argon lines. High
negalive correlation between both groups can be observed. (B) Drift on
the annlyte lines using the inverse of Ar#2°%%? 2@ gg aq internal standard
and using the formuls A" = A,-0.5[(lo— I}/ % A,. The 0.5 factor
was introduced to optimise the correction. (C) Drif on the analyte lines
using the Mg ™ line as internal standard using the formula
A:l" '='An+[(lﬂ" n)llq] X An

J. Anal. At. Spectrom,, 2001, 16, 105-114 111



Table 8 Improvement factors obtained when correcting drift by
intemal standardisation at robust conditions: rf power 1500 W,
nebuliser gas flow rate 0.6 1 min™"

Drnift afer
correction Factor of

Drift before by Mg (1I) improvement,

correcion (%) ine (%) iF
Al -396.152-() 3.04 0.55 5
Ba - 230.424 - (iI) 4.02 1.51 3
Ba - 233.527 - (1) 4,05 1.54 3
Ca - 317933 - (Ih 2.89 0.41 7
Ca - 422,673 - (1) 3.89 1.38 3
Cd-226502.(I1} 416 1.65 k]
Cd - 228.802 - (I) 3.89 1.39 3
Co-228616- (1) 4.8 1.86 2
Co - 340.512 - () 2.89 041 7
Cr - 267,716 - (11) 3.55 1.06 3
Cr-352869- () 2.76 0.28 10
Cu-224700-(1) 4.27 1.76 2
Cu-324754 - (1) 158 1.08 3
Fe-259.940 - (I)  3.89 138 3
Mg-279079- Q1) 247 0.10 25
Mg-285213-(1) 3.05 057 5
Mn - 257,610 - (I}  3.70 1.20 k|
Mn - 403.076 - (1) 3.56 1.06 3
Na - 589592 . (1) 8383 6.21 1
Ni - 231.604 - (I1) 3.08 0.60 5
Ni-232003-(1) 4.1 1.86 2
Pb - 220353 - (1)) 4.63 211 2
Ti - 379.280 - (IT) 3.18 0.69 5
Zn - 202548 - (1) 445 1.93 2
Zn - 213.856 - (I) 379 1.29 R}

rate 0.6imin~! and f power 1375 W, ncbuliser flow rate

©0.75 1 min "', The improvement factors for each case are shown
in Tables 8 and 9.

Multi-way analysis

From Fig. 7, the variation of the drift patterns from one set of
conditions to another is not random. Groups of settings with
similar drift patterns are observed, reflecting the progressive
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Fig. 10 PARAFAC score plot along the first mode.

change in drift patterns when varying the instrumental
conditions. The complete array of data as described in previous
sections was analysed simultaneously by performing a parallel
factor analysis.

The use of PARAFAC found that the best model resulted
when only two factors were calculated (96.8% of the toual
variance was explained). Clearly, this was expected since we are
altering just two instrumental parameters in this study, and it
may indicate that the model is working well.

The “PARAFAC-score plots™ have been plotted in Fig. 10.
A partial scparation can be noticed between atomic and ionic
lines and especially between soft and hard lines. Closer to the
right hand side bottom cerner of the plot, ie., high score on
PARAFAC factor | and low on PARAFAC factor 2, the
emission line is the hardest. Ln a similar way, Fig. | | represents
the loadings of factor | and 2 along the second dimension
versus replicates, Le, time. The drift patterns of some specific
instrumental conditions have clearly conditioned the formation
of theses factors.

Finally, Fig. 12 shows the PARAFAC loading plot along the
third mode. The distribution of the experiment points on the
new axes is nearly linear, with a remarkable trend to robust

Table 9 Improvement factors obmined when comrecting drift by internal standardisation at moderately robust conditions: rf power 1375 W,

nebuliser gas flow raie 0.75 1 min ™"

Drift after Drift after Factor of Factor of

Drift before carrection carrection improvement improvement
correction by Ar line by Mg (II) line when using when using
(%) ) (%) Ar IF Mg (11} IF

Al - 396.152 - () 3.0 06 0.8 5 4

Ba - 230.424 - {I]) 26 03 0.5 10 5

Ba - 233.527 - {I) 23 0.0 0.2 80 11

Ca - 317933 - (51) 22 -0.2 0.0 11 51

Ca - 422,673 - (I) 39 1.5 1.8 3 2

Cd - 226.502 - (1) 29 0.5 0.8 5 4

Cd - 228.802 - (1) 20 -04 -0l 6 17

Co - 228.616 - (11} 28 04 0.7 7 4

Ca - 340512 - (1) 24 0.1 0.3 2 8

Cr - 261.716 - (II) 2.6 02 0.5 12 6

Cr - 357.869 - (I) 39 1.5 1.7 3 2

Cu - 224,700 - (1) 29 0.5 0.8 6 4

Cu - 324.754 - (1) 3.2 08 1.0 4 3

Fe - 259.940 - (II) 2.3 0.1 0.2 60 i1

Mg - 279099 - (1I) 2.1 -02 0.1 9 21

Mg - 285213 - (1) 21 -0.3 0.0 8 177

Mn - 257.610 - (I1) 22 -02 0.t 13 27

Mn - 403.076 - (I) 44 20 2.2 2 2

Na - 589.592 - (I) 6.5 40 4.3 2 2

Ni - 231.604 - (I1) 1.9 -0.5 -0.2 4 8

Ni - 232.003 - (1) 3.3 09 11 4 3

Pb - 220.353 - {I1) 28 0.4 0.6 7 4

Ti - 379.280 - (1) 31 0.7 1.0 4 3

Zn - 202.548 - (1) 1.4 -09 ~0.7 2 2

Zn - 213.856 - (I) 2.1 03 0.6 8 5

112 J. Anal AL Spectrom., 2001, 16, 105-114
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Fg. 11 PARAFAC factors along the second mode, Similarities to the drift patterns at some specific instrumenta) conditions.

conditions, i.e., high rf power and low nebuliser gas flow rate.
In order 10 quantify these graphic observations, the degree of
correlation, r, between the loadings of the new PARAFAC
factors and several physical parameters of our data has been
calculated. Thus, the scores of the new compongats in the first
mode (A-matrix) were correlated to the energy data of the lines
studied: excitation energy, ionisation cnergy and emission
energy of the monitored lines. The B-loading matrix was
compared 10 the shape of the drift patterns, and the C-loadings
were correlated to the levels of the rf power and the nebuliser
flow rate set in each experiment. Importantly, the correlation
levels found in this exercise enables the interpretation of the
physical significance of the PARAFAC factors. The results are
summarised below:

Within the Ist mode: emission lines. Factor 1: some
corrclation was found between the emission energy of the
emission lines and the scores of PARAFAC factor 1, (r=0.58).
Factor 2: the scores of the second factor are highly correlated o
the inverse of the excitation cnergy of the emission lines
(r=0.90).

Within the 2nd mode: replicates/time. Factor 1: the lnadings
of this factor are highly correlated to the general (average)
analyte drift patterns at robust and moderately robust
conditions (r=0.92). Factor 2: some correlation was found
(r =0.6) between this factor and the average drift pattern when
using 1500 W and 0.9Imin~' and when using default
conditions, 1000 W and 0.9 1 min~! (Fig. 11).

Within the 3rd mode: experimental conditfons. Factor I: the
nebuliser gas low rate employed in the different drift diagnoses
was highly correlated to the loadings of PARAFAC factor |
along the third mode (r=0.93). Factor 2: the loadings of factor
2 were found very highly correlated (r=0.97) to the ratio:
(T power)/(nebuliser flow rate).

It is important to note that although no analytical
information was incorporated into the matrix when performing
the PARAFAC analysis, the new factors are highly correlated
10 some of the physical parameters investigated. This strong
association suggesis thal the o insurumeniai parameters
modified in our study are related to the cause of most of the
variation in the data set and so are intrinsic to the drift
pheavurcnun.

Conclusions

The results presented here are in agreement with and
complementary to previous work indicating that the rf power
and the nebuliser gas flow rate settings have a fundamental
cffect on the robustness of the dara.

The results shown in Fig. 7 could provide the analyst with a
quick reference to better optimise instruments for long-term
stability. In addition, this study facilitates the appropriate use
of internal standards for drift correction. (1) Soft conditions,
low power (rf power= 100C W) with medium to high ncbuliser
flow (> 1.0 1 min~") give very unstable signals over time and
complex drift patterns. Under these conditions, the use of an
internal standard o compensate for instrument drift will not
lead to an improvement on the quality of the data. For such
conditions, the authors have developed a new cormrection
procedure.! (2) With medium power (rf power= 25¢ W), the
data obtained indicate that the instrument is generally quite
stable, showing drift values below 5% and complex drift
patterns. Although drift correction under such conditions
might be not necessary, internal standardisation methods will
not be appropriate. (3) Under robust conditions, the instability
is highly correlated between all the analyte lines and any line
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can be employed 1o correct for drift. Of specific interest are the
so called “moderate robust conditions” (rf power 1375W,
nebuliser flow rate 1.051min~') where argon lines could be
used as internal standards.

The use of the multi-way approach, PARAFAC, has also
been shown to be a powerful tool 1o describe the system. The
results are easier to interpret than those obtained using PCA
due to the smaller number of parameters implied in the
formation of the PARAFAC factors. A mathematically agreed
interpretation of the tri-dimensional factors has been achieved
by using physical parameters related to the system.

However, the full potential of this technique has not yet been
realised and work in this area will continue, particularly in the
area of multi-way regression®? to correct for drift. Matrix
effects and the influence of concentration levels on long-term
stability of signals will also be the subject of further work.
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A method is reported for correction of long-term drift in
ICP-AES measurements. The change in the intensity of
thirty emission lines was monitored over eight hours without
recalibration of the instrument. Drift values were found to
give errors of up to 20% with respect to the first measure-
ment. The suggested procedure utilises the drift pattem of
an intrinsic plasma line, Ar 404.597 nm, and the results of a
principal component analysis to remove the drift error. After
correction, the drift values drop to less than +2%.

Introduction

ISAjeUY,

match samples with one or several internal standards to be able
to correct some of the drift error. Both options are time
consuming. The comrecting method suggested here avoids
recalibration and or sample matching with an intemal standard
element, by use of an intrinsic plasma line.

Previous work?? on ICP-AES systems has shown the
convenience of working at robust conditions, low nebuliser gas
flow rate and high rf power. At these conditions, signals are
more stable and their drift paterns are highly correlated
between all the analyte lines and so, internal standardisation
methods may correct for long-term drift error. Unfortunately,

Table 2 ICP-AES operling conditions

Inductively coupled plasma atomic emission spectrometry Rf power 1000 W
{ICP-AES) is a well established technique for routine analysis.! Injector dinmeter 2 mm
Multi-element determinations, high selectivity and limits of Nebuliser type Cruss flow pneumatic nebuliser
detection below the pg g—! level have led to a wide range of Nebuliser flow 09 L min—*
applications in areas such as food science, environmental and Plasma flow 15 L min—!
clinical analysis. Auxiliary flow 0.8 L min-!
However, in routine use, long-term drift may be a dis- f’,"fmp.le “S"_Lke rate :20 L min=!

advantage of the ICP-AES technique. and in praclice requires R;‘;lzi :"r’h ' 10—?315
the analyst to either regularly recalibrate the instrumenmt or
Table 1 Emission lines used in study

Element A/nm Intensity, I/l EE = A%/eV 1P</eV EP + IPd/eV

Al (D) 396.152 10.5 3.13 —_ 3.1

Ba (11} 230.424 73.0 538 5.21 =10.6

Ba (1) 233.527 75.0 531 5.21 11.2

Ca (D) 422.673 1.5 299 —_ 29

Ca () 317.933 1.5 3.90 6.11 13.1

Cd{l) 228.802 110 542 — 54

Cdn 226.502 120 5.47 8.99 14.4

Co (D) 340.512 No data 364 —_ 14.0

Co{ll) 228.616 43.0 542 7.88 14.3

Cr (D) 357.869 13.0 3.46 — =3.46

Cr (11) 267.716 42.0 4.63 6.7 =114

Cu(l) 324.754 56.0 3.82 — 38

Cu(ll) 224.700 39.0 5.52 7.73 15.9

Fe (1) 259.940 48.0 4717 7.90 =127

Mg (1) 285.213 No data 4.35 — 4.3

Mg (11) 219.079 1.0 4.44 7.65 =121

Mn (1) 403.076 6.8 3.08 —_ 3.1

Mn (ID) 257610 220 481 71.43 122

Na (1) 589.592 43.0 2.10 —_ 21

Ni () 232.003 200 5.34 — =534

Ni (1) 231.604 15.0 5.35 7.64 =13.0

Pb (1) 220.353 70.0 5.62 142 14.7

Ti (1) 379.280 No data 3.27 6.83 =210.1

Zn (1) 213.856 170 5.80 — 5.8

Zn (1) 202.548 75.0 6.12 9.39 155

Ar (D) 357.229 23 347 — =347

Ar (D) 404.597 25 3.06 — =3.06

Ar (D) 420.068 50 295 —_ =295

Ar (1) 451.074 21 2.75 — =275

= Ratio of net analyte inteasity to background intensity (Handbook of ICP-AES, CRC Press, 1981). © Transition emitted energy (calculated by converting
nm-—! o €V). © First ionisation potential {Handbook of Physics and Chemistry, CRC Press, TTth Edition, 1997). 4 Excitation potential (P. W. Robinson,

Handbook of Spectroscopy Vol.l, CRC Press, 1974).
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many [CP-AES users employ soft conditions to perform their
analyses,*-8 ie., the so called ‘default conditions’ which imply
low f power (~ 1000 W) and a medium nebuliser flow rate
{~ 1.0 Lmin—!). These values facilitate the use of both soft and
hard emission lines and are thus more versatile. In addition,
‘standard conditions’ are often promoted by manufacturers.?
However, when using such working parameters, the ICP-AES
technique can give very unstable signals over time and complex
drift pattems. For this reason, an attempt has been made to
menitor and correct the instability when using the more routine
soft conditions.

The approach reported here requires the analyst only 1o
monitor the drift of one argen line. A polynomial regression
trendline is then fitted to the argon drift, and the long-term driit
on the other lines is estimated using the trendline of the argon
emission once modified by a correction factor, f;, which is
specific for each emission line. To date, this correction factor
has been estimated by employing the results of a principal
component analysis performed on the data set. However, the
ideal case will be to estimate f; by using only physical properties
of the emission lines.

Table 3 Polynomial regressions of the emission lines swudied

Methodology
Experimental

A multi-element solution containing 15 anzlytes was repeatedly
analysed over a period of 8 h without recalibration (100
replicates). In order to ensure stable starting conditions, 2 h
were allowed for the instrument to ‘warm up'. The change in the
intensities from 30 emission lines was then followed over the
time, Table | details the lines monitored in this study. In most
cases, one atomic and one ionic line were used, in addition Lo
four argon emission lines.

Instrumentation

The instrument employed was an OPTIMA 3000 (Perkin Elmer
Corporation, Norwalk, CT, USA). This I[CP-AES combines an
echelle polychromator with a solid state detector, which allows
simultaneous acquisition. The plasma was viewed radially, The
operating conditions are described in Table 2.

Polynomial parameters Staustics

Emission

lines B B B By A Bs s r

Al(D) 0.107 0.313 —0.014 35E-04 -3.7E-06 1.4E-08 0.23 0.992
Ca(l) 0.033 0.071 —0.0038 1.1E-04 -1.3E-06 5.5E-09 0.13 0.886
Cd (1) —-0.048 0.316 —-0.0133 3.2E-04 —~34E-06 1.2E-08 Q.31 0.989
Co (D) -0.074 0.196 —{.0095 0.00026 —3.0E-06 1.2E-08 0.25 0.981
Cr(l) 0.016 0.045 =0.0027 8.9E-05 —1.2E-06 54E-09 0.13 0.865
Cu(l) 0.011 0.124 —0.0062 1.7E-04 —2.0E-06 8.2E-09 0.16 0.973
Mg (D) 0.047 0.257 -0.0116 29E-04 -3.1E-06 i.1E-08 0.20 0.990
Mn (l) -0.026 0.047 —0.0029 9.2E-05 —1.2E-06 5.4E-09 013 0.859
Na(l) 0.070 0.039 —0.0026 6.8E-05 -8.4E-07 3.7E-09 0.14 0.958
Ni(l} 0.047 0319 —0.0145 3.6E-04 —3.8E-06 1.4E-08 0.30 0.986
Zn () 0.254 0.462 —-0.02 4.7E-04 —4,8E-06 1.7E-08 0.35 0.992
Ba (1) =0.012 0.885 —0.0382 9.0E-04 —9.0E-06 3.1E-08 0.66 0.993
Ba (1) 0.321 0832 —0.0348 8.1E-(4 —8.1E-06 2.8E-08 0.58 0.994
Ca (11) 0.075 0.447 -0.0194 4.7E-04 —4.9E-06 1.8E-08 0.31 0.994
Cd (1) 0.122 0.238 —0.0108 2.7E-04 —29B-06 1.1E-08 0.22 0.988
Co (11) -0.003 0.404 —0.0171 4.1E-04 —4.3E-06 1.6E-08 0.44 0.985
Cr (1) —-0.068 0.606 —0.0267 6.4E-04 —6.5E-06 2.3E-08 041 0.994
Cu(lb) 0.053 0.381 —-0.0169 4.1E-04 —4.4E-06 1.6E-08 0.25 0.993
Fe (1) 0.271 0423 —0.0188 4.6E-04 —4.8E-06 1.8E-08 0.29 0.993
Mg (1) -0.204 0.233 —0.01 2.5E-04 —2.8E-06 1.1E-08 0.23 0.988
Mn (1) 0.334 0.540 —0.0234 5.5E-04 —5.7E-06 2.0E-08 0.36 0.994
Ni (D) -0.206 0.282 —0.0126 3.1E-04 —3.3E-06 1.2E-08 0.28 0.984
Pb (1) 0.534 0.016 —-0.0016 5.8E-05 —1.6E-07 I2E-09 043 0.442
Ti (1)) 0.193 0.353 -=0.0154 J7E-04 —3.9E-06 1.4E-08 0.23 0.994
Zn (1D 1.031 0.503 —0.0215 5.2E-04 —5.5E-06 2.0E-08 0.53 0.988
37Ar 0.048 0.617 —0.0239 5.1E-04 —4.6E-06 14E-08 056 0.993
RT-Yy -0.011 0415 —0.0187 4.4E-04 —4 4E-06 1.6E-08 0.32 0.991
SWAr 0.033 0.593 —0.0249 5.5E-04 —~5.2E-06 1.7E-08 0.34 0.996
431Ar 0.004 0.588 —0.0242 5.3JE-04 —4.9E-06 1.6E-08 0.36 0.996
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Fig.1 Deails of he principal component analysis performed 1o the data. Data employed, drift values; samples, the 100 replicates; varizbles, the 30 emission
lines monitored; prereatment, none; results, PC1 accounts for ~ 100% of the variation.
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multiplying the replicates n of the analyte line to those of the
argon line were constant, and this ratio was indeed similar Lo the
ratio of the PCA loadings (Table 4). Thus, the correction factors
were calculated using the PCA loading ratios and applied to the
argon trendline by multiplying every parameter, except the
intercept, fo- The drift on each analyte line was then estimated
by eqn. (3).

Results and discussion

and only requires the results of a previous principal component
analysis o estimate the specific correction factors.

The phenomenon which cause the sequence described above
are still being investigated as are the potential effects due to the
addition of a more complex chemical matrix.

Table 5 Improvement in drift obtsined by employing the suggested
cormrection procedure after 8 h of analysis

Long-term drift
Fig. 1 shows the evolution of the drift on the 30 emission lines after 8h of analysis Maximum drift observed
monitored during 8 h of repeated determinations. It can be seen After After
that the drift patterns are similar for all the lines, but with 2 griciion Measured  comection Measured  comection
different gradient at the beginning of me.ar!alyS{S. _ lines (%) (%) Fe (%) %) R
If the range of variation of each emission line is plotted,
Fig. 2, il can be seen how some lines remain very siable during AlL(D) 6.0 —0.1 55 70 0.6 1
the whole experiment whilst others have drift values up Lo 20%. Ca(l) 0.5 -03 2 12 04 3
In general, the atomic lines are more stable than the ionic lines, ~ Cd (1) 6.3 =03 21 77 09 8
a feature almost cenainly due to the low rf power employed €0 () 3.9 o-g 93| 4-(3) 06 8
(1000 W), which tends to make hard lines more vulnerable to g‘(('l)) ?; :3'2 8 ;'_, gi g
drift. Certainly, the variation in the sequence of lines is not M ’ a y y
; ] e g () 46 0.3 17 56 0.6 10
random (Fig. 3), and so some physical characteristic of the ;g 0.4 —0.1 31 09 04 2
emission lines probably accounts for these differences. A Na() —08 -03 3 05 0.7 ]
number of fundamental properties of the lines have been Ni (D 56 —0.3 19 7.1 0.7 11
correlated to the variaion sequence, e.g., emission energy, Zn (1) 9.0 -03 27 110 0.6 17
excitation energy and intensity of the lines, in order to estimate Ba (II) 17.4 —0.2 109 205 L3 16
the correction factor. To date however, we have not found good Ba (1) 175 —0.1 136 20.6 1.3 16
correlation with any of the physical characteristics tested, and Cz an 3-3 ‘3-2 43 104 08 14
thus the loading ratio has been retained as the best approxi- go ::3 8.; "0'8 7;8 gg ?(5) :g
mation to calculate the specific correction factors. Cr (1) LS —0.1 84 138 09 16
The ‘estimated drift’ for each emission line monitored is ¢, (1) 72 —01 70 83 07 12
shown ip F.'ng. 4. This was calculated using the polynomial ﬁt_for Fe (lI) 82 ~02 42 96 08 12
the emission line of argon 404.597 nm and the specific Mg (It) 4.4 -0.2 20 54 0.5 11
comrection factors. The remaining drift error after correction has Mn (1)) 10.6 -02 56 124 038 16
3 2
been ploued in Fig. 5. It can be observed that the long-term drift Ni (1) 48 -0.3 18 62 0.6 10
drops from around 20% in the original data set, Fig. 2, tobeuer ~ Pb (1) 0.2 —-0.6 0 20 1.l 2
than 2% after applying the correction procedure, Fig. 5. The ~ Ti(D 6-3 =01 58 g-l 06 13
factors of improvement are detailed in Table 5. JZ;;.;\r(H) :;5 _g'g 312 : 6-3 :g g
The suggesied correction procedure has been shown 1o aapp 27 0.2 31 88 05 16
successfully remove most of the drift from the data when using 4205, 12.9 10 13 139 15 10
'tlypica:]' (Le!'zf\ull insu-unrxemz.ﬂ c.om.iil.iolns. Tl}c_: prclxhcedun_a em- AS1AT 13.1 1.2 11 141 15 9
ploys the drift pattern of an intrinsic plasma line, the emission “F .
line of argon at 404 nm, instead of an added internal standard, actors of improvement.
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