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ABSTRACT

Investigations into the transmission of real-time interactive speech over local area networks (LAN) in an industrial/commercial environment to eventually obviate the need for a private automatic branch exchange and ultimately prepare the way for a single interactive integrated information system (PS) that provides work stations, which are networked via a LAN, with a fully interactive speech and graphics facility commensurate with the future requirements in computer integrated manufacturing (CIM).

The reasons for conducting this programme of research were that existing LANs do not offer a real time interactive speech facility. Any verbal communication between workstation users on the LAN has to be carried out over a telephone network (PABX). This necessitates the provision of a second completely separate network with its associated costs. Initial investigations indicate that there is sufficient capacity on existing LANs to support both data and real-time speech provided certain data packet delay criteria can be met.

Earlier research work (in the late 1980s) has been conducted at Bell Labs and MIT. [Ref 25, 27 & 28], University of Strathclyde [Ref 24] and at BTRL [Ref 22 and 37]. In all of these cases the real time implementation issues were not fully addressed. In this thesis the research work reported provides the main criteria for the implementation of real-time interactive speech on both existing and newly installed networks.

With such enhanced communication facilities, designers and engineers on the shop floor can be projected into their suppliers, providing a much greater integration between manufacturer and supplier which will be beneficial as Concurrent and Simultaneous Engineering Methodologies are further developed.

As a result, various LANs have been evaluated as to their suitability for the transmission of real time interactive speech. As LANs, in general, can be separated into those with either deterministic or stochastic access mechanisms, investigations were carried out into the ability of both the:

(i) Token Passing Bus LANs supporting the Manufacturing and Automation Protocol (MAP)—Deterministic

and

(ii) Carrier Sense Multiple Access/Collision Detection (CSMA/CD) LANs supporting the Technical Office Protocol (TOP)—Stochastic
to support real time interactive speech, as both are used extensively in commerce and manufacturing.

The thesis that real time interactive speech can be transmitted over LANs employed in a computer integrated manufacturing environment has to be moderated following the tests carried out in this work, as follows:

The Token Passing LAN presents no serious problems under normal traffic conditions, however, the CSMA/CD LAN can only be used in relatively light traffic conditions i.e. below 30% of its designed maximum capacity, providing special arrangements are made to minimise the access, transmission and processing delays of speech packets.

Given that a certain amount of delay is inevitable in packet switched systems (LANs), investigations have been carried out into techniques for reducing the subjective effect of speech packet loss on real-time interactive systems due to the unacceptable delays caused by the conditions mentioned above.
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CHAPTER 1

INTRODUCTION

This thesis investigates the problems associated with implementing real-time interactive speech and data on a single information system, namely, a local area network, designed primarily for the transmission of data in a commercial/manufacturing environment. Current practice is to provide two expensive and completely separate networks, one for speech in the form of a PABX, and the other for data comprising a local area network(s). The research work reported in this thesis defines the limitations encountered when real-time interactive speech is combined with data on LANs employed in a commercial/manufacturing environment, and then provides a number of various strategies for minimising the reduction in speech quality caused by these fundamental limitations.

The focus of this research is thus to investigate the problems of integrating both real-time speech and data onto one common information system for use in a commercial/manufacturing environment. Successful implementation of such a system substantially reduces the installation, running, and reconfiguration costs in the IT area, eventually paving the way for a truly integrated information system whereby every workstation will have a real-time speech capability thus considerably enhancing user intercommunication.

The enhancement of the user communication will manifest itself in terms of ease of connection, in that once a session has been established between two (or more) users on a network, then no addition telephone type call set-up procedures will be required. Any facility, such as this enhanced communication system, will ease the burden of already stretched professional engineers in the manufacturing sector. Given that engineering expertise in this area is a scarce commodity it is important to use the resource in the most cost effective manner - improved communication systems of the type developed in this thesis certainly assist in this area. In addition, results show that existing networks and workstations can be modified (at a reasonable cost) to support a real time interactive speech facility.

The separate evolution of speech and data networks is briefly outlined in Chapter 2 together with a description of the current situation concerning IT networks in modern commercial/manufacturing environments. Chapter 2 is rather large because it covers the background knowledge required to appreciate the integration of the two major information technologies i.e. Communication and Computing - an understanding of these two areas being essential for appreciating the significance of this research activity. In the latter part of Chapter 2 the problems associated with the transmission of real-time interactive speech over LANs are then introduced. These problems are primarily a result of the variability of the delays suffered by the speech packets in
accessing, crossing, and then exiting the LANs employed. Unlike data, real-time interactive speech requires a steady stream of bytes to be carried by the network at a modest data rate of 64Kbps (which is the current internationally agreed telephony standard). If access to the LAN is irregular, or, transmission delays excessively variable, then reconstitution of the analogue speech from the received digital bit stream at the receiving end will result in degradation of the received speech quality. In this section the mechanisms that cause packet delay are identified, and the types of delay that occur are defined. Under certain circumstances, particularly related to the traffic being carried by the network, the delays encountered could be excessive.

Conventional techniques employed for the digitising of speech require that packets must arrive at the receiving end within a given "time window" prior to being reconstituted into analogue speech. Research work mentioned above indicates that some speech packets will be delayed to such an extent that they could arrive after the time-window had closed for that epoch. As the reconstitution of the analogue speech from the digital byte stream is a continuous process and cannot be halted to wait for delayed bytes, the speech has to be reconstituted with some bytes missing. The result of excessive packet delay is that degradation in speech quality occurs.

Research into the nature of the packet delays on actual networks requires that the occurrence of "packet clustering" is investigated. This phenomenon is a result of packets being caught in a server queue at a switching node in a network. It is usual for the network management system to divert packets away from a busy node once the queue reaches a critical size. However, the impact of this strategy on the received byte stream is that the speech packets not only arrive out of order but that a cluster of speech packets can also be delayed, or even lost, depending on the queue length at the offending node. *This loss of a series of consecutive speech samples (to be referred to forthwith as speech parcels) is investigated and results shown, as this aspect of the research is very relevant to the transmission of real time speech over LANs.*

The importance of packet clustering is also manifest in the study of speech parcelling, where a number of consecutive speech packets are collected together to form a parcel which is sent in the data block of an information frame e.g. High Level Data Link Control (HDLC) protocol, so as to improve transmission efficiency. However, the disadvantage of this technique is that should the frame (speech parcel) be delayed or lost, then a large block of speech is lost resulting in a significant loss in speech quality identical in effect to that outlined in the previous paragraph. In Chapter 3 the impact of packet clustering is evaluated for both eventualities.

Two major strategies are considered to minimise the reduction in speech quality caused by the loss of speech packets, they are:-
(a) minimise actual length of the delays in accessing, transiting and exiting the network

(b) minimise the effect on speech quality of the lost speech packets.

Some techniques already exist in categories (a) and (b), but were found to be of limited value, so it was decided to develop new and more powerful techniques, these are reported in this section.

As with most man-machine interfaces the true measure of their effectiveness is their ability to satisfy the user. To this end subjective tests are employed to establish user tolerance to both the fixed and variable delays suffered by speech packets transiting LANs, as mentioned in the previous section. Chapter 4 of the thesis describes these subjective tests carried out initially at University of Plymouth (UoP), and then latterly at British Telecom Research Laboratories (BTRL), to establish the overall maximum delay that speech packets can suffer, yet still maintaining reasonable commercial speech quality. This was made possible because BTRL have developed the most modern Speech Subjective Testing Unit in Europe which enables a full range of both electronic and environmental conditions to be accurately controlled. Further subjective testing conducted at BTRL establishes the effectiveness of the techniques developed to minimise the effect on speech due to packet loss {see (b) above}. Results of these tests are reported in this section.

In addition, further testing was conducted at UoP to establish the optimum speech parcel size for transmission over LANs employing Carrier Sense Multiple Access/Collision Detection (CSMA/CD) access techniques, given that the LAN data frame would also be contain screen data to support a truly interactive session. In these tests the following parameters were of prime consideration:-

* Maximisation of transmission efficiency,

* Optimisation of the ratio of speech bytes (speech parcel size) to data bytes (screen information),

* provide reasonable screen refresh rate,

* provide reasonable speech quality (similar to that on the PSTN),

* meet speech delivery rates of 8000 bytes per second, on average,

* operate the CSMA/CD LAN within 30% of its maximum design bit rate of 10Mbps.
Operational recommendations are provided for LANs which are to be used to carry both data and real-time interactive speech in a commercial/manufacturing environment, given the problems that are likely to be encountered as mentioned above, see The Conclusion Chapter 7 for details. From the research carried out, the deterministic type of LAN (Token Passing) offers considerable operational advantages over the stochastic variety (CSMA/CD) for any real-time application. However, as there is a very large installed base of Ethernet (CSMA/CD) particularly in the field of office automation, it is important that the special problems associated with implementation are minimised before a truly integrated information system can be implemented.

Results of current research activity taking place at University of Plymouth, as to the suitability of neural networks for reconstituting missing speech packets that have been lost, is reported under Further Research in Chapter 6. The opportunity to reconstitute these missing speech packets exist because the receiving terminal must buffer the received speech packets prior to the analogue speech being reconstituted by the digital-to-analogue converter and then sent to the transducer (speaker). The reason for this buffering process is that the incoming packets may arrive out of time sequence and thus must therefore be re-ordered (in time sequence) prior to reconstituting the analogue signal. This operation must take place within the time-window defined previously. The received buffer will therefore contain, for a short period of time, speech packets (8 bit samples) either side of those that are missing i.e. preceding and succeeding packets. Investigations are being carried out as to whether a neural network, in possession of the preceding speech packets and the succeeding speech packets, can reconstitute those that are missing on a continual basis, and within the very limited time-window that exists. Early results from a primitive neural network operating on single packet loss are reported and compared with those already developed, see Chapter 6 for details. Initial indications show that this is an extremely powerful tool as it has the capability to "learn" as the conversation progresses. In addition, the system degrades gracefully in the event of an increase in packet loss, thus avoiding the crash-syndrome associated with many digital systems. However, the neural network algorithm does require a considerable amount of computing power at the present, although it is anticipated that this could be reduced with further research.

The thesis is that real-time interactive speech can be carried by LANs (also carrying data traffic) under certain well controlled conditions which are investigated as follows:-

(a) identification of the mechanisms that cause packet delay

(b) definition of the types of delays that occur

(c) establishing the tolerance levels of human users to the types of delays defined in (b)
(d) investigation of methods for reducing both the length and variability of the delays generated by the different types of LANs currently employed in commercial/industrial environments.

(d) evaluation of existing techniques for minimising the effect of delayed speech packets, and the development of new and more effective strategies

(e) evaluation of the effectiveness of these new strategies against the existing techniques described in (d) and (e) by subjective testing under controlled conditions.

(f) provide recommendations for the successful implementation of both real-time interactive speech and data on a common LAN(s).

End of Chapter 1
CHAPTER 2

2. COMMUNICATION SYSTEMS IN MANUFACTURING ENVIRONMENTS

2.1 EVOLUTION OF COMMUNICATION SYSTEMS IN COMMERCE/INDUSTRY

Since the invention of the telephone by Sir Alexander Graham Bell in 1876, and the computer by Babbage in the 1950s, these two giant industries have evolved each developing their own major electronic information system essentially independent of one another. This development has been at a rapid rate, mainly in response to market forces, but with little or no cooperation between the two industries.

Another interesting comparison that can be made is that while telecommunications have been looked upon (until fairly recently) as a service industry, often under the auspices of the government, the computing industry has remained very much in the private sector. This aspect of their separate evolution will be referred to again in this chapter. Even at company level, the two systems are viewed differently by the management i.e. 'telephones' are often considered 'low-tech' and therefore come under the responsibility of the office manager who also orders stationery and paper clips - whereas the computing requirements are seen as being 'high-tech' and are managed by a computer manager in a special computer suite. This perception is also reflected in the salaries paid to the staff who have responsibilities in these respective areas.

Until the late 1970s the major telecommunications equipment manufactures, suppliers, and carriers felt that they had little to fear from computing equipment manufacturers and systems houses as the two markets had remained more or less separated and technologically incompatible. The reason for this separate development and technological incompatibility can be found by comparing the technology employed in the two systems. Until the early 1970s all the major telecommunications networks in the world employed analogue transmission and switching, as they were originally designed specifically for the carrying of analogue speech signals. In contrast, computer systems had been designed to process digital data employing purely digital techniques.

It is also worthy of note that early computer systems (networks) had the same star topology as the telecommunication systems. However, developments over the last ten years in the field of distributed computing has resulted in a major change in the topology of computer networks. The move has been away from the main-frame based 'star' topologies where all the intelligence was concentrated at the hub and the terminals are dumb, and towards bus and ring structures which are more appropriate for the new generation of intelligent workstations now being employed in both office and manufacturing automation. This evolutionary process has spawned local, national and international computer networks, mostly under private control, which now forms a major part of the enabling technology for all modern information systems so essential for companies who wish to maintain that competitive edge.
The next section describes briefly the current state of the telecommunications networks both nationally and internationally with a view to explaining the limitations of this network for data transmission.

2.1.1 TELECOMMUNICATIONS SYSTEMS

Given that the telecommunications industry was born some 70 years before the first computing machines (as we know them today) were produced, it is hardly surprising that the industry has become mature and extremely well established on both a national and international basis with a framework of active standards bodies (CCITT and CCIR). The level of international cooperation, in terms of standards agreement, that has been achieved over the past 70 years, through the work of the CCITT and the CCIR, in spite of the considerable political differences that exist from country to country, has been little short of amazing. As a result it is currently possible, through services like International Direct Dialling (IDD), to direct-dial most telephone subscribers (customers) all over the world without the aid of an operator.

The basic architecture of most telecommunication systems is hierarchical with traffic between subscribers taking the most economic route (usually the shortest) in the first instance. However, during busy periods (called "busy-hours") traffic will be diverted automatically to higher layers in the network when the shortest routes become congested. The reason for the provision of these higher layers in the national network is to prevent calls being lost through congestion and thus meet internationally agreed standards on "grade of service" - specified in terms of the number of lost calls.

Although the overall structure of current telecommunications networks is hierarchical, the elemental networks are all based on a 'star structure' with all the intelligence concentrated in the central switch. Each star shaped network has connections to the layer above from the central switching point and is, in effect, a subset of the layer above. The reason for this adherence to star structured networks by telecommunications authorities throughout the world is that for analogue transmission systems employing circuit switching (see later in this section for a description of circuit switching) it can be shown theoretically that this configuration minimises the amount of cabling required for a reasonable geographical spread of subscribers within a given local exchange area. As cabling costs represent the single most significant capital investment in a telecommunications network it is important to optimise this cost/performance ratio.

It can be seen from Fig 2.1.1(a) and (b) that each star configured network is a subset of the layer above in the network, very similar to a Mandelbrot set [REF 1] with direct circuits linking adjacent star networks e.g. a PABX in a commercial/industrial will support possibly hundreds of extension telephones where each telephone has a

---

1CCITT: Consultative Committee for International Telephony & Telegraphy
CCIR: Consultative Committee for International Radio.
direct link (a two wire dedicated circuit) back to the central switching equipment, thus forming a star topology. The direct exchange lines that provide the PABX with connection to the outside world are fed from the local BT/Mercury Exchange. However, that group of exchange lines forms only a small portion of the total number of lines available from the Local Exchange, typically 10,000. The direct exchange lines from the Local Exchange are also arranged in a "star structure" feeding all subscribers with in a given geographical area, typically about 16kms in diameter.

Fig. 2.1.1(a) Telephone Connection to Exchange
Fig 2.1.1(b) Diagram of PABXs and other Subscribers forming Local Exchanges which in turn form Charging Groups
To provide national communication Local Exchanges are grouped together on a geographical basis to form Charging Groups (within which all calls are charged at "local call" rates). Calls between subscribers on different exchanges but within the same charging group are routed over special circuits that link the exchanges called Junctions. Because it is not usually economic to interconnect all exchanges in a charging group one of the exchanges in the charging group is nominated as the central switching point for that group and is called the Group Switching Centre (GSC). As a result calls between exchanges within the charging group are normally routed through the GSC. However, if there is sufficient traffic (telephone calls) between two exchanges then Direct Junctions are provided between the two exchanges (not going via the GSC) see Fig 2.1.1(c). These Direct Junctions are provided so as to carry approximately 80% of the maximum traffic occurring during the busiest hour of the day (Busy-Hour). The other 20% of the Busy-Hour traffic is routed to its destination over Junctions via the GSC i.e. it effectively overflows via the GSC. This approach is employed to reduce the amount of circuits standing idle (not revenue earning) during times of reduced traffic and is universally employed. It can therefore be seen that the Charging Group is basically another star structured network with the GSC at the hub similar in nature to the Local Exchange below it in the hierarchy and the PABX below that.

To provide communication between Charging Groups special circuits are provided as the distances involved can be quite large. These circuits are called Trunks. Trunk circuits terminate in the GSC of each Charging Group. As with the Junctions, it is not economic to interconnect all GSCs with Trunk circuits. The result is that GSCs are grouped together into Districts, and one GSC within each District is nominated as the District Switching Centre (DSC). These DSC is connected to all the GSCs within that District by Trunk circuits in a star structure. Direct Trunks between GSCs are not normally provided, unless there is sufficient demand when direct trunks are installed (on the same basis as above). Yet another star structured network!
The top layer in the hierarchy employs Main Switching Centres (MSCs). Again, the DSCs are grouped together to form main switching areas in which one DSC is nominated as the main centre and all DSCs are connected to it in a star structured network. The difference with the MSCs as opposed to the DSCs and the GSCs is that all MSCs are fully interconnected. Currently their are 9 MSCs which are to be found in the main conurbations in this country i.e. London, Birmingham, Manchester, Liverpool, Bristol, Edinburgh and Glasgow etc. See Fig 2.1.1(d) for diagram of the U.K. National Network.

![Diagram of the U.K. Public Switched Telephone Network.](image)

**Fig 2.1.1(d) Diagram of the U.K. Public Switched Telephone Network.**

The international telecommunications network also reflects the hierarchical type topology based on a star structure with major switching centres (called CTs) based in the developed counties, with the third world operating as satellites off their nearest CT.

The reliance on the star structure topology by telecommunication authorities is of fundamental importance to the research work reported in this thesis as it imposes certain restrictions on telecommunication networks which will have far-reaching effects in the development of future information networks. Certain PTTs have realised the constraints with which they are faced and are endeavouring to move away from star-based architectures.
2.1.2 CIRCUIT SWITCHING

Until fairly recently PTTs throughout the world have adopted a policy of rigid adherence to circuit-switched systems. This method of interconnecting telephones/terminals necessitates the establishment of a communication channel between the two parties concerned for the duration of the connection. In reality this connection has to be set up before any information transfer can take place, necessitating a "set-up" time. On completion of the call the connection has to be broken down (cleared down), requiring a "clear down" time. Both the set-up and clear-down times are considered as overhead as no revenue earning information can be transferred during these periods. However as speech conversations tend to be much longer than these set-up and clear-down times the original designers tended to ignore their significance. The telephone system was designed specifically to carry speech employing analogue transmission and switching techniques.

Two worldwide networks, one for speech, and the other for data (TELEX), operated mainly by national PTTs, successfully evolved using these techniques exclusively, until the early 1970s. Another circuit switched network also existed for the exchange of vision (television) signals within Europe (Eurovision) and between the USA. This network does not provide the same degree of coverage or flexibility as the telephony and telex networks mainly because the technology did not then exist for the "broadband" switching required for broadcast quality vision signals. However, the key issue here is that separate systems were required for each signal type, a limitation not found with packet switching described in the next subsection.

There are times in any interactive information system, be it speech or data, when periods of inactivity occur. With circuit switched systems the connection is still maintained during these periods with the appropriate tariff continuing to be charged. This is another major disadvantage with circuit switched systems.

It can be shown that the communication channels and switching equipment can be employed in a more efficient manner by employing a technique called Packet Switching. However, this improvement in efficiency is bought at a price. The price to be paid is in the currency of time delay, the explanation of which forms a fundamental part of this thesis.

In addition to those points indicated above, the rate at which information can be transferred over the current generation of circuit switched systems is inherently low compared to the packet switched networks (discussed in the next section). The channel bandwidth, having been designed to carry commercial quality speech, is basically only 300Hz to 3.4kHz by international agreement. The latest modem technology employing QAM (Quadrature Amplitude Modulation), still necessary for data transmission, can support only 14,400kbps on the best PSTN connections, frequently it is considerably less than this figure, typically 9,600kbps. This figure compares with 10s of Mbps in packet switched systems and represents 1000 fold increase in the rate that information can be transferred.
2.1.3 PACKET SWITCHING

A major competitor (some would argue the successor) to circuit switched systems, in the field of information systems technology, is now packet switching. In this system the information to be carried, be it speech, data, vision, or telemetry signals, is digitised (if not already - as in the case of data) into bytes (usually comprising 8 bits). These 8 bit bytes are then grouped into "packets" of various sizes depending on the system/manufacturer. See Fig 2.1.3(a). These packets can contain bytes all from the same signal group, or from different signal groups i.e. speech, data, and/or vision etc, thus providing superior flexibility to circuit switched systems.

Fig 2.1.3(a) Packet Switched Networks
[courtesy of the Open University]
The packets mentioned above not only contain the information to be transported but also routing information, as there is no circuit set-up facility as with the circuit switched system. This routing information is contained in a packet "header" which holds both the source and destination address of the packet in question. When the packet is fed into the packet switched system the packet arrives at the first node where the destination address is read. The communication software within that node will then route the packet to the next node en route to its final destination. The routing is achieved by algorithms contained in each node which provide the optimum path to be taken. In more sophisticated systems, which contain overall network management systems, node congestion can be quickly identified and packets routed away from problem areas. Should a packet not be accepted by its intended destination, then it can be routed back to its source as this information is contained in the packet header. See Fig 2.1.3(b)

![Packet Header Format](image)

**Fig 2.1.3(b) Packet Header Format**

From the above brief description, it can be seen that packets can take a number of different routes through the network depending on:

1. the traffic on the network
2. the time of day

Inherent in this type of network is the variability in the time taken for packets to be delivered - commonly referred to as packet delay. The study of the nature of these delays and mechanisms for minimising their occurrence and effect forms the major part of this thesis.

Because of the variation in delay likely to be experienced by packets it is not unusual for packets to arrive out of sequence at their destination. As a result it is normal to include in the packet header a packet sequence number if the information being transmitted is spread over a number of packets. If packets do arrive out of order then...
they must be re-ordered before the original information can be reconstituted, particularly if it is required in an analogue form. This re-ordering process incurs a time penalty which can adversely effect time-critical applications, e.g. real-time systems in the form of interactive speech and/or process control in a manufacturing environment.

For packets to be transmitted over a packet switched system it is obviously necessary to provide circuits between the various nodes. The main difference between packet switched systems and circuit switched systems is that in the former the connection between the nodes is only held for the duration long enough for the packet to be transmitted, after which they are released in readiness to perform the next switching operation. As a result the channels and the switching equipment are used much more efficiently because they are only set-up and held when actual information is being sent. This arrangement is reflected in the tariffs levied.

To achieve the high speed set-up and clear-down times, high speed digital switches are required at the nodes, which tend to be more expensive than the slower speed devices employed in circuit switched systems. However, it can be shown that far less high speed digital cross points (switches) are required in the packet switched nodes because they are only held for short durations (10s or 100s of nanosecs = packet length), unlike the long holding times experienced in circuit switched systems (minutes on a typical telephone call).

Another significant advantage of packet switching is that once the information is in a digital form and packetised, it can be transmitted and switched by the packet switched system with no real regard for the contents of the packets, i.e. the packet switched system is information-type independent. This enables a single information system to be a distinct possibility resulting in the opportunity for considerable savings to be made in installation, maintenance and reconfiguration.

Although packet switched systems offer a number of significant advantages over circuit switching, it does suffers from one fundamental limitation, not experienced in circuit switched systems, in that packet delay is non-deterministic because it is traffic dependant. For many applications this is not a critical issue, but for real-time environments where certain processes have to be carried out in a given time-window, this limitation has serious consequences for consistent system operation.

As will be seen later in this thesis, the packet delay problem inherent in packet switched systems requires special arrangements to be made to cater for real-time systems.

2.1.4 COMPUTER SYSTEMS

Until the early 1980s computer systems were almost exclusively based on the "star structured networks" with a powerful mainframe at the hub containing all the intelligence, being accessed by and a large number of dumb terminals operating over dedicated circuits via multiplexors/terminal concentrators. Over the past ten years the topology of computer systems/networks has changed considerably due to the
availability of relatively low cost work stations and PCs with much greater internal computational power. As a result more information can now be processed locally without reference to the mainframe, thus reducing the requirement for communication with the mainframe (and the mainframe itself!), but increasing the need for inter-workstation communication via Local Networks and National Networks as information systems play an ever increasingly role in both industry and commerce.

This "distributing of the intelligence" within the computer system has produced major changes and given birth to a new generation of computer networks. In response to these changes Local Area Networks (LANs) have evolved which enable different types of work stations and terminals to be interconnected via a common communication network. See Fig 2.1.4(a) below.

![Fig. 2.1.4(a) Topology of Popular Local Area Networks](courtesy of the Open University)

These LANs have developed by employing the principles of packet switching, as large blocks of data are normally transmitted over the network for the purposes of electronic mail, file transfer, access to printers or plotters etc. The LAN architectures currently employ mainly either bus or ring topologies and are of length not more than 2 to 10 Km, usually confined to a particular commercial concern.
For access to other networks, links have to be established either on dedicated circuits, if justified by the traffic levels, or by global networks provided by large common carriers such as BT or Mercury. For international companies with offices and plants throughout the world it is often advantageous for them, on the basis of both cost and security, to operate their own personal information network. These networks are often a number of LANs interconnected by low speed national or international circuits leased from PTTs, and are referred to as Wide Area Networks (WANs). See Fig 2.1.4(b) below.

![Diagram of Wide Area Networks Topologies](image)

**Fig.2.1.4(b) Wide Area Networks Topologies**

The evolution of these LANs and WANs has not been without it problems particularly in the area of compatibility, as equipment manufactures and suppliers have been reluctant to adhere to standards in an attempt to protect their markets. This development has been in complete contrast to that experienced in the telecommunications industry, as mentioned early, where standards receive universal adherence.
As a result there has been a proliferation of standards in the computing industry (IEEE, ECMA,EIA, and ISO) which has done little to protect the innocent purchaser from the evils of equipment incompatibility.

It should, however, be remembered that it has taken the telecommunications industry over 100 years to achieve its current state of standards harmony, the history of the industry [REF 2] shows that the path to this current position was far from smooth. In addition, it should be remembered that the computing industry is still very much in its infancy and current standards activity by the International Standards Organisation (ISO) in producing their 7 Layer Model for Open Systems Interconnection offers considerable hope for the future.

2.1.5 DATA ON SPEECH NETWORKS OR VISA VERSA --- LANs V PABXs

From the preceding explanations it would appear that fundamental limitation of packet delays would rule out the use of packet switched systems for real-time operation i.e. conversational speech and real-time control etc, thus leaving the way clear for circuit switched PABXs to be the network technology for the integrated interactive information systems required by industry, commerce, domestic and leisure industries for the next century. This scenario implies that LAN and WAN technologies are but passing phases in the evolution of information technology, as was telegraphy.

There are, however, some very strong arguments in favour of the developments of LAN/WAN technology at the expense of the circuit switched PABX architectures. Not least of these is that British Telecom and every other PTT in the world have a major investment in twisted pair cable technology which has a very low information handling capacity, even over short distances, typically 100s of kbps. This is several orders of magnitude less than current LANs which operate at 10s of Mbps. The next generation of optical fibre based LANs FDDI I and II are already available and boast operating speeds in excess of a 100Mbps. This difference in the speed at which information can be transferred from one station to another has important implications on the systems operational characteristics, and may in some respects alleviate the problems caused by packet delay.

The current political situation is that BT would very much like to replace their inadequate twisted pair network with optical fibres, particularly the 'local ends', but the enormous cost of such an investment could only be off-set by a high income from domestic users. This could easily be obtained by BT by being allowed to distribute multichannel TV over their optical fibre network. Unfortunately for them the government's policy is to promote free enterprise. The official line is that if BT are permitted to transmit TV as well as their telephony, in addition to other broad-band data services that the fibre will easily support, then they will effectively put all the other broadcast TV systems out of business along with Mercury et al. This is,
apparently, against a free enterprise culture, so the government in their infinite wisdom have refused BT a license to distribute domestic TV. The net result is that BT cannot afford to re-engineer its cable network, so we are saddled with this antiquated system for the foreseeable future.

As a result an excellent window of opportunity has opened, albeit for a short period, for the development of alternative forms of networks capable of carrying both speech and data for commerce and industry.

It is for this reason that this project was initiated to investigate the problems associated with the transmission of real-time interactive speech over LANs and then make recommendations as to how these systems could be implemented on the current range of networks in the market place, with a view to eventually developing the 'all singing-all dancing' truly integrated interactive information system for the 21st century.

The next section describes the current state-of-the-art in both PABXs and LANs as employed in commerce/industry.

2.2 STATE-OF-THE-ART

The IT budget for the developed world is currently running at approximately $100 Billion per annum and is expected to increase at 20% per annum until the end of the century, having already grown at a rate of approximately 35% per annum since 1980. It is therefore no surprise that both the telecommunications industry and the computing industry are vying for control of this multibillion dollar market with both offering differing solutions to meet the information systems requirements of commerce and industry. This section provides a 'snap-shot' of current products in the market place for both of the above mentioned areas in IT provision.

2.2.1 PRIVATE AUTOMATIC BRANCH EXCHANGES

There is an ever increasing number of sophisticated products in this area of IT provision designed primarily to support the telephony needs, with only a token attempt at trying to satisfying any of the major data processing/transfer requirements commensurate with a modern automated commercial/industrial environment. In particular, the telephony demands are catered for by the provision of a number of standard 'fixed point' service access points the usefulness of which is certainly questionable in the light of the flexibility offered by the current range of personal and portable communicators that are now available. Rather than attempt to cover all the PABX products in the market place the current BT offering is considered as it does provide most of the services available from other manufactures. This product is referred to as iSDX.

This system, developed in partnership with GPT, is offered in a range varying in complexity and cost to suit most customers' requirements. The topology of this information system remains 'star-structured' with a central switch and all terminals connected to it on a radial basis requiring physically dedicated analogue circuits.
operating on a circuit-switched basis. The central switch employs digital switching technology thus requiring that every terminal connection must be interfaced to it via an analogue/digital converter. Listed below are some of the functions offered by this latest generation of PABX:

1. Call-transfer facility
2. Teleconferencing
3. Push-button dialling
4. Call-diversion facility
5. Recall-when-free facility
6. Direct in-dialling to extensions from PSTN
7. Call-transfer facility

BT's decision to retain analogue transmission and circuit-switching yet embrace the latest digital switching technology is due in part to the fact that their vast installed base of telecommunications equipment is still a circuit-switched analogue transmission system employing digital main exchanges (System X and Y). Links between the main exchanges, as shown in the national network, are trunks for long distances, and junctions for short distances of less than ~56km. The existing twisted pair cables are not suitable for digital transmission, hence the need for digital main exchanges.
pair and coaxial cables in the national trunk and junction network are being replaced, as a matter of policy, with monomode optical fibre which is currently an all digital transmission system. As a result BT find themselves in a very difficult position of knowing that if they want to retain their market share of an increasingly competitive information systems industry, as a major carrier, they must 'go-digital' all the way to the customers premises, yet they have a huge investment in analogue circuit switched equipment which does not lend itself to easy modification.

In response to market forces BT are in the process of 'going digital', as mentioned above, all the way to the customers premises, by effectively overlaying a new network called the Integrated Services Digital Network (ISDN) on the existing PSTN. When fully operational, the ISDN will provide a fully digital capability into the customers premises. This service will take the form of three digital channels comprising two B channels each of 64 kbps, and one D channel of 16 kbps and is therefore referred to as 2B+D system (see Fig 2.2.1(b) below). The use of these channels can be defined by the customer for either:

(a) Telephony speech (64kbps) on the B channels, with low speed data on the D channel data (16kbps) for text transfer,

or

(b) Data transfer at (64kbps) Full-Duplex (both direction of transfer at the same time) using the slow speed D channel for control, supervisory, or back-up functions.

Fig. 2.2.1(b) 2B+D Configuration of ISDN

[courtesy of the Open University]

The impact/importance of this system to national communications in the UK will be discussed at length in the Discussion/Conclusion at the end of this thesis.
2.2.2 DATA OVER A PABX

Because telephones are still essentially analogue devices, transmission to and from the
central switch is analogue. Thus to use a PABX to switch data traffic the digital data
must first be converted into an analogue form for transmission and switching. This
process is well known and is achieved by use of a modem. At the receiving end the
analogue signals are converted back in a digital form by a modem prior to being fed
to the terminal or workstation.

The rate at which data can be transferred across a PABX based system is modest by
current standards because these systems were designed to carry only normal
commercial quality speech hence requiring low cost cables and switches of limited
information carrying capacity (for sound economic reasons). This information
carrying capacity can be quantified in terms of either bandwidth (cycles per second,
Hz) for analogue systems, or in terms of data rate (bits per second, bps) for digital
systems. By international agreement the bandwidth for commercial quality speech is
from 300Hz to 3400Hz, a bandwidth of some 3100Hz, and this imposes severe
restrictions on the rate at which data can be transferred over a PABX system. Current
modems operate at 9600bps with the facility to go to 14400bps for better quality
connections.

The quality of the end to end connection in digital systems is measured in terms of
the error rate, i.e. the number of bits that arrive in error over the number of bits that
are received. For commercial quality speech systems this figure is typically one bit
lost in one million received (an error rate of 1 in a million). For financial systems
where large sums of money are involved the error rate has to be improved to 1 in
hundred million.

It is sometimes difficult to achieve these higher data rates and still maintain acceptable
error rates on PABX systems because the construction of the multi-pair telephone
cables allows energy to leak from one circuit to another at high data rates thus
causing interference and increasing the number of errors received. As will be seen
in the next section, the data handling performance of the PABX with a data rate of
typically 10,000bps for an error rate of 1 in a million does not compare very
favourably with the Local Area Network (LAN) which can support a data rate of
10Mbps at a similar error rate. It must, however, be pointed out that the real-time
speech handling capacity of LANs has yet to be fully quantified in the presence of
other data traffic.

2.2.3 LOCAL AREA NETWORKS

As mentioned earlier in section 2.1.4 computer networks were originally based on a
star structure with all the 'intelligence' (computing power) centralised in the
mainframe. The terminals contained no data processing ability and were classed as
'dumb' as all data was transmitted to the mainframe by low speed lines, processed,
then returned to the terminal for inspection by the operator.
The evolution of Local Area Networks (LANs) started during the late 1970s with the advent of the personal computer as a result of cheaper hardware (processing power) being made available following significant advances in Very Large Scale Integration (VLSI) design and manufacture of integrated circuits. It was now possible to build a data processing ability into terminals at a reasonable cost. At a stroke the terminals ceased to be 'dumb' and became so called 'intelligent'.

With considerably more processing power now being available 'locally' within the terminal/personal computer, as opposed to being concentrated in the mainframe, the demands on its computing power were substantially reduced.

As personal computers (PCs) become more and more powerful it can be argued that the need for mainframe computers will diminish to such an extent that they will eventually become extinct. Their place will be taken by networks linking PCs and workstations for intercommunication and the sharing of communal service devices like printers, plotters, disc stores, etc. This architecture is ideally suited to support the new information-age that is already dawning. Local Area Networks are the first step in this process.

LANs hold the middle ground in the networking fraternity between multiprocessors systems on the one hand and Wide Area Networks (WAN) on the other. The multiprocessor systems employ 'tight' coupling between the processors which are usually linked by high speed parallel bus structures e.g. address, data and control buses. Applications of these architectures can be found in high speed parallel processing systems, and in environments which require high levels of reliability necessitating the duplication or even triplication of the central processor such as in Defence systems, Nuclear Power Plants and Telephone Exchanges to name but a few. (See Fig 2.2.3)

![Multiprocessor Systems Configuration](image)

**Fig.2.2.3 Multiprocessor Systems Configuration**
[courtesy of Andrew S Tanenbaum]
WANs are 'loosely' coupled compared with LANs. Segments of these networks can often be separated by thousands of miles. As a result the linking of the various parts is achieved over relatively low speed channels compared with multiprocessor systems and LANs, in the interests of economising on communication costs. Typical speeds of operation would be of the order of 10s or 100s of kilobits per second, operating over 1000s of kilometers. The application of these networks can be found in large multinationals companies where they are the enabling technology for the corporate information systems so necessary for current and future growth.

LANs often form the segments, or sub-networks, within a WAN and provide intercommunication between PCs, workstations, printers and plotters for modern offices or industrial plants, thus providing the enabling technology to support the 'local' information systems. Office Automation (OA) is normally supported on LANs, as is Automated Manufacturing Technology (AMT), but unfortunately the characteristics of the two LANs that have become international standards in these respective areas are significantly different and as a result pose severe interconnection problems particularly for real time applications. These differences will be discussed in detail in the following section.

The physical length of LAN is normally limited to approximately 2-to-10Km, for reasons associated with signal propagation delays during the phase of initially accessing the network. Data rates on these networks vary between 10Mbps to 16Mbps. However, the current generation of optical fibre LANs (FDDI-1 and FDDI-2) offer considerably longer lengths with data rates far in excess of the 10Mbps specified above. 100Mbps are current data rates being discussed in connection with FDDI-2.

LANs can be subdivided into two main categories, basically in terms of the methods employed by the stations to access the network, these are:

(a) **STOCHASTIC LANS (NON-DETERMINISTIC)**

In this category the time taken to access the LAN (called the 'access time') is dependant on the level of data traffic both on the LAN and attempting to gain access to the LAN. As a result it is not possible to determine exactly the actual access time, instead it has to be defined statistically -hence the term 'Stochastic or Non-Deterministic LAN'. It is theoretically possible for the access time in this type of LAN to approach infinity. However, in practice the access times are highly variable but finite.

(b) **DETERMINISTIC LANS**

In this category the access time is dependant more on the number of stations connected to the LAN rather than the traffic level, under normal operating conditions. Only when the traffic levels approach 95% of the design capacity does the access time show a marked increase. As a result this category of network is classified as being 'Deterministic' because the worst-case access time can be calculated if the total number of stations connected to the ring/bus is known.
The variations in the access times for the two categories of LANs has far reaching implications for their application in both commerce and industry. For real-time application, particularly in the control of automated manufacture, non-deterministic LANs have severe limitations and are not normally employed in that environment. However, Deterministic LANs are being used successfully for real-time control and are specified as international standards for this purpose. Office automation does not require (as yet!) real-time capabilities from its LAN and, as a result, Non-Deterministic LANs are employed extensively in this area of commerce and have also been specified as an international standard.

It is the study of existing methods, and the development of new strategies, for minimising the access delays, with particular reference to real-time interactive systems using Non-Deterministic LANs, that forms the major part of this thesis.

2.2.4 STOCHASTIC (NON-DETERMINISTIC) LANS (CSMA/CD)

A very popular LAN in this category is Carrier Sense Multiple Access/Collision Detection (CSMA/CD), often referred to as Ethernet, and specified under IEEE 802.3 and ISO 8802.3 as an international standard.

Fig 2.2.4(a) below shows the basic architecture of a CSMA/CD LAN. Only a brief description of this type of LAN is given, readers are referred to the standards specified above for detailed information.

![CSMA/CD LAN TOPOLOGY](image_url)
Fig 2.2.4(a) shows the basic topology of a CSMA/CD LAN which employs a 'bus' structure where each user must be connected to a node on the common coaxial cable which forms the central bus connecting all nodes. The method of connecting a station to the bus at a node is via a physical 'tap', a transmitter/receiver, and some access logic.

Data is transferred between stations by exchanging blocks of data. These blocks are referred to as 'packets'. Each packet contains a number of sections of varying length called 'frames'.

As all active stations have the ability to transmit at the same time, yet the network can only support one transmission from one node (station) at a time, then a contention problem exists for accessing the network—particularly as the traffic on the LAN increases. Aspects of this problem will be discussed in the next section.

Once access has been gained to the network a packet is launched onto the LAN by the transmitting station, and is effectively broadcast to all other stations. Although the format of this packet is fixed by international agreement there are some variations, depending on the manufacturer. As each packet contains both the destination address and the source address the intended recipient will extract the information from the packet as it passes through that station's node having first recognised the destination address as its own. All other stations will ignore the packet.

Details of the packet structure will be given below in Fig 2.2.4(b).
2.2.5 ACCESS METHODS FOR CSMA/CD LANs

The time to gain access/control of the network is a crucial issue in real-time systems, and is obviously dependant on the level of usage (traffic) on the LAN. In addition, there is the likelihood of collisions occurring during the initial 'seizing' phase, which is also traffic dependant. Collisions will occur when two or more stations try and seize the network simultaneously, or within a given time window (dependant on the length of the LAN).

To gain access/control of the network, where only one user can transmit (successfully) at a time, a set procedure must be adopted, this is outlined below:-

- 'Listen' to establish if the network is in use:
  - if yes - keep listening
  - if no - wait for a short period-then transmit the packet
  - monitor the transmission of your packet by using the 'receiver' in the node hardware to look for collisions see below (*) for explanation.

If after a given time-window no collisions have occurred then control of the network can be assumed and transmission of the packet can be completed.

* A collision condition exists when the transmitted data is different from that being received, in that two simultaneously transmitted packets have collided resulting in the data becoming corrupted. Once this has been detected the station access logic will stop transmitting the initial packet immediately and instead send a 'jamming packet' indicating to all stations that a collision has occurred and that any data received should be ignored. The two stations involved in the collision will then 'back-off' for a given amount of time controlled by an Exponential Back-Off Algorithm before trying again. The algorithm is such that it prevents these two stations from colliding again by giving them different back-off times. However, if in the mean time, further collisions have occurred as a result of other stations attempting to gain access to the network, the algorithm will give those stations that have been trying for the longest time priority in accessing the network over those who have just started making attempts to gain access.

The implications of employing this access methodology, as far as real-time operations are concerned, is a major cause of concern. As a result the applicability of CSMA/CD, to real-time control and real-time speech systems, is severely limited unless special steps are taken to give packets containing speech bytes priority. These issues are discussed at length later in this thesis, and various methodologies for reducing the access time on CSMA/CD LANs are proposed and evaluated.
2.2.6 APPLICATIONS OF CSMA/CD LANs IN OFFICE AUTOMATION (OA)

In spite of their lack of suitability to real-time operations CSMA/CD LANs, in the form of Ethernets, are very popular as an 'entry-level technology' into Office Automation, as access time (within reason) is not usually an important issue in this area of commercial/industry. There is, in fact, a very large installed base of CSMA/CD LANs in the U.K., Europe and the U.S.A. provided by a very wide range of manufactures, both big and small, all offering variations on the main Ethernet theme in an attempt to gain a competitive edge.

One of the reasons for the popularity of CSMA/CD in the area of OA is that the technology is well known, well supported, relatively simple/straight forward and hence reliable. In addition, the LAN performs adequately in terms of access delays provided the traffic levels remain below approximately 30% of the maximum bit rate [REF-3] (the IEEE 802.3 standard recommends 10 Mbps as the maximum bit rate).

As a result of the popularity of CSMA/CD a protocol stack has been adopted as a standard to aid compatibility between OA systems. This protocol is called the Technical Office Protocol (TOP) and is usually implemented on CSMA/CD LANs and used in an office type environment.

Given that the aim of this research project is to investigate the possibility of fully integrating real-time interactive speech and data on the same LAN, or LANs, thus providing a powerful communication medium between the design office and the shop floor, then a major issue is to first identify, then quantifying the delays inherent in OA networks, followed by the development of strategies to minimise their effect particularly on real-time systems in an OA environment. These issues are addressed in later sections of this thesis.

2.2.7 DETERMINISTIC LANS (TOKEN PASSING)

There are two basic categories of Token Passing LANs they are:-

(a) Token Passing Ring - IEEE 802.5 / ISO 8802.5

and

(b) Token Passing Bus - IEEE 802.4 / ISO 8802.4

With both of these systems, access to the LAN is controlled, and achieved in an orderly manner by the passing of a 'token' between the stations connected to the LAN. A station can only transmit when it holds the token. On completion of a transmission of data the station concerned will then release the token and effectively 'pass' the token to the next station in the predetermined sequence. A brief outline of these procedures is given in the next section.
2.2.8 **ACCESS METHOD FOR A TOKEN PASSING RING LANs**

Fig 2.2.8(a) below shows the topology of a ring structured system and indicates a typical sequence in which the token could be passed from station to station (in the form of a 'logical' ring).

![Fig.2.2.8(a)Topology of a Token Passing Ring](image)

The packet structure of the Token Passing Ring is similar in structure to CSMA/CD but does differ in several important ways, particularly in relation to the token, see Fig 2.2.8(b) below.

![Fig.2.2.8(b)Packet Format for the Token Passing Ring](image)
2.2.9 ACCESS METHOD FOR A TOKEN PASSING BUS LANS

Fig 2.2.9(a) below shows the topology of the bus structured system and indicates a typical sequence in which the token could circulate around the ring.

![Topology of a Token Passing Bus LAN](image)

The packet structure shown in Fig 2.2.9(b) below is similar to both that of CSMA/CD and Token Passing Ring, but does differ in a number of important areas.

**FIG 2.2.9(b) Packet Structure of Token Passing Bus**

<table>
<thead>
<tr>
<th>1 or more bytes</th>
<th>PREAMBLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Byte</td>
<td>START DELIMITER</td>
</tr>
<tr>
<td>1 Byte (TOKEN)</td>
<td>FRAME CONTROL</td>
</tr>
<tr>
<td>6 Bytes</td>
<td>DESTINATION ADDRESS</td>
</tr>
<tr>
<td>6 Bytes</td>
<td>SOURCE ADDRESS</td>
</tr>
<tr>
<td>Length is application dependent</td>
<td>DATA UNIT</td>
</tr>
<tr>
<td>4 Bytes</td>
<td>FRAME CHECK SEQUENCE</td>
</tr>
<tr>
<td>1 Byte</td>
<td>END DELIMITER</td>
</tr>
</tbody>
</table>

**TOKEN FRAME**

```
0 0 0 0 1 0 0 0
```
There are three different media defined within the token bus specification, depending on the users requirements. Each uses a different topology, employs a different data encoding techniques, and runs at different speeds.

The first is a simple linear bus, using 75 cable, with station attached via very short 'stub' cables. It employs Manchester encoding and a form of frequency shift keying (FSK), termed 'continuous phase', in which the translations between the signalling frequencies are performed by a continuous change of frequency rather than a step change. It operates a single channel at 1Mbps, modulated onto a single frequency.

The second is also a broad band network, using a different form of FSK called 'phase coherent' - the frequency changes are made when the carrier signal has a zero voltage - and offering a choice of frequencies, depending on the speed required. It operates over a tree-structured topology, but with no active headend, and can be run at 5Mbps or 10Mbps.

Unlike the first two, the third version offers multiple channel operation, over a full broadband network, with speeds of either 1Mbps, 5Mbps or 10Mbps.

In the next section the application of the token bus and ring LANs are outlined with particular reference to manufacturing and the need for guaranteed response times.

2.2.10 APPLICATION OF TOKEN PASSING LANs TO AUTOMATED MANUFACTURE.

Due to the deterministic nature of this category of LAN it has been adopted as a standard in the manufacturing industry, particularly for process control. The Token Passing Bus LAN has been adopted to support a protocol set especially designed for automated manufacturing. The name of this protocol is the Manufacturing Automation Protocol (MAP), and it is currently on version 3.0. Details of this standard are given in Appendix VIII, with a brief explanation in Section 2.2.11 following.

The MAP version 3.0 can be implemented on the different types of Token Passing Bus LANs briefly referred to at the end of the last section. These are more commonly known as:-

(a) Broadband - semi-rigid coaxial cable - 75 coaxial cable up to 400MHz
(b) Baseband - flexible - 50 - 10Mbps
(c) Carrierband - between (a) and (b)

The Broadband option offers a range of information channels all carried on the same cable using Frequency Division Multiplexing (FDM) techniques, operating completely separately and suitable for supporting services such as speech, data, vision etc. The FDM approach enables each channel to be accessed separately, however, the
complexity of the nodes results in greater system costs because of the high performance modulators/demodulators (modems) required. The head-end amplifiers required for dual cable operation, or the retransmission facility necessary for single cable operation, add substantially to the overall system cost.

A detailed explanation of the operation of Broadband LANs can be found in Reference 4.

Fig 2.2.10 (a) below indicates the basic structure of a Base Band and a Broadband system

Fig.2.2.10 (a) Broadband Basic System FDM Arrangements [courtesy of Kaufells Bib-99]
Carrierband employs the mid-ground between the high capacity/high cost Broadband systems and the lower capacity/lower cost Baseband systems. A simplified analogue transmission can be achieved if neither FDM nor amplifiers (shown above) are used. In such a Carrierband system, bidirectional transmission, using bus topology, is possible because the use of amplifiers is ruled out. As a result there is no need for a head end. As FDM is not used, a modem with far less stringent specifications would be adequate because there is no need for complex band-limiting stages in the modem to limit the spread of energy. Carrierband therefore offers a competitive performance to baseband systems at a comparable price, with higher noise immunity.
Reference 4 offers a detailed explanation of the operation of Carrierband LANs.

Broadband Versus Baseband

Baseband systems have the advantage of simplicity, and therefore reliability at a lower cost. The passive nature of the medium and its easy installation make it ideal for rapid evolving applications. The disadvantages of Baseband include its limitations in capacity and range. Precautions must be taken to avoid subjecting the cable to external noise sources.

Broadband technology offers an enormous capacity, with the possibility of partitioning a system into isolated services. The use of amplifiers gives Broadband its very wide area coverage. Also, because the system is based on proven Community Antenna TV (CATV) technology, expertise and components are readily available. However, it should be remembered that CATV was designed and is operated as a unidirectional system (signals travelling from the antenna to TV) whereas Broadband systems can be bidirectional if even only one cable is employed.

Broadband systems are much more complex than Baseband to install and maintain and there may be a need for redundancy to increase reliability. The initial installation must include the setting of all amplifiers and taps, followed by periodic testing and alignment of all network parameters, using specialised tools. The unidirectional nature of the dual-cable broadband system implies that the average propagation delay between stations is twice that for comparable Baseband systems.

2.2.11 MANUFACTURING AUTOMATION PROTOCOL (MAP)

Undoubtedly one of the most significant influences on CIM has been the initiation by General Motors of the MAP exercise [Ref 100]. Although certain aspects of its technological appropriateness have been hotly disputed, MAP has begun an extremely important process which will have world-wide ramifications. Above all, MAP attempts to bring some sanity into a situation which is currently a 'technological jungle' of networks, protocols and interface standards which only the brave dare enter. Whilst it will be some years before MAP becomes a universally accepted and economically viable solution, it is crucial to understand it and its underlying philosophy.

FUNDAMENTAL ISSUES IN MAP

(i) Design Issues

The objectives which the MAP group set out [Ref 100] can be summarised as follows. Their aim was to provide:

* A communications link capable of sending messages and commands between two or more computer-based systems.
* Facilities to ensure that messages get to the correct destination and that they are not corrupted.
* The ability to send information files between systems which may structure their internal files completely differently.
* A common format in which commands to various low-level controllers, such as robot systems, automatic guided vehicles, etc., can be expressed (i.e. common language to support shop floor-level control).

In essence, MAP sets out to allow one application program to communicate with another, where the two programs could reside in totally different computing systems, communicating over both long/short distances. MAP has had to propose formats for the transmission of data, right from the highest level. It does not try to establish a programming language. Instead, it says that to meet the MAP specifications, any user program must produce the information which it requires to send in a specific format, in terms of its data structures, etc. In the end, the user program and the application program on some distant node will see the whole MAP structure as transparent in line with the OSI philosophy.

(ii) Practical Realities

The basic communication media that have been adopted in MAP are:

(a) the broadband coaxial cable (for both Broadband and Carrierband systems)

and

(b) optical fibre

which provides the physical communication between the various computing devices. Note that TOP can, of course, run on a lighter-weight coaxial cable, as used within, say, Ethernet. The selection by MAP of the broadband cable was based on the concept that on such a structure a multiplicity of channels can be created [Ref 100]. MAP, in fact, uses 12 channels 6 in-bound and 6 out-bound. This means that the following information systems could all be supported, for example:

- MAP could run over two or three channels,
- video signals for vision recognition systems/security cameras over another two channels,
- and maybe point-to-point high speed data links/fast access systems (minimal delay),
- TOP (Technical Office Protocol for office automation) signals.

It is technically feasible to transmit speech over the spare channel, this facility will be discussed at length later in this thesis.

The communication system is therefore true Frequency Division Multiplexed (FDM) and offers many attractions. The broadband cable itself is fairly rigid with a bending radius of approximately 0.5m at room temperature. Normally its characteristic impedance is 75 and, physically, it is 13mm in diameter. More detailed information has been provided earlier in this chapter on the construction of the Physical layer. It
is, however important to note that in a factory, the cable will probably be run in a false ceiling/the roof space, in conduit where safety is important, while in offices it may run under the floor. As a result a number of situations inherently incorporate their own shielding and provide good protection from electromagnetic interference. However, areas in close proximity to high current carrying devices which are being switched, additional shielding is often required. It is in situations such as this that optical fibre systems offer considerable advantages. These will be discussed at length in Section 2.2.13.

The use of 'taps' for connection to the coaxial cable, and 'head-end remodulators' to change the frequency of the channels in the Broadband system has already been described. However the reliability of these components is an important issue where the functionality of a complete factory is dependant on the LAN supporting the MAP/TOP information system employed to coordinate automated manufacture. As a result, if reliability is critical (and it should always be), then head-end devices would have to be duplicated; in fact, it is current practice to duplicate the whole network, such is the importance of modern information systems to the viability of companies.

The technology is, however, by no means cheap, and one of the biggest drawbacks to the use of broadband is its sheer cost. For this reason, MAP has proposed a subsidiary bus structure, intended for use at 'entry level' into automated manufacturing, thus reducing the initial cost. This system offers a lower level of sophistication i.e. not forming the major backbone of an installation but providing, say, a network interconnecting various cell controllers. It is proposed that this be based on a Carrierband approach, whereby a lower-cost coaxial cable may be used, offering single-channel capability and typically running at 5Mbps rather than the 10Mbps adopted on the current broadband proposal. The adoption of so-called 'carrierband MAP' clearly has many financial advantages, although it loses some of the true broadband approach.

Fig 2.2.11(a) overleaf indicates the physical layout of a typical broadband MAP network.
(iii) Protocol Selection

MAP has elected to use the token-passing structure discussed in section 2.2.9. This decision was based on the principle that the token-passing approach treats all stations fairly and gives each, in turn, the right to make use of the network by virtue of possessing the electronic token which is sent around the system. It does ensure that every user can get on the system and that each station can, in theory, be guaranteed a certain response time. This so-called 'deterministic' feature was very attractive to the initial specifiers and designers of MAP. However, it must be pointed out that this deterministic feature is only effective if all aspects of the system are working correctly.

(iv) FULL-MAP

As mentioned earlier in this section, the initial MAP specification included a communication network built to comply with 7-layer ISO model for OSI. A communication system in accordance with this structure is entitled the FULL-MAP system.

The Full-MAP specification has, however, been the subject of some fairly serious criticism—aimed primarily at two areas.

The first is the high cost of implementing the full broadband technology (as mentioned earlier) as specified for the network at the lowest layer.
The second, and very relevant to this research project, is that use of the full seven-layer model will inherently make data transfers far too slow for real-time operation. Delays of some 100msec have been reported for blocks of data passing from the Application Layer to the Physical Layer [Rodd unpublished Research Report].

As discussed earlier, the first criticism has lead to the development of 'Carrier band' MAP, which is a lower cost version of Full-MAP, yet adhering to the full specification, although only offering one channel.

In attempting to meet the real-time requirements, major initiatives have taken place, the most significant being MAP/EPA and Mini-MAP.

(v) MAP/EPA

In many ways MAP/EPA (Enhanced Performance Architecture) is a compromise between the Full-MAP solution and the Mini-MAP, as discussed in the next section. It is, in essence, a dual system incorporating on one side a Full-MAP protocol implementation and on the other a reduced version sometimes called a 'collapsed architecture'- which consists solely of layers 1, 2 and 7 of the ISO model. A MAP/EPA station can therefore switch to either of two communication paths. The 7-layer side allows it to communicate with the Full-MAP stations, and the collapsed-architecture side gives high-speed access to similar EPA stations (provided of course that they are on the same network segment).

A schematic of MAP/EPA is shown in Fig 2.2.11(b) below, which clearly shows its dual nature.

![Fig.2.2.11(b) - MAP/EPA](courtesy of Rodd)
It is important to note that the Full-MAP structure, as shown on one side has no apparent restrictions or reductions. However, this is not, in practice, as simple as it appears! It must be noted that MAP/EPA uses the Logical Link Control Class 3 protocol, which is a superset of LLC Class 1. This means that an EPA station can operate with either an acknowledged connectionless (Type 3) service or a simple connectionless (Type 3) service. Also, it will offer a Token-Bus Medium Access Control (MAC) with immediate response (IR), together with a Token-Bus MAC without IR! A MAP/EPA station must, however, be able to revert to being LLC Class 1, with a simple Token-Bus MAC, if it is to communicate with a Full-MAP station.

The initial assumption made when designing this architecture was that network access time (NAT) was of prime concern. It was initially estimated, that the worst-case NAT was in the region of 50msec, this having been specified in an earlier standard issued by a section of the process-control industry. The MAP/EPA specification was for a LAN that was supporting 32 nodes, with a total length of less than 1km. Because the network was smaller than that proposed by the process-control industry, it was suggested that an access time in the order of 25msec might be obtainable. It was also assumed that messages in the application would typically be around the 16 to 20 byte length. Also important in the specification of EPA was the fact that some nodes on a time-critical network might require a response to a message within less than one token-rotation of the network. To achieve this possibility, an immediate response-acknowledgement service was required. In EPA these services allow for a node to receive message delivery acknowledgements (or data replies from a remote station whilst the local station still holds a token, i.e. a message can be transmitted and an acknowledgement immediately returned before the token passes on to the next station.

An other point which is currently being considered relates to redundancy. Other standardisation committees are working on the problem of redundant cable implementation, since cable breaks and other degradations are among the most common problems met within a factory environment. When these bodies (such as Proway and IEEE 802. Committee) produce standards, these will be included with MAP/EPA.

Section 2.2.12 dealing with FDDI I/II describes how a dual Token-passing ring optical fibre system provides a measure of protection against such cable breaks.

It must be pointed out that by going to the reduced version of MAP, i.e. the model bypasses layers 3-6, the applications layer has to interface directly with the data link layer. As a result, many of the services which would normally be available from these omitted layers are now not available to the system. This results in several major drawbacks. There is clearly no guarantee that the message will be delivered, and those messages which are delivered are confined to the local segment of the network. Also, messages are restricted to the maximum size of the data link unit, and only one outstanding message is possible at any one time.
In terms of the transmission of real-time interactive speech, the loss of layers 3-to-6 in favour of considerable improved (reduced) NAT is not as disastrous as would first appear because the speech packets do not normally require acknowledgement, nor do they need packetising like large data transfers. In addition, the initial implementation of real-time interactive speech systems will almost certainly be confined to the local segment of the LAN until delays through gateways/bridges/routers can be substantially reduced to meet end-to-end delay criteria specified later in this thesis.

(vi) MINI-MAP

Mini-MAP is essentially one side of the MAP/EPA discussed above. It is completely non-MAP compatible and was designed for the applications which do not necessarily require the full range of MAP services, essentially at cell level. Above all, it was designed to interconnect low-cost devices via a time-critical network which could ultimately be linked to a Broadband or Carrierband MAP spine by means of a MAP/EPA station. This facility could be used to inject and recover real-time interactive speech to and from the LAN, if the time taken for speech packets to negotiate the full 7 layers of the ISO stack is too great. The main problem is, however that a Mini-MAP station can only communicate with either another Mini-MAP station or the time-critical side of MAP/EPA station as illustrated in Fig 2.2.11(c) below.
An optical fibre is a thin, flexible strand of transparent material capable of carrying modulated light rays at frequencies in, and adjacent to, the optical band (approximately $10^{14}$ Hz). The fibre can be made from glass or plastic. The former is more brittle but offers considerably less transmission loss, whereas the latter is more flexible but subjects the optical signal to more attenuation en route. The basic fibre, which is only as thick as a human hair, is 'cladded' with a plastic material of slightly lower refractive index than the actual fibre. The modulated light beam, containing the information to be transmitted, is launched from an optical source into the end of the fibre in such a manner that the angle made between the light beam and the axis of the fibre should be as low as possible so as to retain the optical signal within the fibre by using the principle of total internal reflection at the boundary of the fibre and the external cladding. Light sources currently employed are:

(a) Lasers for long distance communication using high purity mono-mode glass fibre

or

(b) Light Emitting Diodes (LEDs) for lower-cost general purpose systems.

An indication of the advantages of optical fibre over traditional cable systems in the form of twisted-pair and coaxial cable, is that British Telecom have currently in operation an optical system running at 150Mbps over distances of 100kms without any form of intermediate regeneration (amplification) being employed. A conventional cable system would require regeneration of the signal at these data rates every 5kms. The saving this represents in cabling cost alone makes optical systems the preferred choice over existing cable systems, yet optical technology is still in its infancy. The Japanese have recently reported that NTT (Japanese BT) have an unregulated 150Mps system operating at 200kms!

Optical systems are not without their draw-backs in this early stage of development. One such disadvantage is that it is very difficult to make a 'tap'(connection) onto a fibre as required in a bus-type network. As a result the fibre has to be taken in to a node and converted into an electrical signal, where the 'tap' is made, and then converted back into an optical form for retransmission to the rest of the network.

There is a considerable amount of research activity currently being expended in an attempt to make an 'optical coupler' similar to the simple wire tap. Varying degrees of success have been reported in this area, but as yet, those devices produced are very wavelength-dependant resulting in narrow bandwidths. Success in eventually producing optical-couplers (taps) will result in the removal of one of the great advantages that optical fibres have over traditional cable systems in the area of security against unlawful monitoring. Currently, anyone wishing to illegally tap into an optical fibre system must first break the fibre. This action is instantly detectable. Optical couplers will, however, allow information to be 'leaked' from the system unknown to the operating authority unless extremely sophisticated time-domain
reflectometers are employed to continually monitor reflections on the fibre.

As a result optical fibre is currently best suited to point-to-point links and is therefore particularly useful in the construction of ring topology networks where each section of the ring can be considered as a point-to-point link. Fibres are also employed as a Back-Bone spine for bus structures.

The Fibre Distributed Data Interface (FDDI) is an emerging standard for one such ring with a data rate of 100Mbps, with reports of a 200Mbps being under consideration by various standards bodies.

In the following sub-sections the architectures of two popular optical fibre LANs are shown with a detailed explanation given in Appendix IX.

(a) OPTICAL FIBRE ARCHITECTURES FOR LANS

IEEE have produced two standards incorporating optical fibre at the physical layer in LANs, they are:-

(1) Token Passive Star

As it is virtually impossible at this time to connect a passive tap to an optical fibre cable, a solution is to use a 'star' - either active or passive. In the option recommended by MAP each node is connected to a central hub by two optical fibres - one for transmitting signals to the hub, and the other for receiving signals from the hub, as shown in the Fig 2.2.12(a) below. The hub or, the 'central coupler', accepts signals from the transmitting node and distributes them evenly along the receiving fibres to all the nodes on the network.

Fig.2.2.12(a) Token Passive Star
As mentioned earlier in this section optical fibres lend themselves very well to ring topologies, and this has been exploited in IEEE 802.5 Token Ring standard. Fig 2.2.12(b) below shows the architecture of the 'dual-ring' configuration where two rings are provided with the data flowing in opposite directions under normal conditions. With two rings in operation the system can be used as either:

(i) one main ring and one standby with the main ring carrying all the data traffic and the standby ring effectively lying idle,

or

(ii) both rings carrying data which effectively doubles the data rate of that for a single ring.

In both cases, should one ring fail due to a fibre break, then the system is instantly reconfigured into one ring, as shown in Fig 2.2.12(b).

The system capacity is halved, but service is still available.

Fig. 2.2.12 (b) Dual-Fibre Token Ring LAN
FIBRE DISTRIBUTED DATA INTERFACE (FDDI)

FDDI is being promoted by the American National Standards Institute's X3T9.5 working group, which is charged with examining high speed communications. They have concentrated on the physical and MAC layers, along with station management, choosing to model the LAN on the IEEE 802.5 Token Ring (as indicated previously). There are, however, many dissimilarities, the first being that there are no limits on the number of stations nor on size of the ring. This will vary depending on the application, but rings of 500 stations, spreading over 100km, will be possible. The raw data rate of 100Mbps will mean significant performance differences over current LANs.

The network is configured as two rings, as mentioned previously, with data also flowing in opposite directions in the primary (main) and secondary (standby) circuits. In some cases both rings can be used simultaneously, but with FDDI the secondary will only be used if the primary fails. Because it is expensive to connect each station to two rings, two classes of station have been defined. Class A stations - see Fig 2.2.12(c) - will be able to connect to both rings, but simpler Class B stations - see Fig 2.2.12(d) will only be connected to one or other of the rings.

![Class A Station Diagram](image)

**Fig. 2.2.12(c) - Class A Station**

![Class B Station Diagram](image)

**Fig. 2.2.12(d) - Class B Station**
An extension of the Class A station, shown in Fig 2.2.12(e), has also been defined to give the same sort of functionality as a wiring concentrator of the token ring. This enables Class B stations to be logically attached to both main rings, as the concentrator will route the traffic to whichever ring is in use. The concentrator is already being seen as an enabling star or tree style topologies to be adopted, where this more appropriate than the ring.

Because of its very high speed, FDDI was originally seen as a type of back-end network, used to connect mainframe CPUs to fast peripherals, such as discs, usually within a computer room, or even several computer rooms many kilometres apart. As it has developed, however, it is apparent that the concentrator mechanisms will permit FDDI to be used as a high speed backbone LAN, connecting a number of slower ISO LANs. As all the LANs are compatible from the LLC layer upwards, and as the FDDI data rate could support traffic from several such LANs without degradation, such a configuration as shown in Fig 2.2.12(f) becomes a possibility.

---

Fig.2.2.12(e) Class a FDDI station configured as a concentrator

Fig.2.2.12(f) Example of FDDI as a Backbone and Back-end LAN.
The previous diagram shows a PABX connected to the FDDI backbone. This is possible if the most recent work, dubbed FDDI II, is adopted. In this scheme, the 100 Mbps channel would be divided into 16 channels each of 6.144Mbps, plus a control channel. As this is a convenient multiple of both the US and European voice rates, it is being pursued with great interest on both side of the Atlantic.

With the immense bandwidth/data rates that FDDI systems will offer in the future it is more than likely that each service (speech, vision, data, etc) will be allocated its own wavelength, using wavelength division multiplexing (WDM). This will effectively be a super-broadband system hopefully offering all the advantages of broadband (CATV), but at a much lower cost when the optical technology reaches maturity.

With the comprehensive range of advantages that optical fibre offers over coaxial cable systems it is hardly surprising that MAP 3.0 has embraced optical technology so as to provide a LAN that functions error free in the hostile environment of the shop floor.

2.2.13 MAP 3.0 AND OPTICAL FIBRE SYSTEMS

As a candidate for MAP’s Physical Layer, fibre optics has many advantages over conventional cable, they are:

a. light weight
b. very low attenuation
c. very high data rates
d. long distance communication without regeneration
e. immune to electrical noise
f. intrinsically safe in hazardous environments
g. unaffected by lightning
h. secure from authorised tapping
i. ideal for networks requiring isolation between different electrical ground planes.

MAP acknowledges these attractions by including framework recommendations for a fibre-optics Physical Layer in an Appendix to the Specification. Once the Standards are technically stable, and enough experimental feedback has been gathered on usage, the intention is to accept the new medium for use ‘in all MAP networks where it is appropriate’.

At the time of writing Appendix 6, written by the European MAP Users Group (EMUG), contains the recommendations to date.
MAP OPTIONS

MAP 3.0 specifies two alternatives for its Physical Layer:

(a) IEEE 802.4 Token-Passing Bus on Broadband 10Mbps

(b) IEEE 802.5 Token-Passing Ring on Carrier Band 5Mbps

To these the EMUG Working Group 2 Appendix 6 adds the following optical-fibre options:-

IEEE 802.4 Token-Passing Bus on Fibre 10Mbps

IEEE 802.5 Token-Passing Ring on Fibre 16Mbps

Extensions to the 802.4 and 802.5 Standards, to cover the options, are being developed, and to help make migration between them easier, the emerging of IEEE 802.8B recommendations on the installations are specified for each.

IEEE 802.4 TOKEN BUS

The IEEE 802.4 Working Group considered the three main configurations for a fibre-optics Physical Layer:

(a) linear active bus

(b) passive and active star (see Fig 2.2.12(a))

The EMUG Working Group concluded that the linear active bus had no significant advantages over the passive star or dual ring, discussed below.

The following IEEE 802.4 implementation is recommended for investigation in MAP Appendix 6:

Data rate: 10Mbps

Configuration: Single passive star with up to 32 ports

Cable: Dual-window (850 and 1300nm), with a loss of not more than 3dB/km(850nm) and 1.3dB/km(1300nm).

Power budget: High-Sensitivity (30dB)

Window length: 850nm

Preferred fibre size: 62.5/125(ratio of core diameter to cladding diameter - both in micrometers[um])
It is not as economically a viable a proposition (at the time of writing) to tap an optical-fibre cable as it is a coaxial or twisted pair cable. A solution is to use a star - either an active or passive. In the option recommended for investigation by MAP, each node is connected to a central star coupler by two fibres - one for transmitting, one for receiving, signals. The central coupler accepts signals from the transmitting node and distributes them evenly along the receiver fibres to all nodes on the network.

IEEE 802.5 Token Ring

IEEE 802.5 Token Ring on Fibre is recommended as an alternative to IEEE802.4 Token Bus on Fibre for applications requiring any or all of the following:

More than 32 stations on a single network

Data rates of more than 10Mbps

Guaranteed response times of the order of 5ms

Network with a cable radius greater than 2km

No network failure as a result of a single failure

No disconnection as a result of a LED or cable failure.

With their point-to-point configuration, rings are excellent partners for optical fibres. Token passing, for example, is quicker with a ring than a bus, for the sequence in which the token is offered to the nodes (the so-called 'logical ring') always coincides with the sequence on the actual physical ring, and the token does not therefore have to be continually re-sent as a frame (as it must on a bus) to get it from node to node. The speed with which nodes can get priority access to the token is another advantage.

On the debit side, the ring, being an active system, has to be protected against catastrophic breakdown as a result of a single node or link failure. This aspect has received a great deal of attention, and, as a result, a dual ring reconfiguration is being developed for the 802.5 Standard.

The dual ring (see Fig 2.2.12(b)) relies on contra-rotating back-up links to route its way around back-up links to route its way around failures. In another option - the spur-bypass - the bypassing job is done by active concentrators, to which all the nodes are connected in a star form. Both types can be intermingled.

The following IEEE 802.5 implementation is recommended for investigation in MAP Appendix 6:

Data rate: 16Mbps

Cable: Dual-window (850nm and 1300nm), with a loss of not more than
3dB/km(850nm) and 1.3dB/km(1300nm)

Optional use of fibre-optics bypass relays

Transmission window: 850nm

Preferred cable size: 62.5/125

Being essentially point to point systems, ring topologies are ideal partners for a fibre optic medium. However, being also active systems, they have to incorporate some sort of automatic self-reconfiguration facility for bypassing a single node or link failure, so as to allow the rest of the network to continue functioning. The dual ring is one way of achieving this goal. In the diagrams two fibres connect each node, and the data path is identified by the dotted line. One diagram shows the system in normal operation; the other shows the system after reconfiguration, see Fig.2.2.12(b).

2.2.14 TECHNICAL OFFICE PROTOCOL (TOP)

At about the same time as MAP was being unveiled, a group spearheaded by Boeing Corporation was formed to develop a subset of the OSI standards for technical and office applications. The name given to these efforts was the Technical and Office Protocol (TOP). In order to be able to communicate between the office and the factory environment, efforts were made to be as compatible with MAP as possible.

The differences between the physical environments of the factory and the office are marked. This is coupled with the fact that a different set of vendors are operating in each area. At the time when TOP was conceived, the dominant network system for office applications was Ethernet. Accordingly, the IEEE 802.3 (CSMA/CD) baseband standard was chosen as the preferred physical layer of TOP version 1.0. This provided an upgrade path for Ethernet users and fitted in well with the IEEE 802.2 data-link layer.

Layers 2 (data-link) up to Layer 6 (presentation) are identical in TOP and MAP, and it is only at Layer 7 (application) that significant differences arise. The application requirements in an office environment will be more concerned with nonreal-time information transfer e.g. electronic mail, data base access etc. The only application service specified by TOP version 1.0 is a subset of ISO FTAM file transfer service. Implementing of the CASE is not required by TOP at the time of writing. Appendix VII provides a comprehensive coverage of the current version (3.0) of TOP and its relationship to all IEEE and ISO standards.

2.2.15 THE INTERCONNECTION OF MAP AND TOP

The full MAP solution is a BroadBand 10Mbps system, conforming to the OSI model, using a variety of selected standards. However, the US MAP Users Group has suggested that a variety of interconnection modules might be necessary in order to construct a complete system. There are, in the first case, many reduced versions of MAP such as CarrierBand MAP and then, more radically, MAP/EPA and Mini-Map.
When, however, Full-MAP systems factory-wide are common place, other devices are needed to interconnect the various parts of the network. These are reviewed below.

In view of the fact that the interconnection of MAP and TOP systems can become extremely complicated (and hence expensive to maintain and reconfigure) attention is drawn to the example of the so-called CATANET (see Fig 2.2.15(a) below) suggested in the MAP network architecture specifications, which indicates how the various devices that are available for interconnection can be employed. It is important to see how complex some networks can get - although in some cases the Gateways shown below could be replaced by Routers (if, say, TOP was used in the office environment - as is usual), with consequent reduction in cost!

![Diagram of CATANET](image)

**Fig. 2.2.15(a) CATANET: An Example of MAP**

**BRIDGES**

A bridge is a device that interconnects two or more segments of networks at Data-Link level. It acts essentially transparently in that a device cannot tell whether it is communicating with another node by means of a Bridge. At the Applications level, the intercommunicating devices need not even know that the Bridge exists. Since Bridges act as separate token-holding stations, each segment connected to a Bridge
sees it only as another token-holding station. Separate tokens, maintained on each of the segments, do not cross the Bridge. This means that the segments can be interconnected by Bridges, without any alteration to the existing stations on the segments. The essential role of the Bridge is illustrated in Fig 2.2.15(b) below.

![Diagram of Bridge](image)

**Fig 2.2.15(b) Bridge**
[courtesy of Rodd]

Of importance, however, is the fact that the Bridge can only, in theory, interconnect networks with similar lower levels!

Essentially, their media-access-control (MAC) systems must be identical. Thus bridges can be used by MAP in various situations to interconnect segments of identical networks. However, MAP-to-TOP Bridges are now available and ISO is producing a specification for Bridges between networks with different MAC layers.

In many cases, Bridges are used to overcome limitations on network distances and capacities. Also, dividing a large network with Bridges means that faults can be restricted to the segments in which they occur. Because a Bridge is essentially an intelligent device, it can act as a traffic filter system - sorting out messages which do not need to be routed between some segments of a particular network.

Although Bridges are very convenient for linking identical networks the price to be paid for this convenience is in terms of transmission delay. Packets processed by the Bridges suffer inherent processing delays. With Bridges the processing delays are relatively small because protocol conversion required is minimal compared with the Gateway - discussed later in this section. However, this factor is of considerable importance in real-time systems and will be developed further in this thesis.
In essence, Routers are similar to Bridges, except that they are used to interconnect two or more different networks at a common point. In essence, they implement layers 1-to-3 of the MAP architecture and have slightly greater facilities than Bridges. Unlike Bridges, however, they are not transparent and have to be addresses if they are to be used. They provide a service which can be used for routing, including the establishment of paths between networks and could, for example, be used to link a MAP to a TOP system. Essentially, then, the Router addresses must be known by the communicating systems. In many ways they are far more complicated than Bridges and require management above the Data-Link layer.

Fig 2.2.15(c) shows the arrangement of a Router.

As stated with the Bridge, the price to be paid for these extra facilities is in terms of the packet processing time. With the Router, the packets have to be partially 'unwrapped', to level 3, before being 'rewrapped' for onward transmission. This operation consumes several valuable milliseconds - particularly important in real-time systems.

GATEWAY

A Gateway is essentially a very generalised means for interconnecting networks. In essence, it is a 'dual' architectural/protocol device which, on the one side, has all the layers of protocol to suit a particular network (say Network A as shown in Fig 2.2.15(d)), and on the other side it has all the protocol layers to suit a second Network B. A message, having passed all the way up through the layers of protocol, is then communicated as an intelligent message and passed down the other side for subsequent transmission. In essence, then, the Gateways can be used to interconnect two networks operating on totally different protocols - whether in fact they adhere to the ISO standard or not.

It is clear that a Gateway is an extremely complex computing device, which can therefore be expected to be very expensive. In addition, the time taken to carry out the protocol conversion twice (i.e. from level 1 up to level 7, then back down to level 1) incurs a significant penalty in terms the packet processing time at the Gateway and
is of the order of 100msecs. The implication of the requirement for complex protocol conversion at Gateways has an important bearing on their application to real-time systems, and is discussed later in this thesis.

Fig 2.2.15(d) GATEWAY

2.2.16. COMPARISON OF DETERMINISTIC AND NON-DETERMINISTIC LANS

CSMA/CD and Token Bus form the two types of medium-access control techniques on bus/tree topologies. Table 2.2.16 below summarizes some of the advantages and disadvantages of these two systems.

Table 2.2.16. CSMA/CD v Token Bus

<table>
<thead>
<tr>
<th>CSMA/CD</th>
<th>Token Bus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple algorithm</td>
<td>Complex algorithm</td>
</tr>
<tr>
<td>Established technology</td>
<td>New technology</td>
</tr>
<tr>
<td>Good performance at low to medium loads</td>
<td>Tolerates wide range of loads</td>
</tr>
<tr>
<td>Poor performance at heavy loads</td>
<td>Excellent throughput performance</td>
</tr>
<tr>
<td>Non-deterministic access</td>
<td>Deterministic access</td>
</tr>
</tbody>
</table>
Despite its relative simplicity and the advantages it has gained through having been widely used over a long time, CSMA/CD has some serious disadvantages, in particular in the context of real-time systems. For certain data rates and frame sizes, the algorithm performs poorly as load increases. The collision detection requirement imposes a minimum frame size, which is wasteful of bandwidth in situations where the messages are short, such as those which may be produced by sensors in a real-time control system. The protocol is biased towards longer transmission times that are required for file transfers frequently required in office automation environments.

The greatest advantage of the Token Bus is the stability of its performance. The access time does not increase significantly with network loading and the throughput increases as the data rate increases, levels off at high network loading, but does not decline as the medium saturates (see Fig 2.2.16a below).

Access to a Token Bus can be regulated, and may be fairer at high loads. It avoids the last-in, first-out phenomenon that can occur in CSMA/CD. If priorities are required, as they can be in a manufacturing or process control, real-time environment, these can be accommodated. The Token Bus can guarantee a certain bandwidth; this may be necessary for certain types of data such as voice, digital video and telemetry. The Token Bus is deterministic in the sense that, because each station in the logical ring can hold a token for a specified maximum time, there is an upper bound on the amount of time any station must wait before transmission can be established. (There is always a finite possibility of transmission error, which can cause token loss. In practice, this makes the Token Bus also non-deterministic in a sense.) In contrast, in CSMA/CD the delay time has, theoretically, no upper bound.

**Fig 2.2.16(a) CSMA/CD v TOKEN BUS**

Access time

Total throughput*

*Throughput is defined as the fraction of time that is spent transmitting data
For real-time systems, like process control and conversational speech, this non-deterministic behaviour is unacceptable.

One of the major disadvantages of the Token Bus is its complexity, although with new VLSI chip sets implementing most of the complex functions, this problem should not be a serious disadvantage for much longer. The other disadvantage with Token Bus lies in the overheads involved. Under lightly loaded conditions, there may be an unnecessary long wait before a token is acquired for transmission. However, as this delay has an upper bound, allowance for this can be engineered in to most real-time systems.

The choice of the appropriate access mechanism is based on the requirements and the relative costs prevailing at the time, and on the real-time nature of the applications involved. The decision can also be influenced by the Baseband versus Broadband debate - however - the cost of Broadband systems appears to be currently prohibitive for other than major manufacturers who are totally committed to CIM.

Conclusions

The two lowest layers of the OSI model are of crucial importance to the development of the LAN market and availability of low-cost network interfaces. Because of the complexities of the algorithms involved, it is necessary to have a VLSI solution. However, semiconductor manufacturers will only be willing to commit themselves to the development and support of such devices, should a large volume be needed in the market. This has prompted the development of LAN standards to ensure that such large-volume markets would emerge. Equipment from a variety of manufacturers will have to interwork.

The IEEE 802 LAN standards address this problem and in particular attack the two lowest layers of the OSI reference model. In this standard the LLC provides for the exchange of data between the Service Access Points (SAPs), which are multiplexed over a single physical connection to the LAN.

At the medium access control (MAC) layer, there are three standards for LANs. CSMA/CD has converged with the Ethernet specification and is well suited to typical office automation applications. Both baseband and broadband options exist at several data rates. Two forms of token access have also been standardised, namely Token Bus and Token Ring. These are provided for time-critical applications, such as process control, as well as for office applications. For Token Bus, three physical layers are provided as options. The simplest and the least expensive is Carrierband.

Given that the Token Passing systems are deterministic and that delays due to token access can be catered for in the system design, the remainder of this thesis concentrates on problems created by LANs employing CSMA/CD medium access control algorithm when used to carry commercial quality real-time interactive speech under varying data traffic conditions.
2.3 SPEECH AND DATA ON A COMMON COMMUNICATION NETWORK

In the preceding sections the current status of PABXs (for real-time speech) and LANS (for data) has been outlined and described, giving both the respective strengths and the weaknesses of the various networks.

In this concluding section of this chapter a comparison is made between data signals and real-time speech signals with a view to considering the suitability of LANs to carry real-time speech.

The desirability of using LANs to carry real-time speech is easily demonstrated in that:

(a) only one cabling system is thus required to support a single information systems (crucial to any commercial/industrial concern). This approach results in considerable savings in:

(1) the initial installation,( only one network required)
(2) the cost of reconfiguring the network as a result of changes in the office/factory layouts (only one set of contractors to deal with).

(b) the management of the information system as a whole can now become the province of one authority,(telephone systems are, by tradition, the responsibility of the office manager, while LANs tend to be 'IT' which usually comes under the auspices of the IT Director.)

(c) the power of a workstation which now incorporates real-time speech facility considerably enhances its marketability.

(d) the range of new communication facilities combining both real-time speech and interactive vision that will be available with this type of network have tremendous potential- which has yet to be fully explored.

On the debit side, the provision of a single network to support both speech and data raises question concerning communication reliability as the failure of the LAN will result in the complete failure of all communication systems within the company. This situation could well be unacceptable to certain commercial/industrial concerns. Steps, therefore, are taken to duplicate or triplicate all or certain parts of the network. This effectively means that the cost savings mentioned above could be reduced.

2.3.1 Speech and Data Traffic Compared

Before attempting to combine real-time speech with the existing data on a LAN it is important to compare the characteristics of the two types of traffic.
SPEECH TRAFFIC

- Using conventional A->-D and D->-A techniques at bit rate of 64kbps is required, while the conversation is in progress (connection held), in both directions. This can also be considered as either:

  8,000 - 8 bit bytes per sec,
  or
  one 8 bit frame every 125usec.

Although 64kbps is considered a rather modest data rate by modern standards it is important that the speech packets (each 8 bit byte is one speech packet) do arrive at the receiving end within a given time window. If packets suffer too much delayed then it may not be possible to use them in the reconstitution of the original signal at the receiving end D->-A convertor. Packet loss of this nature results in the degradation of the received speech quality.

As a result a steady and slow speed packet delivery service is therefore required from the LAN, with minimal delay. In addition, as the users (humans) are 'intelligent' and thus able to contextually interpolate for any missing word parts, it is not absolutely necessary for the provision of sophisticated error detection/correction algorithms, as is required with data traffic, where the terminals are effectively dumb.

A significant portion of this thesis is devoted to the reporting of investigations carried out into the nature and magnitude of these delays, and how the packet loss resulting from these delays affects user acceptability. Also reported on are a range of measures taken to improve user acceptability given that a certain level of delay, and hence packet loss, will be inevitable in LANs due to the medium access control algorithms employed (see Sections 2.2.5, 2.2.8 and 2.2.9).

DATA TRAFFIC:

By comparison, data is usually required to be transferred from station to station, or to printer/plotter in large blocks i.e. file transfers or screen dumps. This type of traffic therefore usually requires:

(a) relatively high speed data rates usually in the megabit range,
(b) delays are not normally a crucial issue unless the data is for real-time control. However, long file transfers over slow speed data links can result in unacceptably long delays.
(c) terminals employed are not normally capable of contextual interpolation, like humans, as a result it is necessary to implement sophisticated error detection and correction algorithms to deal with transmission errors etc.

From the above comparison it can be seen that the two traffic types are completely different, yet it could be argued that they are complementary from the network view point because they make different demands i.e.
Speech traffic requires real-time operation whereas data does not (unless real-time control)

Speech requires the slow but regular transmission of the speech parcels, whereas data needs large blocks of data to be delivered within a given time window (which is much longer than that required by speech).

Data traffic requires the provision of error detection and correction algorithms because the terminals are 'dumb' compared to the sophisticated contextual interpolation facilities available to humans for speech recognition.

The 'complementary' aspects of speech and data traffic over LANs is explored later in this thesis in the sections dealing with the actual implementation of real-time speech on LANs in the presence of data traffic. It will be seen that some overall benefit is derived from combining these two totally different traffic types, rather than endeavouring to transmit the two signals separately, in the time domain.

The next section deals with the definition and evaluation of the crucial issues in the transmission of real-time interactive speech over LANs.

End of Chapter 2
CHAPTER 3

3. REAL-TIME INTERACTIVE SPEECH OVER LOCAL AREA NETWORKS

The types of LANs that are available in the marketplace have been discussed and described in detail in Section 2. From these descriptions and evaluations it can be appreciated that the crucial issue for the successful transmission of real-time interactive speech over a LAN is that of speech packet delay. If the speech packets are delayed by significant amounts, then the quality of the communication will be impaired.

The following subsections deal first with the mechanisms which cause packet delay, and then with the effects on speech quality of delayed packets.

3.1 CATEGORISATION OF THE MECHANISMS WHICH CAUSE SPEECH PACKETS TO BE DELAYED WHEN TRANSMITTED OVER LANS

The main delay mechanisms are listed below:

1. Protocol Wrapping and Unwrapping
2. Transmission Delays
3. Medium Access Delays

A detailed explanation of each will follow and include an indication of the relative magnitude of the delays to be expected.

3.1.1. Protocol Wrapping and Unwrapping

When a workstation equipped with a real-time speech capability is instructed to set up a connection with another workstation on the same LAN (say), the first operation is to establish a 'session' between the two parties concerned. This involves using the ISO stack of protocols.

The entry level into the stack depends on the particular layer of the ISO stack at which the speech is to be inject/removed. The further up the stack the speech is injected/removed then the greater the level of control that can be exercised by the station, but this additional control is gained at the expense of added delay. There is no international standard for the provision of real-time speech systems in any of the protocols at the 7 layers as yet. This aspect of the system design will be discussed at length in the later section dealing with implementation issues.
Preliminary investigations conducted by Rodd[4] indicate that as much as 100msec of delay can be expected from the top layer of the ISO stack to the Physical layer if the speech is injected via the MMS (Manufacturing Message Standard) protocol. Values obtained at University of Plymouth using MMS on a Token Passing Bus LAN supplied by Sealan Ltd of Exeter under a DTI research grant to the author for the purpose investigate flexibility in automated manufacturing[5] indicates that Rodd's figures are pessimistic. More typical is a figure of between 10 to 50 msec, even under heavy data traffic conditions. However, protocol 'wrapping' (attaching headers and trailers) will have a significant effect on the overall delay particularly in view of the fact that the reverse process has to take place at the receiving end with similar time penalties involved.

3.1.2 Transmission Delays

Basic calculations for transmission times over LANs using twisted pair cable, coaxial cable or optical fibre involving distances of, say, 2Km at transmission speed of approximately 0.6 the speed of light (300,000,000m/sec) for packet sizes of 1.5Kbytes at a bit rate of 10Mbps give a transmission delay of 0.1μsec per bit. Thus the time taken to transmit a 1,500 byte packet is 1.2msecs. This last figure is not a delay as such - more a transmission time, the more important number is the 10μsecs, which compared with the protocol wrapping time is insignificant as it is at least three orders of magnitude less.

Optical fibres will not reduce this figure of 10μsec by an appreciable amount as the fundamental physical limit of the speed of light is being approached.

One rather alarming development that is becoming current practice among LAN vendors is to provide an RS 232 port for connection to the network, particularly for process control applications. On the surface this appears to be justifiable in terms of the provision a well-understood standard interface. However, examination of the standard reveals that the maximum bit rate that a RS 232 port will sensibly support is of the order of 38Kbps, which is considerably lower than the 64Kbps required for real-time speech, in each direction.

The limitations of RS 232 could have considerable bearing on the viability of the proposed system. However, bit rate reduction techniques are available and offer good quality speech on bit rates as low as 8Kbps.

3.1.3 Medium Access Delays

By far the most significant of the three categories is the medium access delays, particularly in the case of the CSMA/CD (non-deterministic) networks.
In the case of the Token Passing networks, which are deterministic, access to the LAN is guaranteed within a worst case condition which is dependant on:

(a) the number of stations connected to the LAN,
and
(b) any prioritisation in operation.

Typical delay figures for manufacturing LANs, where the data traffic is often relatively light, are of the order of 10s of msec.

In comparison, the access time for CSMA/CD LANs is theoretically infinite, however, in reality, the delay is very much traffic dependant. Fig 3.1.1(a) below gives an indication of the relative delays of the Token Bus and CSMA/CD LANS.

![Graph showing relative delays on Token Bus and CSMA/CD LANs](image)

Fig 3.1.1(a) Relative Delays on Token Bus and CSMA/CD LANs
[courtesy of Rodd]

As the traffic on a CSMA/CD LAN is:

(a) a function of the number of stations connected to the LAN,
and
(b) the type of applications being run,

it is very difficult to give a general picture of the delays expected. In addition, manufactures are very reluctant to release such operational data, and one gets the
impression that there is a certain amount of professional jealousy in this area - even a conspiracy of silence!

However, measurements have been made at University of Plymouth on the full MAP 3.0 DTI/Sealan Token passing bus LAN of delays incurred when model manufacturing processes have been controlled over the network using a form of MMS. Again, these results are particular to the network specified, but they do mirror those indicated in Fig 3.1.1(a) for lower percentage network loadings. At the higher traffic loadings, (this was achieved using artificial messages designed to simulate actual process control data transfer) the delay time did show an increase of some 100% on the lower loadings - but this is still orders of magnitude lower than that reported on CSMA/CD networks with similar traffic loadings.

The initial studies showed that provided the traffic loadings were:

(a) Less than 30% for CSMA/CD

or

(b) Less than (95%) for Token Passing bus

delays remained of the order of 10s of msec, which will be seen to be satisfactory on the basis of criteria established in later research.

3.2 THE EFFECT ON REAL-TIME SPEECH OF LOST PACKETS

Until recently, very little serious research had been conducted into the effect on speech of lost packets. The reason for the absence of such investigations is that existing digital speech systems are based on circuit-switching common to most telecommunication systems (as explained in Section 2.1.2) where actual packet loss is very unlikely. In these systems the circuit is set up before any speech packets are transmitted and maintained until the conversation is completed. As a result, the main problem on these circuits is that of electrical noise and interference which can cause the contents of the packets to be corrupted, but not totally lost. Techniques exist for these errors to be detected and corrected.

In comparison, packet-switched systems (as described in Section 2.1.3) do not set up the circuit before hand. With these systems the data to be sent carries a destination address which is used by each node to route the packet to its required destination. As a result, queues can and do form at nodes resulting in delays in delivering the packets. If faults occur at nodes, or in the transmission links between the nodes, then packets can be completely lost.

Before considering in detail the effect of lost packets on real-time speech it is advisable to first consider the mechanisms for both the digitisation of speech and the reverse
process, as these processes have a considerable influence on the methods evaluated later in this thesis for attempting to reduce the effect of packet loss. The technique commonly employed for the digitisation of speech is known as Pulse Code Modulation (PCM) or Analogue - Digital Conversion (A/D).

3.2.1. Digitisation of Speech (PCM)

A detailed explanation of PCM, is provided by Cattermole [6]. In this section a brief overview will be given of reasons why digital systems are currently preferred to analogue systems, followed by a description of PCM with sufficient detail so as to give an appreciation of the effect on real-time speech of lost packets.

Analogue Systems

As speech is an analogue signal, which varies continuously with time, it is vulnerable to contamination by noise/interference when switched, transmitted or amplified. The reason for this vulnerability is that in all of the above mentioned processes the wave-shape of the signal has to be maintained if its quality is to be preserved. Unfortunately, electrical noise, particularly thermal noise, is a fundamental limitation on all electrical systems that operate at a temperature above absolute zero (which includes most systems on this planet). This limitation is so severe that the lengths of long distance analogue communication systems are limited by the accumulation of noise because the unwanted noise signal grows to equal and eventually exceed the wanted speech signal, irrespective of how much the wanted signal is amplified.

The reason for this situation is that analogue amplifiers are relative unintelligent devices in that they amplify, slavishly, all the signals that are presented at their input. As a result both the noise and the speech signals are amplified.

Another major disadvantage with analogue systems is that once the wave-shape of the analogue signal has been corrupted it almost impossible to recover the original information which is contained in the amplitude variations of the analogue signal i.e. error detection and correction techniques that are available for digital systems do not apply to analogue signals.

Digital Systems

With digital systems all wanted information, irrespective of its source, is produced in terms of 1s and 0s. These wanted signals are switched, transmitted and amplified in a similar manner to the analogue signals mentioned above. However, there is one significant difference, and that is with digital signals the wave shape does not have to be meticulously retained as with analogue signals. In the digital case the wanted signals
have only to be 'detected correctly' such that the '1' condition can be detected as opposed to a '0', without error, and visa versa.

The demands made on the electronic circuitry are considerably less because only two amplitudes have to be detected. In addition, once these two amplitudes have been detected then a brand new signal can be regenerated - completely uncorrupted by noise or interference.

The key to appreciating the difference between the two systems is that in analogue systems the amplifiers are referred to as REPEATERS (because all they do is to repeat what ever signals appear at their inputs), whereas in digital systems they are called REGENERATORS (because they actually regenerate a brand new signal). The proviso is that the digital signal must not be allowed to become so corrupted by noise and interference that accurate detection is impossible.

A measure of the relative systems performances in the presence of noise is the ratio of the signal level to that of the noise level - this is referred to as the signal-to-noise ratio (S/N)- that can be tolerated to produce reasonable quality speech at the receiving end. For analogue systems a S/N ratio of 100,000-to-1 produces good quality speech, but by no means hi-fi, with the worst acceptable quality at 1,000-to-1 S/N.

For digital systems using fairly unsophisticated modulation methods (Binary Amplitude Shift Keying) at an error rate of only one bit lost in a million bits transmitted (1 in 10^6), can be achieved with a S/N ratio of only 14dB on the transmission medium.

The above results show that the digital systems use the available bandwidth more efficiently.

The implication of the above results are that:-

(a) much poorer quality circuits can be used using a digital (PCM) system,

or

(b) for the same type of circuit the quality of the received signal is much better using digital (PCM) system.

The price to be paid for this improvement in system utilisation is that all analogue signals have to be converted into a digital format before being transmitted, regenerated and switched, then converted back into an analogue form at the receiver. This process, referred to as PCM, does introduce a certain amount of distortion, and can be expensive in terms of bandwidth (the frequencies used).
The details of this conversion process are discussed below.

Pulse Code Modulation

As indicated above, PCM involves two separate operations, these are:-

(a) Analogue to digital conversion at the transmitter

and

(b) Digital to analogue conversion - at the receiving end

These two processes are inextricably linked.

(a) Analogue to Digital Process

Taking the A-to-D process first, there are three stages involved in producing a digital signal from the original analogue speech message, they are:-

1. **Band limiting** the original message such that:-
   (i) the top message frequency is less than half the sampling frequency
   and
   (ii) the noise at the input to the converter is reduced to a minimum.

   The CCITT agreed bandwidth is 0 to 3.4KHz

2. **Sample** the band limited speech message at a rate just greater than twice the highest frequency component contained in the bandlimited message.

   The CCITT agreed sampling rate for speech is 8KHz

3. **Quantisation** is the process of taking each of the sample amplitudes generated by the sampling process and converting the height of each sample into a unique digital code depending on the sample amplitude ready for transmission and/or switching.
The CCITT agreed quantisation process requires each sample to be encoded into one of 256 different levels, thus requiring an 8 bit digital code, using a non-linear transfer function for the encoder which provides a better S/N at lower signal levels at the expense of louder signals. (See section on Companding in Ref 6).

The processes outlined above require the generation of:-

(a) 8000 samples a second
(b) each sample contains 8 bits
(c) thus resulting in a bit rate of 64Kbps which must be sustained in both directions while the connection is held, irrespective of whether any one is actually speaking.

A block diagram showing the basic configuration of the sub-sections in the A-to-D process, is given in Reference 6.

(b) Digital to Analogue Conversion

There are two basic stages to D-to-A process, these are:-

(1) Dequantisation of the incoming bit stream such that the stream of 8 bit bytes arriving at the receiving end, at the rate of 8000 a second, have to be converted back into the 'sampled' speech signal, i.e. as close as possible to the sampled speech signal in the A-to-D converter. This process involves taking each 8 bit byte and reconstituting the sample pulses whose amplitudes are commensurate with the binary codes contained in each of the 8 bit bytes.

(2) Filtering of the reproduced 'sampled' signal from the output of the dequantiser so as to remove the unwanted higher order frequency components to leave the original speech signal.

The CCITT agreed bandwidth of this filter is 0-to-3.4KHz.

Reference 6 contains diagrams of the D-to-A process.

Distortion caused by the Digitisation of Speech

The process of digitising speech, for the convenience of transmission, switching and storage, does introduce some distortion into the received signal - this is called
Quantisation Noise. By careful choice of the system parameters quantisation noise can be kept to minimum. However, as quantisation noise is generated every time the A-to-D and D-to-A process is carried out, it is important to only implement one such conversion and reconstruction in any end-to-end connection.

Details of the nature of quantisation noise and its relationship to the system parameters of signal bandwidth (quality of speech), sampling rate, number of quanta and system bit rate are included in Reference 6.

The description of PCM given above is only a very brief overview. However, an appreciation of the principles of PCM is important to the understanding of how speech quality will be effected by the loss of some of the speech packets as a result of excessively long delays. This very important issue is discussed in the next section.

3.2.2 The Relationship between Packet Loss and Speech Quality

From the brief description of PCM given above, and with reference to Appendix XI, it can be seen that the sampling process generates the sample amplitudes. These sample amplitudes are coded into 8 bit binary numbers for transmission at 8000 times per second.

At the receiving end, these 8 bit bytes are received and the waveform of the speech effectively 'reconstituted' from the amplitudes of the sample amplitudes reproduced by the dequantiser. This reconstitution is effectively achieved by 'joining-up' the sample pulse heights, which is done by the relatively long time constant of final low pass filter. This joining-up is, in fact, a form of electrical interpolation. See Fig 3.2.1(a) below.
It should be appreciated that the loss of a speech packet (containing one 8 bit byte) will result in gap appearing between successive samples at the output of the dequantiser. See Fig 3.2.1(b) below.

Fig 3.2.1(b) The Loss of a Single Speech Packet

The low pass filter following the dequantiser will thus attempt to 'join-up' the successive pulse amplitudes produced by the dequantiser, only this time the gap between successive samples will be double that of other samples. The time constant of the low pass filter is such it cannot linearly interpolate over the missing sample and so the amplitude of the waveform approximates to zero. See Fig 3.2.1(c) below.

Fig 3.2.1(c) Interpolation, by the Low Pass Filter, as the result of the Loss of Single Speech Packet.

An issue worthy of note at this juncture is the value allocated by the dequantiser when a byte has not arrived at its input within a given time frame. It will be seen later in this thesis that this issue is the subject of extensive investigation, but for the present it is assumed that the value given by the dequantiser for a missing packet will be zero (00000000), which is the effective mid-range value between the positive peak and the negative peak.

The loss of speech packet(s) effectively reduces the sampling rate which is specified as 8000 times per second for commercial/domestic quality speech [Ref 7]. The effect of this is to produce 'aliasing' at the receiver such that extraneous frequencies appear within the pass-band of the final low pass filter. These frequencies are heard by the ear, in addition to the expected voice, and represents unwanted audible noise. As a result the reconstituted speech is distorted by an amount depending on:-
(1) the number of lost packets, with time (rate of packet loss),

and

(2) the statistical distribution of packet loss, with time.

The Rate of Packet Loss

It is usual in digital systems to employ the number of bits that arrive in error - per second, referred to as the Bit Error Rate (BER), as a figure of merit. Values specified for BER depend on the type of information being carried, and particularly on its sensitivity to loss and customer confidence i.e. financial information systems require a BER of one bit lost in one hundred million (1 in 10\(^8\)) whereas commercial speech systems are designed to operate at a BER of 1 in 10\(^6\) falling to 1 in 10\(^3\) for short term worst case conditions.

Unfortunately, BER figure of merits, give little information as to the distribution of bits in errors. An example can found in certain digital microwave radio systems which are very prone to the errors occurring in short bursts (burst errors) due to fading caused by multi-path propagation as the result of temperature inversions. In these systems, although the overall error rate is within the specified BER, there are times when a burst of errors will cause the system to 'drop out' because synchronisation (essential to all digital systems) is lost and valuable time to taken to recover normality. During this time all data being carried is often lost!

The CCITT have recently recognised this limitation and are in the process of collecting data to publish a new recommendation G821 [Ref 83].

Statistical Nature of Packet Loss (Errors)

As mentioned above, the key issue is the statistical nature of how errors occur/packets are lost i.e.

(a) are the packet losses/errors evenly distributed over the time period?

or

(b) are the errors/packet losses occurring in bursts?

In practice, it can be assumed that a combination of both mechanisms are effectively attacking any operational system, with line systems more likely to suffer from (a) while radio systems definitely fall victim of (b). Unfortunately, long distant communication systems often comprise both!
To establish the tolerance of real-time interactive speech on LANs to the type of packet loss referred to above it was necessary to carry out a series of tests on actual conversations. The speech packets generated were then subjected to a range of tests which reflected the statistical nature of the packet losses/errors that occur, particularly in LANs in an industrial/commercial environment [Ref 51 and 52].

Speech Packet Clustering on LAN

A unique problem was unearthed in the research into real-time speech on LANs during this project in that it was found necessary to transmit a number of consecutive speech bytes in a single data frame in the interests of transmission efficiency and the need to meet the delivery of 8000 speech bytes per second, on average, in addition to the screen data bytes.

The dilemma facing the designer being:–

a) increasing the number of speech bytes (larger speech parcels) in a given LAN data frame increases transmission efficiency and the delivery rate.

but

b) increasing the size of the speech parcel reduces the number of bytes available for screen data, and hence reduces the screen refresh rate

and

c) should a LAN frame be delayed in delivery, then a large number of consecutive speech bytes will be lost, (the impact being greater on the speech quality than on the screen refresh rate).

The next major section, Chapter 4, of this thesis deals with a range of tests that were conducted initially at the University of Plymouth and latterly at British Telecomms Research Laboratories at Martlesham Heath, Suffolk, UK, to establish levels of customer acceptability in terms of packet loss rate/parcel size/user acceptability for real-time interactive speech systems. This information was then to used to evaluate existing systems and make recommendations for future networks.

End of Chapter 3
CHAPTER 4

4. SUBJECTIVE MEASUREMENTS OF THE EFFECT ON REAL-TIME SPEECH OF DELAYED SPEECH PACKETS

It has been established beyond all reasonable doubt, in the earlier sections of this thesis, that any type of packet (speech or data) will suffer delay when being carried by a LAN - the nature of this delay being dependant on:-

(a) the type of network (Access Protocols employed)
(b) the topology of the network
(c) the nature and quantity of traffic being carried by the LAN.

Before any recommendations can be made as to the suitability of any particular LAN to carry real-time speech it is important to establish user acceptability/tolerance to speech packet delays. The following subsections describe in detail tests carried by the author at both the University of Plymouth and British Telecom Research Laboratories (BTRL).

4.1 SPEECH TESTS CONDUCTED AT UNIVERSITY OF PLYMOUTH

Considerable research was carried out at University of Plymouth into both:

(a) the type of the delays that were likely to be encountered
and
(b) the methods for assessing the effect of these delays on the end-users

4.1.1 Delay Characteristics

References [10-to-17] give a clear indication as to the type of delays that are likely to occur in packet switched networks. These delay characteristics comprise:-

(i) a FIXED/STATIC delay, due to transmission time, which is function of the network topology.
   Actual values will depend on the length of the connection, but for LANs of approximately 2Km in length the transmission delay is relatively insignificant at about 10μsecs,

(ii) a VARIABLE delay, due to medium access procedures, that are often directly related to the traffic on the network, which is continuously varying.
Typical figures will depend on the type of Medium access Control (MAC) being employed e.g. for Non-Deterministic LANs, like CSMA/CD, this type of delay can, in theory, be infinite, but in practice is typically of the order of 10msec for traffic loadings below approximately 30%. However, for traffic beyond 30%, the access delays increase very rapidly becoming asymptotic to the vertical at approximately 60% of the maximum data traffic loading of 10Mbps [Ref 91].

Deterministic LANS, like Token Passing systems, have higher access times, typically 10s of msecs, depending on the number of stations connected to the system. However, access times are relatively constant as they are more dependent on the token rotation time than the traffic levels. It is only for traffic loadings in excess of ~95% that the delays show any significant increase, and become traffic dependant.

The characteristics of both CSMA/CD and Token Passing LANs are well documented (see Ref 91).

Fig 4.1.1(a) overleaf, provides a comparison of the delay/throughput characteristics for both CSMA/CD and Token Passing LANS operating at 10Mbps [Ref 91].

Some research work conducted during the early 1980s [Ref 21 to 28] had been reported concerning the investigation of the subjective effect of lost speech packets on LANs. However, this research work had concentrated mainly on smaller speech packet loss for various loss rates.

As discussed in Section 3.2.2, the prime concern of this research is to establish the criteria for the transmission of real-time speech and screen refresh data in the same LAN frame for a reasonable level of user acceptability, this necessitates the investigation of multiple-consecutive packet loss i.e. a form of clustering.

However, before embarking on the subjective testing involving multiple-consecutive speech packet loss, it was decided to repeat some of the tests conducted by Wasem et al [Ref 21 to 28] to establish the validity of the test equipment designed and built at UoP and methodologies employed.

A Speech Processor was designed and built in the Electronic Engineering Laboratories at UoP to simulate single and multiple speech packet delay under computer control. The final version was named XI. The design and operation of this device is given in Section 4.1.2.
Fig 4.1.1(a) Comparisons of Delay/Throughput Characteristics of CSMA/CD and Token Passing LANs Operating at 10Mbps [Ref 91].
In terms of the methodology to be employed, extensive tests had been carried out much earlier (1973) by Richards [Ref 18] into techniques for subjectively testing telephone analogue speech quality in the presence of noise and other forms of distortion. A similar methodology was adopted for the tests conducted in this aspect of the research programme, the results of which are reported later in sections 4.1.3 to 4.1.6.

4.1.2 Simulation of Speech Packet Delay

To establish a framework for assessing the ability of LANs to successfully carry real-time speech it is important to define the levels of user tolerance to delayed speech packets. It was decided to construct an actual model/simulation of the mechanisms that would produce delayed speech packets under controlled conditions, thus enabling the user's tolerance to be measured accurately.

As a result of studies carried out it was found necessary to develop a hardware/software model which could simulate the required delays in a real-time speech conversation. As no such device was commercially available designs were produced to meet the requirements analysed. These requirements are listed below:-

1. Accept telephone quality analogue speech and produce a digitised output, (PCM), A-to-D Conversion
2. Take the 8 bit PCM bytes and subject them to controlled delay conditions similar to those encountered in commercially available LANs
3. Store the delayed speech in a Dynamic Speech Buffer
4. Reconstitute the analogue speech from the contents of the Dynamic Speech Buffer, D-to-A Conversion
5. Pass the reconstituted speech to the telephone ear piece.
6. Carry out the same process in the reverse direction, but ensure that the delay processes are uncorrelated for the two directions of transmission.

It was important to gain a feel for the level of user acceptability with regard to speech packet loss before any meaningful comparisons could be made between LANs for use in a commercial/industrial environment.

Thus with due regard for the needs and requirements listed above a hardware/software simulator was built in the labs at UoP. This model was referred to as the Speech...
Processor XI when it was finally completed and was controlled from four BBC 'B' Computers.
Before describing the tests in detail, an explanation of the evolution and the operation of the Speech Processor is given.

Speech Processor XI

The main purpose of the Speech Processor was to accept telephone quality analogue speech, digitise the analogue signal, then artificially delay the speech bytes before finally reconstructing a distorted analogue signal. The amount of delay inserted could be carefully controlled and hence the user's response accurately quantified. From the results obtained the suitability of the various LANs, currently being employed in commerce and industry for CIM activities, could be evaluated for carry both real-time speech and data. The general functionality of the Speech Processor, designed to carry out the above defined function, is described below.

A-to-D Conversion

As it was going to be necessary to control the reconstitution of the analogue signal from the delayed byte stream it was decided to employ A<->D 'pods' which could be easily driven from BBC 'B' Computers. To achieve the necessary level of control in both directions of transmission, and maintain statistical independence, two BBC 'B's were required. Each BBC had attached to it a Speech Packet Delay Generator so that the necessary delays could be generated independently.

The arrangement for the basic connections described above is given in the Simplified Block Diagram of Phase 1 of the Speech Processor shown in Fig 4.1.2 (a), with the detailed connection given in the diagram on the following page.

It can be seen that access to each BBC is via a Versatile Interface Adaptor (VIA) which is connected to the 1MHz Bus. The VIA has two ports, one is devoted to the A<->D 'pod' while the other receives the delay generator output.

Step 1: 2-wire to 4-wire Conversion

The bi-directional speech on the 2-wire telephone line must be separated in terms of its 'GO' and 'RETURN' directions to enable the digitisation processes to be carried out. The technique for this 'splitting' function is well known and is performed by a passive device called a Hybrid Transformer. The use of a traditional British Telecom device caused considerable problems and had eventually to be completely redesigned. Details of this exercise are given later in this section.

Shown over leaf is the block diagram of the Speech Processor XI and the detailed circuit diagram for Phase I (containing the traditional BT hybrid).
Fig 4.1.2(a) Block Diagram of the Speech Processor - Phase 1.
Investigation into the subjective effect of speech samples being randomly delayed, and the speech reconstituted with no attempt having been made to reorder the packets.
Fig 4.1.2(a) continued, The Full Circuit Diagram of the Speech Processor - Phase 1
NB using hybrids - next version modified hybrids - get into service another way.
Step 2: Bandwidth Limiting

The Nyquist Criterion for 'sampling' prior to quantisation is that the analogue signal to be sampled must contain no frequencies higher than half the sampling frequency. In the Speech Processor the sampling frequency is fixed at 8KHz, in line with current commercial practice and international recommendations. As a result the low-pass filter used to band-limit the analogue speech signal has a cut-off frequency of 3.5KHz. The design of the filter had to be refined several times to achieve sufficiently low levels of aliasing so as not to mask small levels of distortion when packet delays were minimal - see Step 6 for detailed design.

Step 3: Sampling and Quantising by the POD

As mentioned above, the sampling rate was fixed at 8KHz, using 8 bits per sample with linear quantising.

Step 4: Storage (Write-in/Delay/Read-out)

Each 8-bit byte of digitised speech from the A-to-D pod is written-in to the RAM of the BBC in successive locations. At the same time ( - not quite, due to machine cycle offset) speech stored earlier is being read-out to the D-to-A pod. If there is no artificial delay being generated then there is a small time delay between the speech being written-in and when it is eventually been read-out, usually of the order of $\mu$secs.

The artificial time delay is produced by the Delay Generator which provides a range of pseudo-random numerical values being written-in sequentially from the other port of the VIA. All bytes are delayed by a fixed minimum period (attributed to the protocol wrapping), added to this is the variable delay factor which is the traffic-dependant contribution.

The magnitude of the number read-in from the Delay Generator provides the magnitude of the delay.

A number of revisions to the range of the pseudo random binary number (PRBN) and the mechanisms for generating it (software) had to be made before a suitable distribution was obtained.

The names given to the programs referred to above are:-

(a) The Delay routines - DELAY 1-to-5

(b) Gaussian Distribution - GAUSS 1

(c) General Routines to read/write to the various ports.
Step 5: D->TO->A (Samples to RAM)

The 8-bit bytes are read-out of the RAM, having been delayed, and are fed to the D-to-A pod. The pod produces a Pulse Amplitude Modulated (PAM) waveform, the envelope of which contains the speech signal required, plus a number of unwanted higher order harmonics related to the sampling process which have to be removed.

(B) Hybrids...Echo/Return Loss

An additional source of noise and interference, which was generated from outside the PCM system, was the Hybrid Transformers. Similar unpublished findings by BT in 1987 have already had far reaching effects within the PSTN.

The problem is best described by first explaining the role of the Hybrid (2 wire-to-4 wire converter), then discussing its limitations in relation to the tests performed followed by a statement on the far-reaching implications of these findings.

Step 6: Reconstruction Filtering

The final low-pass filter passes the original speech signal but rejects the higher order harmonics related to the sampling process. Bandwidth 0-to-3.5KHz.

As with the initial filter, this filter had to be redesigned to enable low levels of distortion, due to delayed packets, to be measured meaningfully.

Major Areas Of Difficulty

(A) Noise and Interference

In any system under test, it is important to reduce the amplitude of all sources of interference, other than that being measured, to a minimum. It is normal practice to ensure that the unwanted interference/distortion is at least an order of magnitude lower than that being measured. In some systems under test the difference has to be even greater.

With reference to the above, the noise generated during the A-to-D and D-to-A processes must be kept to minimum, so that only interference generated by the delayed/lost packets affects the user acceptability rating. The primary noise/interference sources generated within a PCM system are listed below:

(a) Quantisation Noise - produced in the sampling operations.
(b) Noise due to Aliasing - as a result of imperfect filtering at both the I/P and O/P.

(c) Thermal Noise - due to the fact the system is being operated at a temperature which is above absolute zero, typically room temperature 293K.

The main mechanism for reducing quantisation noise is to increase the number of bits per sample which reduces the quanta size [see Ref 6 pp125 for details] - however, the CCITT have specified the complete PCM system [Ref 7] which fixes both the Companding Laws (A and \( \mu \)) and the number of bits per sample at 8, and hence the quanta sizes and thus the noise, giving no room for manoeuvre.

Improving the filter performance offered the best opportunity to reduce system noise. This was achieved by dispensing with the usual multistage operational amplifier feedback configurations and moving to 'Switch Capacitor' filters. Linear ICs had just become available from Linear Circuit Technology (LCT) in the USA which offered extremely rapid rates of cut-off in the region of 80dB/octave on a single chip - the LCT 1062.

The reality of the situation was that although the filters did function as predicted, they proved extremely unreliable at first. The problems and their solutions are briefly listed below:-

(1) These filters require a 350KHz clock supply to function properly. The presence of this relatively high frequency near other devices operating at lower frequencies resulted in 'clock break through' which produced an increase in system noise. The physical configuration of the electronic components inside the Speech Processor had to be completely changed, with some having to be screened, against electromagnetic interference (EMI) to reduce the effects of clock break through to a minimum.

(2) The unreliability of the LCT 1062 caused dismay on several occasions until it was discovered that the devices on the chip were extremely 'load-sensitive', in spite of advice to the contrary from the manufacturers. Buffers were inserted between the LCT 1062 and all other components in the circuit with a result that no more failures resulted.
Thermal noise is a physical limitation in electronic circuits which can only be reduced by lowering the temperature of the devices in the circuit. This is impractical for room temperature operated devices employed in a commercial or industrial environment.

The Role of the Hybrid in Speech Transmission

Hybrid transformers are a fundamental part of long distant telephone transmission and two such devices are employed in every telephone conversation where the distances exceed 50km i.e. trunk calls. Its function is to separate the directions of transmission so that speech signals can be amplified by analogue amplifiers, as most amplifiers are only unidirectional devices (Repeaters - see Section 2.3.1).

Existing passive Hybrid devices have some serious deficiencies which have been well documented in a number of respected texts [Ref 19 Chapter 3], but the effects of these limitations have not adversely affected analogue speech transmissions as adequate engineering margins were originally designed into the overall system. Unfortunately, digital systems are not as tolerant of the Hybrid's deficiencies as are analogue systems. This situation stems from the fact that analogue systems contain a considerable amount of inherent redundancy, where as digital systems tend to be far more efficient in their use of system bandwidth. To put it more bluntly - there is a lot of 'slack' in analogue speech systems compared to their digital counterpart.

The main disadvantage of the passive Hybrid is that energy 'leaks across' the device particularly from the 'return side' to the 'go side', see Fig 4.1.2(b) below.

![Fig 4.1.2(b) Basic 4-Wire Trunk Circuit Employing a Passive Hybrid.](image-url)
The implication of this 'leakage' from Return to Go at each passive hybrid is that 'echo paths' are created which result in possible distortion of the speech for both the receiver and transmitter, as follows:-

**Echo at the Source**
The original speech is fed back to the source having travelled a distance equal to nearly twice the length of the connection. Fig 4.1.2(c) below indicates the mechanism for this type of echo.

It can be seen that the magnitude of the echo will depend on:-

1. the amount of leakage that occurs across the passive hybrid,

and

2. the overall loop gain/loss of the 4-wire section, plus the losses in the 2-wire Local End (which will be a function of its length).

In addition, the delay in receiving the echo is also a factor in defining user acceptability. The factors which effect the 'echo delay' are:-

1. the distance the echo signal travels before eventually being heard,

and

2. the velocity of propagation of the signals on the circuit.

In Figs 4.1.2(c) and (d) shown below the mechanisms for generating echoes are shown.

---

**Fig 4.1.2(c) The Mechanism for Producing Source Echo**
Implications of Echo in the Simulation of Speech Packet Delay.

With imperfect passive hybrids in the circuit, speech packets tend to circulate causing unwanted packets to be received which in turn generates noise and distortion and masks those effects due to lost packets that are being measured. It was therefore imperative that the echoes had to be considerably reduced in amplitude so as to make them inconsequential.

To achieve the goal stated above it was necessary to completely redesign the passive hybrid using active components that provided the required degree of isolation between the Go and Return and 2-wire points in the hybrid.

The circuits used are described in the next section.

Active Hybrids

With the design employed it was a straightforward matter to completely isolate the transmit and receive directions of transmission and thus remove a very large percentage of the distortion caused by echo. However, it is important in any type of subjective testing to reproduce circuit conditions that are as close to the norm as possible. To this end it was established by Richards [Ref 18] that if two directions of speech transmission in a real-time interactive telephone conversation are completely isolated then the users found that the circuit appeared 'dead', as there was no feedback from
mouthpiece to earpiece. As a result, a certain amount of feedback is built into telephone instruments to give the impression that the telephone is 'live'. This feature is referred to as 'Sidetone', and the level require has been established for a whole range of conditions by Richards [Ref 18]

To satisfy the Sidetone requirements a very small amount of feedback was applied from the transmit side to the receive side of the circuit in the model by introducing a 'bleed-link' via a 47K ohm pot, as shown on Final Version of the Speech Processor circuit diagram shown in Appendix II. Adjustment of this pot effectively trimmed the circuit for maximum user acceptability prior to the tests beginning.

The block diagram of the Final Version (Phase 2) of the Speech Processor XI is shown overleaf in Fig 4.1.2(e), with the four BBC 'B' Computers connected, the final version of the complete circuit diagram including the 'bleed resistors' for sidetone is also included.

On the page following Figs 4.1.2(e i & ii) show the Complete Circuit Diagram of the Speech Processor XI, with, Figs 4.1.2(f), depicting various photographs of the Speech Processor XI and the BBCs employed.
Fig 4.1.2 (e - i):- Set-up for Two way Subjective Testing on Randomly Blanked Speech
Fig 4.1.2.(e - ii):- Complete Circuit Diagram for Phase 2 of the Speech Processor XI
Fig 4.1.2(f) Photographs of the Speech Processor XI
Fig 4.1.2(f) Photographs of the Speech Processor XI
The next sections describe the subjective tests carried out in the labs at UoP using the Speech Processor.

4.1.3 Listening Tests with Fixed Delays.

By way of an introduction to subjective testing it was decided to:-

(a) use Listening Tests, as opposed to Conversation Tests, in the initial investigations,
and

(b) employ Fixed Delays, as opposed to Variable Delays, in each direction of transmission, in the first instance.

The initial step was to consider the type of material to be transmitted and the nature of the voice to be used. Following discussions with the Dr Ian Dennis of the Department of Psychology at UoP, and further investigations, it was decided to employ non-contextual material with a range of different speakers and listeners. The rationale for these choices were that:-

(1) **Non-Contextual Material** would be much more difficult for the listener, and hence much more demanding on the system, such that if the conditions imposed were found acceptable under non-contextual tests then it was expected that the results for the contextual material would be superior.

(2) **Range of Speakers** were employed so as to try and remove any particular misunderstandings due to regional accents or speech impediments, that might otherwise invalidate the results obtained,

(3) **Range of Listeners** were employed to try and avoid inaccuracies due to hearing irregularities, and similar reasons to those stated in (2).

The method employed for inserting fixed delay in one direction only entailed setting the switch box settings, see Fig 4.1.3, to the desired value - which ranged from:-

- 1μsec in steps of 10 to 100μsec
- 100μsec in steps of 100 to 1000μsec
- 1msec in steps of 1 to 100msec
- 100msec in steps of 100 to 1sec

The BBC 'B' was programmed to read the switch box value and delay its reading-out of all the speech packets by the amount indicated. The results from this first investigation proved of little value as fixed delays in listening tests are well known to be very difficult
to detect because of the lack of any interaction between sender and recipient. However, one aspect of the testing procedure was brought into sharp focus that had been investigated in-depth by Richards [Ref 18] i.e. the acoustics of the test area created considerable difficulties. Steps were taken to reduce reverberation times and limit all other sources of extraneous noise to a minimum, but this proved very difficult with the limited funds available.

From this first series of investigations a considerable amount was learnt about conducting subjective tests. It was also decided to dispense with non-contextual material as source information because it was very difficult to generate, employ and evaluate.

In addition, the selection of suitable candidates requires skill, as does the formatting of the questionnaire, if the results obtained are to be easily evaluated.

4.1.4 Listening Tests with Variable Delays.

The first step in this series of tests was to establish an appropriate delay distribution which mirrored the delays that packets were likely to experience on a typical LAN.

It had been decided to concentrate the investigations on the Non-Deterministic LAN (CSMA/CD) as the relatively constant delay characteristic of the Token Passing LANs would only pose operational problems at very high traffic levels.

As stated earlier in 2.2.16, the delay characteristic of a CSMA/CD LAN rises exponentially with increases in traffic for loadings in excess of 30%.

The exact shape of the delay distribution for a LAN depends on the length of the network, the number of stations, the traffic levels and the medium access strategy being employed. The general shape of the delay characteristic for different LANs are well known. Fig 4.1.4(a) over leaf shows the 'Mean Transfer Time/Mean Packet Transmission Time against Throughput Rate/Transmission Rate for both CSMA [Ref 91].

It should be realised that the values shown are average values and thus, by definition, do not apply to any particular set of practical conditions. However, they are representative of the delays that speech packets are likely to encounter on CSMA/CD and Token Passing LANs.
Fig 4.1.4(a) Distribution of Delays on a Typical CSMA/CD and Token Passing LANs
Fig 4.1.4(a) Comparisons of Delay/Throughput Characteristics of CSMA/CD and Token Passing LANs Operating at 10Mbps [Ref 91].
Methods of Testing

Contextual material was employed using a range of different speakers and listeners for the reasons explained in Section 4.1.3 above. Speech packets were written into the memory of one BBC 'B', while another machine was running the Delay Algorithm, thus making the two processes independent of each other. The actual delay value being employed in the reading out of the speech packets was controlled by the number generated by the Delay Algorithm. The larger the number the greater the delay, and visa versa.

(a) Non-Reordering of Delayed Speech Packets

With this system speech packets are not necessarily read out in the order that they were written in, as the Delay Algorithm causes the computer to jump from one address to another under control of the delay generator's statistical algorithm. The effect on the intelligibility of reconstructed speech was very destructive resulting in a very low user-tolerance level, typically less than the equivalence of 1ms of delay. See the graph showing levels of user acceptability in Fig 4.1.4(b) overleaf.

Initial Listening tests on user acceptability indicated that the reading-out of speech packets, making no attempt to reorder the delayed speech packets, resulted in a very low threshold -typically 1ms at very best.

This result is hardly surprising when the practical significance of the these tests is considered. Referring to the PCM process described in Section 3.2.1, it can be seen that the delay process using the model as it stands, will cause the speech packets to be read back out of their original order, i.e. the original time sequence of the packets will have been destroyed.

It was expected to find the speech badly distorted for even small delays, so the above results were anticipated. This can be appreciated as follows; employing the worst case value as an example, 1ms of speech actually contains 8 speech packets, and the effect of changing the order of these packets, in sympathy with a semi-random algorithm, will almost certainly destroy the original intelligibility contained within the speech. In fact, the levels of limited recognition that could be achieved, in spite of the interference to the true packet order, was very surprising and can only be attributed to the marvellous capacity of the brain to pattern-match and contextually-interpolate in the presence of a large amount of noise.

From the findings of the initial research described above it was apparent that speech packets, which had been subjected to varying amounts of delay, must be reordered at the receiving end before the digital-to-analogue conversion takes place.

This reordering process is absolutely crucial to the successful transmission of commercial quality speech.

The subject of Pattern-Matching and Contextual Interpolation will be revisited later in this report when algorithms to improve speech quality, in the presence of packet delays, are considered in more detail in Section 4.1.8.
Fig 4.1.4(b) Listening Tests - Variable Delays - No Reordering of Received Packets.
[See Annex I for details of the tests]
LISTENING TESTS AT UoP

Listening Tests Conducted at UoP of User Acceptability(%) against Speech Packet Delay, with no attempt made to reorder the delayed speech packets.

<table>
<thead>
<tr>
<th>Delay (ms)</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>U.A.(%)</td>
<td>100</td>
<td>99</td>
<td>97</td>
<td>93</td>
<td>89</td>
<td>80</td>
<td>70</td>
<td>30</td>
<td>15</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Listening Tests at UoP**

- **User Acceptability (%)** vs **Speech Packet Delay (msec)**

  - Delay (ms): 0.1, 0.2, 0.3, 0.5, 0.7, 1, 2, 3, 4, 5, 6, 7, 10
  - U.A.(%): 100, 99, 97, 93, 89, 80, 70, 30, 15, 10, 0, 0, 0
The Re-Ordering of Delayed Speech Packets

To alleviate the problem of speech packets arriving out of order, as discussed above, it was necessary to develop a re-ordering methodology within the Speech Processor XI. The simplest and easiest mechanism to implement, on the equipment available, was that of a computer controlled Buffer-Store (this will be described in detail later in this section) into which all packets arriving at the receiving end are written, then re-ordered, before being read-out to the D-to-A converter.

This process requires that all packets be either:-

(a) Time-Stamped at the point of origin,

or

(b) Numbered at the point of origin.

Both systems were considered in detail but it was finally decided to use (b) in the model under test (because it was easier to implement than a real-time clock). However, in operational systems, time-stamping would be preferred where a multiplicity of users are expected.

The merits and deficiencies of these systems are briefly outlined below:-

Time-Stamping provides a global reference as to the order of the packet, yet necessitates that all participants on the network have synchronised clocks (which is often difficult to achieve).

Numbered Packets do not carry any global time reference and therefore are not subject to the vagaries of time-synchronisation. However, the packet numbering scheme to be employed needs to take into account the number of stations that are likely to be connected to the network. For small LANs and systems limited to a few stations, Packet Numbering offers a very good solution, but when LANs become interconnected to form WANs, Time-Stamping provides a better solution.

Results

From the graph shown below of User-Acceptability against Packet Delay in Fig 4.1.4(c) it can be seen that the re-ordering of the packets prior to the reconstitution of the analogue speech at the receiving end has, as expected, considerably improved the system performance.
Fig 4.1.4(c)  User-Acceptability against Packet Delay for Re-ordered Packets
[See Annex I for details of the test]
### TABLE OF LISTENING TESTS AT UoP

Listening Tests Conducted at UoP of User Acceptibility(%) against Speech Packet Delay employing the Reordering of Speech Packets using a Dynamic Speech Buffer of 100msec capacity

<table>
<thead>
<tr>
<th>Delay (ms)</th>
<th>0</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
<th>300</th>
<th>350</th>
<th>400</th>
<th>450</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>U.A. (%)</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>94</td>
<td>86</td>
<td>68</td>
<td>56</td>
<td>48</td>
<td>26</td>
<td>14</td>
<td>6</td>
</tr>
</tbody>
</table>

### Fig 4.1.4(c)

Listening Tests at UoP

![Graph showing User Acceptibility (%) against Speech Packet Delay](image-url)
It can be seen from Fig 4.1.4(c) that 70% of users found delays in excess of 240msecs unacceptable in these listening tests. In addition, it was found that the range of delays, about a mean value, also influenced User-Acceptability; the greater the range, the lower the User-Acceptability. With a mean value of 34.5msec, which was specifically chosen to be 15% greater than the minimum delay value of the truncated Poisson distribution (30msecs), User-Acceptability dropped below the critical value of 70% when the standard deviation of the delay value exceeded 46msecs. These results are shown graphically in Fig 4.1.4(d) overleaf.

The results shown overleaf indicate that User-Acceptability drops off very rapidly as the Standard Deviation is increased. To obtain sensible results from these tests it was decided to limit the maximum delay that the Delay Generator could produce and thus provide an indication of the maximum delay to which the users were being subjected. The reason for this approach stemmed from the method being employed to reorder the delayed speech packets. It was found that the re-ordering process necessitated the use of a Speech Packet Buffer Store in the receiver (described below) which was effectively masking delays of less than, say, 100msecs. As a result, the following factors assumed considerable importance:–

(1) the maximum delay - particularly if it exceeded the delay introduced by the buffer store,

and

(2) the number of times the maximum delay figure was exceeded in any given time period.

The re-ordering process necessitated the use of a dynamic speech packet storage mechanism (dynamic buffer) at the receiving end. The modification of the Speech Processor XI to include this device is described below in Phase Two of the tests.
Fig 4.1.4(d) Listening Tests Graph of User-Acceptability against Standard Deviation of the Delay about a Mean 15% greater than the Minimum Delay. [See Annex I for details of the tests]
### TABLE OF LISTENING TESTS AT UoP

<table>
<thead>
<tr>
<th>Packet Delay in (msec) About a Mean 15% Greater than the Minimum Delay</th>
<th>0</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
</tr>
</thead>
<tbody>
<tr>
<td>S.Dev</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U.A.(%)</td>
<td>100</td>
<td>94</td>
<td>93</td>
<td>88</td>
<td>80</td>
<td>52</td>
<td>24</td>
<td>12</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

**Listening Tests Conducted at UoP for User Acceptability(%) Against Standard Deviation of Speech**

![Graph showing listening tests at UoP](image)
Phase 2: Dynamic Re-ordering of the Speech Packets

To achieve reasonable speech quality it had been found necessary to reorder the delayed packets that had arrived at the receiving end out of order. To achieve this it was necessary to provide a **dynamic buffer store** where by packets were being read in from the line, reordered, and then read-out. This process required the inclusion of a third BBC 'B' computer to handle packet delay/re-ordering. Fig 4.1.4(c) overleaf shows the block diagram of the system employed with BBC 'B's 1 and 2 providing the following facilities:

(a) Reading the delay value from the Delay Generator,
(b) Delaying the speech packet before writing it into the Dynamic Buffer Store,
(c) Re-order the speech packets in the Dynamic Buffer Store,
(d) Read-out the reordered speech packets to the D-to-A Convertor.

As will be demonstrated later in this thesis, the inclusion of this dynamic buffer store in the Speech Processor XI - Phase 2, is of considerable importance to received speech quality as it enables considerable improvements to be made to the levels of user-acceptability in packet-switched voice systems.

Those packets which have suffered very large delays will not have been included in the read-out process (d) because they will have been out of position at the time of read-out, and will, therefore, have been lost. This situation exactly models the characteristics of a packet switched network/LAN where delayed packets will not have arrived in time to be read-out in the correct time sequence and will thus be disregarded by the receiver.

The size of the dynamic speech buffer therefore controls what is in effect a buffer delay at the receiving end, and the dimensions of this memory have an important bearing on the amount of packet delay that is introduced by the system.

**Dynamic Speech Buffer Dimensions**

It has been established in preliminary tests that the end-to-end delay must not exceed 240msec, even for listening tests (one way). As this is the very worst case condition then the delay introduced by the buffer must never exceed 240msec, in fact, allowance must be made for other operations i.e. A->D and D->A conversions. To cater for these aspects of the process an allowance of 60msec was made, leaving approximately 200msec for the buffer.

The speech digitising process in PCM produces 8000 - 8bit bytes per second, thus to introduce a 200msec delay the buffer size must be a minimum of 8000x1/5 bytes = 1600 bytes, which poses no problems for any static or dynamic RAM chip.
Fig 4.1.4 (e)

PHASE 2 BLOCK SYSTEM DIAGRAM
Investigation into the subjective effect of speech samples being randomly delayed, the speech is then reconstructed following the recording of the delayed packets without those packets which have been delayed by an amount exceeding an arbitrary fixed maximum delay value.
In the original design 2K of RAM was allocated to this operation, but it was found to be insufficient. Further investigation identified that reductions could be made in the time taken to perform the D->A process if extra memory was made available. As a result the memory allocation was increased to 3K bytes.

Results

The surprising aspect of this phase of the research work was the beneficial effect that the buffer had on user acceptability for wide range of delay values. With the delay generator producing a statistically varying delay pattern truncated at higher values from the keyboard, and limited at the lower value by the fixed delay in the system, it had been expected that the user acceptability would be poor even for small standard deviations.

The delay variations which were greater than the buffer size (translated into the dimensions of time), resulted in those packets that had not arrived within the 'time window' provided by the buffer being lost. Various buffer sizes were tried ranging from 100 bytes to 8K bytes for different delay patterns and upper delay values. It was deduced from the listening tests that users became aware of delays at 100msec but found them quite acceptable, and, as found with the fixed delays tests reported in Section 4.1.3, the length of the delay was unimportant - provided no interaction of any kind was required.

Relationship Between Packet Loss(%), Speech Parcel Size(bytes) and User Acceptibility.

As mentioned earlier in this thesis, the main thrust of the research work is establish the operational criteria of the transmission of both real-time speech and screen refresh data in the same CSMA/CD frame for reasonable user acceptibility. To this end it is important to establish the optimum ratio of speech bytes to screen bytes per data frame. However, user acceptibility is also a function of the size of the speech parcel and the packet loss rate. It was therefore decided to conduct series of listening tests where user acceptibility was measure for a range of speech parcel sizes at given packet losses rates.

Fig 4.1.4(f) overleaf shows a three-dimensional plot of User Acceptibility/Speech Parcel Size(bytes)/Packet Loss Rate(%).
Fig 4.1.4(f) Listening Tests for User-Acceptability against Packet Loss Rate(%) for various Speech Parcel Sizes(bytes). [See Annex I for details of the tests]
## LISTENING TESTS AT UoP

Table of Results for User Acceptability in terms of Packet Loss Rate and Speech Parcel Size

Employing Contextual Material and Zero Infill Algorithm.

<table>
<thead>
<tr>
<th>Packet Loss (%)</th>
<th>SPEECH</th>
<th>PARCEL</th>
<th>SIZE</th>
<th>(Bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>0.1</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>0.2</td>
<td>98</td>
<td>98</td>
<td>98</td>
<td>98</td>
</tr>
<tr>
<td>0.5</td>
<td>89</td>
<td>85</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>1</td>
<td>78</td>
<td>74</td>
<td>74</td>
<td>74</td>
</tr>
<tr>
<td>2</td>
<td>66</td>
<td>61</td>
<td>61</td>
<td>61</td>
</tr>
<tr>
<td>5</td>
<td>47</td>
<td>36</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>10</td>
<td>33</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>20</td>
<td>11</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

![Graph showing User Acceptability percentage vs Packet Loss and Speech Parcel Size](image-url)
Conclusions from the Listening Tests

The outcome of these tests showed the importance of the buffer in:-

(a) smoothing out delay variations
(b) providing a fixed time window within which the delayed speech packets must arrive if they are to take part in the reconstitution of the speech

The final listening tests were of particular importance in that a measure was obtained of the optimum size for the speech parcel in terms of the packet loss rate. However, as mentioned above, the speech parcel size cannot be decided on these two factors alone as the screen refresh rate, packet transmission time, medium access rate and the speech parcel delivery rate have also to be taken into consideration.

These factors are quantified below:-

Speech Packet Delivery Rate

With PCM it is necessary to deliver 8000 speech bytes (packets) per second. This can also be seen as 8 packets per msec, or 80 packets per 10msec etc., for each direction of transmission.

Packet Transmission Time

A typical LAN will support a transmission rate of 10Mbps. If the frame size is 1526 bytes then the time taken to transmit the full data frame is:-

\[(1526 \times 8)\text{bits} / 10^7\text{bps} = 1.22\text{msec}\]

Medium Access Rate

This parameter is a function of the traffic on the network, but it is assumed that provided the network traffic is below 30% of the designed maximum of 10Mbps, then a station should be able to gain access at least every 10msec, if not more frequently. However it should be remembered that a session requires the delivery of data frames in both directions.

Screen Refresh Rate

For a screen 40 characters wide by 25 rows deep, the number of pixels contained within that screen frame requires 64,000 bytes i.e. 8000 bytes. Given that the largest speech parcel size is likely to be 320 bytes (from user acceptability ratings) and that the
overhead in the data frame requires 26 bytes, then 1186 bytes are left for screen refresh bytes. Using this figure the screen could be refreshed:-

\[
\frac{8000}{1186} \times 20\text{msec} = 135\text{msec per screen}
\]

This represents approximately 7 complete screen refreshes per sec.

(This is slow compared to a TV screen of 25 complete pictures per second.) However, it is expected that not all the screen will need to be refreshed as some of the picture detail will remain the same, so the actual refresh rate could be much faster if a sophisticated software package is provided to perform the necessary video processing.

With due regard for the above parameters it can be seen that although a speech parcel size of 320 bytes could be employed, an optimum is probably 80 or 160 speech bytes transmitted every 10msec, required in both directions.

It is possible to transmit a 160 byte speech parcel every 20msec, but as is explained in Section 4.1.8, the use of a special algorithm to improve speech quality favours smaller speech packet sizes as a doubling of the speech packet size is necessary.

In conclusion, one aspect not discussed so far in this report are the steps taken to minimise the effect of lost packets. In the listening tests just described, an absent packet was given a zero value which translates into a pulse of zero volts amplitude. As will be seen later in the thesis (see Section 4.1.8), a number of different methods are developed and investigated to minimise the effect of these lost packets.

4.1.5 Conversational Tests with Fixed Delays

A considerable amount of subjective research work was carried out in the late 1960s and early 1970s by telecommunications organisations into the effect of fixed delays on conversational speech. This activity had been prompted by the development of geostationary satellites for international telecommunications, as an alternative to submarine cables. Unlike the latter, geostationary satellites introduce significant transmission delays into the conversations being handled. The simple calculations below indicates the relative differences between the delays introduced by the two systems:-

Cable Transmission

Given that a typical transatlantic telephone call between, say, London and New York has the following parameters:-

\[(a)\] a circuit distance of approximately 6,000Km,
(b) the speech energy travels at between 0.6 and 0.7 times the speed of light \( \sim 2.0 \times 10^8 \) m/sec over the cable, when it is possible to calculate the transmission time the signal, that is:

\[ 6,000,000 / 2.0 \times 10^9 = 3.0 \times 10^{-2} = 30\text{msec} \]

Satellite Transmission

Geostationary satellites are positioned at approximately 36,000Km above the surface of the Earth, so as to maintain the same angular velocity as the Earth (appear stationary to observers on the surface of the Earth), and balance their centrifugal force (due to their rotational velocity) with the gravitational pull of the Earth.

As a result of the satellite being positioned at this very high altitude there is a considerable time lapse in the speech signals travelling from London to New York, and/or visa versa.

As the height of the satellite is much greater than the distance between London and New York by a factor of 6, it is permissible to approximate the distance the speech signals travels to twice the height of the satellite, that is 72,000Km.

With radio wave propagation systems the energy travels at very close to the speed of light.

Calculating the transmission time is thus:

\[ 72,000,000 / 3 \times 10^9 = 0.26\text{sec} = 260\text{msec} \]

It can be seen that the transmission delays are very different resulting in the satellite introducing substantial delays.

As mentioned earlier in this section, the subjective effects on conversational speech of long fixed delays have been documented and result in very low user acceptability. Although it was decided not to duplicate the research work on fixed delays in detail it was necessary that the Speech Processor be tested to establish as to whether the results obtained from it agreed in general with those carried out by PTTs in Western Europe and the USA as a prelude to satellite transmission in the 1960s.

Loop Delay

As with the published results, it was found that the important parameter, as far as user acceptability was concerned, was the Loop Delay. This factor is the time taken for a signal to be sent (e.g. Hello...) and the response received by the original sender (....Hello) in return.
The apportionment of this delay, in terms of the Go and Return speech channels is not particularly critical, although user acceptability started to fall off when the ratio of these two delays exceeded 4 to 1 for a loop delay on the threshold of user unacceptability, 200msec in UoP tests. This value compares with 210msec established by the CCITT. Fig 4.1.5(a) overleaf, shows the Loop Delay user acceptability ratings, while Fig 4.1.5(b) indicates the Delay Ratios for various user unacceptability thresholds.

Conclusions from the Conversational Tests with Fixed Delays

The results obtained at UoP concurred with those established by the CCITT/CCIR at a loop delay of 200msec which is within 10% of the CCITT/CCIR figure of 192msec. In addition, the conclusions drawn that the apportionment of the delay in the two directions of transmission was not critical broadly agreed with the CCITT/CCIR recommendations on this subject.

From this work considerable confidence was drawn from the fact that the results obtained did agree with those published by CCITT/CCIR. As a result it was decide to continue with the testing as the Speech Processor had produced the correct results for the conditions imposed.
Fig 4.1.5(a)  Loop Delay against User Acceptability Ratings for Conversational Tests where the delays are Fixed.
[See Annex II for details of Tests]
### Conversational Tests at UoP

**Table of Results for Loop Delay against User Acceptability for Fixed Delays:**

<table>
<thead>
<tr>
<th>Loop Delay (msec)</th>
<th>User Acceptability (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>25</td>
<td>100</td>
</tr>
<tr>
<td>50</td>
<td>98</td>
</tr>
<tr>
<td>75</td>
<td>96</td>
</tr>
<tr>
<td>100</td>
<td>95</td>
</tr>
<tr>
<td>125</td>
<td>90</td>
</tr>
<tr>
<td>150</td>
<td>86</td>
</tr>
<tr>
<td>175</td>
<td>78</td>
</tr>
<tr>
<td>200</td>
<td>68</td>
</tr>
<tr>
<td>225</td>
<td>58</td>
</tr>
<tr>
<td>250</td>
<td>43</td>
</tr>
<tr>
<td>275</td>
<td>34</td>
</tr>
<tr>
<td>300</td>
<td>22</td>
</tr>
<tr>
<td>325</td>
<td>15</td>
</tr>
<tr>
<td>350</td>
<td>9</td>
</tr>
<tr>
<td>375</td>
<td>4</td>
</tr>
<tr>
<td>400</td>
<td>1</td>
</tr>
</tbody>
</table>

[See Annex II for explanation of testing procedure]

---

**Graph:**

User Acceptability (%) vs Loop Delay (msec)

- Axes:
  - X-axis: Loop Delay (msec)
  - Y-axis: User Acceptability (%)
Fig 4.1.5(b)  Ratio of the Go/Return Delay Ratio against User Acceptability for Fixed Loop Delays on Conversational Tests.
[ See Annex II for details of Tests]
CONVERSATIONAL TESTS AT UoP

Table of Results for Conversational Tests showing the User Acceptability(%) in terms of Go/Return ratio for differing values of Fixed Loop Delay (msec).

<table>
<thead>
<tr>
<th>Go/Ret. Ratio</th>
<th>Fixed Loop Delay Values (msec)</th>
<th>0</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td></td>
<td>100</td>
<td>94</td>
<td>84</td>
<td>70</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td></td>
<td>100</td>
<td>94</td>
<td>84</td>
<td>70</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td></td>
<td>100</td>
<td>92</td>
<td>84</td>
<td>70</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td></td>
<td>100</td>
<td>94</td>
<td>83</td>
<td>70</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td>100</td>
<td>99</td>
<td>92</td>
<td>84</td>
<td>70</td>
<td>44</td>
</tr>
<tr>
<td>1.6</td>
<td></td>
<td>100</td>
<td>99</td>
<td>92</td>
<td>84</td>
<td>70</td>
<td>44</td>
</tr>
<tr>
<td>1.7</td>
<td></td>
<td>100</td>
<td>99</td>
<td>92</td>
<td>84</td>
<td>70</td>
<td>44</td>
</tr>
<tr>
<td>1.8</td>
<td></td>
<td>100</td>
<td>99</td>
<td>92</td>
<td>84</td>
<td>70</td>
<td>44</td>
</tr>
</tbody>
</table>

Conversational Tests at UoP
4.1.6 Conversational Tests with Variable Delays

Employing the expertise gained in subjective testing, while carrying out the Listening Tests, a representative cross section of people were gathered to assess the quality of the speech for a range of speech packet delay conditions.

The test subjects were asked to conduct an interactive telephone conversation, via the Speech Processor XI, while some of the packets were being delayed in sympathy with the delay algorithm generated by the Delay Generator. Fig 4.1.6(a) below shows the full block diagram of the system employed to conduct the conversational tests at UoP.

Fig 4.1.6(a) Full Block Diagram of the Speech Processor XI as used in the Conversational Tests with Variable Delays is shown overleaf.

The description of the operation of the above diagram has already been covered in Section 4.1.2. The main difference in the diagram shown in Fig 4.1.6(a) is that both directions of transmission have been equipped with Delay Generators that are statistically independent, thus requiring the fourth BBC microcomputer.

Tests with No Reordering of the Received Speech Packets

As experienced with the listening tests in this category, reported on in Section 4.1.4, the effect on the speech quality of not reordering the delayed speech packets was extreme. Introducing 1msec of average speech packet delay caused the user acceptability to drop dramatically, with conversations being unsustainable at 2msec of average speech packet delay.

Tests with Delayed Speech Packets Buffered and Reordered

The introduction of the reordering and buffering of the received speech packets resulted in a marked improvement in the user acceptability. This situation is demonstrated in Fig 4.1.6(b) overleaf where user acceptability drops below the 70% value for average loop delays of approximately 200msec, a marked improvement.
Fig 4.1.6(a)  Final Version of Speech Processor XI
SET-UP FOR TWO WAY SUBJECTIVE TESTS ON RANDOMLY BLANKED SPEECH

Fig. 4.2 RUN "CLICK" SPEECH DELAY

Switch modules set "fixed" delay values

8 data bits from processor

BBC 3 & 4 RUN 'NCB2' NOISE CONTROLLED BLANKING
Fig 4.1.6(b)  Conversational Tests of User Acceptibility (%) against Speech Packet Delay (msec) employing Reordering and a Speech Buffer. [See Annex II for details of the Tests].
**CONVERSATIONAL TESTS AT UoP**

Conversational Tests with Variable Delays for User Acceptability against Packet Delay employing Reordering and a Speech Buffer

<table>
<thead>
<tr>
<th>Delay (ms)</th>
<th>0</th>
<th>40</th>
<th>80</th>
<th>100</th>
<th>120</th>
<th>160</th>
<th>200</th>
<th>240</th>
<th>280</th>
</tr>
</thead>
<tbody>
<tr>
<td>U.A. (%)</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>98</td>
<td>88</td>
<td>70</td>
<td>44</td>
<td>25</td>
</tr>
</tbody>
</table>

**Listening Tests at UoP**

![Graph showing user acceptability against speech packet delay](image)

115(i).
BUFFER SIZE

The optimum size of the buffer is a function of the maximum speech packet delay that can be tolerated in a given conversation, including all the fixed and variable delays.

To establish a figure for the buffer size a number of conversational tests were carried out using the Speech Processor XI for a range of buffer sizes.

Given that the buffer introduces a fixed delay, and its main function is to effectively 'mask' all variable delays while the reordering process is taking place, the real purpose of the tests was to establish the maximum fixed delay that could be introduced into a conversation for a 70% user acceptability ratio. All packets that were delayed by more than fixed value introduced by the buffer were effectively excluded from the reconstruction process and lost.

Following extensive testing it was found that the user acceptability ratio dropped to approximately 70% for buffer sizes introducing delays of the order of 100msec per direction of transmission. This figure agreed with some earlier investigations carried by the CCITT/CCIR on the delays introduced by analogue satellite systems used to carry trunk telephony.

This figure of 100msec deserves further explanation in that:-

1. the 100msec must be introduced in the receivers at ends of the link, thus giving a total loop delay of not more than 200msec,
2. this loop delay is only 20% less than the fixed delay of 250msec encountered on geostationary satellite systems, which is found unacceptable by most users,
3. the total of 200msec delay must now be apportioned such that there is 100msec in each direction of transmission.

Realisation of the Buffer

As the buffer's function was to both reorder the delayed speech packets and introduce a fixed delay, this was best achieved by employing the volatile memory (RAM) in the BBC computers (2) and (3).

As the speech packets would normally arrive at the receiving end every 125uscc (at the rate of 8000 per sec) then a buffer store capable of dynamically holding 100msec worth of speech need only be 800 bytes in capacity. Practical tests showed that for operational reasons it was best to provide 1K bytes of RAM.
This capacity was easily available from the onboard RAM in the BBCs.

Conclusions on the Buffer Effectiveness

As mentioned earlier, the effect of the buffer on received speech quality was to provide a marked improvement with average delays of the order of 100msec (in each direction) being within the acceptable quality range - compared with 1 to 2msec for non-buffered speech. Only when the speech packet delay exceeded the buffer size was the packet omitted from the reconstruction process and the User Acceptability start to fall off.

In the Speech Processor XI the techniques employed to deal with lost packets involved giving the empty packet slot an artificial value. In the tests described above it was found most convenient to ascribe a mid-range value (half way between the most positive value and the most negative value i.e. zero) to the missing packets. However, as will be seen later in this thesis in Section 4.1.8, still further improvements in speech quality can be made by careful consideration of the arrangements made for dealing with the empty speech packet slots.

Another issue that was raised during the initial phase of the conversational tests conducted at UoP that have just been described was that of the effect of:-

(a) percentage packet loss/error rate

(b) speech parcel size

on the received speech quality particularly in view of the fact that LANs were to be the transport mechanism.

The next section discusses these issues.

4.1.7 Relationship between Speech Parcel Size, Percentage Packet Loss, and Clustering.

As an introduction to this aspect of the research, the earlier descriptions of the LAN topology and access mechanisms for CSMA/CD, must be revisited.

The LAN frame size can be any length between 64 and 1,526 bytes with a typical 'overhead' of 26 bytes for every frame transmitted, with the raw data rate on the cable being 10Mbps. As speech bytes are generated at the rate of 8Kbytes per second it is expedient to send the speech packets in groups, or parcels, in an attempt to improve the transmission efficiency of the LAN. This technique lends itself ideally to the mixing of the speech packets (parcels) and the screen data within a LAN data frame that will
be required to be interchanged between workstations in the truly interactive information systems required for manufacturing and design in the future, e.g. Multimedia for an automated manufacturing environment.

Speech Packet Size

To investigate the optimisation of the speech parcel size two factors had to be considered, they were:-

(A) the ratio of speech packets to data packets in a CSMA/CD frame to sustain a satisfactory interaction.

(B) the maximum number of speech packets that can be sensibly transmitted in one frame.

(C) the delays incurred in assembling a large number of speech packets.

Taking (A), little or no research had been reported in this area of work, and only at the time of writing are initiatives being launched in this area.

With reference to (B), using the Speech Processor XI it was possible to delay groups of consecutive packets (later to be renamed 'clusters') and investigate the impact of the loss of these parcels on the speech quality.

A range of different parcel sizes were employed starting at 10 bytes and increasing up to 4000 (this represents 0.5sec of speech).

Before discussing the results obtained it should be remembered that in the previous tests only single packet losses were generated, effectively obviating the possibility of clustering.

It soon became apparent that, in this phase of the research, the loss of consecutive packets had a more serious effect on the intelligibility of the speech than did the loss of the same number of lost packets being randomly distributed.

From results obtained, user acceptability dropped to 70% when parcel sizes approached 320 bytes, provided that the occurrence of such losses were infrequent. Speech with parcel sizes up to 1000 bytes were employed in the tests, but the were found to produce serious distortion at times. Speech with 440 byte packets was still intelligible but the sound quality was deemed unacceptable by the testers. Before discussing the frequency of parcel loss on a typical LAN, the effect of losing 320 bytes consecutively is explained.
The loss of 320 consecutive bytes represents the loss of 40msec of speech in one 'hit'. The effect of these delay 'hits' will depend on which part of the speech is actually lost. If the loss occurs in a period of silence i.e. a pause, then the hit will pass unnoticed. If, on the other hand, a part of a word is lost, then a measure of ambiguity is introduced into the conversation. The level of this ambiguity was found to be a function of:

(1) which part of the word was affected,

(2) the length of the word affected.

In (1) listening tests at Uop showed that the loss of the first syllable introduced the worst ambiguity. The reason for this discovery was found in the fact that most English words carry a considerable amount of information in the first phoneme of each word spoken (~50msecs of speech). If this phoneme is lost then the remainder of the word cannot often be uniquely identified by the listener.

Loss of the middle or end syllables were found to be far less important. Although the delay hits caused ambiguity when the start of a word was lost, it was found difficult to accept that the loss of so much of the word often resulted in only a minor loss of intelligibility.

In (2) the same listening tests revealed that the shorter the word the greater was the effect on intelligibility of the loss of part of that word. This was only to be expected, and came as no real surprise.

Test (1) were repeated a number of times, as were the tests in (2) to establish the high tolerance to delay hits demonstrated by those under test. It was eventually established that, in a conversational mode of test using a fairly limited vocabulary of 500 to 1000 words, the brain was continually performing a form of 'contextual interpolation' on the missing phonemes. This was established beyond all reasonable doubt by retesting the subjects using non-contextual material e.g. reading passages from the telephone directory and checking their interpretation. In these tests the intelligibility ratings were far lower than for the former by factor of 20%.

In addition, spoken language also contains a large portion of silence periods, so the probability of a delay hit occurring in a period of silence is quite high - and hence pass unnoticed - thus not effecting the intelligibility of the conversation particularly if the missing parcel is replaced with a zero value - exactly that which was lost!

With regard to (C), the time taken to assemble large packets, test data from manufactures of CSMA/CD networks was very limited. Work carried by Prof. Rodd at University of Wales (unpublished at the time of writing) indicated that packet assembly times could well be of the order of 10s of msec.
Given that in many cases the speech packets may have to be injected into the network at the Applications (7th) layer of the ISO Model, these delays may be a cause for concern.

As will be seen later in Section 4.1.8, that strategies to reduce these packetising delays are discussed and methodologies introduced to reduce, but not eradicate, this problem.

Practical Significance of these Test Results

In a commercial/industrial environment it is often found that the technical vocabulary employed is limited by the very nature of work. As a result, the information system and its users are likely to be more tolerant of the loss of large packets due to delay hits. In addition, the transmission of large data files that occur in an automated office systems, and which can cause severe access delays to other potential users, tend not to be the norm in automated manufacturing environments - thus reducing the probability of a delay hit occurring in the first place.

From these tests it appears that the use of a LAN to support both real-time speech and data for screen transfer as well as data for cell control, may well be possible for a limited geographical area.

The research work so far reported in this area stems from Gruber[Ref33 and 34], Goodman[Ref27], Gallagher[Ref69], Voelcker & Crow[Ref68], Dunlop & Rashid[Ref24], Wasem et al[Ref28], and Nutt & Bayer[Ref42]. All of these researchers have tested differing packet lengths but not to establish a packet length maximum for a user acceptability of 70%. The main thrust of the research listed above is to test a limited range of relatively short packet sizes which would be compatible with existing information systems i.e. 8, 16, 32, 64 and 128 byte, for, say ISDN, ATM etc. No research has been conducted, other than that reported above at UoP, for combined speech and data in a manufacturing environment.

Percentage Packet Loss V. Clustering

As mentioned earlier, packet loss, as a result of clustering, can, under the right conditions, be far more detrimental to the speech quality than the same number of packets lost in a randomly distributed manner. The reason for this situation is that for single packet loss the low pass filter in the receiver tries to linearly interpolates between amplitude of the sample preceding the lost sample and the amplitude of the succeeding pulse because of its relatively long time constant (a feature of low-pass filters). In addition, the brain will also perform textual interpolation on the missing 125μsec of speech.

For longer gaps the linear interpolation becomes increasingly ineffective, while the textual interpolation using the brain continues to be effective. In addition, interactive
speech between humans has one significant advantage over data transmission between
data terminals in that the human user can easily ask for a retransmission of data in the
event of a delay hit by requesting retransmission ... pardon!

As an attempt to provide some engineering significance to the relative packet losses in
terms of error rates normally quoted for LANs the following figures are provided:-

Tests conducted at UoP showed that a 70% user acceptability ratio was obtained for
packet losses of the order of 2% for small parcel sizes of less than 16 bytes. These
figures were confirmed by similar work being carried out at BTRL by Voelcker[Ref 22
and 68] and Wasem et al [Ref 28]. The significance of these results are that a 2%
packet loss translates into a bit error rate of 2 in 10^2. Comparing this value with
typical LAN error rate of 1 in 10^6 to 1 in 10^8 indicates that there will be no
restrictions from a transmission view point (as anticipated). It should be appreciated
that the error rate quoted for the LAN in no way includes errors caused by medium
access delays - the real source of the delays and hence system errors.

It is worthy of mention, at this point, of the high tolerance of real-time speech systems
to lost packets. This implies that a high degree of redundancy, in terms of information
content, must exist in the waveform. The removal of this inherent redundancy by some
bit-rate compression techniques will result in a considerable reduction in the ability of a
real-time system to withstand significant packet loss and hence retain acceptable levels
of intelligibility.

The source of the delays have now been identified and extensive tests have been
carried out at UoP into the levels of user acceptability for various types of delays for a
range of packet losses and speech parcel sizes.

The next section deals with strategies developed at UoP to improve the quality of the
received speech.

4.1.8 Methods for Improving Speech Quality

As mentioned above, steps can be taken to improve the quality of speech which has
suffered packet loss. In the process described above lost packets were given mid-range
values (zero volts) which, given that there are a large number of silence periods in
conversational speech, is the most probable level. This is only true for single packet loss
which is occurring very infrequently (typically one packet lost in a thousand).

Fig 4.1.8(a) overleaf, shows the loss of a single speech packet (1 byte). The low pass
filter's time constant is such as to have little or no effect on smoothing out the gap
resulting from the lost sample.
Fig 4.1.8(a) Linear Interpolation of Speech Suffering from Single Packet Loss.

As multimedia systems in the future will employ LANs it was important to investigate methods for minimising the effect on speech quality of the loss of a large number of consecutive speech packets, as would be the case if parcels of speech, in the LAN data frame, were excessively delayed due to medium access problems.

For consecutive packet loss, which occurs under clustering conditions, tests at UoP have shown that the use of a zero volt mid-range value, makes no substantial improvement in the user acceptability ratio. As can be seen from Fig 4.1.8(b) overleaf, the loss of a large number of consecutive packets results in the energy in the speech waveform tending towards zero volts - the mid-range value. This value has a very low probability of representing the actual speech that has been lost, unless a long pause had taken place in the conversation.
Tests at UoP indicated that not only was speech lost, and intelligibility reduced, but the loss of a group of consecutive packets produced an audible 'click' in the receiver, upon which some users commented (23% of those tested). The reason for this 'click' can be seen from Fig 4.1.8(c) where the rapid transition at the start and at the end of the group of missing packets (samples) produces a sudden 'dc shift' resulting in transient being produced in the diaphragm of the earpiece of the telephone - hence the 'click'. For small numbers of consecutively lost packets the transient produced is too rapid for the diaphragm to react as it is a mechanically damped system with considerable inertia.

---

**Fig 4.1.8(b) Effect on Speech Waveform when a Large Number of Consecutive packets are Lost.**

---

**Fig 4.1.8(c) Generation of 'Clicks' in Receiver due to the Loss of a Large number of Consecutive Speech Packets.**
From the tests reported on above it was apparent that techniques needed to be
developed to:-

(a) reduce the effect of lost speech packets
and, if possible,

(b) replace the missing packets.

Reduce the Effect of Missing Speech Packets

There are a number of researchers active in this area who have proposed differing
techniques to improve the quality of the received speech following delay hits. Listed
below are their names and main areas of interest:-

(1) Dunlop and Rashid [Ref 24] - Reduced bit rate techniques.
    University of Strathclyde, Glasgow, UK.

(2) Flood and Tucker [Ref 23] - Speech Interpolation
    University of Aston, Birmingham, UK.

    (Bell Laboratories, Murray Hill, New Jersey, USA.)

(4) Wasem et al [Ref 28] - Waveform Substitution using:-
    (MIT, Massachusetts, USA) - Pitch Waveform Replication.

(5) Goodman et al [Ref 27] - Waveform Substitution using:-
    (AT&T Bell Research Labs, New Jersey, USA.) - Pattern Matching
    - Estimation of Voice Pitch,

(6) Gruber et al [Ref 33 & 34] - Substitution Techniques
    - Bell Northern, Research Labs, Canada.

Each technique proposed offers some improvement over the quality obtained by using
the insertion of a mid-range value for lost packet(s), as described above. However, the
types of testing employed were mainly of the listening variety. Work carried out at UoP
has indicated that conversation tests are the only true measure of user acceptability.
Flood [Ref 23] also suggest that listening tests are no substitute for conversational tests,
however, the former are far more easy to control and evaluate.

The following subsections describe a series of techniques developed at UoP for
improving speech quality, and their performance is compared with those listed above,
as far as it is possible to compare listening tests with conversational tests.
(a) Phase Transition Reduction

When packet loss occurs there is an abrupt phase transition, the magnitude of which depends on the amplitude of the speech at that instant. The worst case subjective condition exists when the lost packet contains a speech sample representing either a positive maximum \( \{ \text{FF}(16) \} \) or a negative maximum \( \{ \text{00}(16) \} \), especially when contained in a sequence of similar values. Fig 4.1.8(d) below indicates the effect on the reconstituted speech of packet loss for the worst case condition.

![Fig 4.1.8(d). Worst Case Phase Transitions due to Packet Loss](image)

As mentioned above, the sharper the transition, the louder the 'click', and the more subjectively unacceptable the system becomes. To reduce the 'click' to a minimum it was important to reduce the rate of change of amplitude as far as possible. With single packet loss there is very limited smoothing produced by the low pass filter in the receiver. For multiple successive packet loss the low pass filter becomes ineffective, although it will reduce the rate of change of amplitude both at the beginning and at the end of the gap in the speech waveform caused by the packet(s) loss.

It was found after considerable trial and error that little improvement could be made over that already provided, by the low pass filter, and that it was cost-ineffective. As will be seen in the following results, far more substantial improvements can be achieved employing other algorithms.

Bench Mark System

As the system just described is effectively the 'Basic System', because no additional techniques are employed other than those required for normal PCM speech, it was decided to use the Return-to-Mid Range value as the 'bench mark' against which all other techniques would be measured i.e. a User-Acceptability Rating of 70% for 2% packet loss, for small packets (less than 16 bytes) and no clustering.
(b) Noise Injected into the Gap in the Speech Waveform Left by the Missing Speech Packets.

A number of different algorithms were investigated in terms of:

1. Their effectiveness compared with the standard smoothing technique,

and

2. The ease of implementation.

In the initial phase of the investigation missing packets were identified by the Speech Processor and the BBCB's were used to insert a semi-random number, or series of semi-random numbers, into the store locations allocated to the missing packet(s).

This is a different technique than that employed by Wasem et al [Ref 28] as the injection at UoP is carried out in the digital domain as opposed to the analogue domain. As will be seen, there are a number of significant advantages to this approach in terms of its effectiveness and ease of implementation.

Stage (i) Noise Insertion Algorithm - Not Related to the Energy in the Speech Waveform adjacent to the lost Packet

Once the missing packets had been identified, a series of pseudo-random 8 bit numbers were generated and inserted in the empty store locations which had been allocated to the missing speech packets. No attempt was made to relate the level of the noise, in any way, to the signal levels adjacent to the missing speech packets.

Subjective measurements indicated an improvement in the user acceptability for the same levels of packet loss and no effective clustering, over the basic technique (Return-to-Mid Range value) of a factor of 1.5, thus raising the percentage packet loss to 3.0 for the same user-acceptability ratings.

On inspection of the reconstituted analogue signal, it was possible to see the effect of the noise insertion on the phase discontinuities by very careful triggering of the storage CRO in conjunction with the BBC'B' that was generating the random numbers. As expected, the severity of the phase transitions had been considerably reduced, thus diminishing the subjective effect of the audible clicks. However, the improvement in user acceptability obtained was not as significant as was expected.

Further investigation showed that the algorithm being employed had the same statistical distribution as that used to simulate packet delay occurrence (prior to skewing) i.e. a Normal distribution with a mean of zero. The impact of the Normal distribution, as
opposed to a truly random distribution, is that the numerical values produced in the
former will have a much higher probability of being zero than would be the case for the
latter. As a result the phase transitions would not be removed but just 'probably'
reduced in magnitude - hence the 50\% improvement in acceptable packet loss to 3.0\%.

The use of a pseudo-random number generator with upper and lower bounds
coinciding with the positive maximum and negative maximum speech levels
respectively, produced a significant improvement in acceptable packet loss to 4.0\%.
The pseudo-random numbers now being generated were equally probable.

Investigation of the analogue waveform (after reconstruction) as before, revealed that
the phase transitions had been reduced in amplitude still further, but that the level of
background noise had increased considerably, although User-Acceptability ratings had
improved. Fig 4.1.8(e) below shows the time domain representation of the
reconstituted speech signal with Gaussian noise inserted in the gaps caused by lost
packets.

Further tests were scheduled to be carried out in this area but the resolution of the test
equipment available at UoP had been reached. As a result, it was at this point that
overtures were made to British Telecom Research Laboratories (BTRL), Martlesham,
Ipswich, UK, to use their more sophisticated subjective testing facility. In the event, this
aspect of the research was never fully explored at BTRL due to the lack of time
available at the test facility due to commercial pressures within BT.

![Time Domain Representation of Reconstituted Speech with Gaussian Noise Injected in the gaps left by Lost Speech Packets.](image-url)
Stage (ii) Signal Related Noise Insertion Algorithm

Earlier research work carried out by Gruber [Ref 21, 33 & 34] suggested that improvements in packet-switched speech could be made by injecting noise into the gaps at a level related to the signal level either side of the lost speech. With the buffer store holding 100msec of speech (800 packets), it was possible to obtain an average value of the signal level over a number of packets covering the lost packet(s).

Following considerable trial and error it was found most appropriate to employ a frame of 32 bytes (speech samples), including those lost. As expected, the lower the packet loss, the more effective this technique became - as with the others.

The averaging process took the average of the amplitudes before the lost packet(s), and performed the same operation on those packets succeeding the lost packet(s), then the following procedures were adopted:-

(a) If only one packet was lost then it was given the 'average of the averages'.

(b) If two consecutive packets were lost then the first packet was given the value established by averaging the preceding packets amplitudes, while the second missing packet was given the value established by the averaging of the succeeding packet amplitudes.

(c) For multiple packet loss the store locations allocated to the lost packets were divided into three approximately equal groups, with:-

1. the first group all given the same value as the preceding packet average,
2. the middle group given the 'average of the averages'
3. the last group all given the same value as the succeeding group.

The results of these tests showed a marked improvement over the Non-Speech-Related Noise Insertion Algorithm by increasing the percentage packet loss to 5% for the same User Acceptability ratio.

This value of 5% compares with a similar figure reported by Wasem et al [Ref 27] and Goodman et al [Ref 27] for a Repeat Last Packet Algorithm, where the last missing packets are replaced by a copy of those already sent. Given the presence of the speech buffer in the receiver, and having studied the implementation techniques for the two methods, it would appear that the Repeat Last Packet Algorithm is much simpler and faster to implement than the Signal Related Noise Insertion Algorithm developed at UoP. However, when the tests were repeated at UoP it was found impossible to achieve the results obtained by Wasem et al and Goodman et al. The reason for this
discrepancy could well be attributed to the differences in equipment types and set-up levels.

**Natural Gaps/Pauses in the Speech**

An area of concern during the noise insertion tests was that of the injection of noise into natural gaps or pauses in the conversation speech, in addition to those gaps caused by packet loss, thus tending to destroy its original integrity.

Subjective tests at UoP indicated that User-Acceptability levels appeared to be little affected by the injection of noise in to the empty speech slots. However, to the trained ear, the background 'hiss' (very akin to tape hiss on magnetic recordings) generated by the noise being injected into empty slots could be heard plainly.

There was obviously a need to be able to differentiate between gaps in the speech caused by packet loss, and those that occur naturally. Using the Speech Processor XI there was no obvious way in which this could be achieved as the length and statistical nature of both are almost identical.

A meaningful test that needed to be carried out was that of somehow only injecting the noise into the missing-packet slots and not those naturally left empty by pauses in the conversation. By employing the Speech Processor XI, and modifications to the software, this was attempted at UoP using the Packet Delay Generating Algorithm to only 'enable' the Noise Injection Algorithm when speech packet(s) were about to be removed (lost).

Unfortunately, these tests were unsuccessful in their attempt to inject the noise into only the empty speech packets. Much effort was expended on this seemingly straightforward task without any reward and it was eventually abandoned.

However, in the next set of tests, it was decided to remove any gaps in the speech waveform, irrespective of whether they had occurred as a result of lost packets or natural pauses in the speech.

**Time Compression Tests**

For this series of tests an algorithm was developed to remove any packets that contained a zero value, thus compressing the speech waveform in the time domain. The greater the number of consecutive packets that are missing, the greater is the compression.

From the very outset of these tests it became apparent that the quality of the speech was going to be severely affected, even for relatively minor time compressions. The
The main complaint from the users was that the character of the voice changed depending on the degree of compression that was taking place. As this time compression was not only a function of the packet loss, but also the number of natural pauses in the conversation, the probability of compression occurring was fairly high.

The main change that occurred in the character of the voice was that the pitch of the voice increased (the Chip-Monk effect). As a result, it proved very unpopular with the male participants in the tests.

Even using relatively small packet sizes of 16 bytes, the compression that occurred rendered this technique of little value.

(d) Pitch Replication and Pattern Matching

The above techniques have exhaustively researched by Wasem et al [Ref28] and Goodman et al [Ref27] using sophisticated test equipment similar to that available to BTRL. It was felt that there was little value in repeating these series of tests, but instead develop and investigate new techniques for improving the quality of the speech suffering from lost packets. The Results from Wasem et al and Goodman et al are quoted below for the sake of completeness. It should be noted that the results are for relatively small packet sizes i.e. 128 bytes maximum, and with no attempt to assess the effect of clustering losses.

It has been subsequently established at both UoP and BTRL that the effect of 'clustering' is extremely significant and requires further investigation.
S - SILENCE SUBSTITUTION (MID-RANGE SUBSTITUTION)
R - PACKET REPETITION
O - ONE-SIDED PATTERN MATCHING
T - TWO-SIDED PATTERN MATCHING
P - PITCH WAVEFORM REPLACEMENT

Fig 4.1.8(f) Mean Opinion Score as a function of Percentage Missing Packets for, Mid-Range Substitution, Packet Repetition, One and Two-Side Pattern Matching, and Pitch Waveform Substitution, [Ref28].

From the above curves it can be seen that, for a 70% User-Acceptability rating, the maximum missing packet ratios that can be tolerated are:-

1. Mid-Range value..............<2%
2. Repeat Last Packet...........<5%
3. One-Sided Pattern Matching...<6%
4. Two-Sided Pattern Matching...<6%
5. Pitch Waveform Replication...<10%
From these results the Pitch Waveform Replication technique offers either:-

a) a considerable improvement in User-Acceptability for a given Missing Packet Ratio over the Bench Mark,

or

b) for a given User-Acceptability Ratio a far higher Missing Packet Ratio can be tolerated.

A detailed explanation of the operational details of the Pitch Waveform replication technique can be found in [Ref28].

(e) Speech Parcel Duplication (UoP)

Given that this research is aimed at providing a real-time interactive speech facility between workstations connected to a CSMA/CD LAN for the support of a CIM environment, it was decided to take a closer look at the structure of the information medium in terms of:-

1. the LAN packet structure,

and

2. the relationship between the types of information to be carried by the LAN in the same CSMA/CD data frame

As the CSMA/CD data frame can carry up to 1,526 bytes there is likely to be considerable spare capacity in the data frame after the requirements for the screen data, the speech data, and any manufacturing cell control data have been met. As a result, it was decided to investigate the possibility of employing this spare capacity to develop a form of speech packet duplication and thus reduce the effect of speech packets being lost through excessive delays.

A number of methodologies were investigated at UoP, but the most effective proved to be the arrangement where by a form of 100% redundancy is employed as follows:-

Each speech parcel, comprising 'n' bytes, is first copied and then the copy is divided in to two equal parts of 'n/2' bytes. Assuming that this is the Nth speech parcel, the first half of the divided speech parcel is included in the preceding CSMA/CD frame - {N-1}th (remember there is a speech buffer at the transmit end as well as the receive end) along with the complete {N-1}th speech parcel. The second half of the copied Nth speech parcel is now inserted in the {N+1}th CSMA/CD frame along with the
complete \( \{N+1\} \)th speech parcel. Meanwhile the original \( N \)th speech parcel is inserted into the \( N \)th CSMA/CD frame - this CSMA/CD frame will also contain the first half of the \( \{N+1\} \)th speech parcel and the second half of the \( \{N-1\} \)th speech parcel. Fig 4.1.8(g) below indicates the arrangement just described.

**SPEECH PARCELS PRIOR TO DUPLICATION**

![Diagram of speech parcels prior to duplication](image)

**CSMA/CD FRAMES TRANSMITTED CONTAINING DUPLICATED PARCELS**

It can be seen from this technique that should a CSMA/CD frame, say the \( N \)th, be lost due to delays as a result of medium access problems caused by heavy traffic on the LAN, then the \( N \)th speech parcel contained within the lost frame can be reconstituted from the speech parcels in \( \{N-1\} \)th and the \( \{N+1\} \)th CSMA/CD frames.

The impact of this methodology on the network is to increase the data traffic and hence the loading, which could increase the access delays, and thus nullify any advantage gained. However, if the various effects are quantified, it can be seen that the speech traffic will double in the first instance. A range of speech parcel sizes (64, 128, or 256 bytes) have been proposed by BTRL [unpublished report on optimum speech parcel size]. Although there are advantages to increasing the parcel size to a maximum in terms of transmission efficiency, the processing delays for large packets impose a ceiling on the packet size of 64 bytes. Using this figure to compute the increase in data traffic as a result of duplicating the speech parcels, it can be seen that the speech traffic will rise from 64 bytes to 128 bytes in a frame capable of carrying 1,518 bytes. This represents an increase in actual data traffic from 4.2% to 8.4% for a full packet. Provided that the composite (speech and data) traffic level remains below the critical
30% of the LANs total traffic carrying capacity then this small percentage increase in traffic will have an insignificant effect on the delay characteristics of the network.

In tests carried out at UoP this technique displayed considerable potential. The main problem was in the implementation, and particularly the processing delays both at the transmit buffer and the receive buffer. Using BBCB's with relatively low clock speeds, by 486 standards, the loop delay rapidly approached the critical figure of 200msec. However, inspite of these processing delay problems the Lost Packet ratio for a 70% User-Acceptability ratio for SPD algorithm exceeded that reported by Wasem et al[Ref28] for their Pitch Waveform Replication(PWR) technique by 1.6% see Fig 4.1.8(h) overleaf for details.

Fig 4.1.8(h) shows that for a User Acceptibility of 70% SPD(UoP) algorithm can tolerate a 11% Packet Loss, whereas the PWR (M.I.T.) technique requires a Packet Loss Rate of 9.4%.

Use of high speed processors would substantially reduce the processing delays to well below the 200msec and thus make this technique a very powerful alternative to those proposed by Wasem et al and Goodman et al.

Theoretical studies indicate that the Speech Parcel Duplication technique should only cease to be effective when two success CSMA/CD data frames are lost, any situation less critical than this should be recoverable.

Time did not permit the testing of this technique on a true CSMA/CD network loaded with data traffic, but it is the intention to continue these studies with the assistance of a DTI grant.

It should be pointed out that this technique is very appropriate to LAN topologies, particularly in manufacturing where the full data frame is invariably not used, as only short control messages are being exchanged across the network. This contrasts with the automated office environment where large file transfers tend to be the norm, using the full frame.

Fig 4.1.8(h) overleaf compares the effectiveness of two techniques for improving speech quality given that a number of consecutive speech packets are lost due accessing/processing delays.

Fig 4.1.8(i) compares the effectiveness of four techniques for improving speech quality, the two shown in Fig 4.1.8(h) and two less effective techniques employing Zero Infill Algorithms developed at UoP and M.I.T. respectively.

Fig 4.1.8(j) shows a three dimensional plot of User Acceptibility(%) against Speech Packet Loss(%) for Listening Tests using the SPD Algorithm developed at UoP.
Fig 4.1.8(h)  Comparison of Listening Tests
1. UoP SPD Algorithm
2. M.I.T. PWR Algorithm
Fig 4.1.8(h)

Comparison of Listening Tests
1. UoP SPD Algorithm 100 byte parcel - (See Annex I for details of Testing)
2. M.I.T PWR Algorithm 128 byte parcel - I

<table>
<thead>
<tr>
<th>PL(%)</th>
<th>0.1</th>
<th>0.2</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>UoP (1)</td>
<td>100</td>
<td>100</td>
<td>92</td>
<td>95</td>
<td>91</td>
<td>83</td>
<td>72</td>
<td>68</td>
<td>25</td>
</tr>
<tr>
<td>M.I.T.(2)</td>
<td>100</td>
<td>99</td>
<td>97</td>
<td>94</td>
<td>89</td>
<td>78</td>
<td>69</td>
<td>63</td>
<td>20</td>
</tr>
</tbody>
</table>

A Comparison of Algorithms to Improve Speech Quality following the Loss of some Speech Packets
Fig 4.1.8(i) Comparison of Listening Tests
1. UoP SPD Algorithm 160 byte parcel
2. M.I.T. PWR Algorithm 128 byte parcel
3. UoP Zero Infill Algorithm 160 byte parcel
4. M.I.T. Zero Infill Algorithm 128 byte parcel
Comparison of Algorithms to Improve Speech Quality

<table>
<thead>
<tr>
<th>Packet Loss (%)</th>
<th>0.1</th>
<th>0.2</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>UoP (1)</td>
<td>100</td>
<td>98</td>
<td>95</td>
<td>91</td>
<td>83</td>
<td>72</td>
<td>59</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>M.I.T (2)</td>
<td>100</td>
<td>97</td>
<td>94</td>
<td>89</td>
<td>78</td>
<td>69</td>
<td>53</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>UoP (3)</td>
<td>100</td>
<td>97</td>
<td>88</td>
<td>78</td>
<td>58</td>
<td>48</td>
<td>30</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>M.I.T (4)</td>
<td>100</td>
<td>98</td>
<td>89</td>
<td>77</td>
<td>65</td>
<td>46</td>
<td>28</td>
<td>12</td>
<td>6</td>
</tr>
</tbody>
</table>

Comparison of Listening Tests - [See Annex 1 for details of Tests] of Testa

1. UoP SPD Algorithm 160 byte parcel
2. M.I.T PWR Algorithm 128 byte parcel
3. UoP Zero Infill Algorithm 160 byte parcel
4. M.I.T. Zero Infill Algorithm 128 byte packet
Fig 4.1.8(j)  The Final Listening Tests at UoP

A Graph of User Acceptibility(%) against Speech Packet Loss(%) and Speech Parcel Size using the SPD Algorithm developed at UoP. [See Annex 1 for details of the Tests]
Listening Tests at UoP employing the SPD Algorithm [See Annex I for details]

A Graph of User Acceptability(%) against Speech Packet Loss Rate(%) for Listening Tests
using the Speech Packet Duplication (SPD) Algorithm developed at UoP

<table>
<thead>
<tr>
<th>Packet Loss(%)</th>
<th>Speech Parcel Size(bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>0.1</td>
<td>100</td>
</tr>
<tr>
<td>0.2</td>
<td>100</td>
</tr>
<tr>
<td>0.5</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>20</td>
<td>99</td>
</tr>
<tr>
<td>50</td>
<td>59</td>
</tr>
</tbody>
</table>
Conclusions

Of the methodologies currently available, Pitch Waveform Replication [Ref28] gives a lost packet ratio of 9.4% for a 70% User-Acceptability rating using a speech packet size of 128 bytes, whereas the Speech Parcel Duplication algorithm developed at UoP supports a lost packet ratio of 11% for the same User Acceptability rating with 160 byte speech parcels.

The use of 160 byte speech parcel size in the above mentioned Listening Tests at UoP is appropriate to LAN transmission as the optimum speech parcel size to support commercial quality real-time speech transmission (with a reasonable screen refresh rate) is between 80 and 160 bytes, as discussed earlier in this thesis in Section 4.1.4.

Further discussions on this aspect of the research work conducted at UoP are developed in Section 4.3, the Conclusions to this chapter.

The next section describes the Listening Tests carried out by the author of this thesis in conjunction with BTRL staff at Martlesham, UK.

4.2 TESTS CONDUCTED AT BTRL, MARTLESHAM, UK

As a result of initial approaches made by Mr Peter See and Mr Ian Gallagher, both of BTRL, following the presentation of the paper specified in Ref 53 at the IEE Conference on 'Private Switching Systems and Networks', the author of this thesis applied for, and was awarded, a Short-Term Research Fellowship by BTRL. The thrust of the research to be carried out at BTRL's Research Labs at Martlesham, Ipswich, over the period 6th July 1989 to 18th August 1989, was to conduct subjective tests on the effect of packet loss on real-time speech when transmitted over a packet switched system, using BTRL's sophisticated subjective testing facility, and hence confirm some of the results obtained at UoP as reported in Ref 51-to-57.

Due to the important nature of the results analysis, BTRL agreed to extend the Research Fellowship to 7th September 1989.

4.2.1 Aims and Reasons For These Investigations

A new generation of information networks being offered, mainly by computer manufacturers, are 'packet switched' as opposed to the more conventional 'circuit switched' systems offered by Telecommunication Providers (PTTs). BT's concern over the possible ability of these new networks to carry real-time speech, and hence act as a possible competitor in the speech transmission market, had prompted these investigations into the operational capabilities of LANs.
BTRL had already established that the main area of concern is the effect of packet delay on speech quality. To this end they had identified that the packet delay was a function of a number of different factors, some of which are fixed (constant delay), while others are variable (traffic dependant). BTRL specified the following areas:-

(a) **Fixed**
- propagation time (if the route taken is fixed)

(b) **Variable**
- queuing delays
  (i) accessing the networks
  (ii) queues at the nodes within the networks
- propagation time (only if the route changes)
- buffering at the receive end
- buffering at the transmit end, if required.

[These were, in fact, almost identical to the properties identified at UoP]

BTRL had established that the characteristics of speech require that the speech packets should be transmitted at a rate of 64 Kbps with minimal delay. Unfortunately, most packet switched systems have variable delay, but offer much higher data rates than the required 64 Kbps. In addition, BTRL had established that if speech packets suffer exceptionally long delays it may be necessary that they be omitted at the reconstruction of the speech at the receiving end. This would result in gaps occurring in the speech at received end. Further studies had also revealed that it would be more advantageous to transmit speech packets in groups (parcels) rather than send them singly and hence incur substantial overhead penalties. As a result it was important to investigate the establishment of an optimum speech parcel size.

As a result of these perceived problems BTRL decided that the main thrust of the research for the Fellowship should be :-

"Establish the optimum size of a speech parcel best suited to real-time interactive speech transmission"

It was already known that packet loss would not necessarily occur at random, so it was deduced that burst errors would occur resulting in clusters of packets being lost [Ref 29]. The effect of this type of distortion on received speech is the major area of investigation in the series of tests described in this report.

* ATM - Asynchronous Transmission Mode [Ref69]"
4.2.2. Test Methodologies

BTRL have an international reputation for their expertise in subjective testing, stimulated originally by the excellent work carried out by D.L. Richards [Ref18] in the early 1970s. The facilities now available at BTRL Martlesham rank with the best in the world.

Due to the complex nature of the procedures at BTRL, it was decided to first conduct listening tests, as it was felt that to embark immediately on the conversational tests would introduce too many variables, in terms of speakers (male/female), listeners (male/female), speech levels, packet clustering and loss rate, for a sensible results analysis in the time available. As a result, the number of variables that required investigation are listed below:

(a) Packet Clustering
(b) Packet Loss Rate
(c) Received Level
(d) Male/Female Talkers

It is usual to employ a technique called the Analysis of Variance to analyse subjective tests. In brief, it is important to establish that the results contain a correlation ('significance') only between those variables where it is expected i.e. between User-Acceptability and Packet Loss Rate, Clustering Levels and Received Levels, and not between unconnected variables i.e. Female Talkers and Male Talkers, say. As can be seen, it is important to establish the credibility of the testing procedures by removing any inconsistencies - these can be identified (if they exist) by the Significance Tests reported on in the next section.

To say that an interaction/individual contribution is 'significant' means that there is less than a 5% chance that the occurrence was due to experimental error. A 'highly significant' rating indicates a less than 1% chance of the occurrence being due to experimental error.

A statistical tool for carrying out Significance Tests is the Latin Square, this technique is also described comprehensively in the full BTRL Fellowship Report. The basic reason for using the Latin Square is to randomise the testing procedures, i.e. thoroughly 'mix' all the different test condition, so that any nuisance factors/experimental errors can then be readily identified in the Significance Tests.

Due to the number of conditions needed to be covered, and given the number of different variables that had been identified for the listening tests, it was found that the basic Latin Square was inadequate for the intended purpose. As a result, the basic Latin Square was enhanced to form a Graeco-Latin Square, which was capable of providing a sufficient number of conditions to cover all the test conditions demanded. The array
of conditions required the dimensions of the Graeco-Latin Square to be a Double 24-by-24 matrix.

If additional variables were to be included in the Significance Tests, then the Graeco-Latin square would have to be further enhanced to form a Hyper-Graeco-Latin Square.

The reasons for the double 24-by-24 Graeco-Latin Square being required are given in detail in, but a brief explanation follows:-

(a) Percentage Packet Loss - 5 levels
(b) Degree of Clustering of Lost Packets - 4 levels
(c) Received Speech Level - 3 levels
(d) Male/Female Talkers

4.2.3. Test Format for the 4msec Tests

As mentioned above it was important to cover a reasonable range of possibilities without making the tests too lengthy and laborious to analyse. The following conditions were employed:-

(i) Clustering Levels:  
- $r=1$: no clustering
- $r=0.2$
- $r=0.1$
- $r=0.05$: max. clustering

(ii) Packet Loss Rate(%):
- 0.3: minimum
- 0.6
- 1.2
- 2.5
- 5.0: maximum

(iii) Received Level(dB):
- -35: minimum
- -25
- -15: maximum

(iv) Male/Female Talkers:
- equal numbers
With reference to (i) and (ii), 20 different conditions are required. Four extra conditions were added to provide:

(a) a statistical link to some earlier tests conducted at BTRL
or

(b) four 'control conditions'.

The number of different conditions so far required has increased to 24.

As three listening levels have been specified, as recommended by the CCITT [Ref83] for such tests, the number of conditions now required is 72.

It is also recommended that both male and female talkers are employed in the testing procedure, thus the number of different conditions increases to 144.

Because of the dimensions of the Graeco-Latin square (24-by-24), it was convenient to use 24 listeners (subjects).

The total 4msec test requirements therefore involved:

24 subjects listening to 48 test conditions covering an equal number of both male and female talkers using 3 different speech levels for 4 different clustering levels at 5 different packet loss rates, with a range of different sentences of 7sec duration being employed so as avoid boredom.

Method of Operation

Each of the subjects were asked to listen to the 48 different test condition, the order being dictated by the format of the Graeco-Latin, in two sessions (each of 24), in the specially designed Listening Chambers at the Speech Test Centre. The environment within a Listening Chamber is carefully controlled such that:

(a) all extraneous noise is excluded, and only those sounds which are under control of the tester are admitted,

(b) the acoustics of the chamber are designed to prevent any reverberation, unless required. Again this is under the control of the tester.

Having listened so a sentence, each subject was asked to evaluate the quality of the speech on a three point scale by pressing one of three buttons on a consul ('vote-box') in front of them, as shown below:
(A) OBJECTIONABLE - 4 POINTS
(B) DETECTABLE - BUT NOT OBJECTIONABLE - 2 POINTS
(C) NOT DETECTABLE - 0 POINTS

The reason for this points system is due solely to the construction of the 'vote-box' used to score the opinions, and has no other significance, - values 2, 1, 0 could also have been employed.

As indicated in the 'Test Methodologies', the order in which the test conditions are fed to the subject is dictated by the Graeco-Latin square which ensures that no subject listens to the same unique set of conditions more than once, and provides sufficient randomness to enable the results produced to be subjected to 'Analysis by Variance' so as to assess their validity by use of 'Significance Tests'.

The test conditions mentioned above were played through a conventional telephone handset having first been digitised using a 16-bit linear PCM encoding and decoding process. The reason for employing the 16-bit linear PCM process, as opposed to the 8-bit 'companded' technique normally used in telephone systems, is to minimise the quantisation noise. All the tests were stored and played back using a recording-studio-quality Digital Audio Tape (DAT) system, so as to further minimise any distortion due to the speech processing aspects of the test not normally found in a typical telephone connection over the PSTN.

4.2.4. Results of the 4ms/sec Tests

The results reported for the Analysis of Variance employ the Arcsine Transform. The reason for the use of this transform is to linearise the results for ease of use in Significance Tests. Other transforms are available for this purpose i.e. Logistic, Probit, and Bliss, however, for this particular type of test the Arcsine transform is usually employed [Ref83].

The tables of results are available for:-

1. Proportion Detecting distortion in Male Speech for 3 levels.
   Proportion Detecting distortion in Female Speech for 3 levels.

2. Proportion Objecting to distortion in Male Speech for 3 levels.
   Proportion Objecting to distortion in Female Speech for 3 levels.
4.2.5. Analysis of Results for the 4msec Tests

From the tabular results Scatter Plots have been derived and are also shown in the above section, for the following:-

(i) Male Speaker - Detecting Distortion (3 levels)
(ii) Female Speaker - Detecting Distortion (3 levels)
(iii) Male Speaker - Objecting to Distortion (3 levels)
(iv) Female Speaker - Objecting to Distortion (3 levels)

Unfortunately the Significance Tests indicate that a problem exists in both the areas of Detectability and Objectionability. The explanation is as follows:-

(a) DETECTABILITY

From the results of the 4msec packet tests a 3rd order interaction [Male/Female * Level * Packet Loss * Clustering] was found. The implication of this result from the significance tests indicates that there is unexpected interaction between each of these properties, in addition to their independent contributions. This means that their properties are not independently additive (i.e. a lack of simple dependencies).

As a result of this finding the equation required to satisfy this relationship now becomes extremely complex because of the third order interaction, rather than the relatively simple first order interaction expected. There would, in fact, be so many terms to cover all the possible combinations (of the order of 20) that the equation ceases to be meaningful, and little would be gained from its production.

Further consideration established that more experimental data was required on the 'detectability' aspects of these tests before any meaningful equations, and hence the curves, can be obtained for the purpose of predicting user acceptability.

(b) OBJECTIONABILITY

The inconsistencies with these tests were not so serious as those indicated above. The conditions are listed below:-

1. First Order Terms
   (i) Male/Female * Clustering - significant and
   (ii) Packet Loss * Clustering - significant

These results were as expected
2. Individual Items

Male/Female - significant

These results were not expected

The Male/Female term gave cause for concern and further checks were required to establish the validity of the data. As the time available on the Research Fellowship was limited it was decided to produce some statistics on the user-acceptability for 4msec packets for the various levels of Clustering employed. Unfortunately the results generated indicated inconsistencies which were rendered them unreliable.

It was felt that should the Male/Female term be included then a meaningful equation relating the remaining 'significant' and 'highly significant' terms could be produced in the following format:-

\[(4 \text{ Individual Items})+(\text{Male/Female} \times \text{Clustering})+\]
\[(\text{Packet Loss} \times \text{Clustering})+\text{Constant}\]

Where \# = [\text{Male/Female} \times \text{Level} \times \text{Clustering} \times \text{Packet Loss}]

The equation produced from these tests did not, in reality, generate any meaningful predictions as to the level of objectionability scored by the subjects under test.

The lack of consistency in the results obtained (indicated by the failure of the Significance Tests) was of considerable concern as the source of the problem was not immediately obvious. In addition, the algorithms being employed in this tests (4msec) were also to be employed in the 1msec tests, thus throwing the hole programme into doubt.

4.2.6. Conclusions on the 4msec Tests

The results to these tests were very disappointing concerning the trouble that had been taken to establish statistical independence of the variables being investigated. The graph above provides only a loose indication of the user-acceptability for 4sec packets under the conditions specified.

Considerable time was spent in trying to establish the flaw in the testing procedure by:-

(a) examining the test algorithms

and

(b) scrutinising the method of analysing the results.

This investigation considerably delayed the programme, to such an extent that it was decided not to embark on the 1msec until the problems had been resolved.
Certain errors were found in the algorithms, so the 4msec tests were repeated, but inconsistencies still existed. At this point it was decided not to go ahead with the 1msec tests.

4.3 OVERALL CONCLUSIONS CONCERNING THE SUBJECTIVE TESTS CONDUCTED AT BOTH UoP AND BTRL.

The basic aim of these two activities was to firstly establish subjectively the level of packet loss that could be tolerated, in terms of percentage lost packets, and then investigate existing methodologies, and develop new techniques, for reducing the effect of speech packet loss on the quality of the received speech. This research work was conducted at UoP using the Speech Processor XI designed and built in the laboratories in the School of Electronic, Communication, and Electrical Engineering.

The second activity was to investigate how these results were related to the speech parcel size, particularly in the presence of clustering. This research activity was carried out in the Speech Research Centre at BTRL, Martlesham and UoP. In the former case some interesting results were obtained from the new methodologies, in particular the Speech Packet Duplication technique (SPD) developed at UoP, whose performance compared favourable with that of the Pitch Waveform Replication technique (PWR)-[Ref28] used currently as the 'bench mark'. Both techniques gave 70% user-acceptability ratings of approximately 10% packet loss, however, the SPD technique was marginally better at 11% and lends itself to LAN technology far more readily than does the PWR technique exploiting their large packet structures available on both MAP and TOP systems.

Although sophisticated facilities for the detailed study of speech parcel size and clustering were not available at UoP, successful attempts were made at obtaining 'ballpark' figures for the SPD, as a prelude to the research to be carried out at BTRL. Results indicated that parcel sizes up to 440 speech packets could be employed with reasonable user-acceptability. The effects of clustering were more marked for smaller parcel sizes of typically 2, 4, and 6msec than for the 50msec parcels containing 400+ speech packets - for a given overall lost packet percentage.

However, as indicated in Section 4.1.4, the optimum size for a speech parcel is between 80 and 160 bytes, given that:-

a). the Speech Packet Duplication (SPD) Algorithm developed at UoP necessitates the doubling of the speech byte size (from 80 to 160, or 160 to 320 bytes),

and

b). a reasonable screen refresh rate limits the speech parcel size to no greater than 160 bytes.
The second stage of the research activities staged at BTRL, were less successful, as indicated in Section 4.2. above, due to the failure of the Significance Tests (unexpected relationships between unconnected variables under test). BTRL had agreed to redo the tests on the 4msec speech parcels, and then advise the author of this report on the outcome of the 1msec tests, following the conclusion of the Research Fellowship. This agreement was not fulfilled because, under the severe staff cuts initiated in BT as a result of the economic recession in 1990, the research group dealing with speech research was disbanded.

Although no tangible results were produced at BTRL, considerable expertise was gained into the methodologies required for rigorous subjective testing, e.g. of the use of Analysis of Variance, Significance Testing, Graeco-Latin and Hyper Graeco-Latin Squares.

End of Chapter 4
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5. CONCLUSIONS

As a result of the research carried out it has been established that real-time interactive speech can be successfully transmitted over LANs employed in a commercial/industrial environment provided that certain well defined engineering criteria have been satisfied.

Provided that the following criteria have been satisfied then the proposed system will provide an enhanced communication facility both on existing networks and newly installed configurations. The advantages obtained from enhanced communication facilities are that it will enable scarce commodities like engineering expertise to be employed more efficiently.

Earlier research work carried out on the effect on speech of packet loss, conducted by Dunlop & Raohid [Ref 24], Jayant & Christensen [Ref 25] Croodman et al [Ref 27] and Wasem et al [Ref 28] investigated packet loss for only fixed packet sizes and with little regard for data traffic considerations. This thesis addresses all the issues relating to the practical implementation of real time interactive speech on both existing and newly installed networks informs of:-

- a range of speech packet sizes (still under consideration by the CCIR & CCITT),
- a range of algorithms for enhancing speech quality both passive and active,
- delay criteria necessary for sound engineering guidelines

The basis for the engineering criteria mentioned above has been the research carried out in the pursuance of this Phd project. In the initial stages of the investigations it was important to identify the crucial factors that were likely to prohibit the successful transmission of real-time speech over LANs in a commercial/industrial environment. The early sections in Chapter 2 describes the type of networks that were being used, and then defines their operational characteristics, and compares these factors with the requirements for real-time speech transmission. A brief résumé is given below.

5.1 INTRODUCTION

It is current practice to provide two completely separate and distinct networks to support information flow in a commercial environment; they are:-

(a) Local Area Network (LAN) for the transmission of data and control information,

and
Private Automatic Branch Exchange (PABX) for the interconnection of telephones within the company, and connection to the Public Switched Telephone Network (PSTN) for the transmission of real time interactive speech.

Given that the costs of providing, reconfiguring and maintaining both networks represents a significant portion of most company I.T. budgets, any methods for combining both the speech and data onto a single network resulting in significant savings in materials and manpower is worthy of close consideration. These economies are obtainable for the following reasons:

(i) reduction in cabling costs
- on initial installation
- on reconfiguration due to accommodation changes

(ii) reduction in management costs
- current practice is for the LANs to be often managed separately from the telephony system for historical reasons - as both I.T. systems they should thus be under that department.

(iii) reduction in hardware provision for telephony
- the establishment of a real time interactive speech facility on every workstation will eventually obviate the need for a PABX to handle internal telecommunications resulting in a considerable saving.

(iv) reduction in time spent travelling to/attending meetings
- savings will be made in the travel budget
- increased cost-effectiveness of staff (less time spent in transit)

Appendix IV provides detailed costings for the provision, management and maintenance of a BT iSDX 300 PABX installed in 1994, as follows:

The installation cost for 300 extensions and 30 exchange lines is £68,500.

The annual costs of managing and maintaining such an installation = £19,800.

It has been established that although the cost of implementing the interactive speech facility will be £200 per PC, in terms of the hardware and software modifications required, this figure will be relatively small compared to the short, medium and the long term savings listed if need for a full PABX could be obviated.
In addition, a major advantage of adding an interactive speech capability to each workstation on a LAN, allied to a common screen refresh facility, is that it provides an extremely powerful communication medium for design, development and maintenance particularly in a manufacturing environment. This enhanced interactive information system has yet to be fully exploited by IT companies currently in the marketplace.

Current practice is for company personnel to discuss design alterations or changes in manufacturing procedures by recourse to meetings, telephone conversations, or the exchange of data by facsimile/electronic mail. It is proposed that a single common network with the appropriate software would be able to support a truly interactive information system such that two users wishing to exchange ideas could communicate verbally (by means of a handset attached) to exchange graphic and text information screen to screen, limited only by screen refresh speed.

This Thesis has outlined the problems involved in implementing real time interactive speech on LANs designed for use in a commercial/industrial environment, and proposes strategies for minimising certain difficulties and obviating others, to produce a reasonable quality of speech over the common network. This is the first step towards providing a fully integrated speech and data network - "the interactive information system".

5.2 NETWORKS FOR COMMERCE AND INDUSTRY

The LANs currently employed in the above mentioned environment fall into two main categories, they are:-

(a) Those to support Automated Manufacture
   - Deterministic - Token Passing Bus

(b) Those to support Office Automation
   - stochastic (non deterministic) - CSMA/CD

The main difference between (a) and (b) is that automated manufacturing processes are usually 'time-critical' in that event-control must be carried out within a given 'time window' or the system is rendered inoperable. Data transfer rates are normally low on these networks. In contrast, Office Automation requirements are for the transfer of large amounts of data (file transfers) at high data rates, but the applications being run are not normally time-critical.

As these two classes of networks have evolved, their capabilities have reflected the requirements of the market place.
The non-deterministic requirements of the Automated Office environment have resulted in the adoption of the Carrier Sense Multiple Access/Collision Detection (CSMA/CD) mode of operation as a standard for LANs in this area.

As mentioned above, the time-critical nature of the automated manufacturing environment has necessitated the rejection of CSMA/CD LAN in favour of the more deterministic type networks, i.e. Token Passing Bus where worst case access times to the network can be determined.

Not unexpectedly, the two different environments have caused the development of two distinctly different protocol stacks to support their separate applications, i.e.

(a) Automated Office LANs
   - CSMA/CD with Technical Office Protocols (TOP)

(b) Automated Manufacture
   - Token Passing Bus with the Manufacturing Automation Protocol (MAP) - current version 3.0

5.3 INTEGRATION OF SPEECH AND DATA ON LANs

Before discussing in detail the research carried out, and the results obtained, it is instructive to firstly compare the nature of the two types of signals to be carried by a common LAN, and then discuss the characteristics of both CSMA/CD and Token Passing Bus in the light of the former comparison, this is covered in detail in Section 2.3.

Data:

- When data transfer is occurring over a LAN large blocks (1526 bytes) are transmitted at a time at high speed (~10MBits/sec)

- Delays in accessing the LAN are not normally of importance unless time critical applications are being run in a manufacturing environment

- **Very low error rates are important** as the receivers are, by and large, unintelligent. As a result sophisticated error detection and correction algorithms are employed at the price of additional overhead
  - this is a crucial issue
Speech:

- Once digitised, the information must be transmitted at 64 Kbits/sec (algorithms for reducing the bit rate are available) on a regular basis (8 bits every 125 µsecs)

- Delays in accessing the LAN must be kept to an absolute minimum, as must any other delays - this is a crucial issue

- While error rates are important, they do not have the same significance as in the case of data because human users are able to interpolate for distortion and/or easily ask for retransmission (pardon!)

From the above comparison it can be seen that the characteristics for the two types of information are very dissimilar. However, the two crucial issues are:

(1) Delays over the LAN must be kept to an absolute minimum for the successful transmission of real time interactive speech, typically less than 200 msec loop delay.

and

(2) The error rate must be minimal for control and data traffic typically 1 in $10^6$.

As previously mentioned, sophisticated error detection and correction algorithms are already in place for both LANs mentioned in the form of Frame Check Sequences (FCS) and Cyclic Redundancy Codes (CRC). It is therefore assumed that (2) above does not pose a particular problem. Unfortunately this sentiment does not apply to (1), which will now be discussed in more detail.

The delay issue is the main focus of research in this area.

5.4 DELAY ON LANS

Chapter 3 is directed to the characterisation and quantification of delays in LANs. Delays on local area networks have only recently become a major concern due to the development of time-critical applications, into which category real-time interactive speech falls. These delays can be categorised as follows in terms of the time taken to:

(a) Initially digitise the information to be transmitted across the LAN
   - Initial Processing Delays

(b) Gain access to the LAN
   - Access Delays
(c) Transmit the information across the LAN
   - Transmission delays

(d) Buffer the incoming signal at the receive-end
   - Receive-end delays

For (a), (c) and (d) the statistics of the delays encountered are such that they are nominally constant, in addition, the actual values are small compared to (b).

With Access Delays, the figures obtained are a function of the type of network employed, i.e.

Deterministic (Token Passing) - a fixed worst case value

Non Deterministic (CSMA/CD) - infinitely long, theoretically

The latter case provides the reason why time-critical applications, like automated manufacturing, have rejected CSMA/CD as a LAN in favour of Token Passing Bus.

In an attempt to minimise delays, as stated earlier, increased processing speeds due to improvements in chip design [12] have already provided significant reductions, however, the main and crucial issue remains that of access delays in CSMA/CD LANs employed in an Automated Office environment.

Arguments have been proposed that, as the Token Passing Bus is predominant on the 'shop floor' in a manufacturing environment, the transmission of real time interactive speech over such a network will pose little problems provided traffic levels remain within acceptable levels. Contrary to this is the fact that to enable true integration of the complete manufacturing process information in all its forms must be freely transferable between the design office and the shop floor - thus making it very necessary to overcome the access delay problems on CSMA/CD LANs, and any bridge/router/gateway linking it with the Token Passing LANs on the shop floor.

5.5 **STRATEGIES FOR MINIMISING THE EFFECT OF THE DELAYS ON LANs**

There are a number of strategies for minimising the effect of access delays on LANs, they are:

(a) Employ special protocols for time critical application which ensure very rapid access to the LAN

(b) Given that some delays are inevitable, make special arrangements to reconstitute that part of the signal that has been lost due to a "delay hit" - or at least reduce the subjective effect of a lost packet(s).
Taking (a) first, a number of compressed protocol stacks have been suggested to reduce processing time and hence access time. A typical example of this approach is Mini-MAP which employs only three layers of the 7-layer ISO stack. Research is currently being conducted into a similar modification to Technical Office Protocol, to produce a mini-TOP equivalent. However, as a large installed base of CSMA/CD LANs already exist using TOP, the approach favoured is to first establish the maximum acceptable delays for the time-critical application - speech in this case - then apportion the delays over the LAN(s) so as not to exceed the maximum figure. Further details of this approach are given later in this conclusion.

As referred to in (b), the result of long delays in accessing a LAN is the loss of parts of the speech in a particular direction. The amount of loss is a function of the length of the delay suffered. Earlier research work [Ref 52] has proposed maximum figures for both end-to-end and loop delays. For the subjective measurements carried out in [Ref 52] and [Ref 51] a maximum loop delay figure of between 200 and 250 msecs proved to be acceptable for 70% of those tested. Research into the apportionment of this delay [Ref 53] in terms of 'go' and 'return' directions of speech transmission provided no definite recommendation other than the sum of the two delays must be less than 200-250 msecs.

5.6 INVESTIGATION INTO CHARACTERISTICS OF DELAY HITS

Delays can be categorised into two main areas, they are:-

(a) Fixed Delays
(b) Variable Delays

(a) Fixed Delay

The figure of 200-250 msec is a fixed delay which should not be exceeded if reasonable quality of speech is to be maintained. This figure can be used in design calculations to buffer the speech packets at the receive end so as to effectively "smooth out" any delay irregularities. Section 4.1.5 contains details of the test carried out to establish the figures quoted above.

(b) Variable Delay

The fixed delay figure mentioned above is obviously important, but not all systems provide buffering at the receive end. As a result it is more important to investigate the statistical characteristics of delay hits/packet loss [Ref 54 + 55]. Research at BTRL\(^1\) [8] in conjunction with University of Plymouth\(^2\) has identified several factors which influence the effect of speech packet loss, they are:-
(1) Packet Size
(2) Percentage Packet Loss
(3) Clustering (grouping) of Lost Packets

The following sections contain discussions on, and recommendations for, the above mentioned factors in terms of the transmission of real time interactive speech.

Details of the rigorous subjective tests carried out to establish the figure stated below are given in Section 4.1.6, 7 and 8.

5.8 PACKET SIZE

During the initial analogue to digital conversion process speech on one channel is sampled at 8000 time per second, and each sample amplitude is then converted into a 8 bit byte for transmission. Each speech byte is 8 bits long and they are transmitted at the rate of 8000 bytes per second making the channel bit rate 64,000 bits per second, or 8 bit per byte every 125 μsec.

Because LAN packet structure are such that the data block is typically 1526 bytes in length it has been proposed that the speech bytes be collected together in packets [Ref 53] parcels [Ref 55], inserted in the data block, and transmitted en block.

There are obvious advantages to this approach in that:-

(a) The LAN's information frame is being used more efficiently
(b) Delays can be reduced
(c) Both data bytes and speech bytes can be combined in the same data block - particularly advantageous for the combined speech and vision facility mentioned in the Introduction (Integrated Information System)

However there are disadvantages in that should a delay-hit occur on a data frame containing large numbers of speech bytes then considerable distortion would occur in the received speech. Tests [Ref 54 and 55] have shown that losses of up to 40 msecs of speech in one hit can be tolerated provided they are infrequent. This figure represents the loss of 320 consecutive speech bytes which is approximately equivalent to a phoneme (~40 msec).

Although this loss of speech would appear to be catastrophic it has been found [Ref 55] that the brain in the human receiver has the ability to "contextually interpolate" for the

---

1. BTRL - British Telecom Research Labs Martlesham Heath, Ipswich
2. UOP - University of Plymouth, Plymouth Devon
missing speech particularly in conversations related to one topic area with a limited vocabulary i.e. design of a p.c.b. (say).

As discussions on the design problems in an industrial environment fall into this category (limited vocabulary) it has been found that conversations will be tolerant of delay hits of up to 40 msec, provided they are infrequent, [one parcel lost in 100.(1 in 10^2)].

5.8 PERCENTAGE PACKET LOSS

In the previous section reference was made to the frequency of packet loss. Digital systems are normally categorised in terms of their error rate i.e. the number of bits lost per second. In relating this figure of merit to percentage packet loss it is important to appreciate its relationship to both packet size and clustering. It is usual to talk in terms of error rate of one bit lost in 10^6 or 1 in 10^8 for digital transmission systems - in terms of percentage packet loss this is very low indeed. Tests conducted at BTRL [Ref22], MIT [Ref 25 & 21] and UoP [Ref 54] have indicated that packet losses of the order of 1.0% are subjectively acceptable for real-time interactive speech systems due to the contextual interpolation mentioned earlier, but without the use of any algorithms to improve speech quality.

5.9 CLUSTERING

In the previous sections packet size and percentage packet loss have been discussed, without recourse to a phenomenon known as clustering.

Clustering of lost packets has been investigated by BTRL and UoP with a view to establishing a performance rating. Research carried out at UoP indicates that as traffic levels increase on LANs, particularly CSMA/CD types, above about 30% of the maximum design bit rate (10 Mbps) then delays occur much more frequently. However, the structure of the CSMA/CD frame encourages the clustering together of a number of consecutive speech frames to form a speech parcel, in the interests of transmission efficiency. The loss of a complete frame due to a delay hit would therefore result in a number of consecutive speech packets being lost.

From these findings it is clear that the establishment of a strategy was required for minimising the effect on speech quality of a number of consecutive speech packets being lost, for a given speech packet loss rate. A number of such strategies have been proposed and will be discussed in the following section.

MIT - Massachusetts Institute of Technology, Cambridge, MA.
5.10 STRATEGIES FOR MINIMISING SPEECH LOSS DUE TO CLUSTERING

Methods currently being employed/investigated can be divided into two basic groups, they are:-

(a) Those techniques which attempt to reduce the subjective effect of the discontinuity in the speech

(b) Those techniques which attempt to replace the speech that has been lost when a delay hit occurs

Considering (a) initially, listed below are those techniques which are currently being employed:

- Zero/silence substitution
- Linear interpolation across the gap
- Injection of white noise into the gap for the duration of discontinuity
- Smooth out phase discontinuities at the beginning and end of the lost packet.
- Repeat last packet(s)

For category (b), there are:-

- One and Two Sided Pattern matching
- Pitch Waveform Replication [Ref 28]

Subjective tests carried out on both categories by Wasim et al [Ref 28] indicated that the Pitch Waveform Replication method was the most effective for minimising the effect of lost packets. As mentioned previously, the acceptable packet loss rate is normally 1%-2%. However, with the Pitch Waveform Replication technique the packet loss rate can be increased to 9.6% for 128 byte parcels with no further degradation in speech quality. The price to be paid for this improvement is in the complexity of the terminals in terms of both storage and the digital signal processing capability.

Work carried out recently at UoP [Ref 55] has indicated that further improvements in speech quality can be achieved by a novel method of using 100% redundancy but not retransmission (which is usual, but not feasible or real time speech). In the technique investigated each speech parcel (of 'n' bytes where 'n' is an even number) is divided in two equal parts. The first half of the speech parcel containing n/2 bytes is placed in preceding speech packet (N - 1)th while the latter half is inserted in the following packet (N + 1)th. The Nth packet contains the Nth speech packet in addition to half of the (N - 1)th packet and half of the (N + 1)th packet. It should be recalled that the Data Block size is very large in LANs (typically 1526 Bytes) thus providing ample capacity for this technique, in addition to the screen data. Should the Nth packet be lost by a delay hit then provided the (N - 1)th
and the \((N + 1)^{th}\) packets have been received then the contents of the \(N^{th}\) packet can be reconstituted. Details of this approach are given in Section 4.1.8.

Results from tests conducted at UoP using the SPD algorithm indicate that a lost packet rate of 11% can be tolerated for a User Acceptability ratio of 70%. This compares with 9.6% for the PWR technique developed at M.I.T.

There are severe processing problems with this approach at present, but investigations are continuing into its feasibility and tolerance of clustering.

5.11 SPEECH PARCEL SIZE CONSIDERATIONS

The aim of this research was to establish that both real-time speech and data could be combined on the same LAN (CSMA/CD) and hence obviate the need for a PABX. The research conducted so far indicates that this is possible if the LAN is operated at a traffic level which is below 30% of its designed maximum. The above statement can be added that a speech parcel size of 160 bytes must be delivered every 10 msec, if the Speech Parcel Duplication algorithm developed at UoP is to be implemented, [for details see Section 4.1.8].

When the CSMA/CD header of 26 bytes is added to the 160 speech parcel bytes, there still remains 1340 bytes of the original 1526 bytes. As a result there remains a considerable capacity for data transfer - and in particular screen refresh data.

Calculations show that as Super VGA PC screen requires 480,000 pixels for complete screen refresh. If a CSMA/CD frame containing 1340 bytes is delivered every 10 msec, this is equivalent to 1.34 Mbytes/sec giving approximately 3 complete screen refreshes per second, which is adequate for most industrial/commercial applications.

It should be pointed out that the above figures are 'worst-case' because:-

- it is anticipated that CSMA/CD frames will be delivered more frequently than once every 100 msec, and

- that a complete screen change is often not required, and that with the addition of a software package that detects only the changes to the picture, then the screen refresh rate could be speeded up considerably.

A number of speech packet sizes are under consideration by both the telecommunications industry and the computer industry both of whom have vested interests in the standards eventually agreed. The telecommunications fraternity prefer relatively small packet sizes so as to minimise process times and the effect of lost packets (the smaller the packet that is lost the easier it is to replace/mask) i.e. 1, 2, 4, 8, 16 msec using 8 bit bytes which will fit easily into the ISDN information frame.
In complete contrast the computing industry favour much larger bytes which will be compatible with the LAN data frames which are typically 1526 bytes in length - thus representing a maximum of 188 msecs of speech. In practice, a data frame would contain both data and speech but the motivation for larger frames is transmission efficiency given that overheads can be large.

The underlying problem is the conflict of interest between the two industries in that the telecommunication industry is, by and large, a disciple of the "circuit switched" fraternity, whereas the computing industry believe only in "packet switching".

5.12 CONCLUDING REMARKS

As discussed in Chapter 1, there are difficulties in transmitting data and speech on both PABXs and LANs. It has been shown in Chapter 2 that considerable advantages can be obtained in both cost reduction and improved manufacturing performance if both voice and data can be transmitted over the same network - thus providing multi-media facilities.

Although combined voice and data facilities are achievable in the laboratory (also offered on ICL's one-per-desk instrument - but with very limited functionality), research has revealed that no operational recommendations for the design and implementation of such a family of LANs have been developed.

As a result of the research carried out at the University of Plymouth and BTRL by the author of this thesis, speech and data can be combined on the same LAN provided the following criteria are met:-

1. The traffic on the TOP LAN (CSMA/CD) must be less than 30% of the maximum - Chapter 4, Section 4.1.8.
2. The worst case access time on the MAP network must be less than 10 msec (traffic limitation) - Chapter 4, Section 4.1.1.
3. Delays through an individual Router/Bridge/Gateway linking the LANs must be limited to 10 msecs - Chapter 4, Section 4.1.7.
4. The overall loop delay from telephone handset to telephone handset must be less than 200 msec (250 msec at the very maximum) - Chapter 4 Section 4.2.7.
5. Speech Packet Size should be limited to 160 bytes when using the Speech Packet Duplication algorithm developed at UoP - although this may be

Integrated Services Digital Network of B.T.
increased even further depending upon the effectiveness of the Neural-Net algorithm current under investigation at UoP - Chapter 6

(6) If the intention is to transfer screen data with the real-time speech then a compromise has to be reached between the speech parcel size, LAN data frame delivery rate, and the number of bytes devoted to screen refresh.

(6) Reduce all fixed delays to an absolute minimum - Chapter 5 Section 5.6.

(7) Use compressed protocol stacks to obtain fast access to LANs - Chapter 5 Section 5.6.

(8) Employ especially designed protocols to give access to frames containing speech packets - Chapter 5 Section 5.11.

(9) By installing real-time speech facilities on a LAN it is possible to make the following savings in a company of ~300 employees:-

* £68,000 on installation costs

* £19,800 per annum on maintenance and Management.

- See Appendix IV.

End of Chapter 5
CHAPTER 6

FURTHER RESEARCH
Artificial Intelligence techniques should be reserved for n-step packet prediction or interpolation, where no adequate conventional technique exists.

Packet prediction techniques should consist of either large scale neural networks capable of predicting the whole packet in a single operation, or frequency domain based genetic algorithms.

Further research into the expert system or rule induction based AI techniques could well be very fruitful.

End of Chapter 6
CHAPTER 7

ANNEXES

ANNEX I

* EXPLANATION of the METHODOLOGY employed in the LISTENING TESTS CONDUCTED at UoP.

ANNEX II

* EXPLANATION of the METHODOLOGY employed in the CONVERSATIONAL TESTS CONDUCTED at UoP.
ANNEX I

EXPLANATION of the METHODOLOGY employed in the LISTENING TESTS CONDUCTED at UoP.

Contents:

* Fig 4.1.4(b) - Variable Delay - No Attempt to Reorder Packets
* Fig 4.1.4(c) - " " - Packets Reordered
* Fig 4.1.4(d) - " " - Standard Deviation
* Fig 4.1.4(f) - User Acceptability (%) v Speech Packet Size (bytes) v Packet Loss Rate (%) using Zero Infill Algorithm.
* Fig 4.1.4(j) - User Acceptability (%) v Speech Packet Size (bytes) v Packet Loss Rate (%) using Speech Packet Duplication Algorithm (UoP).
TEST METHODOLOGY FOR LISTENING TESTS AT UOP.

VARIABLE DELAY - NO ATTEMPT TO REORDER SPEECH PACKETS

Fig 4.1.4(b)

The Table below shows the results from testing 100 subjects, a mix of male and female, using 14 different delay conditions, with each condition lasting about 10 secs.

Subjects were asked to vote as to there opinion of the circuit quality in relation to a typical telephone conversation, for each delay condition.

To simplify procedures the subjects voted either:

ACCEPTABLE / OBJECTIONABLE

and were given 10 secs to vote for each condition.

<table>
<thead>
<tr>
<th>USER ACCEPTABILITY (%)</th>
<th>AVERAGE DELAY (msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>99</td>
<td>0.1</td>
</tr>
<tr>
<td>97</td>
<td>0.2</td>
</tr>
<tr>
<td>73</td>
<td>0.3</td>
</tr>
<tr>
<td>89</td>
<td>0.5</td>
</tr>
<tr>
<td>80</td>
<td>0.7</td>
</tr>
<tr>
<td>70</td>
<td>1</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>0</td>
<td>10</td>
</tr>
</tbody>
</table>
TEST METHODOLOGY FOR LISTENING TESTS AT UOP.

VARIABLE DELAY - WITH REORDERED SPEECH PACKETS USING THE DYNAMIC SPEECH BUFFER

Fig 4.1.4(c)

The Table below shows the results from testing 100 subjects, a mix of male and female, using 11 different delay conditions, with each condition lasting about 10 secs.

Subjects were asked to vote as to their opinion of the circuit quality in relation to a typical telephone conversation, for each delay condition.

To simplify procedures the subjects voted either:

ACCEPTABLE / OBJECTIONABLE

and were given 10 secs to vote for each condition.

N.B. The Dynamic Speech Buffer effectively masks all delays less than 100msec

<table>
<thead>
<tr>
<th>USER ACCEPTABILITY (%)</th>
<th>VARIABLE DELAY (msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>94</td>
<td>150</td>
</tr>
<tr>
<td>86</td>
<td>200</td>
</tr>
<tr>
<td>68</td>
<td>250</td>
</tr>
<tr>
<td>56</td>
<td>300</td>
</tr>
<tr>
<td>48</td>
<td>350</td>
</tr>
<tr>
<td>26</td>
<td>400</td>
</tr>
<tr>
<td>14</td>
<td>450</td>
</tr>
<tr>
<td>6</td>
<td>500</td>
</tr>
</tbody>
</table>
TEST METHODOLOGY FOR LISTENING TESTS AT UOP.

USER ACCEPTABILITY FOR DIFFERING STANDARD DEVIATIONS OF SPEECH PACKET DELAY ABOUT A MEAN OF 15% GREATER THAN THE MINIMUM

The Table below shows the results from testing 100 subjects, a mix of male and female, using 11 different delay conditions, with each condition lasting about 10 secs.

Subjects were asked to vote as to their opinion of the circuit quality in relation to a typical telephone conversation, for each delay condition.

To simplify procedures the subjects voted either:-

ACCEPTABLE / OBJECTIONABLE

and were given 10 secs to vote for each condition.

<table>
<thead>
<tr>
<th>STANDARD DEVIATION (msec)</th>
<th>USER ACCEPTABILITY (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>94</td>
</tr>
<tr>
<td>20</td>
<td>93</td>
</tr>
<tr>
<td>30</td>
<td>88</td>
</tr>
<tr>
<td>40</td>
<td>80</td>
</tr>
<tr>
<td>50</td>
<td>52</td>
</tr>
<tr>
<td>60</td>
<td>24</td>
</tr>
<tr>
<td>70</td>
<td>12</td>
</tr>
<tr>
<td>80</td>
<td>6</td>
</tr>
<tr>
<td>90</td>
<td>4</td>
</tr>
</tbody>
</table>
TEST METHODOLOGY FOR LISTENING TESTS AT UOP.

USER ACCEPTABILITY (%) AGAINST SPEECH PARCEL SIZE (bytes) AND SPEECH PACKET LOSS (%) USING THE ZERO INFILL ALGORITHM

Fig 4.1.4(f)

The Table below shows the results from testing 100 subjects, (a mix of male and female), using 10 different packet loss conditions, and 9 different speech parcel sizes with each condition lasting about 10 secs - giving 90 different test conditions.

Subjects were asked to vote as to their opinion of the circuit quality in relation to a typical telephone conversation, for each delay condition.

To simplify procedures the subjects voted either:

ACCEPTABLE / OBJECTIONABLE

and were given 10 secs to vote for each condition.

<table>
<thead>
<tr>
<th>PL(%)</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>0.1</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>95</td>
</tr>
<tr>
<td>0.2</td>
<td>97</td>
<td>96</td>
<td>95</td>
<td>93</td>
<td>89</td>
<td>85</td>
<td>81</td>
<td>77</td>
<td>72</td>
</tr>
<tr>
<td>0.5</td>
<td>89</td>
<td>85</td>
<td>88</td>
<td>75</td>
<td>70</td>
<td>65</td>
<td>58</td>
<td>50</td>
<td>40</td>
</tr>
<tr>
<td>1</td>
<td>78</td>
<td>74</td>
<td>66</td>
<td>60</td>
<td>50</td>
<td>40</td>
<td>30</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>66</td>
<td>61</td>
<td>44</td>
<td>36</td>
<td>24</td>
<td>14</td>
<td>10</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>47</td>
<td>36</td>
<td>19</td>
<td>10</td>
<td>7</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>33</td>
<td>11</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>11</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
TEST METHODOLOGY FOR LISTENING TESTS AT UOP.

USER ACCEPTABILITY (%) AGAINST SPEECH PARCEL SIZE (bytes) AND SPEECH PACKET LOSS (%) USING THE SPEECH PARCEL DUPLICATION ALGORITHM DEVELOPED AT UOP.

The Table below shows the results from testing 100 subjects, (a mix of male and female), using 10 different packet loss conditions, and 9 different speech parcel sizes with each condition lasting about 10 secs - giving 90 different test conditions.

Subjects were asked to vote as to their opinion of the circuit quality in relation to a typical telephone conversation, for each delay condition.

To simplify procedures the subjects voted either:-

ACCEPTABLE / OBJECTIONABLE

and were given 10 secs to vote for each condition.

<table>
<thead>
<tr>
<th>PL(%)</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>50</th>
<th>100</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>0.1</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>0.2</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>98</td>
</tr>
<tr>
<td>0.5</td>
<td>100</td>
<td>98</td>
<td>98</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>97</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>98</td>
<td>98</td>
<td>100</td>
<td>98</td>
<td>98</td>
<td>98</td>
<td>94</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>97</td>
<td>94</td>
<td>85</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>95</td>
<td>88</td>
<td>86</td>
<td>80</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>99</td>
<td>98</td>
<td>95</td>
<td>91</td>
<td>82</td>
<td>76</td>
<td>68</td>
</tr>
<tr>
<td>20</td>
<td>99</td>
<td>95</td>
<td>90</td>
<td>85</td>
<td>80</td>
<td>70</td>
<td>67</td>
<td>57</td>
</tr>
<tr>
<td>50</td>
<td>59</td>
<td>49</td>
<td>42</td>
<td>39</td>
<td>37</td>
<td>35</td>
<td>30</td>
<td>20</td>
</tr>
</tbody>
</table>
ANNEX II

EXPLANATION of the METHODOLOGY employed in the CONVERSATIONAL TESTS CONDUCTED at UoP.

Contents:-

* Fig 4.1.5 (a) - Fixed Loop Delay
* Fig 4.1.5 (b) - Fixed Loop Delay for various Go/Return Ratios.
* Fig 4.1.6 (b) - Variable Delay
The Table below shows the results from testing 100 pairs of subjects, a mix of male and female, using 17 different delay conditions, with each condition lasting about 30 secs.

Both subjects were asked to vote independently as to their opinion of the circuit quality in relation to a typical telephone conversation, for each delay condition.

To simplify procedures the subjects voted either:-

**ACCEPTABLE / OBJECTIONABLE**

and were given 10 secs to vote.

<table>
<thead>
<tr>
<th>USER ACCEPTABILITY (%)</th>
<th>LOOP DELAY (FIXED) (msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>25</td>
</tr>
<tr>
<td>98</td>
<td>50</td>
</tr>
<tr>
<td>96</td>
<td>75</td>
</tr>
<tr>
<td>95</td>
<td>100</td>
</tr>
<tr>
<td>90</td>
<td>125</td>
</tr>
<tr>
<td>86</td>
<td>150</td>
</tr>
<tr>
<td>76</td>
<td>175</td>
</tr>
<tr>
<td>68</td>
<td>200</td>
</tr>
<tr>
<td>58</td>
<td>225</td>
</tr>
<tr>
<td>43</td>
<td>250</td>
</tr>
<tr>
<td>34</td>
<td>275</td>
</tr>
<tr>
<td>22</td>
<td>30</td>
</tr>
<tr>
<td>15</td>
<td>325</td>
</tr>
<tr>
<td>9</td>
<td>350</td>
</tr>
<tr>
<td>4</td>
<td>375</td>
</tr>
<tr>
<td>1</td>
<td>400</td>
</tr>
</tbody>
</table>
TEST METHODOLOGY FOR CONVERSATIONAL TESTS AT UOP.

FIXED LOOP DELAY FOR VARIOUS GO/RETURN RATIOS

Fig 4.1.5(b)

The Table below shows the results from testing 100 pairs of subjects, (a mix of male and female), using 6 different delay conditions, and 8 different Go/Return Ratios with each condition lasting about 30 secs - giving 48 different test conditions.

Both subjects were asked to vote independently as to their opinion of the circuit quality in relation to a typical telephone conversation, for each delay condition.

To simplify procedures the subjects voted either:

ACCEPTABLE / OBJECTIONABLE

and were given 10 secs to vote for each condition.

<table>
<thead>
<tr>
<th>Go/Return</th>
<th>0</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:1</td>
<td>100</td>
<td>100</td>
<td>94</td>
<td>84</td>
<td>70</td>
<td>44</td>
</tr>
<tr>
<td>1:2</td>
<td>100</td>
<td>100</td>
<td>94</td>
<td>84</td>
<td>70</td>
<td>42</td>
</tr>
<tr>
<td>1:3</td>
<td>100</td>
<td>100</td>
<td>92</td>
<td>84</td>
<td>70</td>
<td>44</td>
</tr>
<tr>
<td>1:4</td>
<td>100</td>
<td>100</td>
<td>94</td>
<td>83</td>
<td>70</td>
<td>42</td>
</tr>
<tr>
<td>1:5</td>
<td>100</td>
<td>99</td>
<td>90</td>
<td>82</td>
<td>68</td>
<td>42</td>
</tr>
<tr>
<td>1:6</td>
<td>100</td>
<td>96</td>
<td>89</td>
<td>80</td>
<td>66</td>
<td>40</td>
</tr>
<tr>
<td>1:7</td>
<td>100</td>
<td>90</td>
<td>82</td>
<td>74</td>
<td>58</td>
<td>34</td>
</tr>
<tr>
<td>1:8</td>
<td>100</td>
<td>80</td>
<td>72</td>
<td>62</td>
<td>48</td>
<td>18</td>
</tr>
</tbody>
</table>
TEST METHODOLOGY FOR CONVERSATIONAL TESTS AT UOP.

VARIABLE DELAY WITH REORDERED PACKETS USING BUFFER

Fig 4.1.6(b)

The Table below shows the results from testing 100 pairs of subjects, (a mix of male and female), using 9 different average delay conditions.

Both subjects were asked to vote independently as to their opinion of the circuit quality in relation to a typical telephone conversation, for each delay condition.

To simplify procedures the subjects voted either:-

ACCEPTABLE / OBJECTIONABLE

and were given 10 secs to vote for each condition.

N.B. These tests were found extremely difficult to successfully conduct as when they were repeated some subjects voted completely differently.

<table>
<thead>
<tr>
<th>User Acceptability (%)</th>
<th>Average Delay (msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>40</td>
</tr>
<tr>
<td>100</td>
<td>80</td>
</tr>
<tr>
<td>99</td>
<td>100</td>
</tr>
<tr>
<td>98</td>
<td>120</td>
</tr>
<tr>
<td>88</td>
<td>160</td>
</tr>
<tr>
<td>70</td>
<td>200</td>
</tr>
<tr>
<td>44</td>
<td>240</td>
</tr>
<tr>
<td>25</td>
<td>280</td>
</tr>
</tbody>
</table>
CHAPTER 8

APPENDICES

APPENDIX I

Complete Circuit Diagram for Phase 1 of the Listening Tests at UoP.

APPENDIX II

Complete Circuit Diagram for Phase 2 of the Listening Tests at UoP.

APPENDIX III

Block Diagrams for Phases 1 and 2 of the UoP Speech Processor XI.

APPENDIX IV

Cost/Benefit Analysis.
APPENDIX I

COMPLETE CIRCUIT DIAGRAM FOR PHASE-1 OF THE LISTENING TESTS AT UOP.
APPENDIX II

COMPLETE CIRCUIT DIAGRAM FOR PHASE-2 OF THE LISTENING TESTS AT UOP.
APPENDIX III

BLOCK DIAGRAMS FOR PHASES 1 and 2 OF THE UOP SPEECH PROCESSOR XI
Investigation into the subjective effect of speech samples being randomly delayed, and the speech reconstituted with no attempt having been made to reorder the packets.
PHASE - 2

Investigation into the subjective effect of speech samples being randomly delayed, the speech is then reconstructed following the recording of the delayed packets without those packets which have been delayed by an amount exceeding an arbitrary fixed maximum delay value.
SET-UP FOR TWO WAY SUBJECTIVE TESTS ON RANDOMLY BLANKED SPEECH

ABC1 R.2 RUN "CLICK" SPEECH DELAY

SWITCH MODULES
SET "FIXED" DELAY VALUES

ABC3 & 4 RUN 'NCB2' NOISE CONTROLLED BLANKING
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COST/BENEFIT ANALYSIS

IV. 1 INTRODUCTION

As one of the basic motivations for this PhD was to obviate the need for both a PABX and a LAN in a commercial/industrial environment and hence enable significant savings to be made in IT costs, this appendix indicates typical economies that result from reducing the reliance on a PABX in favour of a LAN.

IV. 2 BASIS for ANALYSIS

It was decided to investigate the costs of equipping a high-tech SME# of about 300 - 400 employees with both a PABX and LAN for:

* 300 Telephone Extensions and an Exchange (switch)
* LAN to support 300 PCs with networking facilities,

as would be current the policy in most SMEs.

In addition, costs are included for:

(a). the separate management of the two networks,
and

(b). maintenance contracts for both the networks.

It was hoped to include reconfiguration costs but it has been impossible to obtain meaningful reconfiguration costs. It is a fact that reconfiguration costs are approximately double for two IT networks.

IV. 3 TELECOMMUNICATION COSTS

IV. 3.1 PABX Installation - BT iSDX 300

BT’s current cabling charge is £75 per telephone socket in addition to the cost of the switch (telephone exchange). For 'Palace Court' modernisation, the following equipment was purchased:

(i) 300 extension sockets and cabling = £22,500
(ii) PABX Switch = £40,000
(iii) 300 Telephone Devices = £6,000

£68,500

IV 3.2 Management Costs

A typical telephone installation requires one member of the administrative staff to oversee general operations, typical costs:-

salary £10,000 pa, therefore with 50% on-costs the annual costs = £15,000

IV 3.3 Maintenance Costs

BT’s maintenance charges for maintaining an iSDX 300 is:-

£6 per extension, thus for 300 extensions = £1,800

£100 per Direct Exchange Line, for 30 lines = £3,000

£4,800

Summary of Telecommunication Costs

Installation - £68,500

Annual Charges - £4,800

N.B. The above figures were supplied by Mrs Joy Pateman of Administrative Services, University of Plymouth - January 1994.

IV 4 COMPUTING COSTS

IV 4.1. The Networking of Cookworthy Building (UoP)

- 430 Connection Points to a LAN

- Optical Fibre Backbone linking the Hubs

- Twisted Pair connection from Hubs to PC connection points

Total.........£70,000
IV 4.2 Management/Maintenance

IT networks are often maintained and managed by on-site technical staff - £20,000pa

N.B. *Information provided by Mr Brian Harry of Computer Service, UoP, January 1994.*

*End of Appendix IV*
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