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Abstract

Name: Diego Bruciaferri

Title: Advanced Methods for Numerical Modelling of Regional Seas

Regional seas are of paramount importance for human life. They play a key role

in the planetary Earth system dynamics while they also represent a fundamental

component of the global economy, making the overuse of ocean resources and the

consequent degradation of local marine ecosystems a major concern of our society.

Regional ocean modelling represents a powerful and e�cacious tools to understand,

manage and preserve the changing oceans and seas. This PhD research focuses on

improving some of the techniques used for the numerical modelling of regional seas.

This is done by developing a novel vertical discretisation scheme for numerical ocean

modelling and conducting numerical experiments in an idealized domain as well as

in two complex and contrasting real marine environments, the Black Sea and the

Dead Sea.

In Chapter 3 a Multi-Envelope generalised coordinate system for numerical ocean

modelling is introduced. In this system, computational levels are curved and adjusted

to multiple `virtual bottoms' (aka envelopes) rather than following geopotential lev-

els or the actual bathymetry. This allows de�ning computational levels which are

optimised to best represent di�erent physical processes in di�erent sub-domains of

the model. In particular, we show how it can be used to improve the representation

of tracer advection in the ocean interior. The new vertical system is compared with

a widely used z-partial step scheme. The modelling skill of the models is assessed

by comparison with the analytical solutions or results produced by a model with a

very high resolution z-level grid. Three idealised process-oriented numerical experi-

ments are carried out. Experiments show that numerical errors produced by the new

vii



scheme are much smaller than those produced by the standard z-partial step scheme

at a comparable vertical resolution. In particular, the new scheme shows superiority

in simulating the formation of a cold intermediate layer in the ocean interior and in

representing dense water cascading down a steep topography.

Chapter 4 deals with the numerical modelling of the Black Sea hydrodynamics.

The Black Sea is one of the largest land-locked basin in the world. Due to the

vulnerability of its unique marine ecosystem, accurate long-term modelling of its

hydrodynamics is needed. Any ocean model contains inaccuracies which deviate

simulations from reality and data assimilation (DA) is a widely used method to

improve model results. Whilst there is abundance of sea surface data, measurements

of water column pro�les to be used for DA are much scarcer. Therefore, a model

which generates smaller errors in free-run (without DA) is needed. In this Chapter we

�rst compare the skills of four NEMO based Black Sea models in free-run which use

di�erent discretization schemes. We conclude that the best results are obtained with

the model (named CUR-MEs) which uses Multi-Envelope curved vertical s-levels

and a curvilinear horizontal grid. It has increased horizontal resolution (≈ 950m)

over the shelf-break and lower resolution (≈ 6km) in areas where the scale of relevant

processes is larger (about 20 km). The Multi-Envelope system is designed to optimize

the representation of the Cold Intermediate Layer (CIL). Second, we compare CUR-

MEs in free-run with the CMEMS operational Black Sea model using DA (CMEMS

reanalysis). We conclude that in many aspects the skills of the two models are similar,

and CUR-MEs is slightly better for representing independently obtained pro�les.

Finally, we investigate the variability of the Mean Kinetic Energy of geostrophic

currents and the CIL simulated by our CUR-MEs model and CMEMS reanalysis.

In Chapter 5 we tackle the numerical modelling of the Dead Sea. From 1980s−1990s

the Dead Sea water level is constantly decreasing, and currently it has an unprece-

dented rate of approximately 1.1 m/year. Since 2000, double-di�usive thermohaline

staircases have been regularly observed during summer periods. Despite the increas-



ing role of anthropogenic pressures, the evaporation−precipitation balance is still a

signi�cant factor which contributes to the recess of the sea level. In this Chapter

we study the e�ect of di�erent vertical mixing regimes on the features of Dead Sea

water column and their potential impacts on its rate of evaporation. The method-

ology is based on simulating the evolution of the Dead Sea water column presenting

thermohaline staircases with two contrasting numerical models. One is named SPP

and it uses a standard vertical mixing scheme which does not take into account the

presence of thermohaline staircases. The second is named MPP and it uses a ver-

tical mixing parameterization compatible with the presence of step-like structures

in the water column. Sensitivity experiments show that numerical horizontal pres-

sure gradients errors, though small in both models, are higher in the MPP model,

due to its ability to preserve the step-like structures of the initial condition which

conversely are smoothed out in the SPP model. Realistic experiments indicate that,

under the same atmospheric conditions, a vertical mixing regime typical of a water

column presenting step-like structures might be able to reduce the heat transport

to greater depths in comparison to a more di�usive diapycnal mixing, contributing

to an increase of the Dead Sea water level recession by up to 0.1 m/year during the

modelling period of August 2016.





Perhaps some day in the dim future it will be possible to advance

the computations faster than the weather advances and at a cost

less than the saving to mankind due to the information gained.

But that is a dream. − L. F. Richardson, 1922

Imagination is more important than knowledge. Knowledge is limited.

Imagination encircles the world. − A. Einstein, 1929
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1. Introduction

1.1 The importance of the numerical modelling of

regional seas

Human life depends on the oceans and seas. Approximately 40% of the human pop-

ulation is located within 100 km of the sea and much of the industrial activity takes

place in coastal areas, involving sectors such as �sheries, mineral and hydrocarbons

extraction, transport, recreation and o�shore power generation. For example, it has

been estimated that over 90% of global �sh catches come from shelf seas, making

coastal waters the dominant source of �sh caught by humans all over the world

(Simpson and Sharples, 2012).

Regional oceanic and coastal processes strongly in�uence the planetary Earth system

dynamics, playing an active role in the global thermohaline circulation and water

mass formation, sea level changes, the majority of the biogeochemical cycles and

the global ecosystem (Brink and Robinson, 2005a; Robinson and Brink, 2006). For

example, regional large-scale dense water cascades, such the ones occurring o� the

Artic and Antartic continental shelves, can drive or in�uence the formation of major

ocean water masses, so a�ecting global energy �uxes, budgets and climate changes

(e.g., Shapiro (2003); Ezer (2006); Wobus et al. (2013)). In addition, the shelves

of many regional seas are areas of high primary production and they are supposed

to play a very signi�cant role in the global carbon cycle (Joint and Pomroy, 1993;

Thomas et al., 2004; Simpson and Sharples, 2012). Regional coastal zones are also

generally more responsive to external forcing than the open ocean, so that climate
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changes are likely to have the greatest impact and be experienced �rst in these areas

(Mooers, 1999; Sündermann et al., 2001; Doukakis, 2008; Holt et al., 2014, 2018).

The massive exploitation of marine coastal resources (e.g., Jackson (2001); Gertman

and Hecht (2002); Shapiro (2011); De Dominicis et al. (2018)) and the high anthro-

pogenic pressure near the coasts (e.g., Mee (1992); Thomas et al. (2004); Conley

et al. (2009); Carpenter (2018)) signi�cantly threatens the integrity of the coastal

ecosystems, making coastal management and protection issues an important concern

of many national and international institutions (Mooers, 1999; Flemming, 2002).

Ocean modelling represents one of the most powerful and e�cacious tools we can use

to understand, manage and preserve the changing oceans and seas at regional scales.

It permits to obtain a skillful quantitative estimate of the hydrodynamics over a

selected oceanic region with a resolution that resolves the relevant physical quantities,

a fundamental information required for the best management and preservation of

the marine environment. Numerical modelling is a formidable task, allowing to

carry out hindcasts and analysis of the dynamics in the last decades, accurate short

term forecasts of regional seas states, as well as high resolution longer term climate

projections and possible future scenarios for limited regions of the ocean (Robinson

and Sellschopp, 2002).

1.2 Aims of the PhD research

The term regional sea is used to refer to both open ocean and inland seas. Seas of

the World Oceans are limited regions of the oceans with local distinguishing oceano-

graphic characteristics (Talley et al., 2011a). They include coastal ocean, marginal

or semi-enclosed seas as well as portions of the oceans that are not divided o� by land

(Kantha and Clayson, 2000b). Inland seas are the termini of inland drainage basins

(in�ows but no out�ows) that are partially to completely surrounded by tectonically

stable continental crust (Condie, 2016). Some of them (e.g., the Caspian Sea) are the
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remnants of large oceans that closed in the geologic past, while others occur mainly

in arid or semi-arid climatic zones (e.g., the Dead Sea) where net evaporation exceeds

precipitation (Waiser and Robarts, 2009; Condie, 2016).

Many regional seas include some of the most complex environments in the world,

where the prevailing physical processes encompass a broad range of spatial and time

scales of interest (e.g., Ezer et al. (2005); Shapiro et al. (2011); Simpson and Sharples

(2012)). The dynamic of a speci�c oceanic region depends on a variety of factors,

including the geometry, geographical location and the dominant surface and coastal

forcing (e.g., Kantha and Clayson (2000b)). This, creates particular and quite com-

plex challenges for the numerical modelling of the hydrodynamics of regional and

coastal seas (e.g., Holt et al. (2017)).

Numerical ocean models are inevitably a�ected by errors which compromise the

accuracy of a simulation (e.g., Haidvogel and Beckmann (1999)). Data assimilation

is a widely used method to constrain model drift, extending model prediction skill

(e.g., Edwards et al. (2015)). However, while satellites provide an abundance of

data of sea surface parameters, the measurements of water column properties are

much scarcer (e.g., Pinardi and Woods (2002)). Therefore there is a need for models

which generate smaller errors in free run (without data assimilation) and hence would

require less observational data.

The overall aim of this PhD research is to contribute in improving of some of the

techniques used for the numerical modelling of regional seas. This will be done by

developing a novel vertical discretisation scheme for numerical ocean modelling and

conducting numerical experiments in an idealized domain as well as in two complex

and contrasting real marine environments. The �rst study case is the Black Sea, a

low salinity ≈ 2.2 km deep semi-enclosed sea with a wide shelf. The second study

case involves the Dead Sea, a hypersaline ≈ 300 m deep inland sea with narrow

shelves.

The following are the research questions behind this PhD study:
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1) The choice of the vertical coordinate system is of fundamental importance

when designing an ocean model, especially in those regional areas where local

multi-scale processes interact with large-scale oceanographic features. One of

three basic vertical coordinates, z-level, terrain-following or isopycnic is often

used in ocean models, but each has its own limitations and numerical errors

(e.g., (Gri�es et al., 2000a)).

Research question:

Is it possible to develop a vertical coordinate system able to optimise the repre-

sentation of the prevailing physical processes at stake by combining the advan-

tages of each standard vertical coordinate system but minimising their disad-

vantages?

2) Several numerical models of the Black Sea hydrodynamics exist, the majority

of which uses standard discretization schemes. However, none of the current

methods are free from errors. For example, most of the Black Sea numerical

models in free-run fail to correctly reproduce the dynamics of the Cold Inter-

mediate Water (e.g., Peneva and Stips (2005)).

Research questions:

Is it possible to improve the accuracy of a Black Sea simulation in free-run mode

by optimising the 3D computational mesh for the prevailing physical processes?

Is the level of accuracy of this free-running simulation comparable with that of

a data-assimilating model?

3) The sea level in the Dead Sea is currently decreasing at an unprecedented rate

of approximately 1.1 m/year (Lensky and Dente, 2017). After 2000, thermo-

haline staircases formed by salt �ngering have been observed regularly during
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summer in the water column of this hypersaline lake (Gertman et al., 2015;

Arnon et al., 2016). Numerical modelling of the Dead Sea is very challenging

(Brenner et al., 2015).

Research question:

What is the e�ect of di�erent vertical mixing regimes on the structure of the

water column in the Dead Sea and the potential impact on its evaporation rate?

1.3 Structure of the dissertation

The thesis is organised as follows.

In Chapter 2, �rst a review of some of the main characteristics of the dynamics of

regional seas (Sec. 2.1) and the common practice used in regional ocean modelling

(Sec. 2.2) is given. After, the main aspects of the physical oceanography and the

numerical modelling of the Black Sea (Sec. 2.3) and Dead Sea (Sec. 2.4) and the

principal features of the numerical ocean model used in this thesis (Sec. 2.5) are

detailed.

In Chapter 3, a new vertical coordinate system named Multi-Envelope s-coordinate

(MEs) is introduced. The new MEs is tested in an idealised process-oriented numer-

ical set-up for horizontal pressure gradients errors, shelf cascading and the formation

of a cold intermediate layer over a permanent thermocline. The accuracy of MEs

is compared with the one of a widely used z-coordinate system with partial steps.

Section 3.2 details the features of the new vertical coordinate system, Sec. 3.3 de-

scribes the set up of the three numerical experiments while the results are presented,

analysed and discussed in Sec. 3.4. The main conclusions are summarised in Sec.

3.5.

In Chapter 4, the e�ect of optimising the 3D computational mesh for the prevail-

ing physical processes on the accuracy of a Black Sea simulation is assessed and
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quanti�ed. The four numerical models implemented for this study together with

the design of the numerical experiments, the external datasets used to validate or to

compare with models results and metrics used to asses models accuracy are described

in Sec. 4.2. In Sec. 4.3, numerical results are presented and discussed while Sec. 4.4

summarises our main conclusions.

In Chapter 5, the e�ect of di�erent vertical mixing regimes on the structure of the

water column in the Dead Sea and the potential impact on its evaporation rate is

investigated. Two contrasting numerical ocean models of the Dead Sea hydrody-

namics are used to simulate the evolution of a water column initially presenting

thermohaline staircases. Section 5.2 describes the two Dead Sea numerical models

while Sec. 5.3 details the characteristics of the two numerical experiments. Section

5.4 presents, analyses and discusses the numerical results while Sec. 5.5 details the

main conclusions.

In Chapter 6, the main �ndings of this thesis are summarised and recommendations

for further research are given.
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2. Literature review

In this Chapter, a review of the main aspects of the numerical modelling of regional

seas and the main characteristics of the two study cases of this thesis is given. The

Chapter is organised as follows. Section 2.1 describes the main physical processes

occurring over the continental shelf and the shelf-break, common features of many

regional seas (e.g., the Mediterranean Sea, the Bay of Biscay, the North Sea, the

Arctic and Antarctic seas, the Black Sea, the Gulf of Mexico and the Caribbean Sea).

Section 2.2 summarizes some of the state-of-the-art techniques used in regional ocean

modelling. Sections 2.3 and 2.4 detail the main aspects of the physical oceanography

and the numerical modelling of the Black Sea and the Dead Sea, respectively. Then,

Sec. 2.5 presents the principal features of the numerical ocean model used in this

thesis.

2.1 The Shelf Seas Dynamics

Shelf or coastal seas are among the most complex marine environments in the world

(Haidvogel et al., 2000). They represent that portions of the oceans which are closest

to the land and where marine water submerges the continental shelf (Huthnance,

1995), extending all the way from the coastline (including estuaries) to the edge of

the abyssal plain of the adjoining basin (Kantha and Clayson, 2000b).

By de�nition they include two distinct morphological regions, the shelf and the

continental slope (Brink and Robinson, 2005b). Shelf areas represent the 7.6% of the

world oceans and the 13.3% of the Atlantic ocean (Sverdrup et al., 1942), typically

spanning depths increasing from zero at the coast to ≈ 200 m at the shelf break
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and horizontal extension spanning from few to several hundred kilometres (Csanady,

1982). Continental slopes starts at the shelf break and are regions where there is a

rapid increase in depth down to abyssal depths of 4 to 5 km over a short distance on

the order of 20 to 100 km (Simpson and Sharples, 2012).
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Shelf regime:
- Boundary layers can overlap
- Complex circulation
- Strong turbulence
- Seasonal stratification
- Frequent thermohaline fronts
- Large SSH changes
- Controlled by topography and coast

Open-ocean regime:
- Separate boundary layers
- Geostrophic circulation
- Weak turbulence
- Permanent stratification
- Rare thermohaline fronts
- Limited SSH changes
- Practically unbounded

Abyssal plain

Deep ocean (~4000 m) Shelf (~200 m) 

Surface boundary layer

Bottom boundary layer

~50 Km

Fig. 2.1: Sketch outlining the morphology of the abyssal plain, the continental slope
and the shelf (not in scale) and the contrasting dynamical regimes characterising
the deep ocean and the shelf sea (redrawn after Simpson and Sharples (2012)). SB
indicates the shelf-break.

The geography of these seas is very varied, including semi-enclosed seas, broad open

shelves, narrow shelves exposed to the open ocean and coastal seas behind barrier

islands (Holt et al., 2017). While many of the largest shelf seas can be found at high

latitudes, sea-ice interactions are not considered in this thesis and the investigation

is limited to liquid water modelling.

In addition, the attention is restricted to marine processes with characteristic length

and time scales ranging from the large− O(100−1000) km to the meso− O(10−100)

km and submeso−scales O(0.1−10) km, not considering smaller scale processes such

as the ones occurring on the inner shelf and surf zone.
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2.1. The Shelf Seas Dynamics

2.1.1 The dynamical regime of shelf seas

Physical forcing and mechanisms driving the ocean dynamics over the continental

shelf and in the deep ocean are similar. For example, both marine environments

are strongly in�uenced by the turbulent exchanges of heat and momentum between

the atmosphere and the sea or by the Earth's rotation (Kantha and Clayson, 2000b;

Simpson and Sharples, 2012).

However, coastal seas present a markedly distinct hydrodynamics. This is largely due

to their proximity to land and their shallow depths, which causes their dynamical

regime to di�er radically in a number of aspects from that of the deep ocean (Holt

et al., 2017), as illustrated in Fig. 2.1.

Shelf seas present highly energetic and turbulent surface and bottom frictional bound-

ary layers, which occupy a large proportion of the total depth and which may overlap,

promoting the complete mixing of the water column (Rippeth et al., 2001; Burchard

et al., 2008). By contrast, in the deep ocean the upper and bottom mixed layers

represent only a very small fraction of the total water depth, leaving a large inte-

rior region normally close to geostrophic balance and characterised by a very weak

turbulence (Simpson and Sharples, 2012).

Ocean waves entering shallow waters grow in amplitude to conserve energy �ux. This

makes the shelf seas areas where, for example, tides and surface waves can be large

and may represent a leading order process in the evolution of the coastal circulation

and the vertical mixing (Huthnance, 1981; Simpson, 1998; Klingbeil et al., 2018;

Valiente et al., 2019).

Coastal seas also present small thermal and mechanical inertia. This causes them to

respond vigorously to the external forcing to which they are exposed, namely from

the overlying atmosphere, the continental land and the adjoining deep ocean basin

(Holt et al., 2017).
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Winds (and to a lesser extent, the atmospheric pressure �uctuations, see e.g. Gill and

Schumann (1974)) produce vigorous motions in the coastal oceans. For example, in

shelf areas storms can cause large set-downs/set-ups (Masselink et al., 2016; Staneva

et al., 2016) and wind-driven coastal upwelling/downwelling (Csanady, 1982) while in

the open ocean wind forcing rarely causes strong sea surface height changes (Kantha

and Clayson, 2000b; Talley et al., 2011b).

Shelf waters are also highly susceptible to the amount of the solar radiation they

receive. This promotes the formation of well-mixed waters during colder months

while it tends to develop a seasonal strati�cation in the warmer season. On the

other hand, the deep ocean presents a permanent strati�cation which is generally not

in thermal equilibrium with the overlying atmosphere (Rippeth, 2005; Holt et al.,

2010).

Fresh water discharges from the continental land represent another important source

of buoyancy forcing in the shelf seas, inducing buoyancy driven coastal currents

which represent an important component of the shelf sea circulation (Simpson, 1997;

Chapman, 2000; Hill et al., 2008).

In shelf seas, the local vertical structure of the water column is strongly determined

by the dominant balance between stabilizing buoyancy forcing from surface heating

and freshwater inputs, on the one hand, and mechanisms promoting vertical mixing,

namely tides and wind stress, on the other (Simpson and Hunter, 1974; Simpson and

Bowers, 1981). As a consequence, unlike in the open ocean, thermal and haline fronts

are very common in coastal seas. They are generated by the in�uence of freshwater

runo�, by surface heat �uxes interacting with horizontal variations of tidal mixing

or by the inherently contrasting regimes of deep and shelf waters at the shelf edge

(Simpson et al., 1978, 1981; Sharples and Simpson, 2009; Ivanov and Belokopytov,

2012).

Di�erently from the unbounded open ocean, shelf seas are also regions where ex-

treme changes (compared with the water depth) in topography and irregularities
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in the coast exert a fundamental control on the hydrodynamics (Holt et al., 2009).

For example, in coastal areas the oscillatory tidal motions can interact with local

topographic (e.g sandbanks) or coastal (e.g. headlands) features and induce a mean

circulation (Huthnance, 1973; Robinson, 1983; Polton, 2015). Also, the lateral and

vertical boundaries of the continental shelf may act as an e�cient waveguide for the

propagation of sub-inertial motions generated elsewhere, promoting the development

of a great variety of coastally trapped waves (Huthnance, 1975; Gill, 1982; Brink,

1991).

Relevant time scales of the coastal ocean are tidal or inertial cycles and diurnal or

synoptic periods, i.e. O(1) day, therefore much shorter than the ones characterising

the deep ocean. At the same time, the in�uence of the o�shore ocean makes the life

time of mesoscale eddies, i.e. order of week(s), another relevant time-scale over the

continental shelf (Klingbeil et al., 2018).

Also the horizontal length scales of the dominant physical processes are generally

much smaller than in the deep ocean. For example, let's consider barotropic tides

propagating on the shelf as a Kelvin wave with scale given by the external Rossby

radius LR =
√
gH/f , where H is the water depth and f is the Coriolis parameter.

As pointed out by Holt et al. (2017), in deep waters the Rossby radius LR is large

(> 1000 km) even at high latitude while on the shelf and near the coast it is ≈ 100

km. This is also the case for the �rst baroclinic Rossby radius L1 = c1/f (where c1

is the �rst-mode internal wave phase speed), which is the characteristic horizontal

length scale of baroclinic eddies: it has values < 7 km over continental shelves (e.g.

Fennel et al. (1991)), while in the deep ocean it is between 10 and 100 km (< 10 km

at high latitude oceans).

Because of their dynamical regime, the coastal seas are the most dynamic regions

of the ocean, where the circulation results from the combination of numerous com-

plex physical processes comprising a broad range of spatial and temporal scales of

variability. A complete and extended review of dominant coastal physical processes
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can be found, for example, in Huthnance (1995), Brink and Robinson (2005b) and

Simpson and Sharples (2012).

Which of the many processes dominate the coastal ocean depends on a variety of

factors, including the geometry, geographical location and the characteristics of the

adjoining basin. Each shelf sea has therefore a unique dynamics, arising from the

speci�c regional features of the various external forcing (Kantha and Clayson, 2000b).

2.1.2 Physical processes over the continental slope

The continental slope represents the region where the profound di�erences between

the shelf and the deep ocean regimes must be reconciled. In particular, the shelf

edge is where these contrasting dynamical systems exist in rather close proximity

and where this mutual adjustment creates rather special oceanographic processes,

which are of crucial importance for the exchanges of material between the open

ocean and the shelf seas (e.g., Huthnance et al. (2009); Holt et al. (2009); Zhou et al.

(2014); Brink (2016)).

The steep topography of the slope in combination with the Earth's rotation imposes

a particular and quite strong constraint on the large-scale geostrophic currents. In

fact, in proximity of the steep continental slope the steady geostrophic �ow tends

to follow isobaths at all depths (Taylor-Proudman theorem, e.g. Pedlosky (1982))

or, equivalently, goes along contours of the Coriolis parameter divided by the water

depth (f/h) (potential vorticity conservation, e.g. Cushman-Roisin and Beckers

(2011)).

Bathymetric steering represents a de�ning feature of the ocean dynamics, governing

the establishment of pronounced currents over continental slopes in many parts of

the world ocean. Despite the fact they are all constrained to �ow parallel to the

topography, along-slope currents can arise from a number of di�erent mechanisms.

At the western margins of the ocean for example, relatively narrow jet-like western
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boundary currents form as a result of the large-scale oceanic gyre circulation �owing

under the in�uence of the latitudinally varying Coriolis forcing (Stommel, 1948). In

this case, westward intensi�ed boundary currents �ow close to the shelf edge simply

because of the potential vorticity conservation constraint. On the other hand, at

the eastern boundaries of the ocean basins the wind-driven basin-scale circulation

is weaker and other mechanisms promote along-slope currents. For example, in

the eastern margin of the North Atlantic a strong and persistent �ow along the

continental slope of northwest Europe exists driven by the mutual adjustment of both

shelf and oceanic regimes to the meridional density gradient, a process sometimes

referred to as JEBAR (i.e. Joint E�ect of Baroclinicity and Bottom Relief, Sarkisyan

(1969); Sarkisyan and Ivanov (1971); Cane et al. (1998)). In this case the steep

topography of the slope represent a key factor in the forcing mechanism, and therefore

this type of currents are often referred as `slope currents'.

In constraining currents to be parallel to the isobath, topographic steering also in-

hibits cross-isobath currents, largely isolating coastal regions from the large-scale dy-

namics of the open ocean and often creating strong shelf-break thermohaline fronts

(Wright and Parker, 1976; Pingree et al., 1982; Cenedese et al., 2013). Cross-slope

�ow can only occur where the along-slope currents are no longer in geostrophic bal-

ance (Brink, 2016), namely when:

- The �ow is unsteady. This is the case for the oscillatory tidal �ow, for example.

- The �ow is energetic. In this case, the Rossby number is large (> 0.1, Simpson

and Sharples (2012)) and non-linear terms in the momentum equation become

signi�cantly important.

- Frictional e�ects are important. This is the case in the surface and bottom

boundary layers.

Figure 2.2 shows some of the main physical processes responsible for cross-slope

transport.
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Fig. 2.2: Conceptual sketch illustrating the continental shelf regime and the main
processes driving cross-shelf transport: (a) Wind-driven up-down-welling circulation;
(b) Ekman drainage; (c) Cascading; (d) Internal waves at the shelf-edge (e) Meanders
and eddies in the along-slope current. Redrawn after Huthnance et al. (2009).

Strong and steady along-slope wind stresses acting at the ocean surface can deviate

the slope dynamics form geostrophy, inducing substantial cross-slope transfer via

downwelling−upwelling �ows at the ocean margin (e.g. Cushman-Roisin and Beckers

(2011), see process a in Fig. 2.2).

Another dominant mechanism inducing cross-slope transport is the Ekman drainage

(mechanism b in Fig. 2.2), forced by the interaction between the often barotropic

along-slope current and the seabed over the slope (e.g., Shapiro and Hill (1997);

Simpson and Sharples (2012)).

Shelf-ocean exchange can be promoted also by cascading, a speci�c type of buoyancy-

driven current in which dense water formed by cooling, evaporation or freezing in

the surface layer over the continental shelf descends down the continental slope to a

greater depth (Nansen (1913); Cooper and Vaux (1949); Whitehead (1987); Huth-

nance (1995); Shapiro (2003), see descending dense water mass labelled c in Fig.
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2.2).

Internal tides generated by the interaction of barotropic tides over the slope and the

strati�cation of the water column are a globally ubiquitous phenomena (see magenta

wave labelled d in Fig. 2.2). They propagate as a series of internal waves on to,

and away from, the shelf, therefore promoting the transport of material across the

isobaths (Holligan et al., 1985; Sharples et al., 2001).

Strong horizontal variations in the velocity or density �eld of a steady large-scale

along-slope �ow may develop dynamical instabilities which break geostrophy and

lead the formation of mesoscale energetic structures driving transport across the

shelf edge (Huthnance, 1995; Shapiro et al., 2000; Brink, 2016). These can be either

meanders/eddies or coherent currents, with the only requirement to have a strong

non-linear dynamics characterised by a large Rossby number (see the meander e in

the along-slope current of Fig. 2.2). Several studies investigated the importance of

this type of shelf-ocean exchanges all over the world, e.g. Chern et al. (1990); Shapiro

et al. (2010); Zhang and Gawarkiewicz (2015); Nencioli et al. (2016). Eddies and

meanders increasing cross-frontal transfer can be generated also by irregularities in

the topography (e.g. Oey1992).

There is growing evidence (e.g., Badin et al. (2009); Brink and Cherian (2013)) that

tidal mixing fronts inshore of the shelf-break may drive the generation of coastal

mesoscale eddies potentially able to increase cross-shelf �ow. However, their role

in the coastal dynamics and shelf-ocean transport has still to be clearly understood

(Holt et al., 2017).

2.2 Numerical Ocean Modelling at regional scales

In this section, a review of the approaches used in regional ocean modelling is given.

The discussion is restricted to three-dimensional, free-surface numerical ocean models

which simulate the evolution of temperature and salinity under the Boussinesq and
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hydrostatic approximations. The prime focus is on the state-of-the-art computational

meshes and sub-grid-scale parameterizations used for modelling the coastal ocean.

A more complete review of the numerical techniques used in coastal and regional

modelling can be found in e.g. Mooers (1999); Dyke (2001); Holt et al. (2017);

Klingbeil et al. (2018).

2.2.1 Computational meshes

The small spatial scales characterising the local processes and the geography of many

regional seas (coastline, bathymetry, straits) pose a signi�cant challenge when sim-

ulating the hydrodynamics of these seas.

In the horizontal direction, two options exist to re�ne the resolution of the numerical

grid: (i) increasing the quasi-uniform resolution of the whole grid or (ii) introducing

a multi-scale capability that allows re�nement in speci�c locations (Holt et al., 2017).

Downscaling via nesting a high resolution regional model inside a model with larger

lateral domain and coarser resolution is the most common approach to multi-scale

modelling. However, the accuracy at which information can be exchanged between

the two domains and the degradation of the solution at the boundary represents an

important concern (e.g. Greenberg et al. (2007); Kourafalou et al. (2015)).

Current ocean models mainly use structured curvilinear horizontal grids with local

orthogonal quadrilaterals (Liu et al., 2017). These grids o�er a good degree of com-

promise between �exibility and accuracy, allowing to improve the representation of

many coastal processes − e.g. the propagation of Kelvin waves and land-ocean inter-

actions through the alligning of grid lines with the coast (Adcroft and Marshall, 1998;

Greenberg et al., 2007; Chassignet and Marshall, 2008; Gri�ths, 2013). However,

they rely upon analytical coordinate transformations which may limit their multi-

scale capability, often allowing the re�nement of a single region of interest (Holt et al.

(2017), see also Fig. 2.3(b)).
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(a) (b) (c)

Fig. 2.3: Di�erences between constant and variable resolution structured and un-
structured grids in the Adriatic Sea. (a) Structured geographical grid with constant
resolution. (b) Structured coastline-following orthogonal curvilinear grid with in-
creased resolution in the northern part of the basin (Zavatarelli et al., 2002); (c) Un-
structured triangular grid with increased resolution along Croatian coasts (Janekovi¢
and Kuzmi¢, 2005).

Unstructured grids are inherently suited to resolve dynamics encompassing a range

of scales (see Fig. 2.3(c)), o�ering a geometric �exibility that goes beyond the

functionality allowed by nesting or generalized curvilinear grids (Piggott et al., 2008;

Holt et al., 2009; Haidvogel et al., 2017). However, issues of numerical e�ciency

and accurate transport schemes can be still important (Danilov, 2013; Danilov and

Wang, 2015; Haidvogel et al., 2017).

In the vertical direction, model levels must be able to represent the important inter-

actions between �ows and topography over the continental shelf and to resolve the

sharp pycnoclines which often characterise these areas (see the review given in Sec.

2.1.1 and Sec. 2.1.2).

Typical vertical grids used in ocean modelling are based on z-geopotential, s-terrain-

following or isopycnal ρ-vertical coordinates. However, all of them present limitations

(e.g. Gri�es (2004), see also Fig. 2.4 and Fig. 2.5).

Geopotential coordinates (Fig. 2.4(a)) are generally not recommended for coastal

models, since they o�er low accuracy in simulating near-bottom dynamics due to

their step-like representation of topographic slopes and they experience di�culties
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(b) (a) (c)

Fig. 2.4: Sketch depicitng (a) z−geopotential, (b) s−terrain-following and (c)
ρ−isopycnal vertical coordinates. .

in dealing with large variations of the water level (e.g., large maximum tidal range

and �ooding events) (Klingbeil et al. (2018) and references therein).

Terrain-following coordinates (Fig. 2.4(b)) represent a natural framework for coastal

models, since they can guarantee the needed resolution in well-mixed areas and o�er

a smooth representation of the �ow down the slope (e.g., Mellor et al. (2002); Ezer

et al. (2002)). However, they introduce an error in computing horizontal pressure

gradients (e.g., Haney (1991); Mellor et al. (1994)).

When using s-coordinates, the horizontal pressure gradient consists of two terms:

∇p = (∇s −∇sz∂z)p,

= ∇sp+ ρg∇sz, (2.1)

where the hydrostatic balance ∂zp = −ρg is used to obtain the second relation

(Gri�es et al., 2000a). In equation 2.1, ∇p is the horizontal pressure gradient taken

along surfaces of constant depth z while ∇sp and ρg∇sz represent the components of

the horizontal pressure gradient along and across surfaces of constant s, respectively.

Considering the geostrophic balance and ocean currents with typical values of 1−10−1

ms−1, a scale analysis can be used to show that oceanic horizontal pressure gradients

(the ∇p term) at mid latitudes (f = 10−4 s−1) ranges between 10−2 and 10−1
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Isoneutral tracer transport Isoneutral tracer transport 
in the ocean interior:in the ocean interior:
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Fig. 2.5: Sketch depicting four of the main processes leading the ocean dynamics
and the `suitability' of the three geopotential, terrain-following and isopycnal ver-
tical coordinates in representing them (green means `good' while red means `poor'
suitability).

Nm−3. In the ocean, the slope of terrain-following s-levels (∇sz) can reach 1/100

to 1/10, especially next to the continental shelves, making the `sigma coordinate

correction term' ρg∇sz of the same order of ∇sp (e.g., Gri�es (2004)). Therefore,

in s-coordinates the horizontal pressure force becomes the result of two sizeable

terms, each having separate numerical errors that generally do not cancel, generating

spurious pressure forces that drive non-trivial unphysical currents (Haney, 1991;

Mellor et al., 1994).

One method to avoid horizontal pressure gradient errors could be to use the so called

vorticity-velocity formulation, i.e. eliminating pressure from the governing equations

by taking the curl of the momentum equations (e.g., Dennis et al. (1979); Speziale

(1987); Canuto et al. (2007)). However, when applied to ocean modelling prob-

lems such an approach experiences few issues that make it much less competitive

and appealing than the common pressure-primitive equations method. One problem

arises from the fact that the World Ocean with its many islands and continents is
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a multipli-connected region where the speci�cation of the Dirichlet boundary condi-

tions for the stream function may result quite a complex task (see Bryan (1969) for

the details). A second problem is that the vorticity-velocity method speci�es more

elliptic equations than the primitive variable formulation, which are more complex

to solve out e�ciently on vector and parallel processors and for complicated basin

shapes (e.g. Kantha and Clayson (2000b); Gri�es et al. (2000a)).

Both z− and s− vertical coordinates are also prone to the contamination of weak

diapycnal exchanges with strong isopycnal processes in cases the computational sur-

faces cross the isopycnals (e.g., Holt et al. (2017) and references therein).

The latter a�ects less isopycnal models (Fig. 2.4(c)), especially at regional scales.

However, ρ-coordinates are not recommended for shelf seas models given their prob-

lems in dealing with weakly strati�ed areas (e.g Gri�es et al. (2000a)).

Several solutions have been proposed to minimise the disadvantages of the various

vertical coordinate systems. A review is given in Sec. 3.1 and Sec. 4.1 (for the

speci�c case of the Black Sea) of this thesis or in Holt et al. (2017) (sec. 3.1.2) and

Klingbeil et al. (2018)(sec. 4.2).

2.2.2 Sub-grid physics parameterizations

Turbulent vertical mixing schemes of shelf seas models must be able to resolve the

rapidly varying vertical structure of both the upper and bottom boundary layers and

the vertical strati�cation arising from their mutual interactions (Holt et al., 2017).

For this reason, two-equation turbulence closure models (e.g. Mellor and Yamada

(1982) or k − ε) are preferred in regional coastal models (Klingbeil et al., 2018),

generally with satisfactory results (e.g Holt and Umlauf (2008); Maraldi et al. (2013);

Wobus et al. (2013); Hordoir et al. (2018)). The tuning of the length-scale limiter

(Galperin et al., 1988; Umlauf and Burchard, 2003, 2005) typically applied in these

models to deal with stably strati�ed �ows should be carried out carefully (Holt and
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Umlauf, 2008; Hordoir et al., 2018). Two-equation turbulence models are used also

in basin-scale and global ocean simulations (e.g., Ezer and Mellor (2000); Qiao et al.

(2004)), although they may experience di�culties due to the coarse temporal (i.e.

long baroclinic timestep) and vertical resolutions of these type of con�gurations (Holt

et al. (2017)).

Another approach consists in the direct algebraic computation of the vertical eddy co-

e�cients from bulk properties of the water column, as it is the case for the Pacanowski

and Philander (1981) or the KPP (Large et al., 1994) parameterizations. Successful

implementations of the Pacanowski and Philander (1981) scheme to coastal ocean

scenarios are reported by Lermusiaux (2001); Ciliberti et al. (2015); Trotta et al.

(2016, 2017) while Durski (2004); Wilkin (2005) showed that the KPP scheme can

be used in shelf seas simulations with good results.

Laplacian and/or biharmonic di�usion of momentum and tracers is usually applied in

ocean modelling to parameterise the lateral turbulent mixing not explicitly resolved

by the model (e.g. Kantha and Clayson (2000b); Hecht and Hasumi (2008)). Whilst

this is generally justi�ed for large scale models, it is not clear if it is needed in regional

models, due to their higher horizontal resolution (e.g. Holt and James (2006)).

One common approach of regional ocean models is to neglect lateral turbulent �uxes

and rely on the numerical di�usion of the advection scheme (Holt and James, 2006;

Klingbeil et al., 2018). Another solution is to use lateral di�usivity and viscosity

parameters either constant in space and time or scale-selective, i.e. depth-dependent

(e.g. Wakelin et al. (2009)) or �ow- and resolution-dependent (Smagorinsky, 1963).

While there is consensus about lateral di�usion acting mainly along-isopycnals in

the open ocean, it is still not clear if this is the case also for weakly strati�ed coastal

areas (e.g. Gri�es (2004)). Moreover, implementing isoneutral di�usion with sloping

vertical coordinates require some attentions (e.g. Beckers et al. (2000); Gri�es et al.

(2000a)). For this reasons, it is common practice in regional shelf-sea models to use

either geopotentially oriented explicit di�usion (e.g. Barnier et al. (1998); March-
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esiello et al. (2009); Furner (2012); Lemarié et al. (2012)) or to di�use only the tracer

anomaly computed with respect to climatological values (Mellor and Blumberg, 1985;

Ezer and Mellor, 2000; Ezer et al., 2005).

2.3 The Black Sea study case

2.3.1 Main features of the Black Sea physical oceanography

The Black Sea is one of the most studied seas of the World Ocean (Stanev, 2005)

and is one of the largest and deepest in-land basin of the world, located on the

border between Europe and Asia. It is connected to the Sea of Azov through the

Kerch straits and to the Atlantic Ocean via the Marmara, Aegean and Mediterranean

seas through, respectively, the Bosporus, Dardanelles and Gibraltar narrow straits

(Shapiro, 2008). The total surface area of the sea is 416790 km2 while its maximum

depth ranges between 2210 m and 2258 m (Ivanov and Belokopytov, 2012).

The Black Sea bottom topography includes three distinct zones (see Fig. 2.6(a)):

the shelf (depths ≤ 200 m) represents 25% of the whole basin, the continental slope

(depths between 200 and 2000 m) occupies the 40% of the entire sea area and the

abyssal plain (depths ≥ 2000 m) covers about the 35% of the Black Sea area (Ivanov

and Belokopytov, 2012).

The most vast shelf zone of the Black Sea (≈ 220 m wide, 16% of the total sea area)

is located in the north-western part of the basin, has a quite gentle slope and is where

Europe's large rivers �ows. To the contrary, the narrow shelf zones located along the

Caucasian, Anatolian and southern Crimean coasts rarely exceeds 15 km in width,

are much steeper and have numerous submarine canyons and channel extensions (see

Fig. 2.6(b), Ivanov and Belokopytov (2012)).

According to recent evaluations of the global climate (e.g Kottek et al. (2006); Peel

et al. (2007)), the northern coast of the sea can be regarded as a continental climate
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(a)

(b)

5.24 %
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17.63 %

26.80 %

Fig. 2.6: (a) Map of the Black Sea bottom topography based on the International
Bathymetric Chart of the Mediterranean Sea (IBCM, in m); (b) Position of the shelf
break in the Black Sea according to the GEBCO 2008 (bold black line). Solid color
indicates values of the bottom slope with range: 5.24%−8.75%, 8.75%−17.63% and
17.63% − 26.80%, dotted lines show isobath of 200 m and 2000 m. Modi�ed from
Ivanov and Belokopytov (2012).
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zone, the south-western part of the coast near Istanbul as a Mediterranean climate

area while the rest of the Black Sea coast can be classi�ed as temperate climate

(subtropical or maritime).

The average annual air temperature over the Black Sea presents a uniform north-

south gradient, from 10◦C in Odessa and Ochakov area to values exceeding 14◦C

in the southern coast. Winters can be quite cold in the northern part of the basin,

with air temperature that can reach values below 0◦C, while a milder winter season

characterises the southern and eastern areas (Ivanov and Belokopytov, 2012).

The atmospheric circulation over the Black Sea is cyclonic during most of the year

(Shapiro, 2008). The wind stress vorticity is maximum during winter while it reaches

its minimum in late spring or early summer, when in many areas of the sea the

vorticity becomes negative (anticyclonic) (e.g. Stanev (1990); E�mov et al. (2002);

Kubryakov and Stanichny (2015)).

The Black Sea receives heat from March to August while it gives o� heat to the

atmosphere from September to February. The radiation budget (short- and long-wave

radiation) presents maximum values in June (Simonov and Altman, 1991; Schrum

et al., 2001) or July (E�mov and Timofeev, 1990), while it has minimum values

in November (Ivanov and Belokopytov, 2012). The total turbulent heat �ux from

the sea to the atmosphere (sensible and latent heat �uxes) shows minimums in April

(Simonov and Altman, 1991) or in May (E�mov and Timofeev, 1990) and maximums

in autumn (Ivanov and Belokopytov, 2012).

Volume and salt budgets in the Black Sea can be written as

E + P +QR +QinB +QoutB = 0, (2.2)

QinB Sin +QoutB Sout = 0, (2.3)
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where E and P are surface water �uxes due to evaporation and precipition, respec-

tively, and QR is the �ux of freshwater from rivers' discharges. QinB represents the

Boshorus �ux of deep Mediterranean waters with salinity Sin �owing in the Black

Sea while QoutB is the Bosphorus surface out�ow of Black Sea waters with salinity

Sout leaving the basin (e.g. Bulgakov and Korotaev (1984)). The exchange through

the Kerch Strait can be omitted since the �ow through this strait is small compared

to the other terms of the water budget (Stanev, 1990).

The Black Sea represents a classical estuarine basin (e.g. Pickard and Emery (1982))

characterised by a positive water balance (QR + P + E > 0).

The freshwater budget shows negative values from July to October, with minimum

reached in August, while it is positive from November to June, with maximum values

in April due to the river spring �ood and the minimal evaporation during this period

(Ivanov and Belokopytov, 2012).

The most prominent feature of the vertical thermohaline structure of the Black Sea is

the existence of extremely sharp seasonal and permanent pycnoclines, which isolate

the oxigen-rich waters of the surface layer from the oxigen-depleted waters of the deep

sea. The strong strati�cation is mainly driven by salinity, except for the upper 50 m

in summer. In the upper part of the permanent halocline exists a Cold Intermediate

Layer (CIL), a de�ning feature of the Black Sea which present water temperature

minimums (e.g. Shapiro (2008)).

The Black Sea is the largest brackish basin of the world (Tuzhilkin, 2008), with a

mean surface salinity of 17.85 PSU (Ivanov and Belokopytov, 2012). Its salinity

results from the balance between the freshwater budget and the amount of warm

and salty Mediterranean water (salinity of ≈ 34− 36 PSU) penetrating into the sea

along the bottom of the Bosphorus strait (e.g. Pickard and Emery (1982); Gregg

and Özsoy (2002)).

Figure 2.7 presents basin averaged monthly mean Temperature (T ) vertical pro�les
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(c)

(a)

(b)

Temperature oC

Salinity PSU

Density anomaly kg/m3

Fig. 2.7: (a) Basin averaged monthly mean temperature vertical pro�les of the upper
200 m of the water column; (b) Basin averaged yearly mean salinity vertical pro�le
of the whole water column; (c) Basin averaged yearly mean vertical density anomaly
pro�le of the whole water column (modi�ed from Ivanov and Belokopytov (2012)).
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of the upper layer (0− 200 m, Fig. 2.7(a)) and basin averaged yearly mean Salinity

(S) (Fig. 2.7(b)) and density anomaly (σ)(Fig. 2.7(c)) vertical pro�les of the whole

water column. The density anomaly σ is de�ned as ρ − 1000 kgm3, where ρ is the

in-situ density. The main thermohaline characteristics of the Black Sea water column

are the following:

• Upper Mixed Layer : widely present in autumn and winter while rare in May

and June. Mainly driven by temperature variability and located between 0 and

5 − 10 m in spring and summer while its depth increases up to 30 − 50 m in

winter.

• Seasonal pycnocline: controlled mainly by the seasonal thermocline, it is lo-

cated between 15−20 m from April to November and its greatest development

is in July-August. The seasonal thermocline is well-developed from April to

August, while from September to December the thermal strati�cation weakens

and in winter disappears. The seasonal halocline is weaker and con�ned close

to the surface in autumn-winter while it gets stronger and deepens to ≈ 20 m

in winter.

• Sub-surface Temperature Minimum Layer : quite shallow in March-April (depths

between20− 30 m), it gradually deepens down to depths of 70− 80 m in De-

cember. By de�nition, it includes the CIL.

• Permanent pycnocline: mainly driven by salinity e�ects and it coincides with

the main halocline, having a typical depth of ≈ 50− 100 m.

• Stationary quasi-isothermal layer : located at depths between 500 − 700 m.

Waters from the Marmara Sea mix with surrounding Black Sea waters, giving

o� heat and sinking down as colder water down to these depths where they are

warmed by geothermal heat �uxes (Samodurov and Ivanov, 2002; Mamayev,

1975, 1997).

• Bottom Mixed Layer : located between 1650 − 1750 m and the bottom, it
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2.3. The Black Sea study case

Fig. 2.8: Scheme of the vertical distribution of Black Sea water masses (from Ivanov
and Belokopytov (2012)).

presents constant potential temperature (≈ 8.897−8.903◦C and salinity 22.325−

22.340 PSU). It is formed by geothermal heat driven density convection (Mur-

ray et al., 1991; Özsoy et al., 1991; Samodurov, 2009).

Generally, the vertical thermohaline structure in the central part of the Black Sea

signi�cantly di�ers from the one characterising its coastal areas, resulting in a clas-

sical dome-shaped basin distribution of isothermal surfaces driven by the general

cyclonic circulation of the sea (e.g. Shapiro (2008)).

The Mediterranean water (MW) coming from the Marmara Sea via the Bosphorus

strait (T = 12−15◦C, S = 34−37 PSU, σ=26-28 kgm−3) and the freshwater entering

the Black Sea basin with river runo� and precipitation (T = 0 − 28◦C, S = 0) are

the two major water types from which Black Sea water masses originate. The Azov

Sea Water (AW) (S = 12−15 PSU) exerts some in�uence in areas close to the Kerch

Strait.

In the Black Sea, �ve major water masses exist (Ivanov and Belokopytov (2012), see

Fig. 2.8): Black Sea Coastal Water (BSCW), Black Sea Surface Water (BSSW),

Cold Intermediate Water (CIW), Black Sea Intermediate Water (BSIW) and Black

Sea Deep Water (BSDW).

The CIW is a sub-surface water mass representing one of the most distinctive feature
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of the Black Sea. It identi�es a layer of minimum temperature between the seasonal

and the permanent pycnoclines. Traditionally, the criterion to identify the CIW is

the 8◦C isotherm (Kolesnikov, 1953).

(b)

(a)

Fig. 2.9: (a) General scheme of CIW formation and advection; (b) Temperature cross
section across the north-west shelf break at 30.5◦ E on April 4-6, 1993. (Adapted
from Ivanov and Belokopytov (2012)).

The CIW is the result of winter convective mixing combined with the shallow depth

of the halocline in the centres of cyclonic gyres and in shelf areas. In those areas

where winter convection does not occur the CIW has an advective origin (Ivanov and

Belokopytov (2012), see Fig. 2.9(a)).

In the north-western shelf, winter cooling forms CIW which cascades in the deeper

basin and spreads around driven by the large-scale circulation (Kolesnikov (1953), see
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Fig. 2.9(b)); in the centres of cyclonic gyres, the CIW is formed by winter convection

and then advected all over the basin, similarly to deep water formation processes in

the Greenland Sea and the Gulf of Lyons (Ovchinnikov and Popov, 1987).

Figure 2.10 presents the following main features of the basin-scale surface circulation:

• A coherent cyclonic boundary current often called the Rim Current or the

Main Black Sea Current (Knipovich, 1932; Neumann, 1942) �owing over the

continental slope due to the potential vorticity conservation constraint (e.g.

Shapiro et al. (2010); see also Sec. 2.1.2).

• Two sub-basin cyclonic gyres particularly prominent in winter associated with

wind cyclonic vorticity maxima (Moskalenko, 1975) or the shape of the coastline

which divides the sea into two sub-basins (the apple shaped Crimean peninsula,

Leonov (1960); Filippov (1968)).

• Rich mesoscale activity, with a number of typically anticyclonic vortices (as

Bosphorus, Sakarya, Sinop, Kizilirmak, Sukhumi, Caucasus, Kerch, Crimea,

Danube, Constantsa, and Kaliakra anti-cyclonic eddies) and quasi-permanent

anticyclonic gyres in the south-east of the basin (Batumi eddy) and south of

the Crimean peninsula (Sevastopol eddy) located between the coast and the

Rim Current.

Although geostrophic calculations seem to support the hypothesis of an anti-cyclonic

circulation in the layer below 1000 m, measurements do not con�rm it (Ivanov and

Belokopytov, 2012).

Three main regions with di�erent dynamical regimes exist in the Black Sea (e.g.,

Boguslavsky et al. (2001); Poulain et al. (2005); Stanev (2005); Kubryakov and

Stanichny (2013)): (i) a coastal zone of very variable �ow, where currents speed

up to 20− 30 cm/s; (ii) the Rim Current zone, where a jet-stream �ow with speeds

of 21 − 22 cm/s up to values of 1 − 1.5 m/s exist; (iii) the open sea area, where

the current velocity decreases gradually from the periphery to the center, not ex-
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Fig. 2.10: Circulation pattern of the surface layer of the Black Sea. Solid (dashed)
lines indicate quasi-permanent (recurrent) features of the general circulation (from
Oguz et al. (1993); Korotaev et al. (2003)).

ceeding 10 cm/s. The current speed in the Black Sea signi�cantly decreases with

depth, especially in the layer 100-500 m, where it drops about 4 times (Ivanov and

Belokopytov, 2012).

The seasonal variability of the circulation is traditionally associated with the sea-

sonality of the external mechanical and buoyancy forcings (e.g. Korotaev (2001);

Korotaev et al. (2001); E�mov et al. (2002)), which promotes the alternating of a

stream-type circulation in winter and an eddy-type one in summer.

The Black Sea circulation is mainly driven by the positive curl of the wind stress

combined with the buoyancy forcing from the river run-o� (Shapiro, 2008). A number

of studies have investigated the role of wind stresses (e.g., Stanev (1990, 2005); Oguz

et al. (1995, 1996); Korotaev et al. (2001, 2003)) and buoyancy forcing (e.g., Bulgakov

and Korotaev (1984); Bulgakov and Korotayev (1989); Simonov and Altman (1991);

Korotaev (1997)) in driving the observed circulation pattern.

Oguz et al. (1995, 1996) and Stanev (1990) studied the role of JEBAR (see Sec.

2.1.2) in driving the formation of the Rim Current, showing that this e�ect is con-
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Fig. 2.11: Satellite image of the Black Sea based on MODIS data from NASA, 22
May 2004. Colors are exaggerated to show the contrasting coastal and open sea
water masses. (from Shapiro (2008)).

siderably weakened in the Black Sea due to its strong strati�cation. Moskalenko

(1975) noted that the in�uence of changes of the Coriolis parameter with latitude

is almost negligible in the Black Sea in comparison with bottom topography e�ects.

Tidal motion in the Black Sea is quite irrelevant: for example, Medvedev et al.

(2016) showed that the estimated maximum tidal height for a 100-year period is 18

cm in this sea. In addition, the seasonal variability of the Black Sea circulation has

been associated with baroclinic instabilities of the Rim Current (e.g., Eremeev et al.

(1991); Stanev and Staneva (2000); E�mov et al. (2002); Blokhina and Afanasyev

(2003)) or the propagation of Rossby waves from the eastern part of the sea to the

west (e.g Rachev and Stanev (1997); Stanev and Rachev (1999); Stanev and Staneva

(2000); Staneva et al. (2001); Korotaev (2001)).

Coastal eddies in the Black Sea are typically very energetic, elongated, anticyclonic

gyres wedged between the main cyclonic Rim Current over the shelf break and the

coast (Staneva et al. (2001), see also Fig. 2.11).
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In contrast to mesoscale rings generated by meandering of jet currents in the ocean

(i.e., Gulf Stream rings), coastal anticyclones in the Black Sea are formed mainly

by barotropic-baroclinic instabilities of the Rim Current due to the high horizontal

shear and horizontal friction (Blatov et al., 1984; Staneva et al., 2001; Shapiro, 2008)

or the in�uence of the bottom topography and shoreline con�guration (e.g Oguz

et al. (1992); Staneva et al. (2001)).

Mesoscale eddies and meanders act as a link between the coastal environment and the

open sea, providing a fundamental mechanism of transport of nutrient rich material

from the coastal zone to the oligotrophic and unproductive deep sea environment in

the Black Sea (e.g. Shapiro et al. (2000); Stanev et al. (2002); Zatsepin et al. (2003);

Shapiro et al. (2010); Zhou et al. (2014)).

2.3.2 Numerical modelling of the Black Sea circulation

The numerical modelling of the Black Sea circulation presents some particular chal-

lenges. Staneva et al. (2001) pointed out that a realistic eddy resolving Black Sea

ocean model must completely resolve the steep bathymetry, correctly simulate the

annual cycle of strati�cation and adequately simulate and/or parameterise shallow

coastal zone processes characterised by short length and time scales.

Another delicate aspect of Black Sea numerical models is the representation of water

mass formation processes. According to Peneva and Stips (2005), most of the nu-

merical Black Sea simulations fail to fairly reproduce the presence of the permanent

CIL without a relaxation to the climatological temperature and salinity �elds. In

addition, the same study also noted the di�culties of many Black Sea models in

representing the dynamic of the Bosphorus plume.

Several three dimensional primitive equation-based ocean models of the Black Sea

circulation exist (Oguz et al., 2006). According to Stanev (1990), the studies by

Sarkisyan and Dzioev (1974), Marchuk et al. (1975) and Dzioev and Sarkisyan (1976)

33



2.3. The Black Sea study case

can be considered the �rst attempts of using numerical models to investigate the

Black Sea hydrodynamics. However, those models were not sophisticated enough to

give the necessary insight in the basic physical mechanisms governing water masses

formation, deep water ventilation, seasonal changes and sensitivity of the general

circulation to all kinds of forcing controlling the Black Sea dynamics (Stanev, 1990).

In general, numerical studies performed before the 1990s had somewhat coarser hor-

izontal and vertical resolutions, being not able to properly resolve the narrow and

steep continental slope and the strong horizontal and vertical density gradients char-

acterising the Black Sea. More recently, due to the increase of available computing

resources, high resolution eddy-resolving models have become common (Oguz et al.,

2006).

For example, Stanev et al. (2003, 2004) applied the GFDL Modular Ocean Model

(MOM) with z-levels, rigid-lid, and an empirical-based functional representation of

the vertical eddy di�usivity and viscosity while Besiktepe et al. (2001) used the

Harvard Open Ocean Prediction Systems (HOPS) with similar characteristics.

On the other hand, Oguz et al. (1995); Korotaev et al. (2011); Cannaby et al.

(2015) implemented the Princeton Ocean Model (POM) with bottom-following σ-

coordinates, free surface and parameterizing the vertical mixing by means of ad-

vanced turbulence closure models. Similarly, Stanev and Beckers (1999); Capet

et al. (2012) used the GeoHydrodynamics Environment Research model (GHER-

3D) with double σ-coordinates, as did Miladinova et al. (2017) with a generalised

boundary-following vertical grid.

Staneva et al. (2001) opted for the Dietrich-Center for Air-Sea Technology model

(DieCAST), with similar characteristics to MOM but lower dissipation and fourth-

order accuracy (Oguz et al., 2006) while Kara et al. (2005) implemented the Hybrid

Coordinate Ocean Model (HYCOM).

Enriquez et al. (2005) used the Proudman Oceanographic Laboratory Coastal Ocean
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Modelling System (POLCOMS) with s-levels and an arti�cial �at bottom at a depth

of 1500 m to alleviate numerical errors in the computation of horizontal pressure gra-

dients while Korotaev et al. (2011); Demyshev (2011) used the Marine Hydrophysical

Institute model (MHI) with z-coordinate and the Pacanowski and Philander (1981)

parameterization for the vertical mixing.

Recently, Shapiro et al. (2013); Zhou et al. (2014); Ciliberti et al. (2016) implemented

in the Black Sea the Nucleus for European Modelling of the Ocean model (NEMO),

parameterizing the vertical mixing with the Generic Length Scale (GLS) turbulent

closure scheme (Umlauf and Burchard, 2003). While Shapiro et al. (2013); Zhou et al.

(2014) used a novel hybrid s-on-top-of-z vertical discretization scheme, Ciliberti et al.

(2016) used z-levels with partial steps.

All these models used a structured regular horizontal grid with constant resolution

less than 10 km (the baroclinic radius of deformation is around 20 km in the Black

Sea (Stanev, 2005)) and more than 20 levels in the vertical.

However, in the last decade a number of studies have implemented structured (e.g.,

Diansky et al. (2013); Gusev et al. (2017)) and unstructured (e.g., Divinsky et al.

(2015); Stanev et al. (2017)) horizontal grids with variable resolution to improve the

accuracy of the simulation in a speci�c local area of the Black Sea or to better resolve

a particular process.

2.4 The Dead Sea study case

2.4.1 Main features of the Dead Sea physical oceanography

The Dead Sea is a hypersaline terminal desert lake located in the Dead Sea rift valley,

between Israel and Jordan (see Fig. 2.12(a)). Geologically, the sea is situated within

the pull-apart that formed along the Dead Sea rift, one of the largest pull-apart of

the world. The lake's deepest point (-730 m) is the deepest terrestrial spot on Earth
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(Fig. 2.12(c)) (Garfunkel and Ben-Avraham, 1996; Katz and Starinsky, 2009).

(a)

(b)

(c)

Fig. 2.12: (a) Landsat-8 satellite image acquired on 4th July 2013 of the Jordan
Rift Valley and the Dead Sea (from https://www.esa.int/spaceinimages/Images/

2014/11/Dead_Sea_Middle_East); (b) Map of the Dead Sea showing the 2001 shore-
line at 415 ms and the location of Israeli meteo (EG100) and hydrographic (EG320)
stations (from Gertman and Hecht (2002)); (c) Sketch showing a meridional cross-
section along the Dead Sea water shed (adapted after Shapiro et al. (2019)).

Until 1978 the morphology of the Dead Sea consisted of a large and deep northern

basin and a smaller and much shallower southern basin connected via the Lynch

straits (e.g. Neev and Emery (1967)). Since the early 1960's, the in�ow of fresh

waters into the Dead Sea started to diminish signi�cantly, due to the enhanced

usage by the countries controlling the fresh watershed of its waters (i.e. Israel, Syria

and Jordan) (e.g. Salameh and Khawaj (1984)). In addition, Israel and Jordan also

started to use the Dead Sea waters for the production of minerals.
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This resulted in a negative water balance which caused an almost continuous drop of

the water level from a value of −397 m (i.e. 397 m below mean sea level) in 1960 to

values below −399.6 m in 1978, the depth of the Lynch straits (Anati and Shasha,

1989; Steinhorn and Assaf, 1980; Steinhorn, 1981).

As a result, the two basin separated (see Fig. 2.12(b)): the length of the Dead Sea

decreased from 80 km to about 50 km, its maximum depth diminished to 328 m,

its surface area diminished to 815 km2 and its volume diminished to 146 km3 (Neev

and Hall, 1979). Dikes were erected to prevent the drying up of Southern Basin,

transforming the area of the smaller basin into evaporation ponds for the production

of minerals, where water is pumped in from the Northern Basin (e.g. Gertman and

Hecht (2002)).

Changes in the lake water level in response to climate �uctuations have a�ected the

Dead Sea throughout its history (Klein, 1982; Yechieli, 2006). However, the incresed

anthropogenic intervention in the water balance of the lake during the 20th century

caused a drop of the water level of more than 20 m (see Fig. 2.13). Since 1980 the

surface level of the Dead Sea has been lowered at an average rate of about 60 cm

per year and for the period from 1998-2010 the lowering rate has reached about 1 m

per year (e.g. Gertman et al. (2010)).

The climate in the Dead Sea area is highly arid, with a mean annual rainfall less than

100 mm. The air temperature over the lake shows values between 7.5◦C and 43.4◦C,

while relative humidity over the Dead Sea is typically between 33% and 52%. On

average, August is the hottest month (average air temperature of ≈ 33◦C) and July

is the driest (39% humidity) while January is the coldest and most humid (average

temperature and humidity of 18◦C and 47%, respectively). The typical speed of

winds is 4 − 6 ms−1 and generally they are mostly northerly during summer while

in winter southerly winds are more common (Hecht and Gertman, 2003; Allan et al.,

2011).

Accurate hydrological measurements of the Dead Sea waters started in 1958 (Neev
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Fig. 2.13: Changes in the surface level of the Dead Sea and in the total stability of
the Dead Sea water column since 1992 (from Gertman et al. (2010)).

and Emery, 1967). However, regular hydrographic observations in the deepest part

of the Dead Sea (hydrological station EG320 in Fig.2.13) started only in 1975 (Stein-

horn, 1981; Anati, 1997).

The Dead Sea has an extremely high salinity (about 340 g kg−1) and a unique ionic

composition which signi�cantly di�ers from that of usual seawater. It is rich in

calcium, magnesium, potassium and bromine, and relatively poor in sodium, sulfate

and carbonate (e.g. Neev and Emery (1967)). For this reasons, common methods to

measure water salinity can not be used in this lake (Gertman and Hecht, 2002) and

the classical de�nition of `salinity' does not apply to its waters. In order to overcome

this di�culties, Anati (1999) proposed an equivalent salinity based on pycnometry

named `quasi-salinity'. It is de�ned as the Dead Sea water density anomaly from

1000 kg m−3 at an arbitrary reference temperature and now days it is operationally

used in the analysis of observations in the Dead Sea (Gertman and Hecht, 2002).

The water column of the Dead Sea can present two opposite type of strati�cation

regimes, either meromictic or holomictic (Steinhorn and Gat, 1983; Anati et al., 1987;
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su< sd su< sd su= sd su> sd 

Tu< Td Tu> Td Tu= Td Tu> Td 

Winter Summer Winter Summer

Meromictic Holomictic

Fig. 2.14: Sketch depicting di�erences between meromictic and holomictic regimes
in the Dead Sea. Su and Tu represent salinity and temperature of the upper mixed
layer while Sd and Td are salinity and temperature in the deeper layer.

Gertman and Hecht, 2002). A meromictic lake is characterised by a stable strati�ca-

tion throughout the whole year while a holomictic lake presents stable strati�cation

during the warm season and overturn and complete mixing of the water column

during winter (Hutchinson (1957), see Fig. 2.14).

In the Dead Sea, the meromictic regime appears only after extremely rainy winters,

when low salinity in the upper layer increases hydrostatic stability limiting winter

convection (Gertman et al., 2010). In holomictic regime, winter convection is pro-

moted by the cooling of the Dead Sea surface combined with the increasing of surface

salinity due to evaporation and mechanical wind energy. In summer, a strong pyc-

nocline typically located at a depth of 20 − 30 m exists. It mainly results from the

warming of the upper layer which stabilizes the strati�cation of the water column,

despite the increasing of surface salinity due to enhanced evaporation (Anati, 1997;

Gertman and Hecht, 2002).

For several centuries, the Dead Sea was a meromictic lake. However, due to the di-

minishing fresh water runo� into the lake, the salinity of the upper layer progressively

increased. Eventually, during winter 1978− 1979, the waters of the lake overturned

and the lake became holomictic for two months (Steinhorn and Gat, 1983; Anati

et al., 1987). Since then, the Dead Sea entered a new phase in which it switches
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Fig. 2.15: Interannual evolution of seawater temperature measured by the thermistor
string from the EG-100 meteorological platform (from Allan et al. (2011)).

from one regime to the other (Gertman and Hecht, 2002).

The overall stability of the Dead Sea is traditionally monitored by computing the

energy per unit area, W in [Jm−2], required to completely mix the water column

against its stable strati�cation (Anati et al., 1987):

W =
g

A(0)

∫ h

0

[
ρ(z)− ρ̂

]
A(z)z dz, (2.4)

where A(z) is the horizontal area of the hypersaline lake at depth z, ρ(z) is the

observed vertical pro�le of potential density, ρ̂ = h−1
∫ h

0 ρ(z) dz is the depth-averaged

density and h is the maximum depth of the Dead Sea.

Figure 2.13 presents the timeseries of W for the period 1992 − 2010. From 1992 to

1995, the Dead Sea was meromictic, due to the large input of fresh water from the

heavy rains of winter 1991-1992. After that event, the halocline gradually weakened

and its depth progressively increased from about 12 m in 1992 to about 25 m in 1995.

Eventually, in summer 1995 the salinity of the meromictic upper layer overshot the

salinity of the deep water and in the autumn of the same year convection mixed the

entire volume of the sea, starting a new period of holomictic regime (Gertman and

Hecht (2002), see Fig. 2.15).
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FT FS

Fig. 2.16: Schematic diagram illustrating the dynamics of two-layer �ngering systems
(from Radko et al. (2014)).

A distinct feature of the Dead Sea holimictic regime is the development of ther-

mohaline step-like structures in late summer and early autumn (Anati and Stiller,

1991; Gertman et al., 2015; Arnon et al., 2016). Thermohaline staircases consist of

remarkably regular homogeneous layers in vertical temperature and salinity pro�les

separated by high gradient interfaces. Although these mixed layers can be up to

tens of meters deep, they are created and maintained by double-di�usive processes

operating on scales of a few centimetres (Radko et al., 2014).

Double-di�usion is a �uid instability arising from the fact that the molecular di�u-

sivity of salt (ks ≈ 1.1 × 10−9 m2s−1) is much lower than the one of temperature

(kt ≈ 1.4×10−7 m2s−1). Two di�erent types of double-di�usive convection exist: (i)

salt �ngering, where salt is the destabilizing component, and (ii) di�usive convection,

where the instability is driven by temperature (Stern, 1960).

In the ocean, salt �ngering is the most common double-di�usive process and it is

responsible for the development of T-S staircases (e.g. Stern (2003); Radko et al.
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2.4. The Dead Sea study case

Fig. 2.17: Selected pro�les illustrating key stages of sharpening and merging of ther-
mohaline staircases (from Arnon et al. (2016)).

(2014)). Let's consider a salt-�ngering system of two nearly homogeneous layers

separated by a high-gradient interface with warm and salty water located on top

of cold and fresh water (see Fig. 2.16). The strong interface has a thickness of

few centimeters and is where salt-�ngers develop: if a parcel of �uid just above the

interface is displaced downward form its equilibrium position, it will rapidly adjust

its temperature to that of the surrounding �uid but it will largely retain its original

salinity (since kt >> ks). In such a situation, the downward �ux of salt FS is greater

than the one of heat FT . This unequal transport of heat and salt through the double-

di�usive interface maintains in turn the homogeneous strati�cation of the two layers

by driving top-heavy convection: the �uid at the top of the lower layer, immediately

below the interface, consistently gains density and maintains convection; the �uid

immediately above the interface loses density, which drives convection in the upper

layer Radko et al. (2014)).

Thermohaline staircases have been observed in many areas of the world ocean (e.g.

Fedorov (1970); Garrett (1979); Zodiatis and Gasparini (1996)) and their importance

has been investigated for example by Schmitt (2005), who measured the vertical

mixing in the Caribbean staircases showing that layering increases vertical di�usivity

by as much as an order of magnitude relative to analogous smooth-gradient regions.

Step-like structures are observed in the Dead Sea water column in the late summer,
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usually in August (see Fig. 2.18). The observed thermal layering starts with the

formation of several sharp steps in the temperature pro�le, in agreement with pre-

vious direct numerical simulations of double-di�usion processes in the ocean (e.g.

Radko (2003)). At the end of August - beginning of September the thermohaline

staircases eventually merge, creating a single sharp temperature step which remains

until strati�cation is destroyed in late Autmn (Arnon et al., 2016).

Allan et al. (2011) presents measured currents pro�les collected during the period

2009-2011 in few transects in the south-western part of the Dead Sea. The maximal

recorded current velocity was 10 − 15 cm s−1 while average values were ≈ 5 − 10

cm s−1. During winter, currents were uniform within the water column, mostly

directed southward. In summer, measurements showed a two layer structure of the

circulation, with relative strong and uniform currents in the upper mixed layer and

uniform weaker currents, sometimes in the opposite direction, below the pycnocline.

In autumn the circulation had the same two layer structure, with currents typically

northward in the upper layer while a relatively stronger �ow directed southward

characterised the lower layer. Generally, a very weak or no signi�cant correlation

between the currents and the local winds measured during the same period at EG100

meteorological buoy was found.

2.4.2 Numerical modelling of the Dead Sea hydrodynamics

The unique environment of the Dead Sea poses many challenges for numerical mod-

elling of the hydrodynamics of this hypersaline lake (Brenner et al., 2015).

For example, the shallow and steep bottom topography of the Dead Sea combined

with its jagged coasts and its rapidly declining water level makes the usage of terrain-

following computational surfaces desirable, although errors in computing horizontal

pressure gradients with curved levels represent a serious problem (Gavrieli et al.,

2003).
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Moreover, the peculiar ionic composition of the waters of this lake and their ex-

tremely high salinity and density prevent from using common non-linear equations

of state (e.g. UNESCO-1980 or TEOS-2010) usually applied in the World Ocean

(e.g., Brenner et al. (2015)).

Also, the transition between meromictic and holomictic regimes, the very sharp ther-

mocline and the presence of thermohaline staircases during holimictic summers re-

quire the implementation of high vertical resolution and a robust and �exible vertical

mixing scheme (Brenner et al., 2015).

The Dead Sea hydrodynamics has been studied using both relatively simple 1D and

2D models and more complex 3D general circulation numerical models.

For example, Vadasz et al. (1983) used a 1D numerical model to simulate long-term

variations of vertical temperature, density, and salinity pro�les in the Dead Sea.

Asmar and Ergenzinger (2002, 2003) modelled the dynamics of the Dead Sea by

approximating the sea as a a two-layer system and evaluating a series of ordinary

di�erential equations describing mass balances on the water and major chemical

species in the basin. Ivanov et al. (2002) used a one-dimensional quasi-isopycnic

multilayer model with an upper mixed layer and the Anati (1997) equation of state

to study the variability of the thermohaline water structure in the period 1992−2000.

Ezer (1984) studied the currents in the Dead Sea by using the Huss and Feliks (1981)

numerical model for both the atmosphere and the sea while Huss et al. (1986) used

to same model to investigate the impact of the high density of the Dead Sea water

on the circulation. Sirkes (1986) studied the Dead Sea's wind-driven seiches using a

seiche model and a simple oceanic general circulation model, under the assumptions

of homogeneous temperature and salinity �elds.

During the Johannesburg 2002 World Summit, Israel and Jordan announced the joint

construction of the 'Peace Conduit', an arti�cial conduit to transport water from the

Gulf of Eilat/Aqaba to the Dead Sea. The aim of this project was to stop the drop
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in the Dead Sea's level and to use the ≈ 430 m elevation di�erence between the Gulf

of Eilat and the Dead Sea as an energy source for water desalination (Allan et al.,

2011).

A pilot modelling study to assess the consequences of this project on the Dead

Sea marine environment was carried out by Gavrieli et al. (2003). They tested

the Princeton Oceanographic Model (POM) in the Dead Sea, concluding that σ-

levels introduced too high pressure gradient errors, resulting in unrealistically large

velocities and instability of the model. Therefore, they used geopotential levels with

a new equation of state accounting for the di�erent ionic composition of the Dead

Sea waters and very low vertical di�usivity (of the order of (10−9) m2 s−1) to retain

the strong summer strati�cation.

Following the preliminary work of Gavrieli et al. (2003), Allan et al. (2011) used

POM with 50 unevely spaced σ-levels and the Anati (1997) linear equation of state

to study the short-term consequences of the 'Peace Conduit' project. They were able

to reduce spurious currents to an acceptable level by smoothing the bathymetry and

subtracting a basin averaged density pro�le before computing horizontal pressure gra-

dients (e.g. Mellor et al. (1998)). They used horizontally homogeneous atmospheric

forcing and T/S initial condition by spreading atmospheric and hydrographic data

measured at EG100 meteo-station and EG320 hydrographic-station, respectively.

More recently, Brenner et al. (2015) used POM with 61 σ-levels to reproduce the �ood

event of January-February 2013. They used the Gertman et al. (2010) equation of

state, idealized or simpli�ed surface forcing and relaxation of SST to observed value.

Padon and Ashkenazy (2018) implemented a number of MITgcm-based hydrody-

namic models with di�erent horizontal resolution, 15 z-levels and a linear equation

of state to investigate non-hydrostatic e�ects in the Dead Sea.
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2.5 NEMO ocean model

The numerical simulations of this thesis are carried out using the Nucleus for Euro-

pean Modelling of the Ocean (NEMO) Ocean General Circulation model code version

3.6 (Madec, 2008). NEMO solves the standard set of primitive equations usually ap-

plied to describe the motion of geophysical �uids: the incompressible, hydrostatic,

Boussinesq approximated Reynolds-averaged Navier-Stokes equations for momentum

and volume budgets, the tracer advection/di�usion equations for heat and salinity

conservation and a diagnostic non-linear equation of state for the ocean density.

In height coordinate and vector invariant form they can be written as follows:

∂tuh = −(∇h × uh)× uh −
1

2
∇h|uh|2 − w∂zuh − f k× uh (2.5)

− 1

ρ0
∇hp+ Du + Fu,

∂zp = −ρ g, (2.6)

∇h · uh + ∂zw = 0, (2.7)

∂tθ = −∇ · (θ u) +Dθ + Lθ + F θ, (2.8)

∂tS = −∇ · (S u) +DS + FS , (2.9)

ρ = ρ (θ, S, p) , (2.10)

where u = uh + w k = (u, v, w) is the ocean �ow vector (the subscript h denotes a

2D vector with components in the meridional and zonal directions and k is the local

upward vertical unit vector), z is the height referenced to the geoid, θ is the potential

temperature, S the practical salinity and ρ is the in-situ density. ∇h = (∂x, ∂y, 0)

represents the 2D di�erential operator while t is time, ρ0 is the reference density, p

the pressure, f is the Coriolis parameter and g is the gravitational acceleration. Du,

Dθ and DS parameterize sub-grid physics for momentum, temperature and salinity.

Fu, F θ and FS introduce surface forcing terms and Lθ describes the penetration of

the radiative heat �ux in the water column.
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In NEMO, the equation of state ρ(θ, S, p) can be either linear (following Vallis (2006))

or non-linear. If the latter is chosen, both the EOS-80 (UNESCO, 1983) and TEOS-

10 (IOC et al., 2010) formulations are available.

In this thesis, the e�ect of sub-grid scale dynamics on the large scale motion is

parameterized as follows:

Du = ∇h · (Ah∇huh)−∆h (Bh∆huh) + ∂z (Av∂zuh) , (2.11)

Dθ = ∇h · (Kh∇hθ) + ∂z (Kv∂zθ) , (2.12)

DS = ∇h · (Kh∇hS) + ∂z (Kv∂zS) . (2.13)

Here, Ah and Bh are the lateral Laplacian and biharmonic viscosity coe�cients,

respectively, while Kh is the lateral di�usivity coe�cient. The harmonic operator for

momentum and active tracers lateral di�usion is aligned with geopotential surfaces

while the viscous fourth-order operator is discretised along model levels. Av and Kv

represent the vertical viscosity and di�usivity coe�cients, respectively and NEMO

provides a selection of various turbulence closure schemes to compute them.

All the simulations carried out in this thesis use closed lateral boundaries with no-slip

condition and a non linear free surface formulation to describe the time evolution

of the air-sea interface η. The following prognostic equation for the free surface is

added to the set of equations solved by the models:

∂tη +∇ ·
∫ η

−H
uh dz = − (E − P −R/A) , (2.14)

where η is the deviation of the sea surface from its unperturbed position and E −

P − R/A represents the freshwater budget de�ned in terms of water �uxes due to

evaporation (E), precipitation (P ) and river discharge per river mouth's area (R/A).
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At the surface, the following kinematic boundary condition is applied:

w
∣∣∣
z=η
− ∂tη − uh

∣∣∣
z=η
· ∇η = E − P −R/A. (2.15)

The surface dynamic boundary conditions for momentum, heat and freshwater are:

Fu ≡ Amv ∂zuh
∣∣∣
z=η

= ρ−1
0 τ, (2.16)

F θ ≡ Amv ∂zθ
∣∣∣
z=η

= (ρ0Cp)
−1(Qtot −Qsr), (2.17)

FS ≡ Amv ∂zS
∣∣∣
z=η

= S
∣∣∣
z=η

(E − P −R/A), (2.18)

where τ = (τx, τy) is the wind stress, Cp = 4000 Jkg−1K−1 is the ocean speci�c

heat, Qtot and Qsr are the net and solar heat �uxes at the sea surface, respectively.

The penetration in the water column of the short wave radiation Qsr (Lθ term in

Equation 2.8) can be parameterized by using a chlorophyll-independent 2-wavebands

light penetration scheme (Paulson and Simpson, 1977) or the Lengaigne et al. (2007)

chlorophyll-dependent 3-wavebands scheme.

For the dynamic bottom boundary condition, if not stated otherwise a log-layer en-

hanced quadratic bottom friction parametrisation is used, with minimum and max-

imum bottom drag coe�cient values equal to 2.5 · 10−3 and 10−1, respectively (see

Madec (2008) for the details).

NEMO solves the primitive equations in a horizontally orthogonal curvilinear co-

ordinate system together with a generalised vertical coordinate s(x, y, z, t) (see e.g.

Kasahara (1974)). Discretization of the equations is performed on an Arakawa C

type structured mesh and the transformation from the continuous coordinate system

to the discrete mesh is speci�ed in terms of the three scale factors e1, e2, e3 de�ned
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Fig. 2.18: The geographical coordinate system (λ, φ, z) and the curvilinear coordinate
system (i, j, k) (from Madec (2008)).

as

e1 = (a+ z)

[(
∂λ

∂i
cosφ

)2

+

(
∂φ

∂i

)2
]1/2

, (2.19)

e2 = (a+ z)

[(
∂λ

∂j
cosφ

)2

+

(
∂φ

∂j

)2
]1/2

, (2.20)

e3 =
∂z

∂k
, (2.21)

where (i, j, k) is a set of orthogonal curvilinear coordinates on the sphere associated

with the positively oriented orthogonal set of unit vectors (i, j,k) linked to the earth

such that k is the local upward vector (see Fig. 2.18). Then, λ(i, j) represents the

longitude and φ(i, j) the latitude, while a is the Earth's radius and z the altitude

above a reference sea level.

In all the numerical experiments, the time-splitting formulation for the non linear

free surface is applied. For calculation of the hydrostatic pressure gradient term

the pressure Jacobian scheme together with a leapfrog time scheme are used. The

Asselin time �lter parameter is equal to 0.1. The Total Variance Dissipation (TVD)

and Energy and ENstrophy (EEN) conservative schemes are chosen for tracer and
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momentum advection, respectively.

The speci�c NEMO set-up used in each particular numerical experiment is detailed

in the relevant Chapter.
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3. A multi-envelope vertical

coordinate system for

numerical ocean modelling

This Chapter has been published as Bruciaferri, D., Shapiro, G.I. and Wobus, F.

(2018) A multi-envelope vertical coordinate system for numerical ocean modelling.

Ocean Dynamics, Volume 68(10), Pages 1239-1258, doi:10.1007/s10236-018-1189-x.

3.1 Introduction

When designing an ocean model, the choice of the vertical coordinate system must

be pursued very carefully (Gri�es, 2004), especially in regional areas where local

smaller-scale processes interact with large-scale oceanographic features (Kantha and

Clayson, 2000b; Gangopadhyay and Robinson, 2002). Numerical discretisation intro-

duces truncation errors speci�c to the chosen vertical coordinate system, and hence

in�uences the representation of physical processes (Haidvogel and Beckmann, 1999).

Currently, three main vertical coordinates are typically used in ocean modelling,

namely z-level (geopotential), terrain-following and isopycnic, but all of them have

de�ciencies (see e.g Chassignet et al. 2006).

The z-level coordinates are a natural framework for describing horizontal pressure

gradients. However, the z-level system generates an unnatural step-like represen-

tation of bottom topography and consequently introduces an error in simulating

near-bottom processes, including dense water over�ows (e.g. Ezer and Mellor 2004;

Ivanov et al. 2004). Gerdes (1993a) concluded that the crude approximation to the
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actual topography used in z-level models results in large errors in the simulated mass

transport in regions where planetary and topographic beta-e�ects are of comparable

magnitudes. Horizontal overshoots of dense water due to step-like representation

of bottom topography lead to spurious convective mixing. Recently, Ezer (2016)

showed that the unrealistic representation of topographic slopes in z-ocean mod-

els has a negative impact on the simulation of the dynamics of western boundary

currents and consequently of large-scale circulation.

The disadvantages of z-level grids initiated intensive development of terrain-following

grids for ocean modelling (Blumberg and Mellor, 1987; Haidvogel et al., 1991; Ezer

and Mellor, 1992). The terrain-following coordinate (σ-coordinate system) o�ers

a smooth representation of bottom topography and a natural parametrisation of

the bottom boundary layer (Mellor et al., 2002). However, it introduces a pressure

gradient error, in particular on steep slopes (Haney, 1991; Mellor et al., 1994, 1998).

The use of computational surfaces that are not aligned with isopycnals (which is

generally the case of both z- and σ-coordinate systems) in simulating tracer trans-

port introduces the contamination of slow diapycnal processes by fast isopycnal ex-

changes (e.g. Roberts and Marshall 1998; Gri�es et al. 2000b). As a consequence,

spurious diapycnic mixing poses a major problem in non-isopycnal models (see Holt

et al. 2017 and references therein). Such de�ciencies are not present in vertical grids

where computational levels follow isopycnals (so-called isopycnic grids), e.g. used in

the MICOM ocean model, see Bleck (1998). However, isopycnic models experience

di�culties in weakly strati�ed areas, such as over the continental shelf or in the up-

per or bottom mixed layers (Gri�es et al., 2000a). Legg et al. (2006) compared the

performance of isopycnal and z-models in representing dense cascades while Legg

et al. (2009) pointed out the importance of a correct simulation of oceanic over�ows

in numerical climate models.

In order to minimise the disadvantages of the various vertical coordinate systems,

further modi�cations were introduced either to the vertical grids themselves or to the
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numerical representation of the governing equations. For example, the introduction

of shaved (Adcroft et al., 1997) or partial (Pacanowski et al., 1998) cells which

slightly change the shape of `pure' z-coordinate grids was proposed to improve the

representation of bottom topography in z-models. The z-partial steps approach is

now widely used for global (Barnier et al., 2006) and regional (e.g., Oddo et al.

2009; Trotta et al. 2016) ocean models. A stretched terrain-following s-coordinate

system (Song and Haidvogel, 1994) and its several variants (e.g, Madec et al. 1996;

Siddorn and Furner 2013) as well as advanced methods in calculation of pressure

gradients (Shchepetkin, 2003) were developed to improve σ-coordinates �exibility

and accuracy.

The concept of a generalised vertical coordinate system (see for example Kasahara

1974 or Mellor et al. 2002) allowed in principle the development of vertical grids of

various complexity, as for example the hybrid vertical schemes where di�erent `pure'

grids were applied to di�erent sub-domains of the ocean. The aim of this was to

better represent the di�ering physical processes which might prevail in di�erent sub-

domains, by using one speci�c grid rather than another. Examples of those methods

are the HYCOM model (Bleck and Boudra, 1981; Bleck, 2002), the vertical grids by

Gerdes (1993a,b), Madec et al. (1996), Shapiro et al. (2013) or the Song and Hou

(2006) parametric vertical coordinate system.

The idea of Arbitrary Lagrangian-Eulerian (ALE) vertical coordinates (Hirt et al.,

1974) permitted the development of z∗- (Adcroft and Campin, 2004) and z̃-coordinates

(Leclair and Madec, 2011) and the adaptive σ-based coordinate (Hofmeister et al.,

2010).

A signi�cant improvement in terrain-following schemes was achieved by introducing

the idea of the `enveloping' bathymetry, where computational surfaces follow a `vir-

tual bottom' (aka envelope) rather than the real bathymetry (Enriquez et al., 2005;

Dukhovskoy et al., 2009; Shapiro et al., 2013). This solution allows the reduction of

slopes of computational surfaces and the reduction of pressure gradient errors to an
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acceptable level.

In this study, we introduce the `Multi-Envelope s-coordinate' (hereinafter MEs-

coordinate). It extends the classical concept of terrain-following coordinates by

de�ning s-levels which follow multiple envelopes rather than a single one as is the

case in existing models. This approach allows to combine the ideas behind the hy-

brid schemes (best representation of di�erent physics in di�erent sub-domains of the

model) and numerical improvements (e.g. enveloping) developed for `pure' vertical

discretisation grids. The new vertical system represents a generalised coordinate sys-

tem, since all non-isopycnal vertical grids (both `pure' and hybrid) can be considered

a special case of MEs-coordinates.

The Chapter is organized as follows. Section 3.2 de�nes the MEs-coordinate, detail-

ing its features. Section 3.3 describes the idealised model domain, the design of the

three di�erent vertical grids and the set up of the three numerical experiments. In

Sec. 3.4, the results are presented, analysed and discussed. Section 3.5 summarises

our main conclusions.

3.2 The Multi-Envelope s-coordinate

In this Chapter we show how the MEs system can be used to improve the repre-

sentation of the oceanic transport in a non-isopycnal coordinate model. The MEs-

coordinate combines the s-coordinate concept and the idea of `enveloping' the bottom

topography.

Let us consider a local Cartesian x, y, z coordinate system with a downward vertical

unit vector ẑ. A stretched envelope-following s-coordinate can be de�ned as

z = S(σ, η,He), (3.1)

where η(x, y, t) is the deviation of the sea surface from its unperturbed position,
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He(x, y) is a smoothed version of the actual bottom topography (aka bathymetry

envelope) and −1 ≤ σ ≤ 0, with σ = 0 at z = η and σ = −1 at z = He. A general

stretching function is represented by S(σ, η,He). It can be, for example, the one

by Song and Haidvogel (1994), Shchepetkin and McWilliams (2005) or Siddorn and

Furner (2013).

The MEs vertical system de�nes n arbitrary reference surfaces (hereafter called en-

velopes) Hk
e (x, y, t), with 0 ≤ k ≤ n and n ∈ {2m + 1} with m a positive integer

such that

η = H0
e < H1

e < ... < Hn−1
e < Hn

e , (3.2)

Each envelope Hk
e (x, y, t) moves with the free-surface according to the following

equation:

Hk
e = hke + η

(
1− hke

h

)
, (3.3)

where hke(x, y) is the depth of the kth envelope when the ocean free-surface is unper-

turbed (η = 0) and h = hne .

The envelopes divide the ocean model vertical domain into n sub-zones Di, with

1 ≤ i ≤ n. Each sub-zone Di is bounded by envelopes H i−1
e at the top and H i

e at

the bottom.

The non-dimensional σi-coordinate is de�ned for each sub-zone Di as

σi = − z −H i−1
e

H i
e −H i−1

e

, (3.4)

with σi(H
i−1
e ) = 0 and σi(H

i
e) = −1. Then, the MEs-coordinate is de�ned as a

piecewise function z|Di = Si(σi, H
i−1
e , H i

e), if i ∈ {2m+ 1} (3.5a)

z(x, y, σi, t)|Di = P 3
x,y,i(σi), if i ∈ {2m} (3.5b)

The function Si(σi, H i−1
e , H i

e) in Equation 3.5a represents a general stretching func-
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tion. For example, in the case of the classical Song and Haidvogel (1994) stretching

function, MEs coordinates are de�ned as

z|Di = H i−1
e + hicσi − Ci(σi)(H i

e − hic −H i−1
e ), (3.6)

where hic is the critical depth at which transition from pure σ to the stretched s-

coordinate occurs and Ci(σi) is the hyperbolic function of Song and Haidvogel (1994)

(their C(s)).

The function P 3
x,y,i(σi) in Equation 3.5b is a complete cubic spline whose coe�cients

are determined by the following three constraints:

1. Monotonicity:

∂σiz|Di > 0, with


−1 ≤ σi ≤ 0, if i = n

−1 < σi ≤ 0, if i < n

2. Continuity:

z|Di(σi = −1) = z|Di+1(σi+1 = 0),

3. Continuity of the �rst derivative:

∂σiz|Di(σi = −1) = ∂σi+1z|Di+1(σi+1 = 0),

Under these conditions, the Jacobian of the transformation from z to σ is continuous,

ensuring one of the requirements of improved accuracy formulated by Marti et al.

(1992) and Treguier et al. (1996).

The new MEs represents a generalised coordinate system, in the sense that `pure'

and hybrid non-isopycnal vertical coordinates can be considered a special case of
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Fig. 3.1: Sketches depicting `pure' z- (a) and σ- (b) grids and hybrid Madec et al.
(1996) z-on-top-of-s (c) and Shapiro et al. (2013) s-on-top-of-z (d) approaches as
retrieved with the MEs-coordinate system. Envelopes H i

e used to de�ne each speci�c
con�guration are shown in red.

MEs-coordinate. For example, z-grids are simply generated by de�ning a single

horizontal envelope H1
e = max(HB), where HB(x, y) is the actual bathymetry (see

Fig. 3.1(a)). Similarly, terrain-following σ-coordinates can be generated by choosing

H1
e = HB, see Fig. 3.1(b)). Figures 3.1(c) and 3.1(d) show how hybrid `z-on-top-of-

s' (Madec et al., 1996) and `s-on-top-of-z' (Shapiro et al., 2013) grids, respectively,

can be easily generated with the MEs vertical system. In MEs all grid cells are

full, both near the bottom and in the interior, and their shape is dictated by the

corresponding envelope.

An important feature of the MEs system is that envelopes H i
e can be arbitrarily

chosen surfaces. This implies that they can be designed to optimise the representa-

tion of those physical processes that are prioritised, allowing the modeller to manage

and control the design of model levels with enhanced �exibility. Fig. 3.2 shows an

example of MEs design by using �ve reference surfaces H i
e.

In this con�guration, sub-zone D5 has model levels which follow envelope H5
e , a
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Fig. 3.2: Conceptual sketch of the MEs vertical coordinate system. In this example,
�ve envelopes H i

e are used to de�ne MEs-levels.

smooth version of the actual bottom topography up to 1500 m. This enables realistic

simulations of dense water over�ows over the ocean bottom while reducing pressure

gradient errors. In sub-zone D3, model levels are horizontal. Zones D2 and D4 work

as transition zones which gradually reduce the slope of s-levels towards geopotential

surfaces in D3.

The upper envelope H1
e follows the `main pycnocline' (i.e. long-term mean pycno-

cline) in open ocean areas but it follows the topography in coastal regions. Such

an envelope allows to obtain realistic simulations of both dense water cascades in

shelf areas and the formation of a cold intermediate layer in the open sea. The

pycnocline-shaped envelope reduces the angle between the computational surfaces

and the isopycnals, and hence reduces the spurious diapycnal mixing, thus perform-

ing similar to isopycnal coordinate systems.

To clarify this e�ect, let us consider the idealised case of a two-layer immiscible �uid

depicted in Fig. 3.3.

In this case, tracer advection and di�usion occurs exclusively along the isopycnal

surface, as represented by black and green arrows in Fig. 3.3(a), and there is no
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(d)(c)(b)(a)

Numerical di usion

Advection 

Isoneutral di usion

Fig. 3.3: Idealised two density layers baroclinic ocean (a) and its representation with
geopotential z-levels (b), terrain-following s-levels (c) and the MEs vertical system
with the upper envelope H1

e designed to follow the main pycnocline in open ocean
areas (d). The real pycnocline is represented by the dashed blue lines, while the
pycnocline simulated by the models is shown with the solid blue lines. See the text
for more detailed explanations.

diapycnal mixing. Figures 3.3(b), 3.3(c) and 3.3(d) illustrate how the real isopycnal

surface is represented with z-level, s-level and MEs grids, respectively.

Black arrows in Figures 3.3(b) and 3.3(c) show how advection is simulated in z-

and s-models, resulting in the spurious mixing across di�erent densities due to much

stronger `along-computational-level' numerical di�usion (see the red arrows) , which

transfers mass and momentum between the density layers.

The rotation of the di�usion operator to align the lateral di�usion with isopycnals

(Redi, 1982) would have reduced this undesirable e�ect. However, s-models typically

use geopotentially oriented di�usion, because of the di�culties in computing isoneu-

tral di�usion (Barnier et al., 1998; Marchesiello et al., 2009; Furner, 2012; Lemarié

et al., 2012). Another approach (widely used in regional models) could be the sub-

traction of climatological temperature and salinity �elds before the lateral di�usion

�uxes are calculated, hence di�using only tracer anomalies, following Mellor and

Blumberg (1985).

If model levels mimic the pycnocline as in the MEs model, the angle between the

isopycnals and computational surfaces is small, see Fig. 3.3(d), and the spurious di-
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3.3. Experiments to assess model skill

apycnal mixing arising from numerical errors of the advective schemes is signi�cantly

reduced.

In order to use the MEs grid for our computations, we modi�ed the NEMO model

code accordingly. A new module called zgrmes has been created. It contains a

subroutine called zgr_mes and several functions and it is used by the domzgr mod-

ule. The new zgr_mes subroutine is responsible for (i) reading the externally pro-

vided bathymetry and envelopes, (ii) computing the MEs-coordinate transforma-

tion and (iii) calculating the 3D arrays of MEs levels depths and vertical scale

factors ∂σiz|Di . In order to compute the four coe�cients of the complete cubic

spline P 3
x,y,i, the Fortran90 numerical library pppack (de Boor, 1978) was modi-

�ed and introduced in the new zgrmes module. The introduction of the MEs dis-

cretization schemes in the NEMO code involved also modi�cations in the model

namelist, with changes in the namzgr namelist group and the creation of a new

namelist group called namzgr_mes where all the parameters de�ning the MEs co-

ordinate system are declared. In addition, modi�cations were also made in all the

NEMO code modules where the choice of the vertical coordinate system is relevant,

namely domain, dom_oce, domstp, domwri, dynhpg, dtatsd, dynldf_bilap, dynldf,

dynspg_ts, dynvor, dynzdf, ldfdyn, mppini_2, ldfslp, sbcrnf, traldf, traqsr,

trazdf, zdfini, diadct, dtauvd.

3.3 Experiments to assess model skill

In this section we assess the modelling skills of the MEs scheme in comparison to

the widely used z-level with partial steps scheme by performing a set of idealised

numerical experiments with an axisymmetric ocean basin.

The model domain is a bowl-shape basin with a diameter of 500 km, maximum depth
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3.3. Experiments to assess model skill

of 1000 m and the downward positive topography HB de�ned by

HB = max

{
h0 exp

(
x2

2σ2
+

y2

2σ2

)
, 1000

}
, (3.7)

with h0 = 25000 m, σ = 8, and x, y ∈ [−40 km , 40 km] (see Fig. 3.4(a)). The slope

at the 200 m isobath of the idealised basin is ≈ 1.5%.

3.3.1 Model grids

All the numerical experiments are carried out by using two models which have the

same horizontal mesh but two di�erent vertical grids: one uses the common z-level

with partial steps (hereafter called zps) while the second uses the new MEs scheme.

In the horizontal, the mesh has 140 grid points in both the zonal and the meridional

directions and a uniform grid spacing ∆x = ∆y ≈ 3.57 km. For better comparison

between the MEs against the zps vertical grid, both models have the same number

of 34 numerical levels and hereafter they are called MEs-34 and zps-34, respectively.

For the same reason, the computational level no 26 is placed at the same depth of

250 m for both grids.

One experiment is also carried out with a z-full step vertical grid at a very high

vertical resolution of 150 levels (hereafter zfs-150). This simulation is used as a

reference where analytical solutions are not available (see Section 3.3.2).

The zps-34 grid uses a standard NEMO-3.6 z-partial steps scheme (Fig.3.4(c)) with

a minimum layer thickness of 4 m. The partial step parameters are tuned in such

a way that the topography represented with 34 levels is close to the one discretised

with 150 geopotential levels.

The MEs-34 grid is con�gured by using three envelopes (see Fig.3.4(d)). The middle

H2
e and the deep H3

e envelopes are horizontal and located at 250 m and 1000 m

respectively. Therefore, the deeper D3 zone of the MEs grid is e�ectively discretised

with a z-coordinate grid. The upper envelope H1
e of the MEs-34 grid is dome-shaped
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Fig. 3.4: Cross sections of the topography HB of the idealised domain (a) and zfs-
150 (b), zps-34 (c) and MEs-34 vertical (d) grids con�gured for this study. For the
numerical grids, only the portion of the domain highlighted with the red square in
panel (a) is shown for clarity.

in the ocean interior, following a typical shape of the thermocline in a sea with a

cyclonic circulation, but it follows an `enveloping'-bathymetry over the continental

slope and shelf.

The `enveloping'-bathymetry is a smoothed version of the actual bathymetry with a

maximum depth of 200 m and a minimum depth of 10 m. It is obtained by applying

the Martinho and Batteen (2006) smoothing algorithm to the actual topography,

which reduces the maximum value of the slope parameter (Mellor et al., 1998) de�ned

as

r ≡ | Hb −Ha |
Hb +Ha

, (3.8)

where Ha and Hb are the depths of adjacent grid cells. With the H1
e envelope, the
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Fig. 3.5: Vertical distribution of zps-34 (red) and MEs-34 (green) model levels in
the middle of the computational domain. The depth of the 26th level (250 m) is also
shown.

value of r is reduced from r = 0.13 (actual bathymetry) to 0.09 (H1
e envelope),

allowing the reduction of pressure gradients errors.

The uppermost envelope H1
e has a parabolic shape in deep areas (HB(x, y) ≥ 200

m) given by equation

H1
e = A+B(x2 + y2), (3.9)

where A = 87.22 and B = 273.33. The MEs-34 con�guration uses 18 levels in the

upper (D1) zone, 8 levels in the central (D2) zone and 8 levels in the deeper (D3)

zone. The con�gurations of the two 34 levels vertical grids are presented in Fig. 3.5,

where the vertical distributions of zps-34 (red) and MEs-34 (green) model levels in

the middle of the computational domain are compared.

The zfs-150 model uses a standard NEMO-3.6 z-full step grid (Madec, 2008) with

the stretched function tuned in such a way that layers thickness up to 200 m depth
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3.3. Experiments to assess model skill

Exp. Oceanic Ideal test Initial ocean Perturb. Assess. of
Name process process setup models' skills

Ocean Evolution Horiz. uniform Comparison
HPGE circulat. of a stably vert. stable - with

(Sec. 3.3.2) strati�ed strati�cation, analytical
ocean no motion solution
at rest

Dense Gravity Dense ring Comparison
CASC water current No strati�c., upon the with

(Sec. 3.3.2) cascading over no motion shelf and the analytical
upon the steep shelf-break solution
shelf topography
CIL Sinking and Cyclonic Cylindrical Comparison
formation spreading of ocean with dense water with high

CILF in the a dense 2 density patch in the vert. resol.
(Sec. 3.3.2) ocean cold patch layers upper layer model solut.

interior

Table 3.1: Oceanic processes tested in this study together with the associated exper-
iment setup and the method used to evaluate models skills.

is almost constant with a value of ≈ 2 m (Fig. 3.4(b)).

3.3.2 Experiment set-up

We carry out three idealised process-oriented numerical experiments which mimic

three typical oceanic conditions. The �rst experiment (hereinafter called HPGE)

is designed to assess the generation of spurious currents due to horizontal pressure

gradient errors (see Section 3.3.2). The second experiment (hereafter called CASC)

represents dense water cascading from the continental shelf (Ivanov et al., 2004), see

Section 3.3.2. The third experiment (hereinafter CILF) simulates the formation of a

cold intermediate layer over a permanent thermocline, a process observed in many

subarctic seas (Chubarenko and Demchenko, 2010; Cyr et al., 2011). The latter

process is monitored in our simulations by using a passive tracer (see Section 3.3.2).

The inventory of the experiments is given in Table 3.1.

The skills of MEs-34 and zps-34 models are assessed by comparison with known

analytical solutions for the �rst and the second experiments. In the third experiment

the analytical solution is not available and the comparison is made against a reference

numerical simulation which uses zfs-150.
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3.3. Experiments to assess model skill

Physical and Comput. HPGE EXP. CASC EXP. CILF EXP.
NEMO speci�c setup

EOS non-linear non-linear linear
(TEOS10) (TEOS10) (Roquet et al., 2015)

λ1 = λ2 = 0.0
µ1 = µ2 = ν = 0.0

Lateral di�usivity 8 [m2s−1] 8 [m2s−1] 10−7 [m2s−1]
Vertical di�usivity 10−7 [m2s−1] GLS 10−7 [m2s−1]
Vertical viscosity 10−5 [m2s−1] GLS 10−5 [m2s−1]

Table 3.2: Physical and computational NEMO setup speci�c of the three experi-
ments. If not speci�ed, NEMO standard values are used (see Madec 2008).

In all the numerical experiments, the time-splitting formulation for the non-linear

free surface is applied, with the baroclinic and barotropic time-steps equal to 150

s and 7.5 s, respectively. We use the pressure Jacobian scheme together with a

leapfrog time scheme for calculation of the hydrostatic pressure gradient term. The

Asselin time �lter parameter is 0.1. The Total Variance Dissipation (TVD) and

Energy and ENstrophy (EEN) conservative schemes are used for tracer and momen-

tum advection, respectively. All the simulations are performed using the f -plane

approximation (f ≈ 10−4). For the lateral di�usion of momentum, we use a second

order operator aligned with horizontal levels together with a forth order operator

discretised along model levels (O'Dea et al., 2012). The Laplacian and bi-laplacian

viscosity coe�cients are constant with values equal to 102 m2s−1 and −2·109 m4s−1,

respectively. The lateral di�usion is simulated by using a horizontal harmonic oper-

ator with constant di�usivity (see Table 3.2 for the values used in each experiment).

The vertical di�usivity and viscosity coe�cients are constant in the HPGE and CILF

experiments while are computed using the Generic Length Scale (GLS) turbulent clo-

sure scheme (Umlauf and Burchard, 2003, 2005) tuned following Wobus et al. (2013)

in the CASC experiment (see Table 3.2). In the HPGE and CILF experiments we

reduce the explicit vertical di�usivity to the minimum value allowed by model stabil-

ity (10−7 m2s−1), in order to isolate the e�ect of spurious numerical di�usion linked

to the vertical discretisation scheme. All the models use no-slip lateral boundary

conditions and a log-layer enhanced quadratic bottom friction parametrisation with

minimum and maximum bottom drag coe�cient values equal to 2.5 · 10−3 and 10−1,
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3.3. Experiments to assess model skill

respectively (see Madec (2008) for the details). Convection is parameterised by ap-

plying enhanced vertical di�usion on tracers in regions where the strati�cation is

unstable. The enhanced vertical mixing coe�cient is set equal to 10 m2s−1.

Generation of spurious currents

In these experiments we assess the accuracy of the zps and MEs vertical schemes

in representing horizontal pressure gradients. In zps models, the near bottom grid

points within a vertical level are not necessarily at the same depth as the grid points

in the interior, resulting in problems with pressure gradient errors and spurious

diapycnal di�usion (Pacanowski et al., 1998).

The initial condition for each run is obtained by horizontally spreading the tem-

perature and salinity pro�les showed in Fig. 3.6, so that there are no horizontal

pressure gradients, there is no initial circulation and the sea surface is �at. There

is no meteorological forcing or river discharge. In the absence of any external forc-

ing, the analytical solution for current velocities and horizontal density gradients is

zero. However, numerical errors due to the vertical discretisation may lead to errors

in the pressure gradient computation, generating spurious current velocities (see for

example Berntsen 2002).

The HPGE experiments consist of two prognostic simulations, one for each vertical

grid, where the NEMO model is run for 30 days without any external forcing. The

computational and physical NEMO settings are listed in Table 3.2 (HPGE experi-

ments).

Dense water cascading on the shelf

In the second experiment we investigate the ability of the two 34 levels models to

properly represent the �ow of dense water down a steep topographic slope.
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Fig. 3.6: Vertical pro�les of temperature, salinity and potential density anomaly
used as initial condition for the HPGR experiment. They are basin averaged mean
annual climatologies computed from MyOcean Black Sea Reanalysis from 1992 to
2012 (MyOcean2, 2014).

We consider an initial axisymmetric, three-dimensional density ring of dense water

with a homogeneous density ρ+ ∆ρ, situated upon the shelf and an ambient ocean

with constant density ρ. The initial velocity is zero everywhere.

The initial condition used for the numerical simulations is shown in Fig. 3.7. The

axisymmetric dense ring is con�ned in coastal areas, has a maximum depth of 50 m

and temperature, salinity and potential density anomaly σr of 10◦C, 21 PSU and

16.00 kg m−3, respectively. Ambient water temperature is 12◦C and salinity is 20

PSU , yielding a potential density anomaly of σo = 14.94 kg m−3.

If such initial condition is allowed to evolve freely, the dense water will tend to

descend downslope driven by the gravitational force while the Coriolis force will

de�ect such motion toward the right (in the Northern hemisphere). In the absence

of friction, an equilibrium eventually will be reached. For a constant bottom slope

angle θ, the geostrophic current velocity ug is given by ug = g′

f tan θ (Nof, 1983),
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Fig. 3.7: Meridional cross-sections in the middle of the domain of the potential
density initial condition for CASC experiments.

where g′ is the reduced gravity g′ = g∆ρ
ρ0

and f is the Coriolis parameter. In the

presence of friction, a tongue of dense water of approximately 2 Ekman depths will

continue to descend.

In the case of a fully developed cascading without entrainment and ambient current,

there is an analytical solution for the downslope velocity (Shapiro and Hill, 1997)

given by

uSH97 = 0.2ug, (3.10)

where ug is the along slope geostrophic velocity (Nof, 1983). While the formula

by Shapiro and Hill (1997) was derived for constant slopes, we compare our model

results against this formula as the horizontal curvature of our domain is negligible

as compared to the topographic slope, and the change of the slope over the length

of the tongue is small. A similar approach was used in Wobus et al. (2011, 2013).

One month-long NEMO runs are performed with the computational and physical set-

tings listed in Table 3.2 (CASC experiments). The GLS turbulence closure scheme

is con�gured according to Wobus et al. (2013). The convective adjustment parame-

terization is used following Laanaia et al. (2010). The experiment is conducted with

2 vertical grids, the zps-34 and the MEs-34.
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Fig. 3.8: Meridional cross-sections in the middle of the domain of temperature and
salinity initial condition �elds de�ned on zfs-150 (a), zps-34 (b) and MEs-34 (c)
models' grids for the CILF experiment.

Formation of Cold Intermediate Layer

In the third experiment, we assess the ability of the zps-34 and MEs-34 vertical grids

to represent the formation of a Cold Intermediate Layer (CIL) over a permanent

pycnocline by monitoring the advection of a passive tracer in the ocean interior. The

experiment simulates the sinking and spreading of a dense (cold) patch of water in

an idealised cyclonic ocean with a doming pycnocline.

The initial condition is axisymmetric and represents a two-layer �uid with a cold

cylindrical patch at the centre of the basin (see Fig. 3.8). The main pycnocline is

de�ned by Equation 3.9 with A = 92.92 and B = 193.33 (note: the pycnocline does

not coincide with the H1
e envelope). Salinity is equal to 35 PSU and is constant

everywhere. The initial velocity is zero. We use a linear equation of state with
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coe�cients shown in Tab. 3.2 (CILF experiment). Temperature and density anomaly

σ (where σ = ρ− 1000 and ρ is the in-situ density) above (i.e. in layer 1) and below

(layer 2) the pycnocline are T1 = 26◦C, σ1 = 23.4 kg m−3 and T2 = 6◦C, σ2 = 26.7

kg m−3, respectively. The cylindrical dense convective patch has a radius of 50 km,

a maximum depth of 92.94 m and temperature, density anomaly and passive tracer

concentration equal to T3 = 16◦C, σ3 = 25.0 kg m−3 and C = 8 ppt, respectively.

The ratio between the volume of the cold dense patch (green slug in Fig. 3.8) and

the volume of the domed denser layer (blue �uid portion in Fig. 3.8) is 0.011 in all

the models.

Explicit tracer di�usion is negligibly small in order to isolate the numerical di�usion

linked to advection schemes. However, we use a standard high value (10 m2s−1)

of vertical di�usivity for convective adjustment. The computational and physical

settings are listed in Table 3.2 (CILF experiment). We use the numerical solution

of the very high vertical resolution zfs-150 model as a reference to evaluate the

performance of both zps-34 and MEs-34 vertical schemes.

The numerical simulations are performed for 60 days. When the lateral exchange

and spreading of an oceanic cold water patch occurs, baroclinic instabilities break

up the mixed patch and homogeneous water sinks and spreads out at its neutrally

buoyant level (see �g. 3 in Marshall and Schott 1999).

3.4 Results and Discussion

3.4.1 Horizontal pressure gradients errors

The numerical results of this experiment demonstrate that horizontal pressure gra-

dient errors appear in both MEs and zps models. After 31 days, spurious currents

develop in both models, however their absolute values are small in both cases. In

the zps-34 model they are localized only in proximity of the sloping sea-�oor while
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Fig. 3.9: (a) Time series of spurious currents maximum values, (b) time series of basin
averaged Kinetic Energy and (c) di�erences between temperature pro�les extracted
in the middle of the domain after 30 days of simulation and the initial condition of
zps-34 (red) and MEs-34 (green) models.

in the MEs-34 model they a�ect all the domain.

Time series of the maximum value of spurious currents computed over the whole

domain (Fig. 3.9(a)) show that umax values are less than 5 · 10−3 ms−1, i.e. well

within the acceptable margin of error and are comparable with the accuracy of

high-precision instruments (Valeport, 2017). The averaged over the length of the

simulation maximum error for the zps-34 model is 0.59 ·10−3 ms−1, which is slightly

better than the one of the MEsmodel, where the average maximum value is 1.47·10−3

ms−1.

The time series of the basin averaged Kinetic Energy (KE) due to spurious currents

are compared in Fig. 3.9(b). The zps-34 model has a time averaged KE of 5.41 ·10−6

Jm−3, which corresponds to an average speed of 1.02·10−4 ms−1. The MEs-34 model

shows slightly higher but still very low values: basin averaged KE of 4.42·10−5 Jm−3
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and average speed of 2.93 · 10−4 ms−1. After one month of simulation, the KE in

the MEs model does not reach an equilibrium. In the case of σ-coordinates, this

behaviour has been classi�ed as sigma error of the second kind (SESK) (Mellor

et al., 1998) and it has been reported and studied in a number of publication (see

for example Shchepetkin 2003 and references therein).

Figure 3.9(c) presents di�erences between the temperature pro�les extracted in the

middle of the domain of the two models after 30 days of simulation and the initial

condition, showing that the same level of spurious mixing is obtained with both the

models.

As discussed in Sec. 3.3.1, the doming of the computational levels in MEs-34 was

introduced to deal with ocean domains characterized by a cyclonic circulation. In

this experiment we use MEs-34 for an ocean with largely horizontal isopycnals and an

absence of any background circulation. In order to evaluate a potential negative e�ect

of curved computational levels in the ocean interior we also performed an additional

simulation with the same grid set-up of the MEs-34 grid but using a modi�ed upper

envelope H1
e which is horizontal in the ocean interior. Hereinafter we call this grid

SH13-34, since it follows Shapiro et al. (2013), see Fig. 3.1(d). Comparisons of

numerical results obtained with the MEs-34 and the SH13-34 grids demonstrate that

inclining the model levels in the ocean interior (used in MEs-34) does not increase

the magnitude of spurious currents. The time-averaged maximum value of spurious

currents in the SH13-34 is 1.46 · 10−3 ms−1 as compared to 1.47 · 10−3 ms−1 in

MEs-34. This result supports the use of MEs-34 type models with the curved upper

envelope even in areas without cyclonic circulations or where ocean fronts are weak

or moderate.

3.4.2 Dense water cascading on the shelf

We evaluate the zps-34 and MEs-34 models' performance in representing dense wa-

ter over�ows down a steep topography by comparing the numerical results of the
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Fig. 3.10: Cross section in the middle of the domain showing the cascade simulated
by the zps-34 (a) and the MEs-34 (b) models at day 6.

downslope velocity with theoretical values given by Shapiro and Hill (1997).

The downslope speed is de�ned as the speed of the plume head in an azimuthally

averaged sense. The plume is de�ned as a water mass with potential density ≥

1014.99 kg m−3. The speed is computed using the horizontal distance of each grid

cell representing the plume head from the middle of the domain.

Time series of the plume edge depths show that both models reproduce a dense

water cascading with nearly constant downward speed (Fig. 3.10). The plume head

reaches the deepest zone of the model topography (1000 m) after 11 days in the case

of the MEs-34 model and after 14 days with the zps-34 grid.

In order to compare the numerical and analytical solutions, we compute the downs-

lope velocity umodel of the simulated cascades only when the plume edge is located

in areas where the topographic slope is between 0.006 and 0.020 and the depth is

less then 800 m (see Fig. 3.11(a)). To compute the Nof velocity we use a slope of

0.014, the mean value of the actual bottom slope.

In order to compute the reduced gravity g′, we consider a reference potential density

ρ0 given by the daily mean of azimuthally-averaged potential densities in model

cells just above the model bathymetry. The ambient water density ρa is obtained

by computing the daily mean of azimuthally-averaged potential densities in model
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Fig. 3.11: (a) Actual topography of the model domain (black) and the slope used to
compute the Nof (1983) velocity (red). The locations where the topographic slope is
equal to 0.006 and 0.020 and the maximum depth of envelope H1

e of the MEs model
are shown as well. (b) Comparison between the daily values of the downslope velocity
predicted by the Shapiro and Hill (1997) theoretical model with the numerical ones
obtained with the zps-34 (red) and the MEs-34 (green) models. Numbers indicate
the day.

bottom cells with values less than 1014.99 kg m−3. Finally, the daily potential

density ρc representative of the dense cascade of each model run is computed by

daily averaging potential densities of bottom cells where the azimuthally-averaged

potential density is between 1015.35 and 1014.99 kg m−3.

Figure 3.11(b) shows the comparison between the daily values of the downslope

velocity given by the analytical solution (Shapiro and Hill, 1997) and the numerical

solutions obtained with the zps-34 and the MEs-34 models.

Results show that the MEs-34 model performs signi�cantly better than the zps-34

model. In the zps-34 model, the dense water cascade crosses the analysed zone

(i.e. the area between the water depths of 90 and 450 m, see Fig. 3.11(a)) from

day three to day 9. Throughout the entire period, the zps-34 underestimates the

downslope speed of cascading, especially in the beginning of the event (day 3). The

RMS error of the zps-34 model is 0.031 ms−1, which is high (about 50%) compared

to the average downslope speed of 0.05 - 0.07 ms−1. On the other hand, in the MEs-

34 model the plume descends faster, has lower loss of density due to entrainment,
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and crosses the analysed zone from day 2 to 7. The modelled downslope speeds

are in the range of 0.06-0.12 ms−1 and are almost equal to the analytical solution,

with a RMS error of 0.009 ms−1, or about 10% of the average speed. The fact

that the downslope cascading in zps-34 is slower than in MEs-34 is probably due to

the enhanced arti�cial mixing (reducing g′) which characterises z-type models with

step-like topography (see Fig. 3.10). This agrees with other gravity current over�ow

experiments results (see for example �g. 2 in Ezer 2005).

Figure 3.11(b) shows that during the days 6 and 7 of the MEs-34 simulation, the

plume reaches the lower computational zone D2, which has some horizontal (geopo-

tential) levels. The accuracy of the simulation slightly decreases at this point in time

as the cascade head reaches a point in the vertical coordinate system which begins

to resemble a z-level grid.

3.4.3 Formation of Cold Intermediate Layer

For this experiment, an analytical solution is not available. Therefore, we compare

the results of zps-34 and MEs-34 models with the reference solution produced by

the high resolution zfs-150 model.

A zfs-150 simulation is signi�cantly more expensive computationally than a simu-

lation performed with the other two low resolution models. In this experiment for

example, the duration of the zfs-150 simulation on our HPC cluster was 70556 s

(≈ 19.6 hr), while zps-34 and MEs-34 numerical runs took 17579 s (≈ 4.9 hr) and

21646 s (≈ 6.0 hr), respectively. The di�erence in computer time between the two

coarse resolution models is due to the fact that the MEs-34 model has more com-

putationally active (i.e., wet) grid cells than the zps-34, where levels hit the sloping

bottom and part of the mesh is used to discretize land areas.

We begin the analysis with the comparison of the 60 days long time series of the

volume averaged Kinetic Energy (KE) of the three models (Fig. 3.12).
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Fig. 3.12: Time series of the volume averaged KE for the zfs-150 (blue), zps-34
(red) and MEs-34 (green) models.

After a few days of spin-up, all the simulations seem to represent the same general

dynamics: a �rst energetic stage where the dense cold patch sinks and spreads along

the permanent pycnocline and a second less active regime where the CIL is at its

neutrally buoyant level and geostrophy is the leading dynamics.

The time series of basin averaged KE produced with MEs-34 and the reference zfs-

150 models are quite similar, with a RMS error equal to 0.15 Jm−3 (or approximately

2% of the mean KE). Both models show a maximum of KE at day 10 with values

of 10.81 Jm−3 in the case of the MEs-34 model and 11.13 Jm−3 for the reference

zfs-150 model.
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Fig. 3.13: Passive tracer concentration after 18 days. First row : horizontal distri-
bution maps obtained at 105 m depth with the zps-34 (a), the zfs-150 (b) and the
MEs-34 (c) models. Second row : meridional cross sections obtained with the zps-34
(d), the zfs-150 (e) and the MEs-34 (f) models.
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Fig. 3.14: Density anomaly distribution after 18 days. First row : horizontal maps
at a depth of 120 m obtained with the zps-34 (a), the zfs-150 (b) and the MEs-34
(c) models. Second row : meridional cross sections obtained with the zps-34 (d), the
zfs-150 (e) and the MEs-34 (f) models.
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On the other hand, the zps-34 model simulates a shorter and less energetic �rst

phase and a moderately more vigorous geostrophic stage, with a RMS error of 0.96

Jm−3 (or 14% of the mean KE). The maximum of KE in the zps-34 simulation is

9.76 Jm−3 and is reached at day 8, i.e. 2 days earlier than the reference.

Daily averaged horizontal distribution maps and vertical cross sections of density

anomaly and passive tracer concentration after 18 and 50 days illustrate how the

more energetic (day 18) and the less dynamical (day 50) stages of the CIL formation

are represented by the three models.

After 18 days, the zfs-150 and MEs-34 models represent similar mesoscale baroclinic

structures (see Fig. 3.13(b)-(c) and Fig. 3.14(b)-(e)-(d)-(f)). As expected, the high

resolution reference model zfs-150 is able to maintain the sharp pycnocline, both

in the lateral and in the vertical directions (Fig. 3.14(b)-(e)). The MEs-34 model

demonstrates a similar capability, especially for horizontal gradients (Fig. 3.14(c)-

(f)). On the other hand, Fig. 3.13(a) and Fig. 3.14(a)-(d) show that the zps-34

model generates stronger diapycnal di�usion and entrainment than MEs-34.

The transport of the passive tracer along the pycnocline after 18 days is similarly

represented by both the zfs-150 and MEs-34 models (Fig. 3.13(e)-(f)). To the

contrary, the zps-34 model generates spurious mixed patches of tracer concentration

shown in blue in Fig. 3.13(d). This e�ect is probably due to the fact that the

horizontal computational levels create a staggered representation of the pycnocline,

and hence are subject to the same spurious mixing as when z-levels hit the sloping

bottom.

Figure 3.15(a) shows a vertical pro�le of temperature simulated by the reference

zfs-150 model in the proximity of the head of spreading dense water (blue pro�le,

left sub-panel). It also shows the errors relative to the reference produced by the

zps-34 (red) and MEs-34 (green) models, demonstrating that the MEs-34 grid has

a signi�cantly smaller error than the zps-34 model.
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Fig. 3.15: Temperature vertical pro�les simulated with the reference zfs-150 model
(blue) and errors relative to the reference produced by the zps-34 (red) and the
MEs-34 (green) models. The location of the pro�les is shown in each cross section.
(a) After 18 days and (b) after 50 days of simulations. The initial condition is shown
in black.

The vertical pro�les of errors in horizontally averaged density and passive tracer

concentration relative to the reference zfs-150 numerical solution after 18 days are

presented in Fig. 3.16(a)-(b). They show that the error generated by MEs-34 model

is approximately 50% smaller in comparison to the zps-34 model.

At day 50, all three models simulate a less active dynamics, where the lateral ex-

change and spreading of the dense cold water to its neutrally buoyant level is ter-

minated and geostrophic adjustment is the driving process, see Figures 3.17 and

3.18.

The reference zfs-150 solution shows that after 50 days the initial dense cold patch

has formed a nearly uniform well-de�ned density layer with sharp fronts above the

main pycnocline (see Fig. 3.18(b)-(e)). The passive tracer is advected with low

numerical di�usion, reaching depths of around 150 m at almost the original concen-

tration (Fig. 3.17(b)-(e)).

Figures 3.17(a)-(d) show the impact of the higher numerical di�usion of the zps-

34 model in the transport of the passive tracer: the nearly uniform distribution

along the pycnocline of the reference solution is lost and the passive tracer is mostly
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Fig. 3.16: Area averaged density and passive tracer concentration di�erence between
the zps-34 (red) and the MEs-34 solutions and the reference zfs-150 one after 18
days (a-b) and 50 days (c-d) of simulation.

con�ned at depths shallower than 120 m. The maximum of tracer concentration is

located at depths around 80-90 m. Figure 3.16(d) con�rms that this is the case for

the whole domain: at day 50, the zps-34 model simulates moderately higher tracer

concentrations than the zfs-150 model at depths between 90-110 m and importantly

lower values between 110-150 m.

After 50 days, the MEs-34 model represents a nearly uniform tracer distribution

along the main pycnocline up to 120-130 m (see Fig. 3.17(f)). The MEs-34 model

simulates a horizontal passive tracer ring-shaped distribution at a depth of 120 m

(Fig. 3.17(c)) which is very similar to the reference zfs-150 solution (Fig. 3.17(b)).

This proves a lower arti�cial di�usion of the MEs-34 model in comparison to the

zps-34 one. Figure 3.16(d) shows that at day 50 both zps-34 and MEs-34 models

generate slightly higher values than the reference solution.
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Fig. 3.17: Passive tracer concentration after 50 days. First row : horizontal distri-
bution maps obtained at 120 m depth with the zps-34 (a), the zfs-150 (b) and the
MEs-34 (c) models. Second row : zonal cross sections obtained with the zps-34 (d),
the zfs-150 (e) and the MEs-34 (f) models.
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Fig. 3.18: Density anomaly distribution after 50 days. First row : horizontal maps at
a depth of 120 m obtained with the zps-34 (a), the zfs-150 (b) and the MEs-34 (c)
models. Second row : zonal cross sections obtained with the zps-34 (d), the zfs-150
(e) and the MEs-34 (f) models.

81



3.4. Results and Discussion

At depths around 150 m, both zps-34 and MEs-34 simulate lower values than the

reference.

The zps-34 model shows the formation of a more extended and di�usive CIL, with

weaker horizontal and vertical gradients (Fig. 3.18(a)-(d)). These artefacts are the

result of the low vertical resolution combined with the step-like representations of

both pycnocline and advection. A spurious downwelling event is produced with the

zps-34 model, while it is not present either in the reference zfs-150 or MEs-34

solutions (see Fig. 3.18(d)-(e)-(f) and Fig. 3.15(b)).

Figures 3.15(b), 3.16(c) and 3.18(c)-(f) show that the MEs-34 model simulates the

formation of a CIL closer to the reference zfs-150 model, with lower diapycnal

di�usion and sharper density fronts than the zps-34 model.

The numerical mixing due to discretisation errors of tracer advection schemes causes

decay in time of the passive tracer total variance (Maqueda and Holloway, 2006;

Burchard and Rennau, 2008; Klingbeil et al., 2014), which is de�ned for a Boussinesq

�uid as

V ar(C) = 〈C2〉V − 〈C〉2V , (3.11)

where C is the concentration of the passive tracer and 〈•〉V = V −1
∫
• dV represents

a global averaging operator in a ocean with volume V =
∫
dV .

Following James (1996), in Fig. 3.19 we compare the cumulative loss with time of

the discrete passive tracer total variance in the three models in terms of the ratio

V ar(C)n/V ar(C)0, where n indicates the discrete time level and n = 0 is the initial

condition. Numerical results show that, as expected, the reference zfs-150 model

has the lowest loss of variance with time, and hence the smallest numerical di�usion.

The MEs-34 model performs generally better than zps-34, especially during the more

dynamic phase of the simulation. Both models give similar results after the end of

the active phase.
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3.5 Conclusions

In this study we have presented and assessed the skills of a new vertical discreti-

sation scheme which we call the `Multi-Envelope s-coordinate system' or `MEs'.

Our new system further develops the earlier concept of `enveloped bathymetry',

where model levels followed a `virtual bottom' (aka envelope) rather than the ac-

tual bathymetry. Such `single-envelope' system could be classed as an extreme case

of the new `multi-envelope' system. The multi-enveloping method allows the de�-

nition of computational surfaces which are optimised to best represent the physical

processes in question. This method provides greater �exibility in the designing of a

vertical grid than currently available geopotential level or terrain-following systems.

All of these systems can be obtained as speci�c implementations of MEs.

An assessment of the MEs model skill for a number of idealized process studies
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has shown that MEs generates a small pressure gradient error, gives a better repre-

sentation of dense water cascades down the continental slope and provides a more

accurate simulation of formation of a cold intermediate layer, than a comparable

z-partial steps system.

The MEs systems allows achieving a quality of simulation similar to a standard

geopotential grid which has a much higher number of levels, and hence the MEs

system is more computationally e�cient.

The algorithm of creating MEs has been implemented in NEMO for this study, but

can easily adapted for any 3D ocean model.
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4. A 3D computational mesh

to improve the representation

of dynamic processes in the

Black Sea

This Chapter has been published as Bruciaferri, D., Shapiro, G., Stanichny, S., Zat-

sepin, A., Ezer, T., Wobus, F., Francis, X., Hilton, D. The development of a 3D com-

putational mesh to improve the representation of dynamic processes: the Black Sea

test case, Ocean Modelling, 146 (2020), 101534, doi:10.1016/j.ocemod.2019.101534.

4.1 Introduction

The Black Sea is one of the largest land-locked basin in the world, located on the

border between Europe and Asia. It communicates with the Atlantic Ocean via the

Marmara, Aegean and Mediterranean seas and through a system of narrow straits,

namely the Bosphorus, Dardanelles and Gibraltar (Shapiro, 2008).

In 2004, the population of states bordering the Black Sea counted a total of about 294

million inhabitants (Vespremeanu and Golumbeanu, 2018), making the coastal and

shelf zones of this sea areas of prime economical and social importance (Shapiro et al.,

2011). During the end of the last century, the increased Black Sea anthropogenic

pollution caused one of the worst environmental crises of the world oceans, resulting

in the collapse of much of its coastal ecosystem (Mee, 1992).

The Black Sea oxygen-rich surface layer is separated from the oxygen-depleted deeper
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waters contaminated with hydrogen sulphide by the Cold Intermediate Layer (CIL).

Recent studies indicate a weakening of the CIL (e.g. Capet et al. (2016)), which could

result in greater mixing between deep and surface water with potential catastrophic

consequences for the biota. Hence there is a need for accurate long-term modelling

of the Black Sea marine environment including the variability of the CIL, trends in

its circulation and other parameters underpinning the state of its ecosystem.

Several Black Sea ocean models exist, the majority of which combines a regular geo-

graphical horizontal grid with constant resolution, with one of the standard vertical

coordinate systems, either z-level (geopotential) or terrain-following. For example,

z-level coordinates are used in the studies by Staneva et al. (2001), Korotaev et al.

(2011) and many others. Terrain-following coordinates were used, among the others,

by Besiktepe et al. (2001) and Cannaby et al. (2015).

None of these two discretization schemes are free from errors (Gri�es, 2004). In

z-coordinate systems, the step-like representation of the bottom topography leads to

overmixing over the continental slope while terrain-following models are known to

have errors in computing the pressure gradient force, particularly in areas of steep

continetal slope (e.g. Ezer and Mellor (2004)). Moreover, both vertical discretization

methods are prone to the contamination of weak diapycnal exchanges with strong

isopycnal processes when computational surfaces cross the isopycnals. Vertical grids

where computational levels follow isopycnals (known as isopycnal grids, e.g. Bleck

(1998)) have their own disadvantages, especially in weakly strati�ed areas, such as

over the continental shelf or in the upper or bottom mixed layers (Gri�es, 2004).

In order to minimise computational errors of the various vertical coordinate systems,

several methods were developed. For instance, Grayek et al. (2010) and Ciliberti

et al. (2016) used the NEMO ocean model with a z-levels with partial steps vertical

discretization scheme. Regarding terrain-following models, several di�erent methods

were developed to improve their accuracy in the Black Sea. Stanev and Beckers

(1999) and Capet et al. (2012) used a model with the double-sigma vertical coordi-
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nates system. Enriquez et al. (2005) used an arti�cial �at bottom at a depth of 1500

m to reduce the curvature of the terrain-following coordinate system while Shapiro

et al. (2013) introduced a novel s-on-top-of-z vertical discretization scheme. Re-

cently, Miladinova et al. (2017) used a generalised boundary-following vertical grid

to study the long-term variability of Black Sea thermohaline properties.

Regarding the horizontal discretization, two main approaches are used in high-

resolution ocean modelling: either nesting the high-resolution model into a lower-

resolution one, or using a horizontal grid with variable resolution. For example,

Diansky et al. (2013) and Gusev et al. (2017) used a structured horizontal grid (i.e

with trapezoidal cells) with increased resolution (≈ 50 m) near Big Sochi coast to

study the evolution of oil spills. Divinsky et al. (2015) used unstructured grids with

triangular cells to study the currents on the Black Sea northeastern shelf. Recently,

Stanev et al. (2017) used an unstructured grid combining triangular and quadrilateral

cells to study the circulation and inter-basin exchange in the Azov-Black-Marmara-

Mediterranean Seas system.

A widely used method to improve model skills is data assimilation (DA). Whilst

there is abundance of data on the sea surface parameters, such as temperature or sea

level anomalies obtained from satellites, observations of water column pro�les are

much scarcer. Therefore there is a need for a model which generates smaller errors

in free-run (without DA) and hence would require less observational data.

The aim of this study is to assess and quantify the e�ect of optimising the 3D

computational mesh for the prevailing physical processes on the accuracy of the

simulation in the Black Sea. We implement four numerical models of the Black Sea

hydrodynamics based on NEMO 3.6-stable ocean code (Madec, 2008). They use the

same initial condition and external forcing while they di�er in the combination of

the horizontal and vertical discretization schemes. Two di�erent type of numerical

experiments are carried out. In the �rst one, we compare the modelling skills of the

four models in a series of free-running simulations and we identify the one with the
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best accuracy. In the second, we compare our `best' model in free-run with the data

from EU Copernicus Marine Environment Monitoring Service (CMEMS) Black Sea

reanalysis dataset, which is a data-assimilating system and currently represents the

o�cial EU best estimate of the 1995-2015 Black Sea state. Finally, we investigate

the seasonal and inter-annual variability of the Mean Kinetic Energy (MKE) and the

CIL simulated by our new model and CMEMS reanalysis.

The Chapter is organised as follow. In Section 4.2 we describe in detail the four

numerical models implemented for this study (Section 4.2.1), the design of the nu-

merical experiments performed (Section 4.2.2), the external datasets used to validate

or to compare with models results (Section 4.2.3) and metrics used to asses models

accuracy (Section 4.2.4). In Section 4.3, numerical results of the �rst and second ex-

periments are presented and discussed in Sections 4.3.1 and 4.3.2, respectively, while

in Section 4.3.3 we analyse the variability of the MKE of geostrophic currents and the

CIL simulated by the new model and CMEMS reanalysis. Section 4.4 summarises

our main conclusions.

4.2 Materials and Methods

In this study, we simulate the Black Sea hydrodynamics by using a modi�ed version

of NEMO General Circulation model (Madec, 2008) along with real external forcing.

The governing equations solved by NEMO ocean model together with parameters and

numerical techniques adopted in this study are detailed in Section 2.5 and Appendix

4A.

4.2.1 Numerical models setup

Four numerical models are implemented which di�er only in the type of the 3D

mesh. Two of them use a regular geographical horizontal grid (hereafter called GEO),

while the other two implement a shelf-break following curvilinear grid (hereafter
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horizontal horizontal vertical vertical

model grid type resol. [m] grid type resol. [m]

Regular min = 2757 z-coord.+ min = 1
GEO-zps Geograph. max = 3035 part. steps max = 176

(GEO) mean= 2908 (zps) mean= 44
Regular min = 2757 Multi-Env. min = 1

GEO-MEs Geograph. max = 3035 s-coord. max = 171
(GEO) mean= 2908 (MEs) mean= 42

Shelf-break min = 984 z-coord.+ min = 1
CUR-zps following max = 6172 part. steps max = 176

(CUR) mean= 2646 (zps) mean= 44
Shelf-break min = 984 Multi-Env min = 1

CUR-MEs following max = 6172 s-coord. max = 171
(CUR) mean= 2646 (MEs) mean= 42

Table 4.1: Features of the numerical mesh of the four Black Sea models developed
in this study. The CUR-MEs model, which is the model showing the best accuracy
in the �rst experiment (see Sec. 4.3.1), is highlighted in bold. Statistics of vertical
grids are computed in the deep basin.

called CUR), where grid lines are designed to follow the 200 m isobath. Both type

of horizontal grids are combined with two di�erent type of vertical grids: one is

a standard z-levels with partial steps vertical grid (hereafter called zps) while the

other one uses the new Multi-Envelope s-coordinate system of Bruciaferri et al. (2018)

(hereafter called MEs). The four numerical models are identi�ed in the Chapter as

GEO-zps, GEO-MEs, CUR-zps and CUR-MEs and their features are summarized

in Table 5.1.

Models domain

The models' domain covers the total Black Sea, from 27.4◦E to 41.9◦E in the zonal

direction and 40.8◦N to 46.7◦N in the meridional one (Figure 5.1a). The current

implementation considers closed lateral boundaries and Bosphorus exchanges are

parameterized as a two-layers river.

The bottom topography dataset used in this study is the very high-resolution EMOD-

net Digital Topography Model 2018 (Shom, 2018) (Fig. 5.1a). The models' bathymetry

is computed by averaging all the EMODnet topography points within a particular

wet cell of models' grid. Such an approach allows one to create a remapped lower
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resolution bathymetry which is highly representative of the �ner resolution one, es-

pecially in regions where steep bathymetric changes occur (Sikiri¢ et al., 2009). The

minimum depth of models' bathymetry is 6 m while maximum is 2208 m.

Horizontal grids

Two di�erent horizontal grids with the same number of grid points 405 × 225 are

implemented. The �rst one is a regular geographical grid with grid lines aligned with

parallels and meridians and a zonal and meridional resolution of ≈ 3 km. We named

it GEO.

The second one is a general orthogonal curvilinear grid and it is identi�ed as CUR

in this thesis. It is designed to have grid lines following the shelf-break line (the 200

m isobath) and variable grid cells sizes, with higher resolution near the shelf-break.

The minimum grid size of the CUR grid is ≈ 1 km, while its maximum value is ≈ 6

km.

The generation of horizontal general curvilinear grids involves the usage of 2D con-

formal transformations which allow the mapping of physical domains with irregular

boundaries and physical coordinates (x, y) to regular computational domains with

orthogonal coordinates (i, j) (Ives, 1982). The CUR horizontal grid is generated

by using pygridgen software (https://phobson.github.io/pygridgen/), a Python

interface to the gridgen C-library of Sakov (2015) based on Schwarz-Christo�el con-

formal mappings (Driscoll and Trefethen, 2002; Xu et al., 2015). In this study,

pygridgen has been modi�ed to work accordingly to NEMO requirements.

One of the most de�ning feature of the Black Sea circulation is its Rim Current, a

basin-scale coherent cyclonic current �owing in proximity of the shelf-break (Shapiro

et al., 2010). The Rim Current is subject to instabilities which eventually lead to the

generation of meso-scale anticyclonic coastal eddies (Staneva et al., 2001; Shapiro,

2008). Meso-scale eddies contribute to shelf-deep sea water exchanges and hence to
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(a)

(b)

Fig. 4.1: (a) EMODnet DTM 2018 Black Sea topography map and locations of
hydrographic stations (see Sec. 4.2.3) used to validate models results. (b) Map
of the �rst baroclinic Rossby radius of deformation LD in the Black Sea and CUR
horizontal grid resolution (e1 and e2 are grid cells sizes in km). In the inset, a map of
the orthogonal curvilinear grid (CUR) with increased resolution in proximity of the
shelf-break developed for this study is shown (grid nodes are plotted every 3 points
in each direction for clarity).
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the health of the marine ecosystem (e.g., Zatsepin et al. (2003); Shapiro et al. (2010);

Zhou et al. (2014) and references therein).

In order to better resolve mesoscale and sub-mesoscale dynamics, the CUR grid has

an increased resolution in proximity of the 200 m isobath, especially along the cross

shelf-break direction. This approach should allow to:

1. improve the accuracy in simulating the interaction between meso-scale eddies

and large-scale circulation since we better resolve the �rst baroclinic Rossby

radius of deformation LD;

2. reduce horizontal pressure gradient errors arising from discretization of govern-

ing equations with curved vertical levels, since we reduce the slope parameter,

i.e. the change of depths of adjacent grid points divided by their mean (e.g.

Ezer and Mellor (2000));

3. have a more realistic (in terms of resolution) bathymetry in proximity of the

shelf-break and hence a more accurate simulation of the in�uence of topography

on the oceanic �ow.

Figure 5.1b describes the relationship between the �rst baroclinic Rossby radius of

deformation LD in the Black Sea and CUR grid resolution (e1 and e2 are grid cells

sizes). The Black Sea Rossby radius of deformation is computed in Wentzel-Kramers-

Brillouin (WKB) approximation as

LD =
1

fπ

∫ 0

−H
N(z) dz, (4.1)

where N =
√
−gρ−1

0 ∂zρ is the buoyancy frequency, H is the depth, f is the Coriolis

parameter, g is the gravitational acceleration, ρ is the potential density and ρ0 is

a reference density. Monthly climatological temperature and salinity data from the

Black Sea Atlas (Suvorov et al., 2003) are used to compute N(z). Figure 5.1b shows

that the CUR grid is eddy resolving, except in limited areas near the cost where the
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Rossby radius is very small. The grid anisotropy e2/e1 is ≤ 3.3 (Xu et al., 2015).

Vertical grids

Two di�erent vertical grids with 51 levels are implemented in this Chapter (see Fig.

5.2): one uses the common z-level with partial steps (zps) scheme while the second

uses the novel Multi-Envelope s-coordinate (MEs) system (Bruciaferri et al., 2018).

For better comparison, both MEs and zps grids have the computational level n◦ 36

placed at the same depth of 310 m.

The zps grid (Fig. 5.2a,c) uses a standard NEMO v3.6 z-partial steps scheme (Madec,

2008) with a minimum layer thickness e3 = 1.2 m. Partial steps parameters are given

in Appendix A.

The MEs grid is con�gured by using �ve envelopes (see Fig. 5.2b, 5.2d and 5.2f) and

the same number of levels as the zps scheme (i.e. 51). It has 27 levels allocated to the

uppermost sub-zone D1, 6 to the intermediate sub-zone D3 and 5 to the deeper sub-

zone D5, while 9 and 4 computational surfaces are assigned to transition sub-zones

D2 and D4, respectively. Envelopes H2
e , H

3
e and H

4
e are geopotential surfaces located

at depths of 310, 1200 and 1500 m respectively. This means that sub-zone D3 of MEs

grid is e�ectively discretised with z-levels. The deeper envelope H5
e is a smoothed

version of the actual bathymetry with depths greater than 1800 m. Smoothing is

performed by applying the Martinho and Batteen (2006) algorithm with a maximum

slope parameter rmax = 0.06.

A speci�c thermal feature of the Black Sea is the Cold Intermediate Layer (CIL). It

is a distinct well preserved sub-surface water mass with temperature minimums lo-

cated between the seasonal and permanent pycnoclines (e.g., Ivanov and Belokopytov

(2012) and references therein). The origin and replenishment of the CIL is classi-

cally attributed to the mutual interaction of two main processes (Stanev et al., 2003;

Korotaev et al., 2014): the cascading of cold water formed during winter in the
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Fig. 4.2: Model bathymetry and computational levels con�guration in the zps (a, c
and e) and MEs (b, d and f) vertical grids along sections shown in the inset. Panels
a, b, c and d show the same vertical transect, with c and d showing the zoomed part
between the surface and 300 m depth.
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north-western shelf and winter convective mixing in the middle of cyclonic gyres.

In order to properly represent these two physical processes, the upper envelope H1
e

is designed to follow an `enveloping'-bathymetry over the continental slope and shelf

while it follows the climatological winter isopycnic surface with density σe = 15.4

kg m−3 in open ocean areas. Such isopycnic surface is typically used to identify

the deeper boundary of the Cold Intermediate Layer (CIL) (Ivanov and Belokopy-

tov, 2012) and we compute it by using January, February and March climatological

temperature and salinity data from the Black Sea Atlas (Suvorov et al., 2003).

The terrain-following portion of envelope H1
e has minimum and maximum depths

equal to 10 and 140 m, respectively. The envelope is obtained by smoothing the

actual topography according to local criteria: Hanning �lter is applied in proximity

of Danube canyon, while di�erent slope parameter threshold values for the Martinho

and Batteen (2006) smoothing algorithm are used in di�erent areas of the domain.

For example, in the north-western shelf a maximum slope parameter rmax = 0.07 is

used, while in the south-eastern part of the domain we use rmax = 0.05 to handle

wall-like topography. When the slope parameter is higher than the prescribed rmax,

the envelope is smoothed, resulting in computational levels going below the actual

bottom (see Fig. 5.2f). With this approach we are able to reduce numerical errors

linked to the computation of horizontal pressure gradients with curved levels without

changing the model bathymetry. The thickness of the uppermost model cell in the

middle of the domain is ≈ 1.2 m.

Models' external forcings and initial conditions

Numerical simulations span the 2007-2009 period. This time interval was chosen

due to data availability, for both external forcing and observations (see Sec. 4.2.3).

Momentum and heat �uxes are computed by using the CORE bulk formulae (Large

and Yeager, 2009) along with atmospheric �elds from SKIRON weather forecasting

system (Kallos et al., 1997) (see Appendix A). SKIRON forecast dataset has horizon-
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tal and temporal resolutions of 0.1◦ × 0.1◦ and 2 hours, respectively, and it includes

wind speed at 10 m, air temperature and speci�c humidity at 2 m, short and long

wave radiation and total precipitation.

Accurate atmospheric forcing is crucial for the adequate performance of ocean mod-

els. This is especially true for the Black Sea, where small errors in the freshwater

and heat forcing could result in large inaccuracies in long-term simulations of water

masses formation processes (Stanev et al., 1997). In particular, cloud-related short-

wave errors may cause excessive downward surface short-wave radiation, a�ecting the

ability of a Black Sea model to properly represent the CIL inter-annual variability

(Staneva et al., 1995).

Recently, Miladinova et al. (2018) showed that the ECMWF ERA-Interim reanal-

ysis atmospheric dataset can be used to realistically simulate the multi-year CIL

dynamics. For this reason, we weight the SKIRON short-wave radiation forcing with

monthly climatological factors determined by �tting the area averaged SKIRON

short-wave signal with the ERA-INTERIM reanalysis one. Panels a,b,c,d,e,f in Fig.

5.3 present time-series of the basin averaged SKIRON atmospheric �elds used in this

study.

Our models consider 11 main rivers and rivers discharges are estimated by using data

from the Global Run-o� Data Centre (GRDC, 2014). For the Danube we use daily

data for 2007 and 2008 while for 2009 we use monthly climatological values. For all

the other rivers, daily or monthly data are not available for the period of our study

so we use monthly climatological values computed using the entire GRDC dataset.

The salinity of the rivers is set at 1 PSU . Time-series of river discharges for the

main rivers of the Black Sea used in this study are shown in Fig. 5.3g.

The Bosphorus strait is characterised by a two-layer exchange system: an upper

current transports low salinity water from the Black Sea towards the Marmara Sea

while a deeper �ow runs in the opposite direction pouring high salinity water of

Mediterranean origin into the Black Sea. Upper and lower layers climatological
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Fig. 4.3: (a-f) Timeseries of basin averaged SKIRON atmospheric �elds used to force
the four Black Sea models: (a) Air temperature at 2m [◦C]; (b) Speci�c humidity at
2m [kg/kg]; (c) Short wave radiation [Wm−2]; (d) Long wave radiation [Wm−2]; (e)
Total precipitation [km3 day−1]; (f) Wind stress ~τ (blue line) [Nm−2] and wind stress
curl (~∇ × ~τ)z (red line) [Nm−3]. (g) Monthly timeseries of river discharges [km3

year−1] of Danube (black), Dnepr (red) and Dniester (blue) rivers; (i) Bosphorus
�uxes in the upper (blue) and lower (red) layers, while the net �ux is shown in
green. Negative values identify �ows from the Black Sea to the Marmara sea.
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�uxes are estimated approximating monthly values given by Aydogdu et al. (2018)

(see their �g. 14b) with two analytical functions (see blue, red and green lines in Fig.

5.3h for upper layer out-�ow, lower layer in-�ow and net-�ow, respectively). Salinity

of incoming Mediterranean water is set to 36 PSU .

Our models have closed lateral boundary conditions and volume conservation is en-

sured redistributing the excess or de�cit of water �ux between surface model cells

according to their corresponding area. (see Appendix 4A for the details).

All the numerical experiments start from 15 January 2007. The model is initialised

as follows. The initial condition for temperature and salinity (T/S hereafter) is

obtained by using January climatological data from the Black Sea Atlas (Suvorov

et al., 2003). Then, the matching initial velocities are obtained with the `semi-

diagnostic adjustment' method (Ezer and Mellor, 1994; Enriquez et al., 2005), i.e.

running the model for one year without any external forcing and not allowing the

evolution in time of T/S initial �elds. After the model has been initialised, numerical

experiments are run in fully prognostic `free' mode, without any data assimilation or

relaxation to climatology. We consider the �rst 5 months of the simulation as spin

up period and numerical results are analysed starting from 01 June 2007. Figure

4.4 presents the time-series of the basin averaged monthly SKIRON wind stress curl

and daily KE of the upper 200 m of the water column of GEO-zps and CUR-MEs

models (the ones of GEO-zps and CUR-MEs are very similar and are not shown

here). It shows that after 5 months of simulation the barotropic wind-generated

ocean dynamics is fully adjusted to the atmospheric forcing.

4.2.2 Experiments design

Two di�erent type of numerical experiments are carried out. In the �rst one, the

modelling skills of the four models implemented in this study are compared in (i)

an initial test to assess the generation of spurious currents and (ii) a realistic sim-

ulation of the Black Sea hydrodynamics. The 90 days long initial test starts from

98



4.2. Materials and Methods

Fig. 4.4: Timeseries of the basin averaged monthly SKIRON wind stress curl (~∇×~τ)z
[Nm−3] (red line) and daily KE [Jm−3] of the upper 200 m of the water column
of GEO-zps (black continuos line) and CUR-MEs (black dashed line) models. The
timeseries of the basin averaged KE of CUR-zps and GEO-MEsmodels are not shown
for clarity, being very similar to the ones of GEO-zps and CUR-MEs, respectively.

a horizontally uniform T/S distribution and zero velocity, with no river discharges,

exchanges via Bosphorus and no meteo forcing. In such conditions the current ve-

locities should remain zero, and any emerging currents should be attributed to the

model errors. The realistic simulations are carried out from 15 January 2007 to 31

December 2008 and numerical results are validated against a number of observational

datasets detailed in the next section. All simulation are carried out in a `free-run'

mode, without data assimilation or relaxation to climatology. The aim of this series

of simulations with progressively increase of realism is to compare and contrast the

e�ect of a particular combination of horizontal and vertical discretization schemes on

the accuracy of the simulation and identify the model with most accurate numerical

mesh.

In the second experiment, we simulate the Black Sea circulation from 15 January

2007 to 31 December 2009 with the CUR-MEs model, which resulted to be the model

with the best accuracy in the �rst experiment (see Sec. 4.3.1). Then, we validate the
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numerical results of our CUR-MEs model and data from CMEMS reanalysis against

a number of observational datasets and we compare the skills of the two models.

CMEMS reanalysis can be considered to be the state-of-the art operational system

for the Black Sea and, since it uses data assimilation, we concentrate our analysis

on comparison with independent data sets not used in data assimilation. The aim of

this experiment is to determine whether an optimal discretization scheme and hence

a better representation of physical processes in a non-assimilating model can achieve

similar or better skill than those shown by a good assimilation model which uses

existing standard techniques.

After comparing the accuracy of the two modelling systems against available obser-

vations, the new CUR-MEsmodel and CMEMS reanalysis are used to investigate the

2007-2009 Black Sea variability of the Mean Kinetic Energy (MKE) of geostrophic

currents and Cold Intermediate Layer (CIL) properties.

4.2.3 External datasets used for validation or comparison

Six independent datasets are used to validate the numerical results. They include �ve

datasets of T/S measured pro�les and one dataset of gridded SST. In this Chapter,

the �ve hydrographic datasets are named as Perseus, Poseidon, CMEMS-Black Sea,

Argo and RAS while the SST dataset is named OSTIA.

The Perseus dataset includes T/S observational pro�les collected by sampling the

water column with CTD and Niskin bottles during several cruises carried out in the

Black Sea in the period 2007-2009 in the course of Perseus project (Crise et al.,

2015). In total, the dataset contains 370 T/S pro�les (they are represented with red

circles in Fig. 5.1a): 40 CTD and 17 Niskin bottles pro�les in 2007, 162 CTD and

101 Niskin bottles pro�les in 2008 and 50 T/S pro�les from Niskin bottles in 2009.

The dataset covers the north-western shelf, the deep basin, the Bosphorus area and

north-eastern part of the Black sea.
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The Poseidon dataset includes 124 CTD T/S pro�les measured during the POS 363

RV `Poseidon' oceanographic cruise (Friedrich et al., 2008) carried out from March

7 to 25 2008 on the Black Sea north-western shelf, in Romanian waters (see white

circles in Fig. 5.1a).

The CMEMS-Black Sea dataset includes T/S pro�les collected during the period

1990-2015 from national observing systems operated by Black Sea GOOS members

and scienti�c cruises from SeaDataNet NODCs completed by main global networks

(Marinova and Valcheva, 2017). In this study we use a total of 62 CTD pro�les

measured in the south-western shelf of the Black Sea (see purple circles in Fig. 5.1a).

Observations cover the whole 2007-2009 period, and they include 13 measurements

in 2007, 45 in 2008 and 4 in 2009.

The Argo dataset (Argo, 2018) contains a total of 295 T/S pro�les measured by

Argo �oats deployed in the Black Sea in the period 2007-2009. The dataset covers

the deep basin of the Black Sea (see green circles in Fig. 5.1a) and includes 138

pro�les in 2007, 100 in 2008 and 57 in 2009.

The RAS dataset is obtained from a number of Russian national research projects

operating in the Black Sea and collecting T/S pro�les from CTD over the period

2007-2014. In this study we use a the total number of 294 observations (see yellow

circles in Fig. 5.1a), 205 in 2007, 56 in 2008 and 33 in 2009.

The Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA) dataset is

used to validate SST of CUR-MEs and CMEMS. It is a freely available high resolution

analysis of the global ocean SST produced at the UK Met O�ce by combining

satellite and in-situ SST observations. The accuracy (RMSE) of the OSTIA SST

product is 0.57 K with zero BIAS (Donlon et al., 2012). In this study we use daily

maps.

In the second experiment of this study we compare the accuracy of our CUR-MEs

`free-running' model with the one of the Copernicus Marine Environment Monitoring
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horizontal vertical mesh meteo rivers bathym. data type of nemo code

Model grid type grid type points forcing runoff assimil. simul. version

CUR-MEs Shelf-break Multi-Env 405× 225 Skiron GRDC EMODnet NO Free-run
following s-coord. ×51 Forec. dataset hindcast 3.6
(CUR) (MEs)

CMEMS Regular z-coord.+ 395× 215 ERA-Int. Sesame GEBCO SLA, SST, Reanal.
Geograph. part. steps ×31 Reanal. dataset T/S pro�les, 3.4
(GEO) + GPCP LSBC scheme

Table 4.2: Comparison of the main characteristics distinguishing CUR-MEs model
and CMEMS reanalysis.

Service (CMEMS) Black Sea Physical Reanalysis dataset.

CMEMS reanalysis covers the period 1995-2015 and are produced by the Centro

Euro-Mediterraneo per i Cambiamenti Climatici (CMCC) institute (Lemieux-Dudon

et al., 2018). The numerical ocean model used by the CMEMS Reanalysis system is

based on NEMO version 3.4 hydrodynamic code (Madec, 2008) and it implements a

regular geographical horizontal grid with zonal and meridional resolutions of ≈ 3 km

while it uses 31 z-levels with partial steps in the vertical direction (Ciliberti et al.,

2016). Bathymetry is based on the GEBCO dataset. Three-hourly atmospheric �elds

from ECMWF ERA-Interim atmospheric reanalysis and precipitation �elds from

GPCP rainfall monthly dataset are used to force the model. River discharges are

estimated by using the monthly mean dataset provided by SESAME project while

the Bosphorus barotropic transport is computed to balance the freshwater �uxes

on monthly basis. The CMEMS reanalysis system assimilates in-situ hydrographic

pro�les (mostly Argo �oats), along-track sea level anomalies (SLA) from all available

missions and CMEMS gridded sea surface temperature (SST) observations. Large

Scale Bias Correction (LSBC) scheme is also applied, restoring T/S �elds to their

climatological values. Features of CUR-MEs model and CMEMS reanalysis are

compared in Table 4.2.
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4.2.4 Metrics used to assess models' accuracy

The accuracy of the four models implemented in this Chapter and CMEMS reanalysis

is quanti�ed with respect to six independent external observational datasets (see Sec.

4.2.3).

Gridded T/S daily numerical outputs are bilinearly interpolated on the geographical

location of each T/S observation. Then, in the case of hydrographic datasets, both

observed and modelled pro�les are linearly interpolated on 75 reference depths hr,

with vertical step ∆hr varying from 2.5 m in the �rst 100 m of the water column to

50 m for 250 < hr ≤ 1000 m.

Modelling skill of the four models and CMEMS reanalysis is assessed by computing

time averaged BIAS and root mean square error (RMSE) between simulated (Ψm)

and observed quantities (Ψo), de�ned as

BIAS = N−1
t

Nt∑
i

N−1
d

Nd∑
k

(Ψm
i,k −Ψo

i,k)

RMSE = N−1
t

Nt∑
i

[
N−1
d

Nd∑
k

(Ψm
i,k −Ψo

i,k)
2
]1/2

where Ψ stands for either temperature or salinity, Nt is the number of observational

pro�les used for the time averages and Nd ≤ 75 is the total number of depths of each

pro�le.

Recently, Lishaev et al. (2018) and Mizyuk et al. (2018) compared the accuracy of a

number of reanalysis and forecasting systems of the Black Sea by computing BIAS

and the RMSE for speci�c layers of the water column. They de�ned four depth layers

in the upper 300 m of the Black Sea: a surface layer from 0 to 5 m, two sub-surface

layers from 5 to 30 m and from 30 to 100 m, respectively, and one deeper layer with

depths ranging from 100 to 300.

In order to better understand the e�ect of using a particular combination of hori-
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zontal and vertical grid with respect to the others, in the �rst experiment we follow

the same approach and we also calculate the BIAS and the RMSE for the same four

depth layers. Metrics for layers are de�ned as before, but in this case Nd is the

number of reference depths included in a particular depth layer.

4.3 Results and discussion

4.3.1 The e�ect of di�erent discretization schemes on the accuracy

of the simulations

The results of the preliminary test (see Sec. 4.2.2) show that spurious currents

develop in all the four models, although with small values in all the four cases.

After 90 days, the maximum error is 0.001 ms−1 for both GEO-zps and CUR-zps

models, while it is 0.008 ms−1 and 0.004 ms−1 for GEO-MEs and CUR-MEs models,

respectively.

In agreement with Bruciaferri et al. (2018), these results prove the ability of the

MEs vertical discretization scheme to reduce errors in the computation of horizontal

pressure gradients to a level comparable with the one of standard z-levels with partial

steps grids. We noted that a combination of MEs with the curvilinear horizontal grid

(CUR-MEs) gives a further reduction of spurious currents as compared to to GEO-

MEs. We attribute this improvement to the fact that the curvilinear grid aligned

with the shelf-break reduces the slope parameter in the proximity of the shelf-break.

The numerical results of the 2007-2008 Black Sea circulation simulations carried out

with the four models are validated against �ve datasets of T/S measured pro�les

collected during 2007-2008 in the Black Sea (see Sec. 4.2.3). No information is pro-

vided regarding the uncertainty in the T/S measurements. Typical values of the un-

certainty associated with measurements performed by a Conductivity-Temperature-

Depth pro�ler (CTD) are 0.02 ◦C for temperature and 0.01 PSU for practical salinity
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4.3. Results and discussion

Fig. 4.5: 2008 summer-autumn timeseries of monthly averaged BIAS and RMSE
of salinity (a and b) and temperature (c and d) pro�les simulated with the GEO-
zps (black), GEO-MEs (red), CUR-zps (blue) and CUR-MEs (green) models with
respect to observed T/S pro�les. 2008 summer-autumn averaged metrics are also
given.

(e.g. Raiteri et al. (2018) and references therein).

The performance of the four models di�ers mainly in the summer-autumn seasons,

with CUR-MEs showing consistently better results, see Fig. 4.5. This can be at-

tributed to the fact that during that season the nearly-geostrophic Rim Current

weakens and meso-scale activity in the Black Sea increases (Zatsepin et al., 2003;

Ivanov and Belokopytov, 2012) and the CUR-MEs model better resolves meso- and

sub-mesoscale dynamics near the shelf break. For example, summer-autumn aver-

aged BIAS and RMSE of GEO-zps model are −0.28 and 1.35 ◦C, respectively, while
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Layer 5− 30 m Layer 30− 100 m

salin. salin. temper. temper. salin. salin. temper. temper.

model bias rmse bias rmse bias rmse bias rmse

GEO-zps 0.29 0.42 −0.99 2.38 0.13 0.39 −0.28 0.91

GEO-MEs 0.26 0.37 −0.88 2.13 0.12 0.41 −0.28 0.90

CUR-zps 0.26 0.39 −1.12 2.45 0.12 0.40 −0.33 0.91

CUR-MEs 0.25 0.35 −0.61 1.95 0.12 0.40 −0.22 0.86

Table 4.3: 2008 summer-autumn averaged temperature and salinity BIAS and RMSE
of T/S pro�les simulated by the four models with respect to measured T/S pro�les
in water column layers with depth between 5− 30 m and 30− 100 m.

they are reduced to −0.20 and 1.17 ◦C in the case of the CUR-MEs model. In

the case of salinity, the GEO-MEs model presents the smallest BIAS (0.07 PSU),

while the CUR-MEs model has the smallest RMSE (0.34 PSU). However, improve-

ments are less notable than the ones for temperature. The di�erences between the

predictions of the di�erent models are large compared with the measurements' un-

certainties, indicating that the di�erence in the skills of the four models might be

considered signi�cant in a statistical sense.

In order to better understand the e�ect of using a particular combination of hor-

izontal and vertical grid with respect to the others, we continue the analysis by

computing the BIAS and RMSE of the four models for the four depth layers de�ned

by Lishaev et al. (2018) and Mizyuk et al. (2018). For each depth layer, we consider

four metrics, BIAS and RMSE for temperature and salinity.

Numerical results show that the accuracy of the four models is notably di�erent in

the two sub-surface layers with depths between 5−30 m and 30−100 m, respectively

(see Tab. 4.3). These layers represent the active portion of the Black Sea, where the

CIL is formed and advected all over the basin (Ivanov and Belokopytov, 2012) and

where models' meshes di�er the most.

The CUR-MEs model has the highest accuracy in both layers. It has smaller errors

for both salinity and temperature in layer 5− 30 m, especially with respect to GEO-

zps and CUR-zps models, which present the worst modelling skill. In layer 30− 100
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Fig. 4.6: Comparison between T pro�les measured by CTD pro�lers (in dashed black)
on 2008-09-06 (a) and 2008-09-07 (b) and T pro�les simulated by GEO-zps (black),
GEO-MEs (red), CUR-zps and CUR-MEs (green) models for the same days. The
day and hour of the measurement is indicated in the upper-left corner of each sub-
panel while the location of the observation is shown in the inset map. RMSE of the
four models with respect to measurements are also given.

m, the CUR-MEs model presents improved accuracy for temperature in comparison

to all the other models, while for salinity di�erences are small (≤ 0.02 PSU) and all

the models seems to be equivalent.

The GEO-MEs model presents the second best accuracy in both layers, although

with important di�erences with respect to the CUR-MEs model, especially for tem-

perature. Figure 4.5 and Tab. 4.3 clearly show that GEO-zps and CUR-zps models

have similar modelling skills, with di�erences mostly due to isolated outlayers rather

than to a systematic e�ect of the horizontal grid. These results seem to indicate that

the usage of a CUR-type grid signi�cantly improves the quality of the simulation

only if combined with the MEs vertical scheme, con�rming the fundamental role of

the vertical grid in ocean modelling.

In September 2008 the modelling skill of the four models di�ers the most (see Fig.

4.5), with the CUR-MEsmodel showing the best accuracy in simulating temperature.

The details of the di�erences which lead to a better overall performance (better
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RMSE and BIAS) of the CUR-MEs model are shown in Fig. 4.6, which presents two

examples of CTD-measured temperature pro�les in September 2008 compared with

temperature pro�les simulated by the four models for the same days. Within the

layer 20 − 70 m MEs models better represent the CIL, probably due to the nearly

isopycnal curvature of the computational levels and hence lower contamination of

slow diapycnal mixing by fast isopycnic processes. The di�erences between the two

MEs based models - CUR-MEs and GEO-MEs - can be attributed to their di�erent

horizontal resolution - the CUR grid has a coarser resolution in the deep sea.

The di�erence in representing the horizontal structure of temperature distribution is

seen in Fig. 4.7, which shows monthly averaged maps and transects produced by the

four models in September 2008. The CIL represented in both GEO-MEs and CUR-

MEs models (which have the best accuracy) is generally colder and has larger spatial

extension than the one represented by zpsmodels (Fig. 4.7, Left column). The CUR-

MEs model simulates an almost homogeneous CIL with T ≤ 7.6◦C extending from

the shelf to o�-shore areas (Fig. 4.7, Middle column). The GEO-MEs model gives a

similar result, although its coarser horizontal resolution on the shelf seems to increase

lateral di�usion, forming CIL with T ≈ 7.9◦C in this areas. In the GEO-zps model

the CIL disappears over the continental slope. The CUR-zps model simulates the

CIL on the slope but is warmer than any of the MEs models.

The inspection of the meridional cross-sections (Fig. 4.7, Right column) reveals that

all the four models simulate cold dense water cascading in proximity of the shelf-

break. Since the MEs vertical grid has terrain-following levels at depths shallower

than ≈ 120 m, the models using this vertical discretization scheme have higher

vertical resolution in the bottom boundary layer where the cascading takes place.

To the contrary, the step-like representation of the bottom topography of zps models

seems to stop the cascading on the shelf, in agreement with previous studies (e.g.

Ezer (2005); Shapiro et al. (2013); Bruciaferri et al. (2018)). The CUR-zps model

generates a deeper and less di�used cascade than the one of the GEO-zps model,
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Zonal Sec.Meridional Sec.

Temperature [oC] Temperature [oC]

Map at 55 m

GEO-zps

GEO-MEs

CUR-zps

CUR-MEs

Temperature [oC]

Fig. 4.7: September 2008 monthly averaged (Left column) maps at 55 m and (Middle
column) meridional (31.7◦E) and (Right column) zonal (42.9◦N) cross-sections of the
Black Sea temperature. In the maps, the red lines show the locations of the cross-
sections. In the cross-sections, the thick black lines identify isotherms with T = 8◦C
while the red lines show the upper envelope H1

e of MEs models.
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probably due to the increased horizontal resolution of the CUR-zps model at the

shelf-break.

4.3.2 Comparing the accuracy of the CUR-MEs model and CMEMS

reanalysis

In Section 4.3.1 the CUR-MEs model is proven to be the most accurate model

between the four developed for this study. In the second experiment, we use our

CUR-MEs model to simulate the 2007-2009 Black Sea circulation and we validate

its numerical results against six datasets of measurements. At the same time, we

validate data from CMEMS Black Sea reanalysis against the same set of independent

observations and then we compare the accuracy of the two models. The CMEMS

model highly assimilates observations and currently represents the o�cial EU best

estimate of the 1995-2015 Black Sea state.

We start the analysis by comparing CUR-MEs and CMEMS SST daily model outputs

with OSTIA SST daily maps (SST from model outputs is retrieved by considering

the temperature of the �rst model level). Figure 5.6a shows time-series of the volume

averaged SST of OSTIA dataset and simulated by the two models, while Fig. 5.6b

and 5.6c present time-series of BIAS and RMSE, respectively, of CUR-MEs and

CMEMS model outputs with respect to OSTIA observations. The OSTIA SST

product provides also map of the uncertainty associated with each monthly value

(magenta error bars in Fig. 5.6b and 5.6c).

The numerical results demonstrate that the seasonal and inter-annual variability of

the basin averaged SST simulated by the free-running CUR-MEs model and the

SST-assimilative CMEMS reanalysis agrees well with the one reproduced with OS-

TIA observations. Averaged over the length of the simulation metrics show that

the mean SST BIAS of the CUR-MEs model is ≈ 0.3◦C warmer than the one of

CMEMS reanalysis, while the di�erence between the mean CUR-MEs and CMEMS

SST RMSE is ≈ 0.6◦C.
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Fig. 4.8: (a) Timeseries of the monthly basin averaged SST retrieved from OSTIA
observational dataset (magenta) and simulated by the CUR-MEs model (green) and
CMEMS reanalysis (black); (b) Timeseries of monthly averaged SST BIAS of CUR-
MEs (green) and CMEMS (black) model outputs with respect to OSTIA observa-
tions; (c) Timeseries of monthly averaged SST RMSE of CUR-MEs (green) and
CMEMS (black) model outputs with respect to OSTIA observations. Averaged over
the length of the simulation metrics are also given. In magenta is represented the
basin averaged uncertainty associated with OSTIA SST monthly values.

Timeseries of SST metrics show that the BIAS and RMSE of CUR-MEs and CMEMS

SST simulations are quite similar in late autumn-winter, with an average di�erence

of ≈ 0.1◦C and ≈ 0.25◦C, respectively, well below the associated basin averaged

uncertainty. In summer, the accuracy of CUR-MEs model decreases and mean BIAS

and RMSE di�erences between our free-running model and CMEMS reanalysis are

of ≈ 0.5◦C and ≈ 1.0◦C, respectively. Di�erences between CUR-MEs and CMEMS

SST RMSE values can be considered statistically signi�cant being larger than the

associated basin averaged measurements' uncertainties. Summer SST overestimation

is a known problem of ocean models (see e.g., Ezer (2000); Hordoir et al. (2018)).

111



4.3. Results and discussion

Fig. 4.9: Timeseries of monthly averaged BIAS and RMSE of salinity (a and b) and
temperature (c and d) pro�les simulated with the CUR-MEs model (green) and by
CMEMS reanalysis (black) with respect to observed T/S pro�les. Averaged over the
length of the simulation metrics are also given. In May 2009 there are no observations
available.

It can be attribuited to inaccuracies in the atmospheric forcings and/or in the poor

representation of the upper ocean mixed layer physics and SST data assimilation is

usually used to improve such model de�cencies (see e.g, O'Dea et al. (2012)).

We continue the comparison of CUR-MEs model and CMEMS reanalysis by validat-

ing their numerical results against �ve independent datasets of observed T/S pro�les

(see Sec. 4.2.3). Figure 5.11 presents time-series of BIAS and RMSE of salinity

(Fig. 5.11a, 5.11b) and temperature (Fig. 5.11c, 5.11d) pro�les simulated with the

CUR-MEs and CMEMS models with respect to in-situ hydrographic pro�les.

CMEMS reanalysis assimilates satellite SST and SLA, T/S pro�les and restores T/S

�elds to their climatological values. CUR-MEs model is run in a free mode, without
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any data assimilation or relaxation to climatology. Nevertheless, the accuracy of the

free-running CUR-MEs model is very similar to assimilative CMEMS reanalysis.

Averaged over the length of the simulation metrics shows that the di�erence between

mean salinity BIAS of CUR-MEs and CMEMS is 0.07 PSU , while the di�erence

of their mean salinity RMSE is 0.02 PSU . Regarding temperature, the CUR-MEs

model has a mean BIAS of 0.17◦C colder than the one of CMEMS, while the RMSE

of our free-running model is 0.14◦C higher than the one of CMEMS reanalysis. Dif-

ferences between CUR-MEs and CMEMS statistics can be considered statistically

signi�cant being larger than typical uncertainties associated with CTD measure-

ments (0.02 ◦C for temperature and 0.01 PSU for practical salinity). However, the

di�erences of salinity statistics are very close to the values of typical observations'

uncertainties.

A more in depth analysis of monthly time-series of BIAS and RMSE con�rms that the

performance of CUR-MEs and CMEMS models in simulating salinity �eld evolution

is practically the same. In the case of temperature, they present small di�erences,

mainly concentrated in summer-autumn 2007. The inspection of the actual T pro�les

simulated with the two models reveals that CUR-MEs inaccuracies in the last part

of 2007 mostly originate in shelf areas, where it is likely that the local strati�cation

has still to completely recover from the climatological initial condition and where

it is easier that SST errors might a�ect thermal properties of the underlying water

column.

Figure 4.10 presents the basin averaged vertical pro�les of the yearly mean salinity

and temperature BIAS and RMSE of the CUR-MEs model and CMEMS reanalysis

with respect to observed T/S pro�les for 2007 (Upper row), 2008 (Middle row) and

2009 (Lower row). The CUR-MEs model has greater accuracy (both BIAS and

RMSE) in the active CIL layer of the sea (at depths between ≈ 35 − 100 m) in

comparison to CMEMS reanalysis for both salinity and temperature. On the other

hand, SST assimilating CMEMS reanalysis shows a better accuracy in simulating
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Fig. 4.10: Basin averaged vertical pro�les of yearly mean BIAS and RMSE of salin-
ity and temperature pro�les simulated with the CUR-MEs model (green) and by
CMEMS reanalysis (black) with respect to observed T/S pro�les for 2007 (Upper
row), 2008 (Middle row) and 2009 (Lower row).
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sea surface temperature (at depths between ≈ 0 − 30 m) while for the sea surface

salinity both models seems to be equivalent.

4.3.3 2007-2009 variability of Black Sea MKE and CIL

In this section, we use the numerical outputs from CUR-MEs model and CMEMS

reanalysis to study the 2007-2009 seasonal and inter-annual variability of (i) the

Mean Kinetic Energy of currents and (ii) the CIL heat content. Numerical results

are compared with observations or data from existing literature.

Mean Kinetic Energy (MKE) of geostrophic currents

The seasonal and interannual variability of the MKE generated by the geostrophic

component of the surface currents averaged over the entire Black Sea surface for

the period 2007-2009 is obtained from three sources: (i) the CUR-MEs model, (ii)

CMEMS reanalysis and (iii) satellite altimetry data presented in Kubryakov and

Stanichny (2015).

The MKE is computed as

MKE =
1

2
(〈u2

g〉+ 〈v2
g〉) (4.2)

where 〈•〉 is an area averaging operator. The geostrophic current velocity ~ug =

(ug, vg) has zonal and meridional components given by the geostrophic balance

ug = − g
f

∂η

∂y
(4.3)

vg =
g

f

∂η

∂x
(4.4)
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Fig. 4.11: Monthly timeseries of the MKE simulated with the CUR-MEs (green) and
CMEMS (black) reanalysis models together with the MKE computed from satellite
altimetry observations of Kubryakov and Stanichny (2015) (magenta).

where g is the gravitational acceleration, f is the Coriolis parameter, η is the sea-

surface height (SSH) and x and y are the zonal and meridional directions, respec-

tively. In the case of geostrophic currents computed from satellite measurements,

η = MDT + SLA, where MDT is the 1999-2007 mean dynamic topography calcu-

lated by Kubryakov and Stanichny (2011) and SLA is the sea level anomalies �eld

from satellite altimetry (Kubryakov and Stanichny, 2015).

Figure 5.12 presents monthly timeseries of the MKE simulated with the CUR-MEs

and CMEMS reanalysis models together with the MKE of Kubryakov and Stanichny

(2015). The CUR-MEs MKE monthly time-series starts in June 2007 because of the

�ve months spin-up. The variability of the MKE simulated with the CUR-MEsmodel

and by the SLA-assimilative CMEMS reanalysis are both in very good agreement

with those obtained from satellite observations: the RMSE and correlation coe�cient

R of our CUR-MEs model are 0.004 m2/s2 (≈ 20% of the average MKE) and 0.86,
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Fig. 4.12: Monthly averaged Black Sea surface circulation simulated with the CUR-
MEs model and CMEMS reanalysis. First column: results from CMEMS reanalysis.
Second column: results of the CUR-MEs model. First row: January 2008 aver-
aged Black Sea surface circulation. Second row: December 2009 averaged Black Sea
surface circulation.

respectively, while statistics of CMEMS reanalysis are RMSE= 0.002 m2/s2 (≈ 10%

of the average MKE) and R= 0.92.

Both models capture the seasonal MKE cycle, with winter peaks and summer weak-

ening of the large-scale dynamics. Moreover, they also describe a very similar in-

terannual variability, with a more active winter in 2008 than 2009. The curl of the

wind stress is the main forcing of the Rim Current (e.g. Korotaev et al. (2003)).

The 2007-2009 time-series of the basin-averaged wind stress curl over the Black Sea

from SKIRON forecast dataset (red line in Fig. 5.3f) clearly shows its correlation

with the MKE cycle, proving that the atmospheric forcing adequately represents the

2007-2009 Black Sea wind conditions.

As an example of the winter circulation obtained with the two models, Fig. 5.10a and

5.10b present the January 2008 averaged Black Sea surface circulation simulated with
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Fig. 4.13: Black Sea surface circulation for 16 April 2008. (a) Surface geostrophic
currents reconstructed from altimetry data, redrawn after Kubryakov et al. (2016).
(b) Daily averaged Black Sea surface circulation from CMEMS reanalysis. (c) Daily
averaged Black Sea surface circulation simulated with the CUR-MEs model.

CMEMS reanalysis and the CUR-MEs model, respectively. Both models represent

a very similar coherent and well de�ned Rim Current, �owing along the shelf-break

with velocities ranging between 0.2 and 0.4 ms−1. They are in good agreement

with results presented in other studies, e.g. the January 2008 surface circulation

reproduced with the 2000-2012 Black Sea physical reanalysis of the Russian Marine

Hydrophysical Institute (MHI) and showed by Sukhikh and Dorofeyev (2016) (their

�g. 6a).

Figures 5.10c and 5.10d give an example of the autumn Black Sea hydrodynamic

reproduced by the two models. They show the December 2009 averaged surface

circulation simulated by CMEMS reanalysis (Fig. 5.10c) and with the CUR-MEs

model (Fig. 5.10d). Both models represent a Rim Current recovering from the

summer weakening. The circulation simulated by the two models on the north-

western shelf and in front of the Crimean peninsula is similar, with current velocities
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ranging between 0.15 and 0.25 ms−1. Those are the areas where the CUR-MEs

model has increased horizontal resolution, demonstrating that the usage of the CUR

grid allows to achieve an accuracy comparable to the one of the CMEMS reanalysis.

In the south-eastern part of the basin the horizontal resolution of the CUR-MEs

model is not as high and this seems to a�ect the accuracy of the model, resulting

in slower currents in the Batumi area and along Caucasian coasts. This is probably

also the cause of the CUR-MEs tiny underestimation of Black Sea MKE in autumn

in comparison to the one from satellite (Fig. 5.12).

In Figure 5.13, the surface geostrophic circulation for 16-04-2008 computed from al-

timetry data by Kubryakov et al. (2016) (5.13a) is compared with the daily averaged

Black Sea surface circulation simulated with CMEMS reanalysis (5.13b) and the

CUR-MEs model (5.13c) for the same day. The circulation simulated by the CUR-

MEs model is very similar to the one retrieved from satellite observations on the

north-western part of the basin, particularly in proximity of the Sevastopol anticy-

clonic eddy and along Crimean coasts, while currents are slower in the south-eastern

part, especially in the Batumi area. On the other hand, the circulation given by

CMEMS reanalysis reproduces a Batumi eddy very similar to that in the Kubryakov

et al. (2016) calculations, while in the proximity of the Crimean peninsula it de-

scribes weaker currents, particularly for the quasi-permanent anticyclonic eddy in

front of Sevastopol.

Cold Intermediate Layer (CIL)

The 2007-2009 seasonal and inter-annual variability of the Black Sea CIL is analysed

in terms of the time evolution of the basin averaged CIL Cold Content (Stanev et al.,

2003).

The CIL Cold Content [Jm−2] (hereafter CCC) is computed as
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Fig. 4.14: Daily timeseries of the 2007-2009 basin averaged CCC according to CUR-
MEs model (green line) and CMEMS reanalysis (black line). CCC annual mean
values of CMEMS reanalysis (black circle) and CUR-MEs model (green square)
together with annual data redrawn from Capet et al. (2014) (magenta pentagon) are
also shown.

CCC =



∫
CIL

cρ(T − Tr)dz , if T ≤ Tr and ρ > 1014

0 , if T > Tr or ρ ≤ 1014

(4.5)

where c(z) is the speci�c heat capacity [Jkg−1K−1], ρ(z) is the sea water density

[kgm−3], T (z) is the water temperature [◦C] and Tr = 8◦C is the reference tem-

perature historically used to identify the CIL (Ivanov and Belokopytov, 2012). The

vertical integration is limited by the 8◦C isotherms and it is performed only in areas

where density ρ > 1014 kgm−3 (Stanev et al., 2003).

Figure 4.14 presents daily timeseries and annual mean values of the 2007-2009 basin

averaged CCC computed by using daily model outputs from the CUR-MEs model
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and CMEMS reanalysis, respectively. The CUR-MEs timeseries starts from 01-06-

2007 because of the �ve months spin-up. For model-data intercomparison, the annual

CCC values calculated by Capet et al. (2014) are shown as well. They were computed

by using Black Sea temperature pro�les with depths > 50 m for the period 1955-

2011 extracted from the World Ocean Database and applying the Data Interpolating

Variational Analysis (DIVA) and Eq. 4.5 (Capet et al., 2014).

A typical seasonal variability is reproduced by both models, with CIL formation at

the beginning of each year and CIL horizontal mixing in summer-autumn. When

compared to Capet et al. (2014) data, CCC annual values of CMEMS reanalysis

prove that they systematically underestimates the Black Sea CCC, with an error of

≈ 0.05 Jm−2 in 2007, ≈ 0.025 Jm−2 in 2008 and ≈ 0.035 Jm−2 in 2009. On the

other hand, CUR-MEs annual averages show a very good agreement with Capet et al.

(2014) estimations in 2008 (error < 0.01), while in 2009 our model also simulates a

lower CIL cold content (error ≈ 0.04 Jm−2).

In order to better characterise the CIL seasonal and interannual variability, in Fig.

4.15 the temporal evolution of the monthly mean basin averaged temperature pro�le

of the upper 100 m of the Black Sea according to CMEMS and CUR-MEs numerical

simulations is shown. Qualitative model-data intercomparison is performed with

results from Akpinar et al. (2017), where the authors characterised the 2002-2015

CIL meso-scale and monthly-to-inter-annual variability by analysing weekly Argo

�oats T/S pro�les.

In 2007, the volume of the CIL simulated by CMEMS reanalysis drastically reduces

after July, to such a level that its signal disappears from summer-autumn basin

averaged temperature pro�les. On the other hand, the CUR-MEs model represents

a well de�ned 2007 CIL with depths ranging between 30 − 100 m until November.

This seems to be in good agreement with Akpinar et al. (2017) data, where the

existence of a distinct CIL located at depths between 40− 110 m in the west-central

interior basin and in the southeast basin of the Black Sea from March to November-
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Fig. 4.15: Time versus depth plot of monthly mean basin averaged temperature
pro�les [◦C] of the upper 100 m of the Black Sea according to CMEMS reanalysis
(a) and CUR-MEs (b) numerical simulations. The thick black lines identi�es the
CIL (water with temperature lower than 8◦C).

December 2007 is documented.

In 2008, both the CUR-MEs model and CMEMS reanalysis reproduce a quite im-

portant CIL replenishment event in January-March, with strong convection reaching

depths of about 60 m. The observational study of Akpinar et al. (2017) reports a

very similar CIL formation episode in winter 2008, which promoted the deepening of

the mixed layer up to a depth of 80 m. In addition, Akpinar et al. (2017) data shows

that a CIL with depths between 40 − 60 m is maintained in the west-central inte-

rior basin and in the southeast basin of the Black Sea until October-December 2008.

Similarly, the CUR-MEs model shows a well de�ned CIL with depth between 40−60

m until October-November 2008. To the contrary, 2008 basin averaged temperature

pro�les of CMEMS reanalysis do not show any CIL after July.

In 2009, both the CUR-MEs model and CMEMS reanalysis describe a short replen-

ishment event in March, with a weak winter convective cooling which is not able

to maintain the CIL structure for the rest of the year. In Akpinar et al. (2017)

there are no data for 2009. However, Sukhikh and Dorofeyev (2016) results obtained

with the Russian MHI 2000-2012 Black Sea physical reanalysis show a similar CIL

dynamic for 2009, with weak CIL formation in March and no CIL for the rest of the
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4.3. Results and discussion

Fig. 4.16: Comparison between T pro�les measured by Argo pro�lers (in magenta)
in summer (4.16a and 4.16b) and autumn (4.16c and 4.16d) and T pro�les simulated
by CMEMS (black) and CUR-MEs (green) models for the same day. The day and
hour of the measurement is indicated in the upper-left corner of each sub-panel while
the location of the observation is shown in the inset map. RMSE of CMEMS and
CUR-MEs models with respect to measurements are also given.
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year. Similar results were also obtained by Piotukh et al. (2011), where the authors

analysed the 1982-2008 CIL heat content by using CTD observations carried out in

the NE part of the Black Sea. The CUR-MEs model reproduce a shorter and weaker

CIL formation event in comparison to the other two reanalysis models, probably due

to inaccuracies in the heat �uxes of the atmospheric forcing.

Results presented in Fig.4.10, Fig.4.14 and Fig. 4.15 and the comparison with data

from existing literature seem to suggest that CMEMS reanalysis might be a�ected

by a too high diapycnal mixing in the active sub-surface layer of the Black Sea.

In fact, this could explain the disappearing of the CIL signal from basin averaged

temperature pro�les after July in 2007 and 2008 and the formation of a sub-surface

water mass (40− 60 m deep) with basin-averaged temperatures between (9− 10◦C)

in autumn of all the three years.

In Figure 4.16 we present examples of T pro�les measured by Argo pro�lers in sum-

mer (4.16a and 4.16b) and autumn (4.16c and 4.16d) 2008 compared with T pro�les

simulated by CMEMS and CUR-MEs models for the same day. They clearly con�rm

the tendency of CMEMS Black Reanalysis to over-mix waters between 30 and 100

m, causing a premature summer disappearing of the CIL and the formation of a too

warm (≈ 1− 2◦C) sub-surface active layer.

On the other hand, Figure 4.16 further demonstrates the good agreement of CUR-

MEs model results with observational data, indicating that our multi-scale model,

without any data assimilation, is able to correctly reproduce the formation and

spreading of the CIL, with limited undesired diapycnal mixing between the surface

layer and the CIL.

4.4 Conclusion

In this study, we have developed four ocean models for the Black Sea which use

the same codebase (NEMO v3.6-stable) and the same initial conditions and external
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forcing. The only di�erence is in the discretization schemes, both in the vertical and

horizontal directions. One of the models uses the standard z-partial steps in the

vertical and lat/long discretization in the horizontal. The other three models use

bespoke schemes with curved grid cells and are designed to better capture important

physical processes speci�c to the Black Sea: instability of the Rim Current, meso-

and sub-mesoscale eddies, steep continental slope outside the shelf break and CIL

variability. Some of such features are also present in other regional seas of the World

Ocean.

Inter-comparison of the models shows that the CUR-MEs model, which has grid cells

optimised for the main physical processes in all the three directions, produces the

best results. Further comparison of the CUR-MEs model with CMEMS reanalysis

shows that the CUR-MEs model in free-run and without relaxation to climatology

produces similar and sometimes even better simulation of observed data than the

highly assimilative CMEMS reanalysis which currently is considered as a reference

for the state of the Black Sea.

Data assimilation is a computationally expensive process and requires supply of data

which are more sparse in the Black Sea than in some other well monitored areas of

the ocean. Highly accurate results obtained with CUR-MEs suggest that a future

use of this model in operational forecasting systems would require less intensive data

assimilation and be computationally more e�cient.

The use of CUR-MEs even without data assimilation reveals the details of the inter-

and intra- annual variability of the mean kinetic energy. It captures the e�ect of

the warming and weakening of the Cold Intermediate Layer, which was indicated in

some recent observations and allows to study this process with high granularity.
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4.5 Appendix 4A: NEMO setup

The Black Sea models implemented in this study use the NEMO version 3.6 code

(see Madec (2008) and Sec. 2.5). The EOS-80 (UNESCO, 1983) formulation for the

equation of state ρ(θ, S, p) is used while the lateral Laplacian viscosity coe�cient Ah

is set equal to 1.2 · 102 [m2s−1] and the bi-laplacian viscosity coe�cient Bh equal to

−4 · 107 [m4s−1]. A Smagorinsky (Smagorinsky, 1993) lateral di�usivity coe�cient

1 ≤ Kh ≤ 10 [m2s−1] tuned following Shapiro et al. (2013) is used to simulate tracers

di�usion.

The vertical viscosity Av and di�usivity Kv coe�cients are computed using the

Generic Length Scale (GLS) turbulent closure scheme (Umlauf and Burchard, 2003).

After tuning experiments, the set-up of the GLS scheme is the following: k − ε

turbulent closure togheter with the Kantha and Clayson (1994) stability function

and the Galperin limit equal to 0.267.

Our Black Sea models have closed lateral boundaries with no-slip condition and

parameterize Bosphorus exchanges as a two-layers river. In order to include the

Bosphorus parameterization, the NEMO code has been modi�ed accordingly and

two new subroutines named sbc_str, sbc_str_div have been introduced in the

sbcrnf module.

The surface kinematic boundary condition for the Black sea is:

w
∣∣∣
z=η
− ∂tη − uh

∣∣∣
z=η
· ∇η = E − P −R/A+QB + εw, (4.6)

where η is is the deviation of the sea surface from its unperturbed position and

E−P −R/A+QB represents the freshwater budget de�ned in terms of water �uxes

due to evaporation (E), precipitation (P ), river discharge per river mouth's area

(R/A) and Bosphorus barotropic transport QB = QuB − QlB, where Q
u
B and QlB

are the upper and lower layer Bosphorus �uxes, respectively. In Equation 4.6 εw
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represents a correction factor applied to close the freshwater budget. It is computed

every time step as

εw =
1

A∗

∫
A∗

(E − P −R/A+QB) dA∗, (4.7)

with A∗ the model domain area, and added to the atmospheric E − P �ux equally

at each node of the mesh.

The prognostic equation for non-linear free surface of the Black Sea models reads:

∂tη +∇ ·
∫ η

−H
uh dz = − (E − P −R/A+QB + εw) , (4.8)

The surface dynamic boundary condition for the freshwater is modi�ed as follows:

FS ≡ Amv ∂zS
∣∣∣
z=η

= S
∣∣∣
z=η

(E − P −R/A+ εw) + SlBQ
l
B, (4.9)

where SB is the salinity of lower layer Bosphorus �ux. The penetration in the water

column of the short wave radiation Qsr (Lθ term in Equation 2.8) is parameterized

as follows:

I(z) = Qsr

[
R e−z/ξ0 +

(1−R)

3

(
e−z/rr + e−z/gg + e−z/bb

)]
, (4.10)

Lθ ≡ (ρCp)
−1 ∂zI, (4.11)

where I(z) is the downward irradiance, R is a constant de�ning the fraction of non-

penetrating light with ξ0 specifying the very near surface depth of extinction and

bb, gg and rr are chlorophyll dependent attenuation coe�cients for wavebands blue

(400 − 500 nm), green (500 − 600 nm) and red (600 − 700 nm). For the dynamic

bottom boundary condition we adopt a log-layer enhanced quadratic bottom friction

parametrisation with minimum and maximum bottom drag coe�cient values equal

to 2.5 · 10−3 and 10−1, respectively.
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All the models use baroclinic and barotropic time-steps equal to 200.0 and 6.1 s,

respectively. In models using the z with partial steps vertical discretization scheme,

the partial steps parameters are tuned as follows: emin3,zps = 20.0 m, eratio3,zps = 0.1,

ppkth = 40.363 and ppacr = 9.0.
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5. A numerical investigation of

vertical mixing e�ects in the

Dead Sea and potential impact

on the evaporation rate

5.1 Introduction

For decades before the 1950s, the Dead Sea water level underwent natural �uctuations

from about 380 m to 430 m below mean sea level (bmsl). These �uctuations were

associated with inter-annual variability of precipitation and evaporation in the Levant

region (Kushnir and Stein, 2010). Until 1978 the Dead Sea consisted of two basins: a

large and deep northern basin and a smaller and shallower southern basin (Neev and

Emery, 1967) which were interconnected by the Lynch Straits. In 1978 the Dead Sea

level dropped to 400 m bmsl, approximately the same level as the sill in the Lynch

Straits, while in 2015 it was 430 m bmsl (Lensky and Dente, 2017), a further drop

of 30 m over 37 years.

Following the recession of the water level, the entire southern basin would have dried

up. However, dikes were erected to transform the southern basin into evaporation

ponds for production of minerals (Anati, 1997). The rate of recession has been in-

creasing over this period (Lensky and Dente, 2017). The two basins lost their natural

communication and the only exchange of water is now via pumping stations and re-

lease of brine leftover waters from the evaporation ponds located in the southern

basin.
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Since early 1960's, the anthropogenic reduction in the Dead Sea runo� outweighed its

natural variability because Israel, Jordan and Syria increased the water consumption

intensively. Production of minerals in the evaporation ponds also contributes to water

de�cit. The water level in the Dead Sea is currently decreasing at an unprecedented

rate of approximately 1.1 m year−1 (Lensky and Dente, 2017). The drop of the

water level brought dramatic degradation to the coastal regions including intensive

development of sinkholes (Frumkin et al., 2011).

Before 1978, the Dead Sea had stable saline strati�cation supported by runo�. Win-

ter mixing was limited to about 20 m, and there was no evidence of step-like struc-

tures also known as thermohaline staircases. Such structures have been observed in

many areas of the world ocean (Fedorov, 1970; Garrett, 1979; Zodiatis and Gasparini,

1996). They are the most dramatic manifestation of double-di�usion convection in

the ocean, where vertical pro�les of temperature and salinity are characterised by

well-mixed layers separated by high-gradient interfaces (Radko, 2003). Observational

studies indicated that the vertical mixing within the well-mixed layers of step-like

structures is increased by as much as an order of magnitude relative to analogous

smooth-gradient regions (Schmitt, 2005).

Due to runo� reduction, the surface salinity of the Dead Sea increased and the grav-

itational stability diminished. In winter of 1978-1979, the Dead Sea water column

overturned, ending the natural long-term stable regime (Steinhorn and Gat, 1983).

Following the changeover of the Dead Sea, haline stability is negative usually during

summer and salt �ngering develops below the pycnocline (Anati and Stiller, 1991).

After 2000, when vertical pro�les started to be observed by equipment with high

vertical resolution, staircases formed by salt �ngering have been observed regularly

during summer (Gertman et al., 2015; Arnon et al., 2016).

Despite the increasing role of anthropogenic pressures, the evaporation−precipitation

balance is still a signi�cant factor which contributes to the recess of the water level.

A recent research by Radko et al. (2014) carried out in the Atlantic indicated that
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the vertical �ux of temperature and salinity, their surface values, and hence the rate

of evaporation could depend on the structure of the underlying water column. It was

found that step-like structures modulate vertical �uxes to sea surface.

Double-di�usion processes arise from the di�erent magnitude of the molecular dif-

fusivities of temperature and salt and are a quite common process in the ocean

(Stern, 1960; Radko, 2013). In order to explicitely resolve for oceanic salt �ngering,

a non-hydrostatic ocean model operating on spatial scales of centimeters would be

needed (Kantha and Clayson, 2000a; Radko, 2013). However, in this study we are

not interested in simulating the formation of thermohaline staircases (i.e. computing

or parameterizing double-di�usion convective transport). The aim of this chapter

is to investigate the e�ect of di�erent vertical mixing regimes on the water column

of the Dead Sea and their potential impact on the evaporation rate of this inland

sea. The methodology is based on simulating the evolution of a Dead Sea water

column presenting thermohaline staircases with two contrasting numerical models.

One uses a standard vertical mixing scheme which has been succesfully applied to

simulate a wide range of oceanic conditions but does not take into account the pres-

ence of thermohaline staircases. The second uses a vertical mixing parameterization

developed in this study which aims to mimic the diapycnal mixing regime of a water

column presenting step-like structures in temperature and salinity, i.e. convecting

layers with high vertical mixing separated by a high-gradient interfaces.

The outcome of the study would assess the importance of including the development

and dynamics of thermohaline staircases into predictive models of the Dead Sea,

despite the increased computational cost.

5.2 The Dead Sea numerical models

In this study, we use the NEMO ocean model v3.6-stable (Madec (2008)) with the

new Multi-Enveloped s-coordinate system (Bruciaferri et al. (2018), see also Chapter
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3) to study the impact of di�erent vertical mixing parameterizations on the Dead

Sea dynamics and its evaporation rate.

Two numerical models of the Dead Sea hydrodynamics are implemented. They dif-

fer only in the type of the diapycnal mixing formulation: one model, named SPP,

uses the standard NEMO 3.6 Pacanowsky-Philander vertical mixing parameteriza-

tion (Pacanowski and Philander (1981), hereafter PP81) while the second, named

MPP, uses a modi�ed version of PP81 speci�cally adapted to the Dead Sea condi-

tions.

A description of the governing equations solved by NEMO model and the parameters

and numerical techniques adopted in this study are detailed in Sec. 2.5 and Appendix

5.6.

5.2.1 Models set-up

The domain of the numerical models covers the northern deeper basin of the Dead

Sea, extending from 35.388◦E to 35.591◦E in the zonal direction and from 31.302◦N

to 31.776◦N in the meridional one (Figure 5.1). Since we are interested in the e�ect

of di�erent vertical mixing regimes in the deeper part of the northern basin, the

models have closed lateral boundaries and water exchanges on the coast, including

rivers and evaporation ponds in- and out-�ows, are not considered.

Model bathymetry is obtained by using the high resolution IOLR Dead Sea digital

topography dataset (Hall, 1997), which is de�ned on a regular grid with zonal and

meridional resolution of 50 m (Figure 5.1). The bathymetry of our models is com-

puted by averaging all depth measurements within a particular wet cell of models

horizontal grid (Sikiri¢ et al., 2009). The shoreline is identi�ed by using the sea level

value of 430 m below Mean Sea Level (MSL) observed on 31-07-2016 (measurements

by Israel Hydrological Service). The minimum depth of model bathymetry is 15 m

while the maximum is 298 m.
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Fig. 5.1: Dead Sea topography according to the very high resoution IOLR digital
topography dataset (resolution equal to 50 m). The rectangle in red identi�es the
area considered for the analysis. In the inset, the location of the Dead Sea with
respect to the Mediterranean Sea is shown.

The models use a regular geographical horizontal grid with 79×107 grid points in the

zonal and meridional directions, respectively, corresponding to a costant horizontal

resolution of 500 m (meridional) and 250 m (zonal). In the vertical direction, the

model domain is discretized with 99 computational levels and the Multi-Enveloped

s-coordinate system is con�gured with three envelopes (see Figure 5.2).

The upper envelope H1
e follows an `enveloping'-bathymetry surface over the conti-

nental slope and shelf while in deep water areas it follows the geopotential surface

located at 180 m depth. The `enveloping'-bathymetry surface is obtained by smooth-

ing the upper 180 m of the actual bathymetry with the Martinho and Batteen (2006)
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algorithm, reducing the maximum slope parameter (Mellor et al., 1998) from a value

of 0.7 to a value of 0.08.

Following the method of introducing a `false bottom' to reduce unnecessary undula-

tions of computational levels (Enriquez et al., 2005; Shapiro et al., 2013), the second

and third envelopes H2
e and H3

e are geopotential surfaces with depths equal to 298

m (the maximum depth of the basin) and 408 m, respectively. The third envelope

H3
e can be regarded as a `ghost' envelope, since it is not used to `shape' any compu-

tational level but it is only used to de�ne the coe�cients of cubic splines of sub-zone

D2.

Radko et al. (2014) suggests to use a vertical resolution of ≈ 1 m to account for

step-like structures when performing large-scale simulations. Our models use 78

computational levels in sub-zone D1 and 21 in sub-zone D2, with a vertical resolution

varying from 1 m in the top 50 m of the water column to 5 m in the deeper part of

the model domain, in order to properly resolve the thermohaline staircases observed

in the summer-strati�ed upper part of the Dead Sea water column.

Salinity in the Dead Sea (about 340 g l−1) is much higher than in the open ocean

so that the usual equations of state (e.g. TEOS-2010) can not be used. Therefore,

in this study we use the linear equation of state with thermal expansion and haline

contraction coe�cients adjusted for the Dead Sea (Gertman et al., 2010).

The SPP model computes vertical di�usivities and viscosities according to the stan-

dard NEMO 3.6 PP81 formulation:


Av =

A0
v

(1 + aRi)n
+Abv (5.1a)

Kv =
A0
v

(1 + aRi)n+1
+Kb

v (5.1b)
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(a)
H1

e

D1

(b)

H2
e

D2

Fig. 5.2: Meridional (a) and zonal (b) vertical cross sections of the model vertical
grid. Red lines identify the upper H1

e and the second H2
e envelopes while dashed

black lines represent computational levels.

where Av is the vertical viscosity, Kv is the vertical di�usivity, Ri = N2(∂zUh)−2 is

the local Richardson number function of the local Brunt-Väisälä frequency N and

the horizontal velocity Uh, a and n are two tunable parameters, A0
v is the shear

eddy viscosity at Ri = 0 and Abv and K
b
v represent the background vertical viscosity

and di�usivity, respectively. The PP81 formulation has been succesfully applied to

simulate a wide range of oceanic conditions (e.g. Smith and Hess (1993); Lermusiaux

(2001); Timmermann and Beckmann (2004); Trotta et al. (2016)).

The MPP model uses a modi�ed version of the PP81 formulation for the diapycnal

di�usivity. It is designed to re�ect the property of thermohaline staircases, namely
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Abv Kb
v A0

V a n Ncrit Kcrit dmax
[m2 s−1] [m2 s−1] [m2 s−1] [s−1] [m2 s−1] [m]

SPP 7.5 · 10−5 5.0 · 10−6 1.0 · 10−3 5 2 − − −
MPP 7.5 · 10−6 5.0 · 10−7 1.0 · 10−3 5 2 7.5 · 10−5 1.0 · 10−3 50

Table 5.1: Values of the parameters used in the SPP and MPP vertical mixing
parameteizations.

that the mixing across the sharp interface is much lower than inside the mixed portion

of the `step' (Radko et al., 2014). The scheme introduces a `critical' Brunt-Väisälä

frequency Ncrit for depths shallower then dmax: if the local buoyancy frequency N

is less than or equal to Ncrit, then the model uses a prescribed maximum value of

vertical di�usivity Kcrit while if not it uses the original PP81 scheme. The MMP

vertical mixing parameterization is introduced in the NEMO code by modifying

the zdf_ric subroutine of zdfric module. Table 5.1 summarises the value of the

coe�cients used in the SPP and MPP vertical mixing schemes.

Both models use a standard NEMO approach where the water column is hydro-

statically unstable, increasing the coe�cients Av and Kv to a value of 7.5 × 10−3

m2 s−1. The vertical mixing within the surface Ekman layer is computed using the

Lermusiaux (2001) parameterization: the Ekman depth hE(x, y, t) is estimated by

the equation

hE = Eku
∗f−1

0 (5.2)

where u∗ is the friction velocity computed as function of the wind stress vector ~τ and

the reference density ρ0, f0 is the Coriolis parameter and hE is capped between 1 m

and 20 m. The coe�cient Ek is set equal to 0.7, the viscosity (Av) and di�usivity

(Kv) coe�cients are set to 5.0×10−3 and 1.0×10−3, respectively. Surface boundary

conditions are computed using the CORE bulk formulation (Large and Yeager, 2004).

136



5.2. The Dead Sea numerical models

5.2.2 Atmospheric forcing

The models are forced by using meteorological data measured during 2016 and pro-

vided by the Marine Science Station of the University of Jordan in Aqaba (MSS)

and the Israeli Oceanographic and Limnology Research Centre in Haifa (IOLR).

Meteorological parameters available from IOLR were measured at the anchored

meteo-oceanographic buoy EG100, operational since June 1992 (see triangle marker

in Fig. 5.1) while data provided by MSS were measured by the Arab Potash Com-

pany at the meteorological station shown in Fig. 5.1 (square marker).

The meteorological dataset used to force the models include total incoming radiation

(short wave + long wave downward radiation, W m−2) and total precipitations

(mm/day) from IOLR and air temperature (◦C) and humidity (%) at 2 m and wind

direction (◦) and speed (m s−1) at 10 m from MSS (Fig. 5.3). The time interval

between observations is 1 day for the total incoming radiation while it is 30 min

for all the other variables. Total precipitations were equal to zero mm/day during

the entire simulated period. The models are forced with daily data for the total

incoming radiation and six-hourly data for all the other variables. The diurnal cycle

of the incoming radiation �ux is reconstracted using Bernie et al. (2007) algorithm

as implemented in NEMO.

Due to a very low spatial resolution of available atmospheric data, the two-dimensional

atmospheric forcing �elds needed for the modelling were obtained by assuming uni-

form atmospheric conditions over the whole Dead Sea. This is achieved by horizon-

tally spreading the time-series measured at the EG100 and Arab Potash Company

meteo stations over the whole computational domain.

The values of the meteorological variables used to force the Dead Sea models are

consistent with recent observational studies, e.g. Kishcha et al. (2017); Lensky et al.

(2018); Metzger et al. (2018). Air temperature data (Fig. 3(a)) show a well de�ned

and quite regular diurnal cycle, with peaks at noon and an average diurnal excursion
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Fig. 5.3: Meteorological parameters: (a) Six-hourly (blue) and 4-days averaged (red)
timeseries of air temperature at 2m; (b) Six-hourly (blue) and 4-days averaged (red)
timeseries of speci�c air humidity at 2m; (c) Daily (blue) and 4-days averaged (red)
timeseries of total incoming radiation (short + long wave radiation); (d) Six-hourly
(blue) and 4-days averaged (red) timeseries of wind stress computed using wind
velocity at 10 m. The rectangle in light-red shows the period considered for the
analysis. After Shapiro et al. (2019).
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of ≈ 4 − 5◦C. The daily total incoming radiative �ux is almost constant (≈ 1000

W m−2) during the �rst 20 days while in the last 10 days it decreases to values

around 850 W m−2.

Similarly, the wind stress is almost constant during the �rst two weeks, �uctuating

around a mean value of ≈ 0.035 N m−2 and presenting only two episodes with

magnitude > 0.1 N m−2. To the contrary, in the last two weeks the wind stress

shows more variability and higher values, with the 4-days averaged signal increasing

up to 0.05 N m−2 in the end of the month and showing 7 episodes of wind stress

with magnitude > 0.1 N m−2.

5.2.3 Initial Condition

The aim of this study is to investigate the e�ect of di�erent vertical mixing regimes on

the evolution of a Dead Sea water column initially presenting thermohaline staircases

and whether they have an impact on the evaporation rate of the Dead Sea. Since

the purpose of this research is the proof of concept, we use temperature and salinity

initial conditions which clearly show the step-like structure.

Hydrological measurements for the same period as the meteorological forcing were

not available. Therefore, the initial conditions for the numerical experiments are

obtained by using potential temperature and density pro�les measured by IOLR

on 27-08-2012 at EG320 hydrographic station (Fig. 5.4) and assuming that the

hydrological condition during summer 2012 were similar to the ones of summer 2016.

Due to its extremely high salinity and unique ionic composition, common methods to

measure water salinity can not be used in the Dead Sea (e.g., Gertman et al. (2010)

and Sec. 2.4). Therefore, in order to characterize the Dead Sea salinity structure

and variability a water density anomaly from 1000 kg m−3 at speci�c reference

temperature is used instead (Anati, 1997)). This quantity is termed `quasi-salinity'

(Gertman and Hecht, 2002) and is widely used in observational studies of the Dead
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Fig. 5.4: (a) High Resolution potential temperature pro�le measured by IOLR on
27-08-2012 at EG320 hydrographic station with CTD; (b) Low resolution potential
temperature and potential density anomaly pro�les measured by IOLR on 27-08-
2012 at EG320 hydrographic station with Niskin bottle; (c) High Resolution potential
temperature, equivalent salinity and potential density anomaly pro�les used as initial
condition in the numerical experiments.

Sea (see e.g. Gertman et al. (2010)).

However the NEMO model is not able to work with `quasi-salinity'. This issue is

solved as follows. First, low-resolution measured potential density anomaly σθ is

interpolated onto high-resolution depths levels. After, by reverse engineering the

linear equation of state with thermal expansion and haline contraction coe�cients

given by Gertman et al. (2010), we calculated a quantity which we name `equivalent

salinity' S from measured potential density anomaly σθ and potential temperature θ

pro�les as

S = S0 +
[
ρ− ρ0 − α(θ − θ0)

]
β−1, (5.3)
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where ρ = 1000 + σθ is the potential density, α = 0.450 kg(m3 ◦C)−1, β = 0.936

kg2(m3 g)−1, ρ0 = 1240.76 kg m−3, θ0 = 28◦C and S0 = 287 g kg−1.

This approach allowed us to reconstruct high-resolution `equivalent' salinity S pro-

�les from measured high-resolution temperature pro�les and low-resolution potential

density pro�les (see Fig.5.4(c)) and to use the standard linear equation of state as

implemented in NEMO.

Hydrological observations used for the initial conditions were carried out only at

few points. Therefore, information regarding horizontal variations of water column

properties are not available. However, we are interested in the the main (deep) area

of the Dead Sea, focusing on the relevant vertical processes linked to the di�erent

vertical mixing parameterizations used in the two models. Therefore, horizontal

variations in temperature and salinity are not considered in this study, ignoring a

narrow strip of water alongshore where �oods, springs, and end-brines may cause

local changes.

For this reason, the temperature and salinity initial condition of the numerical exper-

iments is obtained by horizontally spreading the high resolution temperature pro�le

measured by IOLR on 27-08-2012 and the high-resolution `equivalent' salinity S pro-

�le calculated for the same day.

Initial condition pro�les (Fig.5.4(c)) show a number of steps in potential temperature,

density and `equivalent' salinity. There are 5 well pronounced steps in within the

depth range 5 to 70 m and 5 weak steps in the near bottom layer. Some of the

weaker steps are compensated in density, so there are only 3 steps in density.

5.3 Numerical experiments setup

Two di�erent type of numerical experiments are carried out. First we assess the

ability of the two vertical mixing parameterizations in (i) preserving the sharp py-
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cnocline and the thermohaline staircases of the initial condition and (ii) reducing

numerical errors arising from using curved computational levels. The 15 days long

sensitivity experiment starts with zero velocity and no atmosphering forcing. In such

conditions, current velocities should remain zero, and any emerging currents should

be attributed to model errors.

In the second experiment, we exploit the fact that the MPP model is able to preserve

the thermohaline staircases of the initial condition while the SPP is not to investigate

the e�ect of the two di�erent vertical mixing parameterizations on the Dead Sea water

column and its evaporation rate. The Dead Sea hydrodynamics is simulated from 1

to 31 August 2016 with both models and using realistic atmospheric forcing (see Sec.

5.2.2). The initial 3D velocity �eld is obtained by spinning up the models for two

months in diagnostic mode and cycling the atmospheric forcing of 1-08-2016. After

two months, the basin averaged kinetic energy (hereafter KE) is perfectly stationary

(see Fig. 5.5), indicating a full adjustment of the lake dynamics to the atmospheric

forcing.

Fig. 5.5: Evolution of the basin averaged kinetic energy during the spin-up period of
the second experiment.
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(a) (b) (c)

SPP MPP

Fig. 5.6: Potential temperature (red), salinity (blue) and potential density (green)
pro�les extracted in the middle of the computational domain (blue cross marker in
Fig.5.1) in the beginning of the simulation (a) and after 15 days for the SPP (b) and
MPP models (c)

5.4 Results and Discussion

5.4.1 Sensitivity to vertical mixing formulations

In the �rst experiment, we investigate the properties of the two di�erent vertical

mixing parameterizations used in this study. Figure 5.6 presents a comparison be-

tween potential temperature, salinity and potential density pro�les extracted in the

middle of the computational domain (blue cross marker in Fig. 5.1) in the beginning

of the simulation (Fig. 5.6(a)) and after 15 days for the SPP (Fig. 5.6(b)) and MPP

models (Fig. 5.6(c)).

Numerical results show that the vertical mixing reproduced by the SPP parameter-
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(a) (b)

Fig. 5.7: Vertical pro�les of anomalies with respect to the initial condition of (a)
density and (b) buoyancy frequency square (N2) simulated by the SPP (blue) and
MPP (red) Dead Sea models.

ization tends to smooth quite importantly tracers vertical pro�les, resulting in the

complete disappearing of the step-like structure of the water column of the initial

condition after 15 days of simulation. This is also con�rmed by Fig. 5.7, where

the vertical pro�les of density and buoyancy freqency anomalies with respect to the

initial condition simulated by the two models are shown. To the contrary, the MPP

scheme seems to be able to preserve the thermohaline staircases of the initial strat-

i�cation in the upper 50 m of the water column, although in a modi�ed version.

While in the upper 50 m the initial strati�cation shows 3 well-pronounced staircases

in potential temperature and salinity and 2 in potential density, after 15 days the

MPP model presents 5 thermohaline staircases which exist also in density.

Figure 5.8 presents the 15 days time series of zonal currents maximum values (Fig.5.8(a))

and basin averaged KE (Fig.5.8(b)) simulated by the SPP and MPP Dead Sea mod-
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(a)

(b)

Fig. 5.8: Time series of (a) spurious currents maximum values and (b) basin averaged
Kinetic Energy simulated by the SPP (blue) and MPP (red) models.

els. Numerical results show that after 15 days spurious currents develop in both

models. The averaged over the length of the simulation zonal velocity maximum

error is 1.3 · 10−3 m s−1 in the case of the SPP model, while it is 6.2 · 10−3 m s−1 for

the MPP model. In addition, the time averaged KE of the SPP model is 2.7 · 10−5

J m−3, which corresponds to an average speed of 2.1 · 10−4 m s−1, while the MPP

model presents a time averaged KE of 3.2 · 10−4 J m−3 with an average speed of

7.2·10−4 m s−1. Real currents in the Dead Sea present typical values of ≈ 5−10·10−2

m s−1 (Allan et al., 2011), demonstrating a good quality of both models.
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The MPP (step-preserving) model presents larger values of spurious currents than

the SPP model. Mellor et al. (1994) showed that in the case of a horizontally homoge-

neous density �eld, the local truncation error in the calculation of horizontal density

gradients in σ−coordinates and with a second-order central di�erences scheme is

given by

E
( ∂b∗
∂x∗

)
=
H

4

∆H

∆x

[
(∆σ)2 − σ2

(∆H

H

)]
·
[(∂2b

∂z2

)
+
σH

3

(∂3b

∂z3

)
+ ...

]
, (5.4)

where (x∗, y∗, z) are Cartesian coordinates, (x, y, σ) are terrain-following coordinates

with σ = z/H, H(x, y) is the bottom depth, b(z) = gρ/ρ0 is the buoyancy, ∆x and

∆σ are the horizontal and vertical grid spacing, respectively and ∆H is the grid-cell

variation of H.

Equation 5.4 shows that the error depends on the resolution of vertical and horizontal

grid and on the curvature and the higher-order vertical derivatives of the density

pro�le. After 15 days, the SPP model presents a smooth density vertical pro�le which

reduces the numerical errors in the computation of horizontal pressure gradients with

respect to the MPP step-preserving model.

After two days of simulation, the basin averaged KE of the MPP model grows with

time, while in the case of the SPP model it is almost constant (Fig. 5.8(b)). This

di�erence can be explained comparing zonal cross sections of density and meridional

velocity component simulated by the two models (Fig. 5.9). In the case of the SPP

model, after 15 days spurious currents are small (≈ ±0.001 m s−1, Fig. 5.9(c))

and a tiny compensating density change is created by the model (Fig. 5.9(a)), in

accordance with Mellor et al. (1998). To the contrary, in the step-preserving model

the MPP vertical mixing parameterization seems to induce greater density changes

in costal shallow areas (Fig. 5.9(b)), causing the formation of larger physical currents

((≈ ±0.006 m s−1, Fig. 5.9(d)). This seems to indicate that in the case of the MPP

model the increase with time of the basin averaged KE might be physically driven,
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(a) (b)

(c) (d)

Fig. 5.9: Zonal cross sections of density (upper row) and meridional velocity com-
ponent (lower row) simulated by the SPP (left column) and MPP (right column)
models.

rather than linked to numerical horizontal pressure gradient errors.

Figures 5.9(b) and (d) shows that in the MPP model changes in density a�ect more

the western part of the basin, resulting in stronger meridional currents along the

west coasts. This might be due to the interaction betwen the relatively wider shelf

of the western part of the basin (see Fig. 5.1 and Fig. 5.2) and the dmax parameter

used in the MPP vertical mixing parameterizations.

5.4.2 The e�ect of vertical mixing on the Dead Sea water column

dynamics

The �rst three weeks of August were characterised by a relatively weak wind and

hence limited mixing in the upper layer (see Fig. 5.3). Therefore, the analysis of
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numerical results of the second experiment considers the last week of August (light-

red rectangle in Fig. 5.3), when a typical wind stress was ≈ 0.1 N m−2 (Fig.

3(d)) and the total incoming radiative �ux was ≈ 875 W m−2 (Fig. 3(b)), su�cient

conditions for good mixing above the pycnocline. In addition, since we are interested

in the vertical processes occurring in the bulk part of the Dead Sea, the analysis of

numerical results is carried out in the area identi�ed by the green rectangle in Fig.

5.1.

Upper panels of Fig. 5.10 present the evolution of the temperature vertical pro�le

extracted in the middle of the analysis area of the SPP (Fig. 5.10(a)) and the MPP

(Fig. 5.10(b)) models. In addition, the time series of the temperature at 10 m and 40

m depths averaged over the analysis area for both models are showed in Fig. 5.10(c)

and 5.10(d), respectively.

Both models simulate a stable thermocline located around 25 m depth, in agreement

with previous observational study (e.g. Gertman and Hecht (2002)). However, the

MPP model is able to represent a stronger thermocline, with mean values around −2

◦C m−1 and peaks up to −2.6 ◦C m−1, in good agreement with the values observed

in July 2012 by Arnon et al. (2014) (i.e., mean value ≈ −1.8 ◦C m−1 and peaks

up to −2.5 ◦C m−1). In the case of the SPP model, the simulated thermocline is

weaker and more di�used, with a mean value of ≈ −1.5 ◦C m−1 and peaks up to −2

◦C m−1.

Both models simulate an average water temperature around 35 ◦C at 10 m depth

and around 24.5 ◦C at 40 m, in agreement with measurments by Arnon et al. (2014,

2016); Lensky et al. (2018). The MPP (step-preserving) model seems to simulate a

warmer upper part of the water column with respect to the SPP model, with a mean

di�erence of ≈ 0.3 ◦C at 10 m depth.

Figure 5.11 presents maps of currents velocity at the surface and 30 m depth simu-

lated by both models on the 29-08-2016 at 15:00. In both cases currents are within

the range 2-5 ·10−2 m s−1, in agreement with measurments carried out by Allan
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Fig. 5.10: Evolution of the temperature vertical pro�le extracted in the middle of
the analysis area (see blue cross marker in Fig. 5.1) for (a) the SPP model and (b)
the MPP model. Time series of the area-averaged temperature over the analysis area
(see green rectangle in Fig. 5.1) (c) at 10 m and (d) at 40 m

et al. (2011) in August 2010. Both models simulate a similar two-layer circulation

structure, with surface currents directed mainly southward and currents directed in

the opposite direction at 30 m (below the pycnocline). This is con�rmed by Fig.

5.12, where zonal cross sections of meridional currents velocity simulated by both

models on the 29-08-2016 at 15:00 are presented. These results are in good agree-

ment with Allan et al. (2011) measurements, which found a typical summer two-layer

circulation with stronger currents in the upper mixed layer and weaker currents be-

low the pycnocline. We conclude that both models reasonably simulate the main

characteristics of the Dead Sea hydrodynamics.
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Surface

30m

Surface

(a) (b)

(d)

30m

(c)

Fig. 5.11: Maps of 6-hourly current velocity simulated by (a) the SPP and (b) the
MPP models at the surface and by (c) the SPP and (d) the MPP models at 30 m
depth on the 29-08-2016 at 15:00.

In comparison with the SPP model, the MPP simulation shows weaker southward

currents along the west coast of the Dead Sea at the surface and northward currents

at 30 m which are weaker along the west coast but stronger on the esatern side of

the basin. This seems to con�rm that the di�erent vertical mixing parameterizations

a�ected the western and eastern sides of the lake di�erently, as in the �rst numerical

experiment (see 5.9(b)). This may be related to di�erences in mixing between the

models in the shallower shelf regions in proximity of the west coasts.

Figure 5.13(a) shows the evolution of the sea surface temperature averaged over the
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(a) (b)

Fig. 5.12: Zonal cross section in the middle of the domain (see the inset map) of
meridional current velocity simulated by (a) the SPP and (b) the MPP models on
the 29-08-2016 at 15:00.

analysis area in the central deep part of the Dead Sea. The surface temperature in

the MPP (step-preserving) model is higher than in the SPP model, showing that the

amount of solar energy con�ned in the upper layer is greater in the MPP than in the

SPP model. This is probably due to the reduced downward heat �uxes through a

sharp pycnocline at the bottom of the upper step as compared to a smooth pycnocline

when the steps are not present. One can expect that higher sea surface temperature

will lead to higher evaporation rates subject to all other parameters (e.g. wind speed)

being the same. This fact is con�rmed by the calculation of the evaporation rate,

see Fig.5.13(b).

The di�erence in the evaporation rate between the step-like and smooth cases is

presented in Fig.5.11(c), showing an average augmented sea level drop of about 0.1-

0.2 m year−1 due to increased evaporation. The di�erence in the vertical structure

of temperature, salinity and potential density is shown in Fig.5.11(d,e) for a grid

point located in the middle of the analysed area (blue cross marker in Fig. 5.1).

Figure 5.13(b) presents the timeseries of the analysis-area averaged sea surface salin-

ity (SSS) simulated by the two models. It shows that the augmented evaporation of

the MPP model induces an increasing in the SSS of about 0.3 PSU during the last

four days of the simulation in comparison with the SPP model.
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(e)

28-08-2016, 09:00

(f)

28-08-2016, 09:00

(a)

(b)

(c)

DS-SPPDS-MPP-

DS-SPP DS-MPP

(d)

Fig. 5.13: (a) Six-hourly timeseries of the analysis-area averaged SST simulated with
the DS model using the SPP (blue) and MPP (red) vertical mixing parameterizations
in the period 24-30 August 2016. (b) Six-hourly timeseries of the analysis-area aver-
aged SSS simulated with the DS model using the SPP (blue) and MPP (red) vertical
mixing parameterizations in the period 24-30 August 2016. (c) Six-hourly timeseries
of the analysis-area averaged evaporation rate simulated with the DS model using
the SPP (blue) and MPP (red) vertical mixing parameterizations in the period 24-30
August 2016. (d) Six-hourly timeseries of the di�erence between the analysis-area
averaged evaporation rate simulated with the DS-MPP model and the one simulated
with the DS-SPP model in the period 8-14 August 2016. (e) Temperature, salinity
and potential density vertical pro�les simulated by the DS-SPP model at the grid
point located in the middle of the analysis area on the 28th of August 2016 at 09:00.
(f) The same as in panel (g) but for the DS-MPP model.
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While our models use a number of simpli�ed assumptions, for example horizontal

homogeneity of parameters, and do not include e�ects of other factors, such as climate

change, increase of anthropogenic pressures or salinity e�ects on the evaporation rate,

they are a helpful tool for assessing the e�ect of di�erent vertical mixing schemes on

the water column of the Dead Sea.

Our results seem to indicate that a vertical mixing regime compatible with the exis-

tence of thermohaline staircase might reduce the heat transport to a greater depth,

in particular in the upper part of the water column, leading to higher sea surface

temperatures, higher evaporation rates and higher sea surface salinity.

These results might suggest a potential role of thermohaline staircases on the in-

creased rates of the sea level drop of about 0.1 m year−1 observed in the Dead Sea

since 2000 (Lensky and Dente, 2017).

5.5 Conclusion

In this Chapter we have developed two contrasting NEMO-based numerical models

of the Dead Sea hydrodynamics to investigate the e�ect of di�erent vertical mixing

parameterizations on the Dead Sea water column dynamics and its evaporation rate.

The models di�er only in the type of the vertical mixing parameterization. One

model, named SPP, applied a widely used diapycnal mixing formulation which does

not take into account the presence of thermohaline staircases. On the other hand,

the second model, named MPP, used a vertical mixing scheme compatible with the

existence of thermohaline step-like structures.

Sensitivity experiments show that the MPP model is able to preserve the observed

step-like structures of the initial condition while the SPP model smooths them out.

Numerical horizontal pressure gradients errors, small in both models (Umax < 0.007

m s−1), are higher in the MPP simulation, due to its ability to simulate sharper

density interfaces than the SPP model.
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Realistic numerical experiments indicate that, under the same atmospheric condi-

tions, a vertical mixing regime typical of a water column presenting step-like struc-

tures might be able to reduce the heat transport to greater depths in comparison to

a more di�usive diapycnal mixing, inducing higher sea surface temperatures, evapo-

ration rate and sea surface salinity. Our results show that the increased evaporation

rate may contribute to the Dead Sea water level recession with a rate up to 0.1

m/year on certain days.

The long-term e�ect of the above mechanism would require a specialised study based

on longer-term observations and modelling.

5.6 Appendix 5A: NEMO setup

The Dead Sea models implemented in this study use the NEMO version 3.6 code (see

Madec (2008) and Sec. 2.5) with the lateral Laplacian viscosity coe�cient Ah equal

to 72 [m2s−1] and the constant lateral Laplacian di�usivity coe�cient Kh equal to

0.1 [m2s−1].

The models have closed lateral boundaries with no-slip condition. The penetration

in the water column of the short wave radiation Qsr (Lθ term in Equation 2.8) is

parameterized as follows:

I(z) = Qsr

[
R e−z/ξ0 + (1−R)e−z/ξ1

]
, (5.5)

Lθ ≡ (ρCp)
−1 ∂zI, (5.6)

where I(z) is the downward irradiance, R = 0.8 is a constant de�ning the fraction of

non-penetrating light, ξ0 = 0.5 m speci�es the very near surface depth of extinction

and ξ1 = 2.2 m is the second extinction length scale associated with the shorter
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wavelengths. For the dynamic bottom boundary condition we adopt a log-layer

enhanced quadratic bottom friction parametrisation with minimum and maximum

bottom drag coe�cient values equal to 2.5 · 10−3 and 10−1, respectively.

The models use baroclinic and barotropic time-steps equal to 60.0 and 22 s, respec-

tively.
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6. Conclusions and future work

6.1 Summary of the main �ndings

In this thesis, advanced methods for numerical ocean modelling of regional seas

have been investigated. The study has been carried out developing a novel vertical

discretisation scheme for numerical ocean modelling and conducting numerical ex-

periments with NEMO-3.6-MEs code which is based on NEMO 3.6 (Madec, 2008)

ocean model. The modi�cations/additions in the NEMO-3.6-MEs code as compared

with the publicly available NEMO 3.6 model were coded by the author and included

the addition of an extra module, modi�cations in 22 other modules and the structure

of the namelist. The numerical experiments were conducted in an idealized domain

as well as in two real study cases with complex and contrasting marine environments,

the Black Sea and the Dead Sea.

In Chapter 3, a new vertical discretisation scheme named `Multi-Envelope s-coordinate

system' or `MEs' has been introduced. This new system allows the de�nition of com-

putational surfaces which are optimised to best represent the physical processes in

question. The multi-enveloping method further develops the earlier concept of `en-

veloped bathymetry', where model levels followed a `virtual bottom' (aka envelope)

rather than the actual bathymetry. An assessment of the MEs model skill for a num-

ber of idealized process studies shows that MEs generates a small pressure gradient

error, gives a better representation of dense water cascades down the continental

slope and provides a more accurate simulation of formation of a cold intermediate

layer, than a comparable z-partial steps model. The MEs systems allows achieving

a quality of simulation similar to a standard geopotential grid with a much higher
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number of levels, and hence the MEs system is more computationally e�cient.

In Chapter 4, we have assessed and quanti�ed the e�ect of optimising the 3D com-

putational mesh for the prevailing physical processes on the accuracy of a Black Sea

simulation in free-run mode. Four Black Sea ocean models have been implemented,

di�ering only in type of the horizontal and/or vertical discretization schemes. One

of the models uses a standard z-partial steps in the vertical direction and a regular

geographical discretization in the horizontal while the other three models use be-

spoke schemes with curved grid cells designed to better capture important physical

processes of the Black Sea dynamics. Models' inter-comparison showed that the best

results are obtained with the CUR-MEs model, which combines the Multi-Envelope

s-coordinate scheme with a curvilinear horizontal grid with increased resolution over

the shelf-break. In particular, numerical results show that the vertical grid of the

CUR-MEs model, which has computational levels nearly following isopycnal surfaces

and increased resolution in the active layer of the sea (i.e., at depths between 5

and 100 m), is able to reduce spurious numerical diapycnal mixing improving the

representation of the CIL dynamics. Further comparison of the free-running CUR-

MEs model with the CMEMS assimilative reanalysis shows that two models have

similar accuracy, with CUR-MEs being slightly better in representing independently

obtained pro�les. The di�erence between the mean BIAS and RMSE of the two

models with respect to independent observations is ≈ 0.15◦C for temperature and

≈ 0.07 for salinity. Basin averaged annual mean pro�les of the same metrics show

that the CMEMS reanalysis, which assimilates SST, has better accuracy in simulat-

ing the temperature of the upper layer, while the CUR-MEs model presents higher

accuracy (both BIAS and RMSE) in the active CIL layer of the sea. Despite the

lack of data assimilation, the CUR-MEs model is able to reveal the details of the

inter-and intra- annual variability of the Mean Kinetic Energy and the Cold Interme-

diate Water, capturing the warming and weakening of the CIL which was indicated

in some recent observations and allowing to study this process with high granularity.
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In Chapter 5 we have investigated the e�ect of di�erent vertical mixing regimes on

the structure of the water column in the Dead Sea (an highly saline inland sea)

and the potential impact on its evaporation rate. We have simulated the evolution

of a Dead Sea water column initially presenting thermohaline staircases with two

contrasting numerical models: one, named SPP, uses a widely used diapycnal mixing

formulation which does not take into account the presence of thermohaline staircases

while the second, named MPP, uses a vertical mixing scheme compatible with the

existence of thermohaline step-like structures. Sensitivity experiments show that

numerical horizontal pressure gradients errors, though small in both models, are

higher in the MPP model, due to its ability to preserve the step-like structures of

the initial condition which conversely are smoothed out in the SPP model. Realistic

numerical experiments indicate that when the vertical mixing parameterization is

able to mimic the diapycnal mixing regime typical of a water column presenting

step-like structures, the transport of heat to greater depths might be reduced in

comparison to a more di�usive diapycnal mixing. This results in higher values of sea

surface temperature, evaporation rate and sea surface salinity in the MPP scenario

than in the SPP model. Results show that the increased evaporation rate may

contribute to the sea level recession with a rate up to 0.1 m/year on certain days,

identifying a potential role of thermohaline staircases in the increased evaporation

rate of the Dead Sea. The long-term e�ect of the above mechanism would require a

specialised study based on longer-term observations and modelling.

6.2 Future work

In this thesis, we have introduced and tested in idealised and realistic model setup

a novel generalised Multi-Envelope s-coordinate system (Chapter 3) where compu-

tational surfaces can be optimised to best represent the leading physical processes

at stake. The skills of the MEs system have been investigated and assessed for sim-

ulations spanning periods of months (Chapter 3 and Chapter 5) or years (Chapter
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4). However, the behavior of this new scheme when applied for longer climate-type

runs has not been investigated in this thesis. Therefore, one important unanswered

question is whether a MEs vertical grid optimized for the current oceanic state of

a particular domain may be also appropriate for future scenarios. One possibility

could be that, under long-term changes of the thermohaline state of the sea, MEs

computational levels might not mimic anymore the strati�cation of the basin. This

could result in undesired numerical diapycnal mixing, as it is the case for all the

other non-isopycnic vertical coordinate system. Therefore, a further improvement

of the MEs scheme could be the development of an arbitrary Lagrangian-Eulerian

MEs-coordinate system, where envelopes and model levels will be able to move in

time adapting to the main baroclinic features of the �ow (e.g. combining the ideas

of Hofmeister et al. (2010) and Leclair and Madec (2011).

The free-running CUR-MEs model developed in this thesis (Chapter 4) has been

proven to be a useful and skilful tool to study the Black Sea hydrodynamics, with an

accuracy similar to CMEMS assimilative reanalysis. The next step could be using

this model to investigate the intra- and inter-annual variability of the CIL dynamics

in the last 20 years, contributing to elucidate the mechanisms behind the recently

observed warming and weakening of the Cold Intermediate Water (e.g., Piotukh et al.

(2011); Akpinar et al. (2017); Stanev et al. (2019)).

In Chapter 5 we have shown that the MEs scheme can be used to succesfully in-

vestigate the e�ect of di�erent vertical mixing regimes on the structure of the water

column in the Dead Sea. Our study might suggest a potential role of thermohaline

staircases in the recent increased evaporation rate of the Dead Sea. A challenging fur-

ther step to deeper investigate this mechanism could be implementing a longer-term

model of the Dead Sea circulation using a parameterization for the double-di�usive

transport (e.g, Radko et al. (2014)).

One of the main �nding of our research is that optimising the numerical mesh for

the main physical processes might allow to improve the accuracy of a free-running
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Fig. 6.1: Map of annual climatological potential density referenced to the surface at
500 m (from Marsh et al. (2017)) The annual climatology is obtained using monthly
estimates of ocean temperature and salinity spanning the period 1993-2013 available
as objectively analysed gridded �elds from the EN4 dataset provided by the UK Met
O�ce Hadley Centre (Good et al., 2013).

Black Sea ocean model. An interesting further step would be to test this approach

in other regions of the World Ocean, where di�erent physical processes may drive

the main dynamics. Recently, Graham et al. (2018a,b) and Tonani et al. (2019)

have shown that increasing the horizontal resolution of the Atlantic Margin Model

(AMM) from eddy permitting (7 km, named AMM7) to eddy resolving (1.5 km,

named AMM15) might allow to obtain a better representation of dynamical features

such as coastal currents, fronts, mesoscale eddies and shelf-break exchanges in the

Northwest European shelf. However, they also showed that increasing the lateral

resolution is not su�cient to reduce the biases in the thermohaline structure of the

water column which a�ect both model con�gurations in open ocean an shelf areas.

Such biases seem to be ultimately linked to the resolution of the hybrid z∗−s vertical
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grid (Siddorn and Furner, 2013) used by both models (see Graham et al. (2018b) and

O'Dea et al. (2017) for the details). This seems to be in agreement with our research,

where we �nd that the CUR horizontal grid is an additive improvement only when

combined with the MEs vertical grid, indicating that the the best improvements

are achieved when the model is able to correctly reproduce the underpinning 3D

generating mechanisms. The multi-envelope method could be used to optimise the

vertical grid of AMM7 and AMM15 models for the main dynamical features of the

Northwest European shelf and trying to reduce those biases. In particular, it would

be interesting to assess whether using an envelope mimicking the meridional sloping

of North Atlantic isopycnals (see Fig. 6.1) might help to obtain more accurate

simulations of the European slope current.

Global ocean models typically use geopotential vertical levels and coarse horizontal

resolution. As a result, they usually experience di�culties in representing dense water

cascading and over�ows (e.g. Gri�es (2004)), two fundamental processes for water

masses formation at planetary scale (e.g. Shapiro (2003); Ezer (2006); Wobus et al.

(2013)). It would be interesting to test whether the multi-envelope approach could

be used in global con�gurations to improve the representation of oceanic gravity

currents. For example, a global MEs grid could use envelopes which are bended to

follow the bottom topography only in local areas where cascading and over�ows are

known to occur (e.g. Denmark strait), reducing to the minimum horizontal pressure

gradient errors and spurious diapycnal contaminations.
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