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Abstract—Future softwarized 5G networks have to be robust enough so as to ensure high network reliability and services availability. 5G network architecture should make sure that any failed parts in the network are detected, restored and recovered within a permissible period of time and at the lowest achievable cost. In this paper, we propose a Multipath Protection and Link-Failure free MPTCP/SR-based SDN/NFV architecture that increases survivability, resilience, availability of services in 5G networks. We present our system model and a multiPath protection and dynamic Link- Failure free algorithm called “PathReLief” that greatly reduces the failure recovery time and avoids link congestion in MPTCP/SR SDN/NFV 5G networks. To demonstrate the effectiveness of our proposal, we compare the performance of the proposed algorithm and the conventional topology discovery mechanisms for link/node failures in POX and OpenDaylight controllers. Preliminary results show that, our approach outperforms others used in the commonly used controllers (i.e., POX and OpenDaylight), in terms of reduced failure recovery time and localization time.
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I. INTRODUCTION

5G networks are expected to be 10 - 100 times faster than 4G/LTE networks, support and provide approximately 100% services availability [1] and transmission/network reliability of 99.999%. 5G is set to provide access to any service with better quality to end-users at anytime, anywhere through reliable and cost effective communications, over any medium and across multi-operator domains using different technologies such as SDN and NFV. Requirements such as high throughput, resilience and reliability, consistency and service availability, ultra-low-latency have to be achieved, for 5G to support applications such as live video streaming, AR/VR and video gaming [1]. To cope with these multimedia services which require optimal throughput, Multi-Path Transmission Control Protocol (MPTCP) [2] and advanced forwarding technologies such as Segment Routing (SR) [3] have been proposed. MPTCP is now an integral part of 5G mobile network architecture as a standard feature of 3GPP Release 16. As shown in our previous works [4], [5], MPTCP and SR implementation can be integrated with SDN and NFV to achieve better network resource utilization that leads to higher network throughput and the end-user’s QoE.

However, the performance of future softwarized 5G infrastructures can be affected by link or node failures which are inevitable occurrences in the networks. In SDN/NFV-based network, not only the centralized controller itself can be a single point of failure but also the data plane. If the SDN controller or link/node fails, then the routing and forwarding capabilities of the 5G network become down and can lead to undelivered data packets, unreliable network and even drop new flow requests from end-users. To overcome this, future 5G softwarized networks should be robust enough to ensure high reliability and availability of services by making sure that any failed parts in the network are detected, restored and recovered within a permissible period of time and at the lowest achievable cost.

In this paper, we extend our previous works [4], [5] where it was demonstrated that, MPTCP and SR can improve system throughput while achieving the maximum end-user’s QoE in SDN/NFV networks. We provide new approaches for path protections and dynamic link recovery mechanism in MPTCP/SR-enabled SDN/NFV-based 5G networks. The contributions of this paper are three fold:

- We propose the path protections and Link- Failure free MPTCP/SR-based architecture that increases survivability, resilience, availability and robustness of 5G networks.
- We present our system model and a Multipath Protections and Dynamic Link- Failure free algorithm called “PathReLief” that greatly reduces failure recovery time and avoids link congestion in MPTCP/SR SDN/NFV 5G networks.
- We perform extensive experiments and evaluate the performance of the proposed PathReLief algorithm over the developed softwarized network platform.

The rest of this paper is organized as follows: Section II presents related work. Section III provides an overview of path protections using segment routing while section IV presents the proposed Multipath Protections and Link- Failure free MPTCP SDN/NFV SR-based architecture. We formulate the multipath protection and dynamic link- failure free SDN/NFV system model and present the proposed PathReLief algorithm in section V. Section VI presents the performance and evaluation of the proposed SDN/NFV system. Finally, section VII concludes the paper.

II. RELATED WORK

Path restoration and protection are the most commonly used failover approaches in SDN and NFV [6]. For path protection strategies [7], [8], [9], backup paths are proactively (pre-installed) configured. That way, backup paths are activated...
automatically in the data plane switches when a link fails. Sgambelluri et al. [7] propose an OpenFlow architecture that ensures network resource utilization are effectively utilized when the failed link is recovered in Ethernet-based networks. Cheng et al. [8] propose a congestion-aware local fast reroute (CALFR) in SDN, a resilience approach that balance failure recovery time and forwarding rule occupation. Authors in [9] introduce a fast failover strategy that reduces the recovery time using preconfigured primary and secondary paths which are calculated by an OpenFlow controller. There are two drawbacks with the path protection mechanisms. Firstly, the preconfigured flow rules in an SDN switch are stored in the Ternary Content Addressable Memory (TCAM), which is expensive, power hungry and limited in size (e.g., can only hold 1500 forwarding rules) [10]. Secondly, the backup paths are correlated and need to be reassigned making this approach static and rigid [8].

With path restoration approaches [6], [11], backup paths are reactively installed when the link/node failure is detected by the SDN controller in the network. However, the failure recovery time using path restoration is larger because the SDN controller has to (a) detect the failed link/node, (b) recompute a new routing path, and (c) install flow entries in the OpenFlow switches directly connected to the failed link. For example, Xiong et al. [11] propose a Fast Restoration with Triggered Precomputation (FR-TP) approach that achieves fast failure recovery with minimal resource overhead. The path restoration process which involves the SDN controller and OpenFlow switches, would lead to an increased failure recovery time and a large number of flow rules in SDN switches. Again, for video streaming services, congestion can occur in the network because of redirecting large amount of video flows on the failed link to a new reroute path [8]. Previous studies have shown that the path restoration can take a recovery time of over 100 ms, which is longer than 50ms tolerable time considered by network provider [9].

The drawbacks of path restoration and protections approaches to store large number of rules in SDN switches can be greatly eliminated by SR [3] technology where a logical path of MPTCP subflows can be expressed as a sequence of segments between the ingress and egress network nodes (e.g., a switch/router/link). SR has been recently proposed by the IETF to provide Traffic Engineering (TE) by simplifying control plane where SDN switches no longer need to maintain per-demand routing information or forwarding rules. To overcome the above mentioned limitations, this paper utilizes the MPTCP and SR for reducing failure recovery time, limit the storage requirements and save cost in future 5G softwarized networks.

III. PATH PROTECTION AND DYNAMIC NETWORK RECOVERY USING SEGMENT ROUTING

Path protection and dynamic network recovery from failure is an important aspect of traffic control and management in softwarized 5G networks. Typical failures in SDN/NFV network include: Link, Node and Shared Risk Link Group (SRLG) failures where multiple links can fail together. On failure detection in traditional networks, crankback routing [9] is normally applied where the traffic is recursively returned back to the source node from which the traffic can be forwarded to the destination node again. However, the crankback routing increases network recovery time because the failure detection window also increases due to the longer path lengths.

Fig. 1 indicates a use case of path protection and link recovery mechanisms using Segment Routing (SR). SR is a source routing approach that aims to provide an advanced packet forwarding mechanism where intermediate nodes (routers/switches) are not required to install flow rules or maintain all steered paths within the network. The details of SR implementation in softwarized networks are available in our previous works [4], [5]. Upon a link failure, the node where the link failure is detected (step 1) reroutes the data packet until the convenient route is found where the packets can be forwarded to their destination point. The novelty of this approach is that, the same data packets of MPTCP flows are tagged first (e.g. with a SR label which contains information on the failed link) and then sent back through the primary path. After receiving the tagged packet (step 2), a reroute node (e.g., S2) can then respond to the link/node failure and forward the tagged packets (step 3) to their destination node. When the reroute node processes the first tagged packet, a state transition is performed in the OpenFlow switch. A failover table is created and install backup actions where all subsequent packets coming from the source node are forwarded on the reroute node. It is worth mentioning that, when link failures occur in the network, segments can be repaired such that new backup paths are computed for each link in the primary path as shown in Fig. 1. As we demonstrate later in section V, the benefits of this approach are the reduction of path costs, network recovery time and backup path length.

IV. THE PROPOSED MULTIPATH PROTECTIONS AND LINK-RECOVERY MPTCP/SR-ENABLED SDN/NFV-BASED ARCHITECTURE

Fig. 2 shows the proposed architecture for path protections and dynamic link recovery in MPTCP/SR-enabled softwarized 5G network. The proposed architecture consists of forwarding plane and traffic control and management plane. MANO is the NFV management and orchestration framework consisting of three functional blocks: the NFV Orchestrator (NFVO), Virtual Infrastructure Manager (VIM) and VNF Manager.
A. Data Forwarding Plane

The data plane consists of SDN switches that support SR technology and software/hardware devices (e.g., Virtual Network Functions (VNFs) and OpenFlow switches) interconnected using virtual or wired connections or common wireless radio channels.

B. Traffic Control and Management Plane

The traffic control and management plane includes four modules namely, the MPTCP-based flow manager module, the TE-Segment Routing module and Path protections and Restoration module. These entities were implemented as an extension to POX and OpenDaylight controllers.

1) Statistics Collector (SC): This module collects network information, system events and any network topological changes (e.g., during link or node failure).

2) MPTCP Module: As implemented in our previous works [4], [5], this module computes the shortest paths and then performs path allocations to MPTCP subflows. Based on the collected link information, resources (e.g., bandwidth) can be assigned to the calculated paths of MPTCP subflows. Instead of installing these subflow paths in SDN switches as forwarding rules, we use SR approach where the forwarding table of the ingress switch is configured with an ordered list of segments [3]. The ingress switch then adds labels with an ordered list of segments to a packet header and forwards it to its destination point [5], [4].

3) TE-Segment Routing Module: To implement the TE-SR module that maps the computed subflow paths to SR paths, we adopt similar approach of the SR assignment algorithm presented in our previous works [5], [4].

4) Failure Recovery Handler Module: The failure recovery handler module performs autonomic fault detection and recovery mechanisms for ensuring that any point of failure in the SDN/NFV can be configured and recovered within a permissible period of time. The NFV management and orchestration (MANO) is responsible for managing and orchestrating virtualized network functions (VNFs). It is important to mention that any changes of users and the running status of the SDN/NFV system can be reported immediately to the SDN controller [5].

5) Database Module: The database module stores the configuration parameters, monitoring status reports and different fine-grained resources. All subflow paths with the required end-user’s service requirements are maintained in the database. This information enables the SDN controller to use existing paths by querying in the database to retrieve paths that correspond to the previous MPTCP connection. The modules of (1) to (5) are all located in Topology Discover module of the SDN controller as shown in Fig. 2.

6) The SDN Controller: In SDN, the controller is solely responsible to detect network failure through Operations Administration, and Maintenance (OAM) tools. SDN uses the OAM tools like Link Layer Discovery Protocol (LLDP) in layer 2 and layer 3 to provide tests for continuity check, connectivity verification, link trace, delay and loss ratio and detect link/node failure. For example, in POX controller, the failure detection is conducted using the POX Topology Discovery module [12]. When a link associated with the Openflow switches is detected as having been removed or failed, a LinkEvent message is raised by the Topology Discovery module. The openflow.discovery component in POX controller sends LLDP messages out of OpenFlow switches so that it can discover the network topology. For our proposed PathReLief algorithm 1, the SDN controller is implemented as an extension to POX and OpenDaylight controllers. Computations of shortest paths of MPTCP subflows is performed using the MPTCP module when the client’s request is uploaded to the controller. The controller allocates the MPTCP subflows to transmission paths using the MPTCP module and then maps these subflow paths to SR paths using the TE-SR module (see in Fig 2).

V. MULTIPATH PROTECTIONS AND DYNAMIC LINK RECOVERY IN SOFTWARIZED NETWORKS

A. Network Model

We consider a softwarized network which is modelled as a directed graph \( G = (V,E) \) where \( V \) is the set of nodes (switches or VNFs) and \( E \) is the set of edges. Each \( e \in E \) is associated with a non-negative integer link weight denoted by \( W(e) \). Non-fixed parameters (e.g., link bandwidth, packet loss, delay) that indicate link weights in real world network scenarios are used by the SDN controller to calculate the optimal multiple set of \( h \) shortest paths from source to destination. The cost of the link, \( W_{ij} \) of link \((i, j)\) is defined as the sum of delay \((dl_{ij})\) and packet loss \((pl_{ij})\) values of a link multiplied with their scale factors \( \alpha, \beta \geq 0 \) respectively such that:

\[
W_{ij} = \alpha \times dl_{ij} + \beta \times pl_{ij}, \forall(i,j) \in E \quad (1)
\]

We denote \( b_{uv} \) as the available link bandwidth connecting a pair of SDN/NFV nodes and \( B_{sf}^k \) as the required bandwidth of a
subflow $sf$ of an MPTCP connection $k$. The shortest path of a traffic-flow demand $f$ from the source $s \in V$ to destination $t \in V$ is denoted by $p(s,t)$. We denote a binary variable $X_{ij}^p$ that shows if a certain is being used or not as defined by equation 2.

$$X_{ij}^p = \begin{cases} 1 & \text{if } p=(i, j) \\ 0 & \text{Otherwise} \end{cases} \quad \forall e \in E \quad (2)$$

In order to ensure that, MPTCP subflows are routed in the network through shortest paths with minimized cost as defined in equation 1, an objective function is formulated as:

$$O_f = \min \sum_{(i,j)\in E} \sum_{k\in K} (W_{e_{ij}} sf_{ij}^k) \quad (3)$$

Where $sf_{ij}^k$ indicates the subflow of a MPTCP connection $k$ routed on link $(i,j)$. A link may become a bottleneck in real-world network operation scenario when it can not provide the required resources or is likely to be the most used path for any pair of communicating nodes within an SDN/NFV network. We use the link criticality $l_c$ parameter introduced earlier in our previous works [4], [5] in order to balance the traffic load and avoid a bottleneck link in future softwarized 5G networks. We define $f$ as a failed link in the network, $m$ as a number of disrupted MPTCP flows and the $sf_{ij}^k$th as the disrupted traffic flow where $1 \leq j \leq m$. In order to achieve a fast recovery after a link failure, the failed link $f$ has to be bypassed using the computed local reroute paths such that:

$$X_{ij}^p, l_j = 0, \forall p \in N \quad (4)$$

Where $N$ is the set of new computed shortest paths after link $f$ has failed and $p_i$ is the $i$th reroute path, for $1 \leq i \leq n$. $n$ is the number of new computed reroute paths when $f$ fails. The recomputed paths should also have a cycle avoidance constraint defined as

$$\sum_{t \in V(s,t) \in E} (X_{s,t}^p) \leq 1, \forall s \in V \quad (5)$$

When the failure occurs in the SDN/NFV network, the bandwidth of the disrupted MPTCP flow assigned to the reroute path $p_i$ can not exceed the available capacity of path $p_i$.

**B. Multipath Protections and Dynamic Link Recovery Algorithm**

The proposed algorithm takes the network topology as input and compute link weight using equation 1. The SDN controller calculates the shortest path where MPTCP flows should be transported from $s$ to $t$. It then performs mapping of MPTCP subflow paths $ps_f$ into SR paths. When the client and server establish an MPTCP connection using a three-way handshake, the transmission of subflow is initiated based on user’s service requirements. The controller monitors system events and status of network topology. When link $(i,j)$ fails, then it is pruned using algorithm 2 and the network topology is updated. The overall procedure of our proposed approach is summarized in algorithm 1. The proposed path protection and link recovery mechanism using algorithm 1 does not need crankback routing and the failure detection window and recovery time are minimized.

**Algorithm 1: Path Protection and dynamic Recovery of Link Failure (PathReLieF)**

**Input:** flow $f$, $N_{topology} G = (V,E)$

1. Compute link weight based on equation 1, bandwidth;
2. Find all subflow shortest paths $p \in P$ in the network;
3. foreach $p \in Psrc \rightarrow dst$ do if $p.used + sf_b < b_{ij}$ then return $p$;
4. else Go to step 3;
5. Perform mapping of subflow paths $ps_f$ into SR paths
   **Output:** List of Segment labels SL
6. Save path $p$ with its associated list of SL in $DB_p$;
7. Start MPTCP subflow transmission based on user’s service requirements
8. The SDN controller monitors system events and status of network topology;
9. if link$(i,j)$ fails then Prune failed link$(i,j)$ using Algorithm 2 end if;
10. if $f_{new}$ is a new flow then Query $DB_p$ to find the paths for subflows of $f_{new}$;
11. if $pf_{new}$ is not in $DB_p$ then Go to step 2 and issue path adding request for $f_{new}$;
12. end if;
13. end if;
14. Continue transmission as long as $B_{sf}^{ik} < b_{ij}$;
15. Use the $l_c$ and congestion index to avoid congestion end for;
16. The MPTCP subflow paths are protected and links are recovered

**Algorithm 2: A Script to Remove a Link from the Network Topology**

1. def removeLink(self,node1, node2, port1=None, port2=None, *args):
2. if not self.opts or self.lopts: then ;
3. self.addPort(node1, node2, port1, port2);
4. key = tuple(self.sorted([node1, node2]));
5. self.link_info[key] = opts;
6. self.g.remove_edge(*key);
7. return key

**VI. PERFORMANCE AND EVALUATION**

**A. Experimental Testbed & Setup**

We use an experimental testbed shown in Fig. 3 which consists of the edge, aggregation and core layers consisting of 8, 4 and 2 SDN switches respectively. Two VMs both running Linux (Ubuntu V16.04 LTS) were installed with the MPTCP
### TABLE I

<table>
<thead>
<tr>
<th>Layer</th>
<th>Bandwidth (Mbps)</th>
<th>Delay (ms)</th>
<th>Packet Loss (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge</td>
<td>3</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>Aggregation</td>
<td>2</td>
<td>20</td>
<td>3</td>
</tr>
<tr>
<td>Core</td>
<td>3</td>
<td>30</td>
<td>3</td>
</tr>
</tbody>
</table>

The Mininet used to model the network redundant links at each level as shown in Fig 3 was installed in another VM. The POX and OpenDaylight controllers were installed in the second VM. The SR module was implemented following the approach we used in our previous works [5]. Table I shows the parameters configured on the network topology shown in Fig. 3.

### B. Experimental Results and Discussion

In order to evaluate the performance of the proposed algorithm, the link between the selected pair of switches were failed by using the pseudocode shown in Algorithm 1. The failed link between each pair of switches was repeated 20 times per pair. The failure recovery time, backup path length and failure localization time were collected to investigate the performance of the proposed algorithm. Failure localization is the process of identifying the exact point where failure has happened. The Failure Localization Time (FLT) is the time taken by the SDN controller to get the link failure information from the POX and OpenDaylight Topology Discovery module to the time it finds the exact failure location in the network. The Failure Recovery Time (FRT) is the time taken by the SDN controller to receive the information regarding the exact point of link failure and install the new flow failover tables in SDN switches. The FRT is calculated based on the classical failure recovery model in optical networks presented in [13]. The proposed algorithm 1 for path protection and link recovery was implemented in POX and OpenDaylight controllers respectively. The main idea was to investigate on how the two SDN controllers react to link/node failures in the network in terms of failure recovery and failure localization time.

1) **Failure Recovery Time (FRT):** Figs. 4 and 5 show the performance comparison of failure recovery time with PathReLief algorithm when it is implemented using the POX and OpenDaylight controllers respectively. The performance of PathReLief is better than that of native approaches used in POX and OpenDaylight. This is so because, not only PathReLief uses MPTCP for transmission but it also applies SR technology on every OpenFlow switch which makes the transfer of data from the failure node to the SDN controller fast. It is important to mention that, the SR is disabled while evaluating the failure recovery and localization time using POX and OpenDaylight controllers. It can be observed from Fig. 4, when \( \{S1\rightarrow S4\} \) fails, the PathReLief takes to only 0.24ms to perform a failure recovery in the network and install failover tables. Note from the network topology shown in Fig. 3, link \( \{S1\rightarrow S4\} \) connects switches belonging to the core layer and aggregation layer which are closely connected to the SDN controller. This also contributes to the minimization of time required to perform link recovery in the network. The failure recovery time when \( \{S5\rightarrow S11\} \) fails is the largest (0.5ms, 0.58ms, 0.65ms) for PathReLief, POX and OpenDaylight respectively. This is because link \( \{S5\rightarrow S11\} \) connects switches belonging to the aggregation layer and the edge layer.

2) **Failure Localization Time (FLT):** It can be observed from Fig. 7 that, the PathReLief performs better than the POX and OpenDaylight controllers. For example, when \( \{S1\rightarrow S4\} \) fails, the failure localization time of PathReLief, native discovery module in POX and OpenDaylight are 48\(\mu s\), 81\(\mu s\) and 94\(\mu s\) respectively. The time taken for the controller to detect the exact point of a failed link is shorter for PathReLief because \( \{S1\rightarrow S4\} \) connects the core and the aggregation layer in the fat-tree topology shown in Fig. 3. For failed link \( \{S5\rightarrow S11\} \),
the failure localization time is 78\(\mu\)s, 85\(\mu\)s and 96\(\mu\)s respectively. The localization time is larger because link \{S5\(\rightarrow\)S11\} connects the aggregation layer and the edge layer and therefore making the backup path length to increase.

3) Link Capacity Occupation (LCO): The LCO is calculated as the percentage of the total link capacity allocated to the backup paths considered for forwarding the tagged packets. When a failure of a link or a node occurs in the network, some of the available bandwidth are allocated to the backup path depending on the network traffic that are to be sent from the failed node/link to the destination node. The PathReLief shows a minimum link capacity occupation allocated to the backup paths compared to POX and OpenDaylight controller. This is so because MPTCP and SR would enable load balancing between multiple disjointed paths and therefore making the transmission of the tagged packets with minimum bandwidth fast on every link used in the network.

VII. Conclusion

In this paper, we propose a path protection and dynamic link-recovery approach using MPTCP and SR to increase survivability, resilience, availability of services in 5G networks. To demonstrate the effectiveness of our proposal, we compare the performance of the proposed algorithm and the conventional topology discovery mechanisms for link/node failures in POX and OpenDaylight controllers (i.e., POX and OpenDaylight), in terms of reduced failure recovery time and localization time).
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