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Abstract

Governance and Economic Development in the Arab Region: A Global
Perspective

Islam Ibrahim Abdelbary

The Arab region enjoys a strategic geographical location, an abundant natural resource base, a
demographic gift of an expanding pool of young and educated labour force, and a dynamic and
entrepreneurial population. Despite these, the region has been unable to achieve sustained and
inclusive growth. This failure has strongly been attributed to igniting a wave of protests, popularly
referred to as the ‘Arab Spring’, which spread throughout most of the region. Hence, the study
aimed to identify the economic and especially institutional reasons that led to the Arab uprising by

evaluating reform programmes that took place over the past two decades in the region.

In order to achieve this objective, the study applied two stages of quantitative analysis on a panel
of 78 countries, including 17 from the Arab region (categorised into four groups) over the period
1995 to 2014. Firstly, a comparative heuristic approach to examine the outcomes of economic,
social and political reform in the Arab countries with those in other world regions. Secondly, an
examination of these relationships by utilising an augmented neoclassical growth model framework
derived from a production function and a dynamic panel LSDCV estimation, which incorporates

aggregated reform indicators generated by principal component analysis (PCA).

The outcomes prove that the Arab region had experienced a growth deficit, with low per capita
income growth. This growth performance has been weaker than that achieved by most other regions
of the world. Success in economic and social reforms have been disappointing, attributable mostly
to the poor institutional environment, which includes, political instability and dictatorial rule, civil
wars, lack of accountability and widespread governmental corruption. The econometric analysis
supports this and suggests that in addition to improvements in the institutional environment,
monetary and financial policy mechanisms should be activated, in addition to diversification of the

economy to achieve growth.

Based on these the thesis proposes frameworks that may lead to more comprehensive and
integrated development in the Arab world, based on some key economic, political and social
variables, and taking into consideration the distinctive features of each Arab group. These
frameworks can be used as a vital tool to increase the effectiveness of reform programmes in

meeting targeted inclusive growth outcomes.
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In conclusion, the study confirms that reform is simultaneously political, social and economic.
Economic reform should not be seen in a vacuum, in isolation from political and social choices that
society makes. Looking forward, the Arab reform agenda must address critical governance issues
that hinder the effectiveness of reform policies. Better institutions will establish an incentive

structure that reduces uncertainty and encourages efficiency, thereby contributing to sustained and

inclusive growth.
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Chapter One: Introduction
1.1 Research Background and Rationale

Arab countries (ACs)! are a diverse set in terms of size, geography, level of income, natural
resource endowments, economic structure, human capital and skills, social structures,
economic policies and institutions. Their total land surface areas are 44% larger than China or
3.8 times the size of the European Union, and hold half of the world’s known oil reserves and
its natural gas (BP, 2014). Therefore, the oil sector has provided the basis for economic and
social development throughout the region, not only for oil-producing economies but resource-
poor Arab economies as well, through remittances, trade, capital and aid flows. The region has
also been linked by economic policy, with similar models of economic development adopted
by ACs since the 1950s and 1960s, based upon state-led planning, with strong social policies
designed for redistribution and equity (Bibi and Nabli, 2010). Economic indicators have,

however, been poor, a reflection of several factors, including poor-quality institutions.

The characteristics of socioeconomic reform after independence have been shaped by different

themes. In the 1950s and early 1960s, the development model in ACs was based on strong
governments, central planning of economic and social priorities, and wide-scale policies for
redistribution and equity. During the 1970s oil boom, ACs, especially the Gulf Cooperation
Council (GCC) countries, launched ambitious programmes of public spending on infrastructure
and services. Nevertheless, by the mid-1980s, this progress faced pressures for change because
of the significant role played by oil revenues. In the 1990s and 2000s, many ACs launched
economic reform programmes prescribed by the International Monetary Fund (IMF) and the
World Bank. These reforms were mainly concerned with structural adjustment policies,
macroeconomic stabilisation and structural reforms (Abbott et al., 2010).

Despite implementing all these reforms, they did not significantly affect the standards of
living of Arab citizens. Indeed, over the last fifteen years or so, the growth performance of the
Arab region as a whole has been disappointing. According to Makdisi et al. (2006) the
economic growth pattern is inextricably linked to several characteristics of most of the
countries in the region notably; their heavy dependence on oil, weak economic base, high

population growth and unemployment rates, low rates of returns on investment in physical and

! Please see the map of Arab countries in Appendix 1.1



human capital, low level of integration in the world economy and underdevelopment of market

institutions.

A significant constraint to growth is the lack of adequate infrastructure, an exception being the
GCC countries. Following the World Bank’s Investment Climate Assessments, almost half of
the private businesses in the region complain that infrastructure is moderate to a major obstacle
to conducting business. Telecommunications and transportation, two necessary services, are

also significantly underdeveloped (Nabli, 2007).

Furthermore, across the region, the lack of improvement in labour markets and living
conditions are another key constraint on growth. Unemployment is one of the major sources
of economic failure in most Arab countries. According to the Arab Labour Organization (ALO)
in 2007, the overall average unemployment rate for the ACs was about 14.4 per cent of the
labour force compared to 6.3 per cent for the world as a whole. A cross-country study of
developing countries including Egypt, Morocco, Tunisia, and Jordan found that the first three
of these countries have significant gaps relative to other developing countries with regard not
only to youth employment but also the quantity and quality of education and skills mismatches
(EBRD, 2015; Jelassi et al., 2015) . Of the seven Arab countries assessed in the World
Economic Forum’s Global Competitiveness Index, five scored worst in the labour market
efficiency category in 2014 — 15, and three of these countries (Algeria, Egypt, and Tunisia)
have been in the bottom decile of rankings of labour market efficiency for the previous three

years.

The countries in the region continue to fail to use human capital efficiently because of the
nature of the education system, which distorts incentives. Pissarides and VVéganzonés (2006),
argued that education systems in the region are more aligned to the needs of the public sector,
with the result that acquired skills do not match those required in growth-enhancing activities
in the private sector. Excessive regulation of the private sector and a highly controlled labour
market, have further removed the incentives for employers to recruit, train and retain skilled

workers.

Moreover, areport by UNDP (2011), which examined the sectoral economic growth and long-
term structural transformation in the region, found that heavy sectoral weights of extractive
industries lead to dependence on global oil prices. The structure of production limits
employment generation for skilled and semi-skilled labour. Low-skilled services and informal

activities absorb the workforce and have adverse effects on aggregate productivity and living



standards. The slow emergence of manufacturing capacities distinguishes the economies of the

Arab region from other developing countries, such as those in Asia.

Economists in recent years have come to a broad consensus that economic performance is not
always warranted by economic characteristics alone, but it is often shaped by the political and
institutional environment in which economic activities take place (Kaufmann and Kraay,
2008). Regarding the Arab region, besides the poor economic conditions, there are weak
governance and institutional framework. Regardless of the different approaches used by
institutional and commercial agencies, they all conclude that ACs are generally poor in all these
indicators including the governance aspects in general and especially in democracy (Kaufmann
et al., 2010; Marshall et al., 2012; PRS Group, 2011).

According to the Freedom House (2015), the region as a whole had the worst civil liberties
scores of any region, and most of its countries classified as partly free or not free. Arab nations
are among the worst performers in estimates of global Corruption Perceptions Index (CPI)
(Transparency International, 2011). They also observed that corruption is the main challenge
in the region, with three of the bottoms ten countries CPIs in 2014 coming from the region.

High-level corruption is exemplified by the ruling elites who control both the polity and key
segments of the economy. They abuse formal and informal institutions to control the
accumulation and distribution of resources and jobs in order to extend their power and amass
illicit wealth. In fact, corruption was an instrument for the capture of the economy. Despite
attempts towards the process of transition to the liberal economy as a kind of an economic
reform similar to what happened in Morocco, in Tunisia, Jordan and Egypt, the elite’s power
and hold over resources expanded during periods of “economic liberalisation”. For instance,
privatisation and public procurement operations carefully managed to ensure that close
associates of the rulers would control these assets. This has led to an entrenched rent-seeking

system of crony capitalism (Kaufmann, 2011).

There is no doubt that these political and economic institutional conditions had reflected
directly in economic performance and business activities. Emara and Jhonsa (2011) and Nabli
(2007) have argued that the low efficiency of capital in the Arab region can be attributed to the
fact that most countries in the region provide an unfriendly business environment and
insufficient institutional support for private investment. Makdisi et al. (2006) have also
highlighted the importance of the quality of institutions in explaining the weak productivity

performance of Arab countries in comparison with the rest of the world in general.



Furthermore, Aysan et al. (2007) addressed the issue of the low level of private investment in
the region, with an empirical result showing that governance plays a significant role in private
investment decisions. The same effect in the case of "administrative quality” in the form of
control of corruption, bureaucratic quality, the investment-friendly profile of administration,
law and order, as well as for "political stability." The estimations also stress that structural
reforms like financial development and human development affect private investment

decisions directly, through their positive effect on governance.

In the light of the above, the ACs with regard to polity is characterised by a top-down,
personalised, highly concentrated and non-contestable mode of governing. Economically, the
region exhibited highly skewed income and wealth accumulation as well as resource allocation,
and distribution of political power linked with a highly centralised power of the ruling elite. In
particular, under this politically and economically captured system, neither the middle nor the

poor class were beneficiaries.

Under this dark image of living conditions, a broad wave of protests spread throughout most
of the Arab region? popularly referred to as the ‘Arab Spring’. The Arab street seemed to have
made clear that it is no longer willing to accept these development models and the control and
distribution of the region’s resources. A primary goal of the protesters everywhere from
Tunisia to Bahrain was easy to capture from major slogans of the demonstrators in the Arab
world. The first one was, "The people want to overthrow the regime" and the second “Bread,
freedom and social justice”. These slogans represented what Arab people have suffered from,
especially during the last two decades. They aim to create more participatory and representative

political systems, a fairer economic system, and independent judiciaries (Alimi et al., 2016).

Regarding the first slogan, Tunisians succeeded in overthrowing their president, and so did the
Egyptians, the Libyans, and the Yemenis (Hissouf, 2014), while the second one which
underlines the interdependence of inclusive governance, economic and social inclusion, still
require more time to achieve. It needs more strategic thinking towards exploring alternative
solutions and a range of development policy options to help redress the underlying causes that

gave rise to the widespread popular grievances and discontent.

2 By the end of February 2012, rulers had been forced from power in Tunisia, Egypt, Libya and Yemen;
civil uprisings had erupted in Bahrain and Syria; major protests had broken out in Algeria, Irag, Jordan,

Kuwait, Morocco, and Sudan; and minor protests had occurred in Mauritania and Oman(Green, 2015).



The movement for change that has spread through the socio-political landscape of the Arab
region asks for new development pathways that give greater prominence to the interlocking
issues of democratic governance, social justice and decent employment. A successful
transformation is contingent upon understanding and paying heed to the demands of the Arab

street for political, economic and social inclusion (UNDP, 2011).

Following the Arab Spring, the need for a new Arab development model has become essential.
The developmental country is capable of transforming the considerable potential and natural
resources of the region into an inclusive growth base that respects human rights, reduces
poverty, creates suitable work opportunities and consider social expenditure as a real
investment for the future (Malik and Awadallah, 2013).

1.2 Research questions:

The study attempts to answer the following questions:
1. What is the effect of implementing a series of economic reforms on economic

development in Arab countries?

2. How do Arab governance systems and institutional structures affect their social and

economic development?
3. Why have Arab states failed to achieve sustained and inclusive growth?

4. What are the main features of a new Arab region economic development framework?
1.3 Aim and research objectives:

The primary aim of the study is to identify the economic and institutional reasons that led to
the Arab uprising by evaluating the reform programmes that took place over the past two
decades in the region(1995-2014). Following the analyses, the study proposes a new
development framework that could be adopted by Arab countries to help achieve sustainable
development, raise the standard of living for Arab citizens and thus avoid the occurrence of

similar revolutions in the future.

The objectives of the study are to:

Determine the pattern of economic growth of the Arab world.
2. Assess the economic development status in ACs and the effect of economic reforms on it.

3. Classify the winners and losers of ACs based on progress in the economic reform
programmes.



Investigate the institutional and political aspects of Arab reform.
Examine the input and output factors of the governance system in the Arab region.

Measure empirically the effectiveness of reform programmes in achieving sustained growth
in Arab countries.

Assess the similarities and differences in the reform agenda between Arab countries.

Develop and recommend a “New Developmental framework™ for ACs that is based on a
new social contract of mutual accountability.

1.4 Research Hypotheses:

The growth in Arab countries has the same pattern of growth and development as other
regions of the world.

Economic reforms programmes have been insufficient to boost the growth performance of
the ACs

Better governance policies will positively affect the living standards of the population.

There is a positive relationship between economic stability, structural reform and economic
growth.

Improving the institutional environment helps to achieve and sustain inclusive growth.
Institutions can explain significant variation in economic development across countries and

over time.

Table 1.1, presents a brief summary of the research structure relating to the links between the

research objectives, research questions and hypotheses. That is, the extent to which the research

questions are addressed by the research objectives, and hypotheses helping to achieve the

research objectives.

Table 1.1: The linkage between the research questions, objectives, hypothesis

Research Questions Research Research Hypotheses Chapter
Objectives Covered

1. What is the effect of | 1.1 Determine the 1.1 The growth in ACs has the same

implementing a series | pattern of economic | pattern of growth and development as Chs

of economic reforms growth of the Arab | other regions in the world. '

on economic world.




development in Arab
countries?

1.2 Assess the
economic
development status
in ACs and the
effect of economic
reforms on it.

1.3 Classify the
winners and losers
of ACs based on
progress in the
economic reform
programmes.

1.2 Economic reforms programmes
have been insufficient to boost the
growth performance of the ACs.

2. How do Arab
governance systems and
institutional structures
affect their social and
economic development?

2.1 Investigate the
institutions and
political aspects of
Arab reform.

2.2 clarify the input
and output factors of
the governance
system in the Arab
region.

2.1 Better governance policies will
positively affect the living standards of
the population.

Ch.6

3. Why have Arab states
failed to achieve
sustained and inclusive
growth?

3.1 Measure
empirically the
effectiveness of
reform programmes
in achieving
sustained growth in
Arab countries.

3.2 Assess the
similarities and
differences in the
reform agenda
between Arab
countries.

3.1 There is a positive relationship
between economic stability, structural
reform and economic growth.

3.2 Improving the institutional
environment helps to achieve and
sustain inclusive growth.

Ch.7

4. What are the main
features of a new Arab
region economic
development model?

4.1 Develop and
recommend a “New
Developmental
framework” for ACs
that is based on a
new social contract
of mutual
accountability.

4.1 Institutions can explain significant
variation in economic development
across countries and over time.

Ch.8




1.5 Overview of the Research

The thesis consists of an abstract and nine chapters with a summary of the rest of

the chapters as follows:

Chapter 2: Governance and Development: Theoretical Review

Defining different perspectives of governance and identify the fundamental
governance indicators.

Provide an in-depth analysis of the main governance indicators following the
Worldwide Governance Indicators of the World Bank Institute.

Examine critical concepts, elements and theories of economic development, which
focus on institutions, policies, laws and regulations.

Explore several theories and applications of governance and development
emanating from various disciplines in the social sciences, as well as from

interdisciplinary perspectives.

Chapter 3: Governance and Development: Empirical Evidence

Critically examine the debate on the effects of various measures of governance and
their impact on development by presenting and evaluating the growing body of
empirical literature that has examined this relationship.

Discuss the empirical evidence of incorporating the governance of states in

explaining development and growth across countries.

Chapter 4: Methodology

Presents the methodological issues related to the investigation carried out in this
research, and discuss the methods that underpin the analysis in this study
Describe the econometric techniques, including any modelling issues and problems,

as well as provides techniques for solving these problems.



Chapter 5: Socioeconomic Reform and Development Challenges for the Arab

Countries

Determine the pattern of economic growth of the Arab region and compare it to
other regions in the world in order to understand the possible explanation of why
the growth performance of the region has been disappointing.

Quantify the contribution of socioeconomic reform programmes in the Arab region
over the past two decades on the growth pattern and development, which include
economic reform indicators, as well as the physical infrastructure and human capital

indicators.

Describe the development challenges facing Arab Countries and examine the
constraints of the old development model in the region in terms of meeting these
development challenges.

Evaluation of the winners and losers of the Arab countries based on progress in

structural reforms and macroeconomic stability

Chapter 6: Institutions and Political Aspects of Arab Reform

Explore and analyse the pattern of governance indicators in Arab countries overtime
from 1995 until 2014, then compare it to the other regions and the rest of the world.
Discuss the particular relationships concerning Arab governance, which raise

interesting issues in recent research.

Chapter 7: The Impact of Economic and Institutions Reform Programmes on

Economic Growth: An Econometric Analysis

Examine empirically the effectiveness of economic, social and institutional reform
programmes in achieving sustained growth through using conditional convergence
equation for six regions; advanced economies, developing countries, Arab
countries, Arab Gulf countries (GCC), Arab emerging countries (Arab reformers)
and Arab countries under civil war.

The analysis will follow the methodological procedures specified in Chapter 5, as
several tests will be done before the estimation of the final models before testing

the existence of a long-run cointegrating equilibrium among the variables, the



integration properties of each panel will be examined. Additionally, four potential
econometric problems which could affect panel data analysis of least squares
regression models; multicollinearity, heteroscedasticity, autocorrelation, and
endogeneity, will be checked with appropriate tests.

Moreover, Shapley Value decomposition will be utilised to confirm the results of
the previous analysis by determining the contribution of each component in the

growth rate.

Chapter 8: Towards an Inclusive Development Framework for Arab Reform

Based on previous analyses, the chapter summarises the reform experience in the
Arab world and address some of the determinants which have inhibited the
implementation of a reliable reform program.

The chapter proposes new frameworks for comprehensive and integrated
development based on the economic, political and social growth for the Arab world
in general, taking into consideration the distinctive features of each Arab group.
These frameworks recommend public policies practices, through a set of transitions
that constitute the contours of a new development model and, outline the

fundamental changes needed for making this transition from different perspectives.

Chapter 9: Conclusion, Limitation and Future Research

The chapter reviews the findings of each chapter as well as setting them in the
context of the study’s objectives.

The chapter highlights the main contributions to knowledge and policy-making as
well as identifying the research limitations and providing recommendations for

avenues of future research.

10



Chapter 2

Governance and Development: Theoretical Review

11



Chapter 2: Governance and Development: Theoretical Review

2.1 Introduction:

Economic development is one of the most controversial issues of economic history. The
experience in development research of the past fifty years has demonstrated that development
is possible but not inevitable. While few developing countries have succeeded in rapid societal
and economic growth, narrowing the gap between themselves and the more advanced countries
and bringing millions of their citizens out of poverty, many more countries have seen the

development gap grow and poverty increase.

Governance over the last few decades has moved into the spotlight of development economists.
The relationship between governance and development has been a highly debated topic. While
some authors argue that governance shows positive effects on growth, others are of the view

that it is not the case.

Therefore, the main purpose of this chapter is to critically examine the evidence on the
governance-development relationship by providing systemic reviews of recent theoretical
debate. This chapter is divided into three main sections. First, the chapter will trace the
concepts, elements and theories of economic development, starting with Adam Smith and his
classical school and finally recent theory on development which focus on institutions, policies,
laws and regulations in the realm of “New Institutional Economics”. The second section
examines different perspectives of governance and identify key governance indicators,
following the “Worldwide Governance Indicators” by the World Bank Institute, and provide
an in-depth analysis of these indicators. The final section explores selected theories of
governance and development emanating from several disciplines in the social sciences, as well
as from interdisciplinary perspectives, in addition to discussing the theoretical implications of
incorporating the governance of states in explaining development and growth difference across

countries.
2.2 The Concept of Economic development

2.2.1 What is development?

Economic development, in its simplest form, aims to create the wealth of a nation. Before the

1970s, rapid economic growth was considered a good proxy for development and its other
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attributes (Todaro and Smith, 2011). In this direction, economic performance is measured by
the market value of all officially recognised final goods and services produced by a country in
a year referred to as the gross domestic product (GDP).

However, the GDP indicator reflects the value of a country's output, which measures well-
being and development exclusively based on material wealth. Improvements in welfare such
as better health, education and more housing for large parts of the poor population are not
appropriately captured. The experience of the 1950s and 1960s (post—World War 1), when
many developing nations did reach their economic growth targets, but the levels of living of
the masses of people remained, for the most part, unchanged, signalled that something was
very wrong with this narrow definition of development. Scholars and policy-makers with a
focus on developing countries realised that income growth was only one dimension of
development; a new economic view of development seems to have arrived. An increasing
number of economists clamoured for more direct attacks on widespread absolute poverty,
increasingly inequitable income distributions, and rising unemployment (Dang and Pheng,
2014; Todaro and Smith, 2011).

The keen academic interest in development issues after the Second World War was met by an
equally keen political interest in the subject matter in the newly-initiated United Nations (UN).
While the impetus behind establishing the UN was to put in place a durable framework for
international security, the preamble of the UN Charter also included calls for the organisation

to “promote social development and better standards of life in greater freedom (Nielsen, 2011).

In response, the United Nations issued a report on International definitions, determinants and
measurements of standards of living. The report distinguished between standards of living (a
normative concept) and levels of living (a positive concept). Although the report considered
that “measurements of differences and changes in levels of living could be carried out
satisfactorily without reference to norms” (United Nations, 1954, p. 3), it recognised that
positive measures of levels of living must indicate generally accepted purposes for social and
economic policies at the international level in particular areas such as health, education,

employment, nutrition and housing.

During the 1970s, the millions of people living under poverty conditions further turned the
concentration of development economists to people’s lives rather than their incomes. Several
developing countries have experienced high growth rates in terms of per-capita income but a

limited change in the living conditions of a majority of the population. In other words, while
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per-capita income increased, poverty, inequality and unemployment were getting worse.
Therefore, the purpose of development during the period was not narrowed to economic growth

but to focus on the reduction of poverty, unemployment and inequality (Seers, 1969;1979).

In the 1990s, economists increasingly recognised that it was the quality of life that determines
whether people are from developing countries or not. Diseases, malnourishment and death that
happen in the everyday lives of those from the developing countries changed the view of
development goals dramatically. By then, many researchers around the world contributed to
shifting the development goals set by governments in developing countries to broader
objectives. A broader perspective of development goals is hence necessary as reflected in the
World Bank’s Development Report (World Bank, 1991, p. 4) as “to improve the quality of life
it encompasses as ends in themselves such as better education, higher standards of health and
nutrition, less poverty, a cleaner environment, more equality of opportunity, greater individual

freedom, and a richer cultural life.”

These changes in development goals posed the need to construct alternative composite indices
to reflect the quality of life. These directories should take into account not only financial
indicators but also non-financial indicators to reflect the development levels achieved. For
these reasons, the United Nations Development Programme (UNDP) has published the Human
Development Index (HDI) annually since 1990 in an attempt to provide an aggregate measure

of life expectancy, education, and income.

Over time, the attention of development economics has shifted. For instance, Sen and Clapp
(2000) argued that development expands freedom by removing barriers to freedom such as
hunger and tyranny, that leave people with limited choice and opportunity. This humanistic
approach to development leads one to explore what constitutes satisfactory minimum living
conditions. For example, an acceptable minimum economic standard could include a person’s
ability to consume sufficient nutrients to avoid being malnourished and to live in a dwelling
with specific essential characteristics (in terms of size, access to improved drinking water,
electricity, etc.). By costing this standard of living, the minimum income needed to achieve
the standard can be determined.

The World Bank currently define economic development as “qualitative change and
restructuring in a country's economy in connection with technological and social progress”
(Soubbotina and Sheram, 2000, p. 96), while the most inclusive definition perhaps of economic

development is the one given by Todaro and Smith (2011, p. 5) as “an increase in living
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standards, improvement in self-esteem needs and freedom from oppression as well as a greater

choice”.

Therefore, the current research agrees with the economic approach that believes “economic
growth is one aspect of the process of economic development. Growth is a necessary but not a
sufficient condition for development because GDP per capita might be rising, at the same time,
most people don’t see any actual improvements in living standards due to poverty might be
increasing, inequality rising and massive environmental damage might be occurring” (Sen,

1983, p. 748).

To sum up this debate, the concepts of economic development and growth are currently
oriented towards creating a suitable environment where individuals can strive to enhance
welfare, make use of available technology and acquire new knowledge in a secure environment
(Colombatto, 2006).

Economic growth and development have a strong relationship. Economic growth supplies the
resource to drive a rise in development and enhancements in human development that

guarantee economic progress by the increment in the quality of the labour force.

Economic development is therefore argued as the improvement in the standard of living of a
population with sustained growth from a simple, low-income economy to an advanced, high-
income economy. When the quality of life betters this, it generates development, which
includes processes and policies that raise the economic, political and social well-being of the
nation’s society. The purpose of development policies is to accumulate several productive
factors to begin a sufficient economic growth that causes improvements in the standard of

living, reduction of inequalities, and increases the welfare of population (Ranis et al., 2000).

Thus, the current study defines economic development as the promotion of economic growth in
such countries which result in improving the standard of living factors such as health,
education, working conditions, poverty reduction, improved functioning of markets, and in

particular, reform of public institutions which is the core of this study.

2.2.2: A Brief History of Economic Development Thought

Comprehending the main forces behind long-term economic growth has spurred a large body
of theoretical as well as empirical research. Identifying the sources of growth is critical for the
design of economic policies that would lead to sustained growth and thus higher standards of

living. Although development economics became established as a discipline within economics
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only in the 1950s, several economists had written extensively about the nature of economic
society and prosperity. In the following section, the study will briefly illustrate a comparison
of major economic theories highlighting key characteristics and the criticisms of each of them,
and also as they relate to economic development (See Appendix 2.1 for a summary)
- Adam Smith and the classical school
Adam Smith believed that the division of labour could create better productive processes. The
mechanism for enhancing the nation’s wealth, therefore, is through specialisation and
exchange. Smith argued that under competition, private investors while pursuing their own
interests guided by the “invisible hand” would maximise national output and thus promote
public interests (Nafziger, 2006). In this system, government interference is seen as inefficient
in driving economic activities. Free trade, private property and competition are seen as the
foundations that would push economic development, reduce poverty and bring on social and
moral improvements of humankind. Nevertheless, freewheeling capitalism is often criticised
for bringing wealth only to the rich, whereas the poor get poorer. In addition, Smith focused
only on capital accumulation and growth without explaining the impact on development (Bell,
1992).
- Karl Marx and socialism

Karl Marx argued that the feasible system should be based on social or public ownership of
property. He emphasised that the wealth of the capitalists come from the exploitation of the
surplus value created by the workers (Bardhan, 1985). Hence, private property and the free
market were seen as causes of poverty for workers and therefore argued that private property
should be completely abolished. A nation’s economy should be planned and managed by the
state to serve the interests of the masses — the theory linked to development through
illustrating the importance of human development and how the socioeconomic environments
could change the shape of developments. Moreover, it provides an extensive theoretical

framework for the reduction of poverty and disparities in society.

Nevertheless, the socialist philosophy was not viable either. The experience of socialist
economies showed little or even no improvement in the living conditions of the poor
(Parthasarathy, 1994). The collapse of the Soviet Union and the central planning paradigm
appeared to prove that the model would not provide answers to dealing with poverty and

inequality seen in human society (Meier, 2001).
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- The Linear Stages of Growth Models
The initial generation of economic development models was formulated following World War

1. These early models focused on the utility of massive injections of capital to realise quick
GDP growth rates. For instance, the Harrod—Domar (1947) model emphasised that the prime
mover of the economy is investments. Given a targeted growth rate, the required savings rate
should be available. If domestic savings were not sufficient, then foreign savings should be
mobilised (Todaro and Smith, 2011).

Although these growth models were right about the vital role of investments that it is most
closely connected with the economic growth rate, this is not the only condition for a country to
develop. The key weakness of these models lies in their simplifying assumptions. A single
production function is assumed for all countries, while the economic growth path and
development process is highly nonlinear (Dang and Pheng, 2014). In addition, the model's
emphasis on the growth perspective as it only increases in production output but neglected

human and social aspects of development.

- Neoclassical Counter-Revolution Models
The 1980s neoclassical counter-revolution economists can be divided into three component

approaches; the free-market approach, the new political economy approach (Public-choice
theory), and the market-friendly approach. The free-market analysis argues that markets
alone are efficient— prices for goods and services are set freely by the forces of supply and
demand and are allowed to reach their point of equilibrium without interference by government
policy.

Public-choice theory, goes even further, to argue that governments can do (virtually) nothing
right. This is because public-choice theory assumes that politicians, citizens, bureaucrats, and
states act solely from a self-interested perspective, using their power and the authority of the
government for their own selfish ends. The market-friendly approach recognises that there
are many deficiencies in developing countries’ product and factor markets and those
governments do have a pivotal role to play in facilitating the operation of markets through
“nonselective” (market-friendly) interventions. For example, by investing in physical and
social infrastructure, educational institutions, and healthcare facilities, and by providing a

suitable climate for private enterprise.

The neoliberal theory proposes that social justice can be achieved through “trickle-down”

effect. The idea is that providing economic benefits to those with upper-level incomes will
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ultimately benefit society as a whole, through the new wealth being invested into the economy
and therefore providing wealth for lower-income earners (Aghion and Bolton, 1997). Another
strand of neoclassical free-market thoughts called the traditional neoclassical growth theory
originated from the Harrod—-Domar, are the Solow and Swan models. Expanding upon the
Harrod—Domar formulation, Solow (1956) and Swan (1956) neoclassical growth models stress
the importance of three factors of output growth: increases in the quantity and quality of labour,
increases in the capital (through savings and investments) and improvements in technology
(Dang and Pheng, 2014).

Technological change in Solow’s model is incorporated exogenously. Thus, with the same rate

of technological progress, the economic growth rate would be expected to converge across
countries. By opening up national markets, developing countries can draw additional domestic
and foreign investments, thus increasing the rate of capital accumulation and returns on
investments. Consequently, developing countries will tend to converge to higher per-capita
income levels (World Bank, 2000).

The Neoclassical Counter School argued that policies of liberalisation, privatisation, foreign
trade, private international investments and foreign aid flowing into developing countries could
be expected to accelerate the economic efficiency and economic growth of these countries.
Empirically the models did not bring about the expected results. The growth rates per capita
have diverged among countries, with weak and inadequate regulatory framework, not to
mention the different institutional, cultural and historical context of the developing countries -

a free market in these countries fails to stimulate economic development (World Bank, 2000).

- New Growth Theory (Endogenous growth theory)
In the late 1980s and early 1990s, the endogenous growth theory explained the weak

performance of many less developed countries, which have implemented policies as prescribed
in neoclassical theories. Different from the Solow model which considers technological change
as an exogenous factor, the new growth model notes that technological change has not been
equal, nor has it been exogenously transmitted in most developing countries (World Bank,
2000).

The theory linked technological change to the production of knowledge. The new growth
theory emphasises that economic growth result from increasing returns to the use of knowledge
rather than labour and capital. Lucas (1988) argues that the higher rate of returns as predicted

in the Solow model is greatly eroded by lower levels of complementary investments in human
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capital (education), infrastructure, and research and development (R&D). Meanwhile,
knowledge is different from other economic commodities as it could grow boundlessly.
Knowledge or innovation can be reused at zero additional cost. Investments in knowledge

creation, therefore, can bring about sustained growth.

Moreover, knowledge could create spillover benefits to other firms once they obtain
knowledge. However, markets failed to produce enough knowledge because people cannot
capture all of the gains associated with creating new knowledge by their own investments.
Policy intervention is thus considered necessary to influence growth in the long term (Aghion
and Howitt, 1992).

The new growth models believed in the development process through promoting the role of
government and public policies in complementary investments in human capital development
and improvement of foreign investments in knowledge-intensive industries such as computer
software and telecommunications (Romer, 1990b). On the other hand, the theory was criticised
for ignoring the importance of social and institutional structures (Meier, 2001). In addition,
allocational inefficiencies are common in economies undergoing the transition from traditional
to commercialised markets. However, their impact on short- and medium-term growth has been
neglected due to the new theory’s emphasis on the determinants of long-term growth rates.
Finally, empirical studies of the predictive value of endogenous growth theories have to date
offered only limited support (Todaro and Smith, 2011).

- New Institutional Economics (NIE)
By the end of the twentieth century, the importance of institutions and governance for

development increased notably after the failure of applying the pure concepts of neoclassical
ideas in developing countries. Policies such as liberalisation, privatisation, and tax reforms, in
fact, created severe instability, inequity and inefficiency, because they were carried out without
the appropriate regulatory and legal frameworks, and government rules and structures, and thus
make banking systems, corporate governance, and tax collection work efficiently only in

advanced industrial countries.

Institutions are “the rules of the game” (North, 1990) that shape human behaviour in a society.
The New Institutional Economics (NIE) combines economic theory with the analysis of
institutions. The theory focuses on the belief that humans develop to explain their environment
and the institutions (political, economic, and social) that they create to shape that environment

(North, 2005). The NIE does not assert that neoclassical theory is wrong, but simply that it is
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incomplete. When institutions work well, one can largely ignore them in economic analysis,
and standard neoclassical arguments remain valid. However, when institutions work poorly,

they must be considered explicitly.

Furthermore, the NIE focuses on the evolution of institutions rather than on the limits that they
pose to economic development. In general, it is somewhat optimistic about the possibilities for
the evolution of efficiency-enhancing economic institutions, but it also adapts to situations of
political or cultural restriction on the evolution of institutions (Bodmer and Kobler, 2004).

Consequently, the NIE is linked to development by emphasising the elements of development
management such as accountability, publicly known rules, information, and transparency.
Moreover, the institutional framework needed to provide these public goods must be managed
efficiently. Productive institutional arrangements will vary between countries by their cultural
traditions and historical relationships. These will also continue to evolve as the economy grows
and becomes more complex and more integrated with international markets (World Bank,
1992).

2.2.3: Development and Religion

According to McCleary and Barro (2006), religion has a two-way interaction with political
economy. Friedman (2011), argues that the evolution of economics as we know it today has
been shaped by changes in religious beliefs since Adam Smith who was the first to mention the
role of the church and religions competition in The Wealth of Nations. Smith argued that
religious competition is eventually good for the consumers of religion because it reduces the
capacity of religious organisations to extract rents caused by weak governance. He was

concerned that a monopoly of religious institutions could undermine a state.

Indeed, the relationship between religion, institutions and economics, is a debatable issue in
the literature. The first group of arguments claim that religion has a positive influence on
economic performance, while the other group is of the notion that religious norms are a key

reason behind the backwardness for many countries.

For instance, Weber (1930) argued that the economic development of Western countries is a
clear result of a Protestant way of life that encouraged its believers to take part in worldly
activities and contribute to economic prosperity; thus, religious awareness was the driving force
of the economic success that the West has attained. McCleary and Barro (2006) suggest that

religious rewards and punishments could be seen as significant motivational factors behind
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productive behaviour. They argue that believing in these institutions increases productivity via
fostering individual traits such as honesty and work ethic. In their empirical analysis, a belief
in hell comes to the fore as an influential factor for having preferable workplace ethics. In
addition, Woodberry (2012) related missionary activity to the establishment of democratic
institutions. He argues that "conversionary Protestants” influenced the development of
democracy around the world because they supported particular activities which encouraged
democracy, including liberty, education, printing, newspapers, voluntary organisations and
reforms, and creating preconditions for the success of democratic institutions. Based on a
sample of 142 countries, he noted that Protestant missions explain about half the variation in

democracy in Africa, Latin America, Asia and Oceania.

On the other hand, Lerner (1958) argument mainly centres on the notion that there is an
apparent trade-off between a capitalist economy and religious values since they are not
compatible with each other. He explained that religion discourages human capital formation,
limits experimentation and innovation, promotes hostility to commerce, and distorts markets

by facilitating authoritarian governance.

With the availability of new data, most research in economics and religion has focused on the
Western world (lannaccone and Bainbridge, 2010; lyigun, 2008). There is still a great need for
studies in developing countries. From the perspective of emerging communities, religion is
valuable because it illustrates how social norms might act as an informal coordinating
mechanism. The kind of spontaneous social coordination that religion creates through
increasing trust, morals, informal incentives or through imposing social sanctions are essential
in these societies, especially when there is an absence of well-developed legal systems and
formal markets (Chaney, 2013; EI-Gamal, 2006; lyer, 2016; Kuran, 2010).

Religion also affects community development by providing access to services. For instance,
many religious groups have offered social services, such as education (Chaves, 2004,
Hungerman, 2005). In the developing world, Hamas in Philistine has provided spiritual
services alongside social services in the regions they operate (Berman, 2011). In India,
religious networks are essential not only for the religious services they provide but equally and
especially for their non-religious services, particularly concerning education and health (lyer
et al., 2014). Moreover, as religious institutions perform these functions, these networks might
then determine the extent to which education or health-care is taken up, especially where these

services are less well-provided for by the state (Nagaoka, 2012).
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Therefore, the interaction between religion and development has been used to analyse the
economic divergence between countries, especially for those states that have a religious
character, and religion is embedded in the laws and daily transactions of individuals such as
the Arab region (Erkoc 2019). The majority of people in the region adhere to Islam, and the
religion has official status in most countries approximately one-quarter of the 1.5 billion
Muslims in the Islamic world, and Shariah (Islamic law) exists partially in the legal system in
all countries(Ismail, 2015).

Following the evolution of Islamic economics, we find that the first root is extended to the
seventh century with the thoughts of earlier Muslim scholars such as Al-Ghazali, Ibn-Khaldun,
and Ibn-Qayyim, however, a contemporary Islamic economics paradigm flourished in the
second half of the twentieth century, after the independence of Muslim countries (Astrom,
2011). Ahmed (2002) defined Islamic economics as “the science that studies the best possible
use of all available economic resources, endowed by Allah, for the production of maximum
possible output of Halal goods and services that are needed for the community now and in
future and the just distribution of this output within the framework of shariah and its intents”.
Asutay (2007) defines Islamic economics as a ‘system’ which owns its framework paradigm
to the value system, foundational axioms — such as the doctrine of oneness (tawhid), justice
and charity (adl wa 'I-ihsan), self-development (tazkiyah), responsibility (fardh) - operational
principles, specific methodology and functional institutions. Because of these characteristics,
Islamic economics is seen as an alternative paradigm. Islamic economics kept the capitalist
system responsible for the failure of development and the consequences of these failures, due
to ignoring the cultural, religious heritage and their implications for the economy and economic

development (Zaman, 2005).

On the other hand, s others have argued that Islam has a negative influence on the economic
development of Muslim countries. For instance, Kuran (2018) explains why the west have
done better economically than the Middle East or Muslim majority countries, as on the average,
GDP per capita in the Organisation of Islamic Cooperation (OIC) was $10,015 in 2014,
whereas the world average was $17,500, and $42,216 for countries in the Organisation of
Economic Cooperation and Development (OECD). Kuran suggests the Middle East
institutions show many signs of economic backwardness mainly due to its social mechanisms
and legal institutions which had stagnated. It is also argued that the difference between Islamic
countries and the West is due to the ‘conservative nature of Islam, which hinders risk-taking in

financial activities (Campante and Yanagizawa-Drott, 2015).
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In contrast, Asutay (2007), however, describes a framework for an Islamic economic system
that ‘provides the value system through which it [Islam] governs all forms of economic
interaction in society’. Hence, the ethical base of Islamic economics promotes all stakeholders
in society to comply with Islamic values in economic transactions. The failure of Islamic
nations to compete with their Western counterparts in economic growth and development is
the outcome of flawed capitalist economic development strategies, which do not take the nature
of human beings into consideration. Asutay also states that institutions of Islamic economics
and finance have effective tools to alleviate the adverse consequences of the ‘flawed capitalist

system’ and establish moral standards within society.

Additionally, Rubin (2017) ruled out the very idea that ‘Islam is at the root of the divergence
or, on the contrary, that Christianity is the cause of European success’. Rubin argued that the
political authorities in the Islamic states used religion to maintain their status and rule; thus,
the economic underdevelopment in this world depends heavily on the institutional trajectory
rather than religion. This is the argument followed by this study that the quality of institutions
is fundamental to a sustainable and inclusive development irrespective of the type of religion

or no religion of a country, and this was what is carefully examined in this study.
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2.3 The concept of Governance:

2.3.1 Defining Governance

Governance has its root in the word “govern” and is usually thought of as “government”
though it transcends the former due to its complexity and as a universal force existing in all
societies. The concept of governance is not novel. Initial discussions go back to at least 400
B.C. to the Arthashastra, a fascinating treatise on governance attributed to Kautilya, thought to
be the chief minister to the King of India. In it, Kautilya presented key pillars of the ‘art of
governance’, emphasising justice, ethics, and anti-autocratic tendencies. He further detailed the
responsibility of the king to defend the wealth of the State and its subjects; to enhance, maintain
and also safeguard such wealth, as well as the interests of the subjects (Kaufmann and Kraay,
2008, p. 7).

Although the concept of governance is usually discussed among policymakers and academics,
there is yet no strong consensus around a single definition of governance or institutional
quality. Various authors and organisations have produced a wide range of definitions. Some
are so broad that they cover nearly anything, such as the definition to “manage human
interaction and activities with several realities of the term ranging from related notions such as
state governance, corporate governance, local governance, global governance, etc.” offered by
Akpan and Effiong (2012). Others more narrowly focus on public sector administration issues,
including the definition presented by the World Bank in 1992 as “the manner in which power
is exercised in the management of a country's economic and social resources for development”
(Kaufmann et al., 2010, p. 3).

The United Nations Development Programme (UNDP) describes governance as “the exercise
of economic, political and administrative authority in the management of a country’s affairs at
all levels. It comprises the complex mechanisms, processes and institutions through which
citizens and groups articulate their interests, mediate their differences and exercise their legal
rights and obligations” (Maurseth, 2007, p. 8). Whereas the European Commission (2005, p.
5) refers to governance as “the rules, processes and behaviour by which interests are
articulated, resources are generated, and power is exercised within a society”. The World
Bank, through its Development Institute’s Task Force on Governance views governance from

both an analytic and operational framework (Resnick and Birner, 2006).

Therefore, governance can be defined as, “the traditions and institutions by which government

in a country is exercised for the common good”. This includes the process by which those in
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authority are selected, monitored and replaced; the capacity of the government to effectively
manage its resources and implement sound policies; and the respect of citizens and the state
for the institutions that govern economic and social interactions among them (Kaufmann et al.,
1999; Resnick and Birner, 2006) .

Following the above discussion, the current study will follow the Kaufmann et al. (2004)
definition of governance as it include three key elements; (i) political institutions of a society
- the process of collective decision-making and the checks on politicians, and a capable state
operating under the rule of law, with emphasis on the role of democratic accountability of
governments to their citizens; (ii) state capacity - the capability of the state to provide public
goods in diverse parts of the country, and; (iii) regulation of economic institutions - how the

state intervenes in encouraging or discouraging economic activity by various actors.

2.3.2 Sources of Governance Indicators

One of the most critical issues is Monitoring and Evaluation (M & E) of governance
interventions and measurement of indicators of governance (i.e., metrics). This issue is seen as
a necessary policy and programming thrust by many international organisations, investors, and
aid donors to raise awareness, strengthen administrative systems, monitor the quality of
governance, gauge the impact of interventions, justify the allocation of substantial funding to
development assistance and to report on the effective use of funds to their constituencies. As
international institutions development analysts have increasingly come to understand the
importance of governance, they have sought to render the concept operational for decision-

making purposes.

Governance indicators are a measure of the state of governance in a country and is often
narrowed down to specific features such as levels of corruption, civil and political liberties,
human rights, etc. Until recently, finding quantitative measures of any characteristics of
governance was impossible, and no easy task as several of these characteristics are, in principle,

multidimensional (Akpan and Effiong, 2012).

Many studies such as Kaufmann and Kraay (2008); Maurseth (2007); Oman and Arndt (2006);
Williams and Siddique (2008) attempt to survey a large number of different indicators
available. In the next few sections, we find it useful to look briefly at five of the most sources

widely used in empirical research?®.

3 Appendix 2.2 presents a comparative summary of the five different sources of governance indicators.
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1) Freedom House
One of the most important sources of governance indicators is the Freedom House, whose
annual ratings of political rights and civil liberties in 192 countries are widely used by

journalists, analysts, and academics (Freedom House, 2015).

In its core publication “Freedom in the World” , Richter (2015) rates both a country’s political
rights and its civil liberties on a scale of 1 to 7 (1 is the highest (best) level and 7 the lowest),
and the average of the two ratings is used to designate the country’s status as “free” (a score
below 3), “partly free” (3 to 5) or “not free” (above 5). The ratings are calculated based on in-
house experts’ subjective perceptions organised according to a checklist of questions reportedly
inspired by the 1948 United Nations’ Universal Declaration of Human Rights. The checklist
on political rights comprises ten questions divided into three categories: the electoral process;
political pluralism and participation; and the functioning of government, while the checklist on
civil liberties comprises 15 questions in four categories: the freedom of expression and belief,
people’s rights to associate and organise, the rule of law, and personal autonomy and individual
rights. For each of the 192 countries (plus some disputed territories) it currently rates, Freedom

House publishes both ratings and the country’s status annually as “free”, “partly free” or “not

free”.

The Freedom House index does have its criticisms. According to Redek and Susjan (2005), the
subjectivity involved when building the index brings in some measure of error and bias.
Democracy is a multifaceted theme, and the index is argued to be based on a checklist, which
includes limits on suffrage, freedom of the press, and restrictions on individuals running for
office. In addition, the overall ranking done by the Freedom House can be debated to be entirely
impressionistic. Nevertheless, as argued by Dridi (2013), the index is fashioned with the
intention of consistency across time and countries, and this makes it suitable to use in a panel

data set.

2) International Country Risk Guide
Another very important governance indicator since its inception in 1980, certainly for
international investors, is the privately-owned International Country Risk Guide (ICRG) rating
system. ICRG has furnished an international clientele with ratings affecting political risk,
economic risk and financial risk for a universe of 140 developed, emerging, and frontier
markets. Forming the basis of an early warning system, over 30 metrics are used to assess

these types of risk, with projections framed in “best case” and “worse case” scenarios. This
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provides managers with a probabilistic future in which to make judgments about risk

management or insurance needs.

The Political Risk index is based on 100 points, Financial Risk on 50 points, and Economic
Risk on 50 points. The total points from the three indices are divided by two to produce the
weights for inclusion in the composite country risk score. The composite scores, ranging from
zero to 100, are then broken into categories from Very Low Risk (80 to 100 points) to Very
High Risk (zero to 49.9 points).

The system is based on a set of 22 components grouped into three major categories of risk:
political, financial, and economical, with political risk comprising 12 components (and 15
subcomponents), and financial and economic risk each comprising five components. Each
component is assigned a maximum numerical value (risk points), with the highest number of
points indicating the lowest potential risk for that component and the lowest number (0)

indicating the highest potential risk.

The ICRG staff collect political information and, financial and economic data, converting these
into risk points for each individual risk component based on a consistent pattern of evaluation.
The political risk assessments are made based on subjective analysis of the available
information, while the financial and economic risk assessments are made solely based on
objective data. In addition to the 22 individual ratings, the ICRG model also produces a rating

for each of the three risk factor groups plus an overall score for each country.

After a risk assessment (rating) has been awarded to each of the 22 risk components, the
components within each category of risk are added together to provide a risk rating for each
risk category (Political, Financial, or Economic). The risk ratings for these categories are then
combined by a formula to provide the country’s overall, or composite, risk rating. However, as
are all governance indicators, ICRG ratings are subject to non-negligible measurement errors.

ICRG does not provide estimates of the size of those errors.

3) The Worldwide Governance Indicators
The World Governance Indicators (WGIs) dataset developed by World Bank researchers,
Daniel Kaufmann, Aart Kraay and Pablo Zoido—Lobaton is the most comprehensive dataset on
governance because it is an aggregation of a wide variety of data on 250 measures from 25
separate data sources including the Freedom House’s civil liberties and political rights indices,
and the ICRG (Kaufmann et al., 1999) .
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The governance dataset captures three dimensions of governance: (a) the process by which
governments are selected, monitored and replaced; (b) the capacity of the government to
effectively formulate and implement sound policies; and (c) the respect of citizens and the state
of institutions that govern economic and social interactions among them. The dataset measures
six indicators (two each) corresponding to these dimensions by reducing the measures through

an unobserved components model and is available since 1996.

The aggregate WGI measures in two ways: (i) in the standard normal units of the governance
indicator, ranging from around -2.5 to 2.5, and (i) in percentile rank terms ranging from zero
(lowest) to 100 (highest) among all countries worldwide. In addition, these six dimensions of
governance should not be thought of as being somehow independent of one another. One might
reasonably think for example that better accountability mechanisms lead to less corruption, or
that a more effective government can provide a better regulatory environment, or that respect
for the rule of law leads to fairer processes for selecting and replacing governments and less

abuse of public office for private gain (Kaufmann et al., 2010).

4) Polity IV4
Polity 1V is one of the most popular governance dataset, which is compiled by the Center for
International Development and Conflict Management at the University of Maryland in the USA
that assesses the extent to which democracy is institutionalised. The Polity IV Project continues
the Polity research tradition of coding authority characteristics of states in the world system for
purposes of comparative and quantitative analysis (Marshall et al., 2012).

The Polity 1V dataset covers all major, independent states in the global system since 1800
(i.e., states with a total population of 500,000 or more in the most recent year; currently 167
countries). With the support of the Political Instability Task Force, the Polity IV Project has
been transformed into a living data collection effort, meaning that it constantly monitors regime
changes in all major countries and provides annual assessments of regime authority

characteristics, changes, and data updates.

Regarding the existence or absence of institutional features of the nation-state, competitive
executive recruitment is measured by leadership selection through popular elections contested
by two or more parties or candidates. Secondly, the openness of recruitment for the chief
executive is measured by the extent to which all citizens have the opportunity to attain the
position through a regularised process, excluding hereditary succession, forceful seizure of

4 For more information see: http://www.systemicpeace.org/polity/polity4.htm

28


http://www.systemicpeace.org/polity/polity4.htm

power, or military coups. By contrast, autocracies are seen as regimes which restrict or suppress
competitive political participation, in which the chief executive is chosen from within the
political elite, and once in office, leaders face few institutional constraints on their power
(Marshall et al., 2012).

In addition, the dataset constructs a ten-point democracy scale by coding: the competitiveness
of political participation (1-3), the competitiveness of executive recruitment (1-2), the openness
of executive recruitment (1), and the constraints on the chief executive (1-4). Autocracy is
measured by negative versions of the same indices. The two scales are combined into a single

democracy-autocracy score varying from -10 to +10 (North, 2005).

5) Transparency International ®
Probably no governance indicator attracts more media attention than the Corruption
Perceptions Index (CPI) published annually since 1995 by Transparency International (T1)®. It

is also widely used by investors, donors, analysts, and academics.

The CPI is constructed by compiling the results of different surveys of perceptions of resident
and non-resident business people and expert assessments in order to provide a snapshot of
perceptions of the degree of corruption prevalent in a country and then ranking the countries
covered. The CPI ranks 180 countries by their perceived levels of corruption, as determined by
expert assessments and 16 opinion surveys undertaken by ten different organisations. CPI
consists of information taken from 14 sources developed by 12 independent institutions. The
different sources measure the extent of perceived corruption both in the public and political
sector. All the sources provide a ranking of countries. To determine the mean value for a
country, a standardisation procedure is followed using the ranking of countries. This allows all
scores to remain within the bounds used in the CPI, between 10 (no corruption) and zero
(widespread corruption). Averaging over several sources will tend to reduce the standard
deviation in the sampling. Therefore, a special procedure (a beta-transformation) is performed

to increase the spread of the distribution (Porter et al., 2002).

- Concluding Remarks
The review of the various governance-related indicators in this section serve to highlight the
fact that, even though there may be a wide acceptance that ‘governance matters’, there are still

some important methodological issues that researchers need to bear in mind when trying to

® For more information see: http://www.transparency.org/
& Originally founded in Germany in May 1993 as a non-profit organization.
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study these indicators. Undoubtedly, searching for a ‘perfect’ measure of governance is an
exercise in futility, and it is unlikely such a measure will ever be developed. Nevertheless, the
fact that a perfect measure is unattainable should not preclude us from trying to get as

representative a measure as possible.

Therefore, researchers need to be aware of both the strengths and limitations of these
governance measures, and to make sure that they are specific in which aspect of governance
they are purporting to investigate, and whether the data they are using is as accurate a
representation of this as possible. In addition, it must be noted that there is no ‘best’ or ‘worst’
governance measure to use. Given their respective strengths and limitations, it is left to the

individual researcher to decide upon the most appropriate one for their particular study.

The current study will use the Worldwide Governance Indicators (WGISs) in the analysis, as it
deals with governance with the same perspective that is a comprehensive system that includes
inputs, process, and outputs. The six WGIs can also be classified as political, administrative
and judicial. For example, the indicators for ‘voice and accountability” and ‘political stability’
fall into the political category. The second dimension of governance pertains to the
administrative capacity to implement policies. The two indicators that fall into this category
are ‘government effectiveness’ and ‘regulatory quality’ which reflect a government’s ability to
decide on and implement public policies. The last dimension of governance concerns the rules
of society, property rights and anti-corruption policies, which represents through ‘the rule of

law’ and ‘control of corruption’.

In addition, these indicators had been developed by a reputable international organisation (the
World Bank) and had been widely used among policymakers and academics especially in
empirical research, as we will mention later in the next chapter. Moreover, access to its dataset
is easy and free. Next section will present a detailed discussion of the WGls in terms of concept,
its model and assumptions. In addition, some concerns about using the WGIs and how these

were addressed in the current study.

2.3.4 The Worldwide Governance Indicators: A revisit

The six Worldwide Governance Indicators (WGIs) of the World Bank Institute, often also
abbreviated by their original authors, Kaufmann, Kraay and Zoido (KKZ), are the most popular
governance indicators. Publicly available and easily accessible, they are widely used to
compare the quality of governance over time and across countries, for aid-allocation decisions,

for risk ratings, for academic analysis and media articles. They summarise data from more than

30



30 expert assessments and household and firm surveys and have been available since 1996 for
more than 200 countries (Oman and Arndt, 2006).

The discussion in this section will take an in-depth look at the strength and weaknesses of the
WGlIs. The first part explains why and how the WGIs were constructed and the second part
discusses five concerns with the WGIs, of which it has been argued that users seem to be widely

unaware.
2.3.4.1 Overview of the indicators

The WGlIs indicators refer to a concept of governance that does not emerge from or imply, a
theory of governance. The authors define governance simply as “the traditions and institutions
by which authority in a country is exercised”, which is close to the current study definition.
They interpret governance as six separate indicators, which follow the political process from
the formulation of policy to its execution, and implementation. It is a three-step process, with
two indicators for each. Inputs into the policy process are measured by voice and
accountability, and political stability, while government effectiveness and regulatory quality
measure the process of making and implementing policy, and the outputs are measured by the

rule of law and control of corruption as follows (Kaufmann et al., 1999, pp. 7-8):

1) The Inputs into the policy process - The process by which governments are selected,
monitored and replaced:

= Voice and Accountability (VA): The extent to which citizens of a country can
participate in the selection of governments. Includes indicators are measuring various
aspects of the political process, civil liberties and political rights, and the independence
of the media.
= Political Stability (PS): Perceptions of the likelihood that the government in power
will be destabilised or overthrown by possible unconstitutional and violent means,
including domestic violence and terrorism.
2) The process of making and implementing policy - The capacity of the government to
effectively formulate and implement sound policies:

= Government Effectiveness (GE): Perceptions of the quality of public service
provision, quality of bureaucracy, the competence of civil servants, independence of
the civil service from political pressures, the credibility of the government’s
commitment to policies.

= Regulatory Quality (RQ): The incidence of market-unfriendly policies such as price
controls or inadequate bank supervision, as well as perceptions of the burdens imposed
by excessive regulation in areas such as foreign trade and business development.
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3) The outputs - the respect of citizens and the state for the institutions that govern
economic and social interactions among them:

= Rule of Law (RL): Measuring the extent to which agents have confidence in and abide

by the rules of society, and in particular the quality of contract enforcement, the police, and

the courts, as well as the likelihood of crime and violence.

= Control of Corruption (CC): Perceptions of corruption defined as the exercise of

public power for private gain, including both petty and grand corruption and state capture.
The sources of data include surveys of firms and households, as well as the subjective

assessments of a variety of commercial business information providers, non-governmental
organisations, and some multilateral organisations and other public-sector bodies. Appendix
2.3 identified the full set of 38 sources of the WGI, and each of these data sources and provided

with a set of empirical proxies for the six broad categories of governance’.

Some data sources provided by various nongovernmental organisations, such as Reporters
without Borders, Freedom House, and the Bertelsmann Foundation, are also included. Finally,
an important category of data sources is commercial business information providers, such as
the Economist Intelligence Unit, Global Insight, and Political Risk Services. These last two
types of data providers typically base their assessments on a global network of correspondents

with extensive experience in the countries they are rating.

The aggregate WGI is measured in two ways: in the standard normal units of the governance
indicator, ranging from around -2.5 to 2.5, and in percentile rank terms ranging from 0 (lowest)
to 100 (highest) among all countries worldwide. The six dimensions of governance described

above using a statistical tool known as an unobserved component model (UCM)?8. °

2.3.4.2 Concerns

Although, the WGIs is a very useful first snapshot of experts’ perceptions of a country’s
quality of governance, users often overestimate their explanatory power and use them for
purposes they are not suited for. One major cause for the widespread misuse of the WGIs is
that users are often unaware of one or all of the following five interrelated problems with the
WGiIs: i) violation of the key assumption of non-correlation of disturbances; ii) lack of
transparency of the ratings; iii) subjective or objective measures; iv) whose perceptions are

measured?; v) lack of comparability over time and across countries. These points were raised

" For more information see www.govindicators.org

8 Unobserved components models were pioneered in economics by Goldberger (1972), and the loosely-related
hierarchical and empirical Bayes models in statistics by Efron and Morris (1971 and 1972)

° For more details see(Kaufmann et al., 1999)
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in the book, “Uses and Abuses of Governance Indicators” by Arndt and Oman (2006).
Kaufmann et al. (2007) refuted the criticism in their working paper, “The Worldwide
Governance Indicators Project: Answering the Critics”. This debate can be summarised as
follows:
I. Correlation of disturbances

The key assumption behind the weighting of sources and the computation of the standard error
is that the measurement error is uncorrelated across sources and countries. There are several
reasons why measurement errors tend to be correlated:

1. Experts who supply perception data used in one source are often informed of and

influenced by the assessments of experts supplying such data for other sources

2. Experts who supply perception data for diverse sources are often informed of and
influenced by perceptions and assessments from the same third parties.

3. Perceptions used as inputs for the WGIs are often influenced, significantly and in
similar ways, both by crises (financial and/or political) and by perceived changes or
longer-term trends in a country’s economic performance, FDI inflows, etc.

4. Because the interpretation of survey questions is context- and culture-specific,
perception errors of different sources that rely on respondents from the same country
or culture are likely to be correlated.

Il.  Lack of transparency
Some donors have come to give high importance to the use of relatively non-transparent

indicators like the WGI or the CPI, paradoxically, trying to give transparency to their aid-
allocation decisions. The reasons for the WGI’s lack of transparency are threefold: i) high
complexity; ii) lack of reproducibility, and; iii) lack of underlying theory of governance.

I1l.  Subjective or objective measures

The data are collected from many surveys and expert opinions that measure peoples’ perception
of governance. Although objective criteria are believed to be better sources of information than
perceptions, the reasons why perception-based indicators have become so common for
governance indicators are, for some types of information, objective criteria are hard to collect,
or they will be too expensive for cross-country studies. For instance, objective data on time
spent on bureaucracy to start a firm can be collected by starting different types of firms in all

countries. Clearly, it is simpler and cheaper to ask businessmen about their experience with it.
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IV.  Whose perceptions are measured?

In many governance indicator sources, surveys are based on questions to business people and
very often to the “elite” among business people. Often, they are representatives of multinational
companies, which may give biased results, while the good governance for companies need not
be good governance for people.

They present three arguments on why they include surveys from the international business

community as sources.

= First, they note that their composite indicators also rely on national surveys.

= Second, many of the firms included in the cross-country surveys of firms are small and
national.

= Third, the extent to which the critique is right depends on the extent to which there are
differences between the perceptions of business people and other people.

V. Lack of comparability over time
The WGIs cannot be used for direct comparisons of the quality of governance over time. An

actual change in the level of governance is only one of three possible reasons for a change in a

country’s rating on the WGISs.

A first possible reason is a change in the sources’ perceptions of the quality of governance
without an actual change in the quality of governance. Secondly, a possible reason for a change
is that other countries’ governance ratings changed. Since Kaufmann et al. (1999) construct
each of their composite indicators in such a way that the average value of the indicator across
all countries, worldwide, is always zero and its standard deviation is always one, changes in
one country’s rating change the ratings of other countries, other things equal. A third possible

reason is a change in the number and composition of sources from one year to the next.

In conclusion, regarding the concern about the reliability of the data, following review of the
long debate of the methodology of governance indicators from different sources, the current
study opines that no measure of governance can be 100% accurate or reliable. There are
margins of error in any survey. Information on a country’s governance practices or its
institutional and legal structures may be inaccurate, and the situation “on the books” may

correspond poorly with reality.

The Worldwide Governance Indicators are unique in that they recognise and explicitly
acknowledge these uncertainties. As discussed above, the estimates of the six dimensions of
governance are accompanied by margins of error that indicate their degree of precision.
Virtually no other governance datasets report margins of error. However, the absence of
transparently reported that uncertainty is not evidence of accuracy. Because all efforts to
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measure governance involve imprecision, caution should be used when making comparisons

across countries and over time.
2.4 Governance and Economic Development: Theoretical Framework

As mentioned before in section 2.2.2, there are several economic development theories, and
the most suitable and prominent for this study is the new institutional economics theory which
highlights the importance of institutions and governance in development. This section provides
an overview of the NIE theory with a concentration on the levels of analysis in institutional

economics.

2.4.1 New institutional economics theory

2.4.1.1 Overview: The basic concept

Given the different ways that one can think of good governance, there are obviously a huge
number of different potential theoretical mechanisms linking governance to development. The
relationship between governance and growth can best be explained using the institutional
economics theory. While the New Institutional Economics includes a diverse group of
economists with significant differences and ongoing debates®®, the theoretical foundations of
the original institutionalists still matter and have re-emerged in the mainstream economic
thought following the works of North (1990).

As mentioned earlier in this chapter, the new institutionalism extends the range of neoclassical
theory by highlighting the importance of institutions that are fundamental to the effective
functioning of market-based economies, such as law and order, property rights, contracts and
governance structures. According to North (2005), the institutional structure is a combination
of formal rules (constitutions and laws), informal constraints (norms of behaviour, conventions,
codes of conduct), and their enforcement characteristics. The new institutionalists argue that
institutions matter in shaping national economic behaviour and overall performance. A further
illustration of this is provided by Redek and Susjan (2005) showing that institutional economics
is complementing modern growth theory in explaining the process of economic growth. They
argued that development is caused by a society adopting institutions and policies that create

incentives for its citizens to save, invest, and innovate.

10 Williamson (2000) includes six Nobel Laureates among key figures in the new institutional
economics: Kenneth Arrow, Friedrich Hayek, Gunnar Myrdal, Herbert Simon, Ronald Coase, and
Douglass North.
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Economic institutions and policies are endogenous and are determined by the collective choices
of society. Governance refers both to these choices, such as whether to build an effective
bureaucracy or establish the rule of law. It also refers to parts of the institutional nexus, which
leads to these choices by influencing who has power and how it can be exercised. Clearly, there
is no guarantee that all individuals and groups will prefer the same set of economic institutions
because; different economic institutions and policies lead to different distributions of incomes
and power. Consequently, there will be a conflict of interest over the choice of economic
institutions. In such a situation, it will be the inherited distribution of political power in a society
that determines what institution has been chosen. The group with more political power will

tend to secure the set of economic institutions and policies that it prefers (Baland et al., 2010).

2.4.1.2 Levels of Analysis in Institutional Economics

The NIE consists of four different levels of analysis, which is emphasised by Williamson
(2000, p. 597) to unify the aspects of the jurisprudence, the economics and structural theory.
Each level has a controlling influence on the level below it, and there are also some feedback
effects from lower levels to higher levels, as shown in Figure 2.1. The upward arrows
connecting a higher level with a lower one indicates that the higher level sets limits to the level
directly below it. The downward arrows, connecting the lower levels with the higher ones,
represent the feedback. The theory has focused primarily on analyses of aspects of institutional

arrangements that fall in level 2 and level 3 of this hierarchy (or both).

This framework developed by Williamson is widely recognised, not only because it
distinguishes between different levels of analysis that correspond to different types of
institutions, but also because it links the different levels with different frequencies of change
in observable characteristics, different possibilities of purposeful institutional design as well as
different theories to investigate institutions at the different levels.

e Level One: Embeddedness ! or Social/Cultural Foundations. The highest level of the

institutional hierarchy encompasses informal institutions, customs, traditions, ethics and

11 Embeddedness refers to the degree to which economic activity is constrained by non-economic
institutions. The term was created by economic historian Karl Polanyi . He argued that in non-market
societies there are no pure economic institutions to which formal economic models can be applied. In

these cases, economic activities such as "provisioning™ are "embedded” in non-economic kinship,
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social norms, religion and some aspects of language and cognition. This level provides the
basic foundations for a society’s institutions. These basic social and cultural, institutional
foundations change very slowly over time.

e Level Two: Institutional Environment. Within the constraints imposed by the
embeddedness level, the “formal laws of the game” develops into the institutional
environment. At this level are defined constitutions, political systems and basic human
rights; property rights and their allocation; and related institutions to enforce political,
human rights and property rights, basic financial institutions, and the government’s power
to tax; laws and institutions governing migration, trade and foreign investment rules; and
the political, legal and economic mechanisms that facilitate changes in the basic
institutional environment. The nature of the basic institutional environment at any point in
time reflects, among other things, the attributes of a society’s basic social and cultural
foundations. Changes in this level occur more quickly than changes in the cultural or social
foundations (Level 1), but change is still relatively slow and partially constrained by the

slow rate of adaptation of the underlying social and cultural foundations.

Figure 2.1: Levels of social analysis

+Grand Strategy
=(Religion, language , traditions, ethics, norms,
etc.)

«Strategic level

-Formal laws of game (constitution,
judiciary, department)

«Tactical level

Level 3 *Play ofthe game ( aligning
(Governance) governance structures with
‘ transactions )
+ E *Operational level
Level 4 «(Prices, wages, c_osts ,
(Resource Allocation and :ﬁ;%aennc:’) L
Employment) Neoclassical
economics

Source: Designed by the author following Williamson (2000, p.597)

religious and political institutions. In market societies, in contrast, economic activities have been
rationalized, and economic action is "disembedded"” from society and able to follow its own logic,

captured in economic modelling.(Plattner, 1989, pp. 11-15)
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Level Three: Institutions of Governance. This level defines “the play of the game.”
Given the basic institutional environment, choices are made regarding the institutional
(governance) arrangements through which economic relationships will be governed given
the attributes of the basic institutional environment. The basic structural features of the
institutions (e.g. competitive markets) through which individuals trade goods, services and
labour are defined; the structure of contractual/transactional relations, the vertical and
horizontal structure of business firms and the boundaries between transactions mediated
internally and those mediated through markets; corporate governance, and financial
institutions that support private investment and credit, are defined at this level. The choice
of governance arrangements is heavily influenced by the basic institutional environment as
well as by a county’s basic economic conditions (e.g. natural resource endowments) at any
point in time. Changes in governance arrangements also take place more quickly than do

changes in the basic institutional environment.

Level Four: resource allocation (neoclassical market economics). Thus, depending on
the whole institutional environment set by its social embeddedness, the formal institutional
environment and the governance structures in place, within this structure, ‘economising’ in
the sense of maximising is assumed when the marginal conditions are met, that is, where
marginal benefits equal marginal costs. This is the main research domain of neoclassical
economics. This level refers to the day-to-day operation of the economy, given the
institutions defined at the other three levels. Prices, wages, costs, quantities bought and sold
(distribution of resources, goods and services in general) are determined here as are the
consequences of monopoly, oligopoly, and other neoclassical market imperfections.
Williamson would include agency theory and incentive alignment within and between

organisations here.

2.4.2 The social order school of thought

There are several theories incorporated in the NIE emanating from various disciplines in the

social sciences, as well as from interdisciplinary perspectives. Thus, several schools of thought

already exist, as well as others that are emerging. However, this part of the chapter outlines the

‘social order’ school, which emphasise the role of governance in development. This school is

not only the most recent but also the most creative, robust and interesting theory on the overall
subject. It is provided by North (North et al., 2008; North et al., 2009). He divides the world’s
countries into two parts: 85% of the world’s population have a social order that first appeared
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about ten millennia ago and existed to this day in various forms or stages that are part of the
‘natural state’ (which replaced the primitive or first social order). The remaining representing
about 15% of the global population, are characterised by the third social order, which first
emerged in a few societies at the end of the eighteenth and beginning of the nineteenth centuries

—the ‘open access’ society.

The "open access" societies characterised by high standards of political and economic
development, rich and vibrant civil society with many organizations freely set up to pursue
either profit or the common good, or both, large and typically many-layered governments, and
"widespread impersonal social relationships, including rule of law, secure property rights,
fairness, and equality”. The open-access order builds on the organisational achievements of the
natural state but extends citizenship to an ever-growing proportion of the population. All
citizens can form economic, political, religious, or social organisations to pursue any number
of functions. Social order is maintained through the interaction of competition, institutions, and
beliefs. Control of the military is concentrated in government, and control over the government

is subject both to political competition and institutional constraints.

The other class of "natural states” is acknowledged to be heterogeneous; however, it is stable
but not static. It has common closed institutions and the lack of rights distinct from personal
status and family power. The natural state provides a solution to violence by embedding
powerful members of society in a coalition of military, political, religious, and economic elites,
limiting access to activities, organisations, and privileges produce rents for elites. Personal
relationships in natural states result from traditional face-to-face interaction. In well-developed
natural states, elite privileges include control over powerful social organisations, such as the

church, governments, courts, and military units.

Societies do not leap from limited to open access. Transitions occur in two steps where first
the relations within the dominant coalition transform from personal to impersonal, and then

those arrangements are extended to the larger population.

In conclusion, North school highlighted three of the doorstep conditions which are consistent
with the logic of the natural state. The establishment of laws and courts is the means by which
the dominant coalition regularises relations among elites. Perpetually lived organisations are a
vehicle for limiting entry and systematically generating rents. Consolidating military power
under control of the political system creates a monopoly on violence that reduces the frequency

of violence in a state. Combined, the three doorstep conditions create the possibility of
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impersonal relationships within the elite, even though that was not necessarily the result elites
intended. In addition, the most important distinction here is not between state and market but
between personalised control of closed institutions and open-access institutions of both state

and market.

2.5: Summary and underpinning theory of the research

This chapter has briefly examined three major theories of development in the economics
literature. First are the neoclassical theory and its extensions, which stress the accumulation of
physical and technological change as the ingredients for economic development. This view
ignores the impacts of other factors, such as institutions and natural endowments. Next is the
endogenous theory of development, which holds that investment in human capital, innovation,
and knowledge are significant contributors to development. The theory also focuses on the
positive externalities of a knowledge-based economy, which will lead to economic
development. The third is the institutional theory of development, which contends that
institutional arrangements determine the incentive structure faced by agents in an economy and

are thus directly responsible for economic performance.

The three major theories are not necessarily contradictory but are more likely to be
complementary in gaining a more comprehensive understanding of comparative economic
development. While the endogenous theory of development contends that human development
has a direct impact on economic development, some researchers have argued that the influence
on economic performance is indirect through their influence on institutional development, with
the basic premise being that they create a natural environment for the establishment of different
types of institutional arrangements (Sokoloff and Engerman, 2000). Therefore, there is the
need to account for the three views in advancing a more comprehensive institutional view of

comparative development than exists in the current literature.

The ultimate aim of the current study is to design a developmental framework which integrates
the traditional factor of development (economic growth), with other endogenous factors of
development such as institutions. New institutional economic theory will be used basically as
the theoretical background for the analysis for the reason that it combined the basic concepts
of development and extended by focusing on the social and legal norms that underlie economic

activity.
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Indeed, achieving economic growth without realising the real meaning of development from a
macro perspective with poor governance is catastrophic. For instance, a misunderstanding of
the concept of development and neglecting governance aspects significantly contributed to the
emergence of the popular Arab revolts in 2011. While some of the Arab Spring countries
reported high economic growth, particularly in their GDPs, before the revolts, the wealth did
not trickle down to the average Egyptian, Tunisian or Syrian. The only group that benefited
from this growth was the economic-political elite, which owned and controlled much of the

economy (Malik and Awadallah, 2013).
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Chapter 3

Governance and Development: Empirical Evidence
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Chapter 3: Governance and Development: Empirical Evidence
3.1: Introduction

In recent decades, a surge of interest in governance has been seen as a means to promote
economic development. Governance matters have been an integral part of societies since the
dawn of civilisation, and especially so with respect to what values, ethics and rules of conduct
and justice should be upheld, how societies should be organised, and who should hold power
and authority.

Within this broad context, the purpose of this chapter is to complete the discussion of the
previous chapter on the role of governance in development but from an empirical perspective.
The chapter illustrates the debate on the effects of various measures of governance and their
impact on development by presenting and evaluating the growing body of empirical literature
that has examined this relationship. Appendix 3.1 presents a summary of these relevant and
current empirical studies on governance and development. The importance of this chapter is
also to support the analytical chapter that follows through providing an in-depth discussion of
different econometric models, estimation techniques, and methods, which has been used before
by other authors.

Most of the recent empirical studies have focused on the relationship between governance and
economic growth as a key measurement of development, while a few investigate the evidence

on the governance-development from a wider perspective.

The chapter is critically assessing the governance-economic growth, how previous empirical
studies have examined the relationship by their utilisation of panel data analysis and different
proxies for governance (Appendix 3.1). The majority of the studies used governance and
institutions directly in their analysis, while others used different proxies, for instance, economic

freedom, corruption, democracy, and regulations.

3.2: Empirical evidence on governance and economic growth

The principal empirical research puzzle can be stated simply as follows: Does growth
underwrite governance? Alternatively, does governance probity promote growth?

Alternatively, is there strong apparent linkage related to unexplored exogenous factors?
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While the questions are easy to ask, they are difficult to answer. To begin with, while growth
can be measured straightforwardly, governance and quality of institutions are much more
problematic. Moreover, to the extent that current explanations suggest that probity promotes
long-term economic development, evaluating the direction of causality (from growth to
governance or the reverse, and in what proportion) relies on the ability to find appropriate
instruments that are correlated with, for example, governance, but unrelated to development.
This search has proven to be difficult indeed, as nearly all the factors that are related to growth

are also typically correlated with measures of governance

According to Aron (2000) and Gagliardi (2008) who provide an excellent review and also
empirical evidence of governance and economic growth, there are numerous studies in the
literature which have assessed the role of institutions in economic growth. The main conclusion
that has emerged is that governance is positive and statistically significant determinants of
economic growth. Conversely, a few studies such as Commander and Nikoloski (2011);
Glaeser et al. (2004); Huynh and Jacho-Chévez (2009) reported that there is no significant
relationship. These results may be explained by the unresolved debate on the potential role of

democratic institutions on growth.

Several empirical studies on the links between institutions and economic performance employ
pure cross-sectional approaches, such as Knack and Keefer (1995), and Grogan and Moers
(2001). These studies verified that economic growth leads to better institutions due to the
accumulation of human and social capital. This view is supported by Barro (1996a) who found
the same result from a political science perspective that democratisation follows income. As
countries become wealthier, on average, they also become more democratic, granting more
political freedoms to their citizens. Easterly and Levine (1997) confirmed that conventional
factors, such as physical and human capital and labour supply, do not entirely explain the
growth in Africa and instead emphasise institutional explanations. Recently, Abdelbary and
Benhin (2018) estimated the Total factor productivity (TFP) function for 97 countries including
19 from the Arab Region; they found the return of human capital for Arab countries is smaller
than the whole world sample, which reflects the poor quality of human resources and its effect
on production output. The results focus attention on institutional reform as the key to economic
progress so that future increases in the physical and human capital will generate positive social

returns as well as private ones.

Although the relationship between governance and economic development is well documented,

the positive associations are insufficient for establishing the direction of causality between the
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two variables because the cross-section nature of the technique employed in the literature does
not allow different countries to exhibit different patterns of causality (Law et al., 2013).
Moreover, the result of cross-section analysis can quickly change with an addition to or
reduction in the number of countries. On the other hand, using time series data remains
extremely sparse. This limitation can be attributed to the scarcity of sufficiently long time-

series governance indicators.

3.2.1 Governance/ Institutions and Economic Growth

3.2.1.1 Causality in one direction only: Governance and growth

An early contribution to the effect of the quality of governance on growth and development
includes Campos and Nugent (1999); Kaufmann et al. (1999); Knack and Keefer (1995). They
examined their respective association on three development indicators: per capita income,
infant mortality and adult literacy. They found that a one-standard-deviation increase in any of
the six indicators of governance caused between a two-and-a-half to four-fold increase in each

development indicator and concluded that governance matters for growth and development.

One of the landmark paper is Seldadyo et al. (2007). The main contribution was introducing
a new governance index generated using confirmatory factor analysis on ICRG governance
indicators. The research focused on ICRG data as these are the only governance indicators
available for a long time-span, and that also includes a large group of countries. They found
that the five dimensions of governance can be combined into one single index, and by using
parsimonious models showed that this constructed index positively and significantly explains
economic growth. In addition, the study tested the robustness of results by applying recursive
regressions and the sensitivity test of Sala-i-Martin (1997) and applied the same test to varying
samples. The major finding was that the impact of the new index on economic growth is fairly
robust. Law and Bany-Ariffin (2008) also demonstrate the same results using the same dataset
and classified countries into three groups. Using Pooled mean group (PMG), and Panel
Generalized Method of Moments (GMM), the study found that institutions are more responsive
to middle income and low-income groups, and the effects of institutions in high-income

countries are smaller than for these two other groups.

Furthermore, Arndt (2009) also relied on a panel data model with a time-recursive structure to
identify the effect of governance on economic growth over the policy-relevant periods of one

or two decades. Besides that, Arndt attempted to address some related econometric problems
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such as dealing with heterogeneity in the form of unobserved effects and treated the
endogeneity due to measurement errors in initial income by standard instrumental variables
methods. The study model examined the robustness of the effects of the rule of law indicators
on economic growth from 1946 to 2006 for a sample of more than 200 countries. However, the
study found a striking lack of confirmation of a systematic and measurable effect. Arndt

claimed that improving the rule of law should be the policy priority in all developing countries.

Glaeser et al. (2004) took the example of South and North Korea to claim that it is not the
institution that causes growth; instead, it is economic growth that brings in institutions like
democracy, as in the case of formerly authoritarian states like South Korea. While the case of
the two Koreas can be an example to argue against the institution primacy view of economic
growth, it can also serve as a powerful case to argue for the importance of economic policies.
The two Koreas have obviously pursued quite different growth strategies. However, if we
confine ourselves to comparing the two Koreas, it is not easy to disentangle the influence of
policies from that of institutions because institutions, such as the protection of private property
rights, also differ markedly between the two Koreas.

On the other hand, Glaeser et al. (2004, p. 272) argued that institutions are not nearly as
important to growth as commonly thought, while using three different datasets (ICRG: 1982—
1997, WGI, 1998-2000, and PolitylV, 1960-2000) for 71 developed and developing countries.
They pointed out that ‘‘as a society grows richer, institutional opportunities improve’’. As
people become richer, they demand more from their public institutions — better bureaucratic
qualities, regulations, more security, and law and order. The study suggests that: (a) human
capital is a more basic source of growth than institutions, (b) poor countries get out of poverty
through sound policies, often pursued by dictators, and (c) subsequently improve their political

institutions.

On the other hand, Lee and Kim (2009) revisited the recent debate on the determinants of long-
term economic growth with the simple idea that different factors matter for different country
groups in relation to income levels. It is also attempted to improve the methodology to verify
the hypotheses not only by cross-section estimations but also by the fixed-effects panel and
system-GMM estimations in order to be safe from possible biases associated with cross-section
estimations such as small sample bias, omitted variables problem, and endogeneity of
explanatory variables. The study found that both institutions and policies (e.g., education
variables) matter as determinants of long-run growth. These results provide a compromise view

for the two contrasting findings in the literature: the Rodrik et al. (2004) findings that argued
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for the importance of the institution and those of Glaeser et al. (2004) that argued for the
importance, not of the institution but human capital. Recently, Huang and Ho (2017) examined
whether a Granger causality running from governance to economic growth exists in twelve
Asian countries, throughout 1996-2014. The empirical outcomes have shown, different
dimensions of governance lead to more significant economic growth in “Not Free” states when
compared to “Free” and “Partly Free” states. The study recommended that policymakers in
“Not Free” countries should opt to pay more consideration to the quality of governance,
particularly around government effectiveness and the rule of law, to improve the future growth

rate of real GDP per capita.

3.2.1.2 Bi-directional relationship or Causality in both directions

Some studies have found that there is bi-directional causation between governance and
economic growth (Chong and Calderon, 2000; Grogan and Moers, 2001; Law et al., 2013; Lee
and Kim, 2009). The first systematic study of causality between institutions and growth was
conducted by Chong and Calderon (2000), utilising the Business Environment Risk Intelligence
(BERI) and ICRG institutions datasets. Their empirical findings demonstrate that the poorer
the country and the longer the wait for institutional development, the higher the influence of
institutions on economic growth. They also explained the existence of two-way causality; not
only do institutions Granger cause economic growth, but economic growth also contributes to

institutional quality improvement.

Lee and Kim (2009) applied Panel GMM causality methods to examine this relationship using
a sample of 63 countries for the period 1965-2002, categorised into four income groups: high,
upper middle income, low, and lower middle income. They further divided the sample
countries into two groups, namely higher-income countries (high and upper middle income)
and lower-income countries (low and lower middle income). The outcomes suggest that the
causality patterns between both variables are highly heterogeneous, whereas there is a bi-
directional causality effect between both variables in the full sample countries. In addition, this
paper finds that while secondary education and institution turn out to be important for lower-
income countries, an emphasis on technology and higher education appears to be effective in
generating growth for the upper-middle- and high-income countries but not for the lower

middle and low-income countries.

47



Similarly, Law (2013) made the same observation using the same sample size and classification
but by using the panel Granger causality test, which takes into consideration panel
heterogeneity. The findings also suggested that causality patterns between institutions and
economic performance vary at different stages of income level. Better institutional quality
fosters economic development in higher-income countries, whereas economic development

tends to enhance institutional quality in lower-income countries.
3.2.1.3. Insignificant relationship

Despite the outcomes of the above studies, the governance-growth relationship does not
provide clear-cut conclusions about the relevance of governance for growth. A few other
studies, such as Huynh and Jacho-Chavez (2009), Commander and Nikoloski (2011), found
some governance indicators are insignificant. Huynh and Jacho-Chavez (2009) using
nonparametric methods found that only three of the six measures: voice and accountability,
political stability, and the rule of law are significantly correlated with economic growth.
Regulatory control, control of corruption, and government effectiveness were found to be
insignificant. In addition, the empirical relationship between voice and accountability, political

stability, and growth are highly nonlinear.

3.2.2 Economic Freedom and Economic Growth

Economists agree that economic freedom, along with political freedom and civil liberties, is
one of the pillars of a country’s institutional structure, and following from this, institutions are
amongst the prominent factors in explaining cross-country differences in living standards. A

significant body of research indicates that economic freedom enhances economic growth.

Farr et al. (1998) discovered a Granger causal relationship working from economic freedom to
economic well-being and Justesen (2008) furnished empirical evidence supporting the idea that

free markets and maintenance of property rights foster economic growth.

In addition, Baumol (2002) stressed that the free-market economic system acts as a powerful
innovation machine in societies where the rule of law prevails. Dutz and Hayri (2000) found a
high correlation between long-term growth and effective enforcement of antitrust and
competition policy. Dawson (2003) analysed the causality between economic freedom and
growth using panel data analysis. He showed that the levels of freedom are related to free
markets and the protection of property rights. These two factors are derived from the causal
relationship that exists between economic freedom and economic growth. A measure of civil

liberties that affect economic freedom has also been found to affect growth directly.
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Another important study was conducted by Justesen (2008), who examined whether economic
freedom causes economic growth or whether causality runs in the reverse direction. The study
conducted a series of Granger causality tests using panel data analysis for the period 1970—
1999. The results suggest that some but not all aspects of economic freedom affect economic
growth and investment. However, he found there was only weak evidence that growth affects
economic freedom. The study concluded that economic freedom matters for economic growth,
but certain sub-freedom indicators play a more significant role than other sub-indicators in

fostering economic growth in a causal sense.

Two recent studies Bayar (2017); Ozcan et al. (2017), have used panel Granger causality
approach to investigate the impact of openness and economic freedom on the economic growth
for 17 post-socialist transition economies during the period from 1996 to 2012. Both studies
showed a long-run relationship among the variables and both economic freedom and trade
openness have a positive impact on economic growth. However, the first one found that
financial openness has a negative influence on growth and the second study referred to political
freedom in transition countries was neutral for economic growth; but changes in the level of

political freedom are affected by economic growth.

3.2.3 Democracy \ Political Freedom and Economic Growth

One of the essential dimensions of governance is a democracy. Since Seymour Martin Lipset's
(1959) seminal work on the socioeconomic prerequisites of democracy, a substantial number
of social scientists have theorised and empirically tested theories about the relationship
between democracy and economic development. In the empirical literature, there is no
consensus about the relationship between democracy and economic growth. Generally, the
contemporary discussion on this issue may be separated into three groups of views, depending

on the kind of impact democracy exercises on growth: positive, negative, or neutral.

According to the first group of views, democracy is a factor accelerating the increase in welfare;
(Acemoglu et al., 2008; Barro, 1999; Benhabib et al., 2013; BenYishay and Betancourt, 2010;
Che et al., 2013; Djezou, 2014; Jaunky, 2013; Justesen, 2008; Piatek et al., 2013; Rodrik and
Rigobon, 2005; Trebilcock and Prado, 2011). Friedman (2009) believed that democracy and
economic freedom are mutually reinforcing. Under this hypothesis, democracy should facilitate
economic growth through the development of an institutional framework more compatible with

incentives to engage in productive transactions. In other words, democracy is a political system
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that allows markets to perform adequately. In the discussion of this question, Rodrik (2000);
Rodrik and Rigobon (2005) reach a suggestive empirical conclusion: participatory democracies
favour what they call “higher-quality growth”. That is more predictable long-term growth
rates, greater short-term stability, better resilience to adverse shocks, and more equitable
distribution of wealth. The implication is that democracy helps build better institutions because

it works as an efficient meta-institution for eliciting and handling local knowledge.

Moreover, Knutsen (2009) found robust empirical support in that democracies produce higher
economic growth through improved technical change than autocracy. A positive theory of
democracy can also be reinforced by the underlying arguments of the institutional theories.
Benhabib et al. (2013) argued that citizens of wealthier countries, who generally have high
levels of human capital and income, are more effective at creating and sustaining democratic

institutions.

Furthermore, in their recent pioneer study four leading institutional economists (Daron
Acemoglu, Suresh Naidu, Pascual Restrepo and James A. Robinson(2019), have provided
additional evidence that democracy has a positive effect on GDP per capita. They used a new
strategy to reduce measurement error that consolidates previous measures, by combines
information from several datasets, including Freedom House and Polity I1V. The study adopted
an annual panel that comprises 175 countries from 1960 to 2010. The results show that once
the dynamics of GDP are controlled for in a fixed-effects OLS regression, GMM estimates and
semiparametric estimators, there is an economically and statistically significant positive effect
of democracy on future GDP per capita. Additionally, they proved that democratisations
increase GDP per capita by about 20 per cent in the long run — the same effects found through
an instrumental-variables approach using regional waves of democratisation. The effects are
similar across different levels of development and appear to be driven by higher investments

in capital, schooling, and health.

The group that argues a negative relationship suggest that democracy contributes to a
slowdown in economic growth (Rodrik et al., 2004). Indeed, many low-income countries with
a large proportion of less-educated people are governed by democratic institutions, which have
been imposed by former colonialists (Barro, 1996b). According to Keefer (2007), democratic
regimes discourage investment, as governments tend to give priority to current consumption in

order to ensure their re-election.
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The weak points of the economic system with democracy mentioned in the relevant literature
include a low rate of investment and excessive consumption, yielding to the demands of
pressure groups, and problems with social, ethnic and class conflicts (Feng, 2005). Hence the
conclusion that only under a system of dictatorship is a government able to conduct an efficient
economic policy aimed at accelerating the pace of economic growth (Kurzman et al., 2002).
Authoritarian governments are more resistant to the influence of pressure groups and do not
allow social conflicts, although this is often achieved through repression. The abuse of power
in such states is highly possible, and the behaviour of dictators hardly predictable. The
uncertainty of governance leads to a decrease in investment and retards economic growth

(Doucouliagos and Ulubasoglu, 2006).

The third group of researchers are of the view that democracy is not a variable which
significantly influences the speed of economic growth. Barro (2003) emphasised that there are
variables more important for economic growth than democracy per se, these being the rule of
law, secure rights of economic freedom and property, and macroeconomic stabilisation. He
claimed that democracy is not a necessary condition for economic growth but the belief that
only authoritarian conditions enable growth out of poverty is also wrong. Bhagwati (2002) also
pointed out that democracy does not necessarily increase the pace of economic growth. Unlike
Barro, Bhagwati perceives democracy as one of the conditions of stable development, which
should be accompanied by a free market economy.

In conclusion, based on the literature, it is difficult to precisely determine the impact democracy
has on the pace of economic growth. This divergence of views on the relationship between
these two variables is related either to the data and variables used in the study, the
characteristics of the countries under study or the model specification (Paldam and Gundlach,
2008). Moreover, establishing the causal effect of economic growth on democracy is
challenging because of endogeneity problems like omitted variables and reverse causality

issues.

In any case, this current research follows the first group of researchers and hypothesises that
democracy has an indirect effect on growth; Democracy is more likely to lead to greater
spending on education and health, both of which facilitate economic growth. Moreover,

democracy facilitates political stability, which is also known to be good for economic growth.
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3.2.4 Economic Freedom / Democracy and Economic Growth

As mentioned above, several studies have established a link between the economic freedoms
of various sorts and economic growth. Some of these studies observed that the first causal chain
is via strong democratic institutions, which determine strong economic freedoms, and in turn,

lead to more rapid economic growth as follows:
Democracy — Economic Freedom — Economic Growth

With respect to civil liberties and political rights, some authors pointed out that democracy
needs more time than economic freedom to produce an impact on economic growth (Farr et
al., 1998), and hence furnish grounds for credibility. Credibility plays a fundamental role in
how economic agents make investment decisions in physical capital. For example, where
political freedom is in the process of expansion, agents need a relatively long time to determine
whether the change is permanent, and not temporary, before modifying their investment

decisions.

Other empirical papers confirmed that liberalising the economy is an essential first step before
the extension of political rights can generate growth (Giavazzi and Tabellini, 2005; Persson
and Tabellini, 2006). Furthermore, in their comprehensive analysis of the causal relationships
between democracy, economic freedom, and growth, Vega-Gordillo and Alvarez-Arce (2003)
found that political and economic freedoms appear to enhance economic growth. In addition
to the significant positive correlation found, the study showed that the impact of economic
freedom on economic growth nearly doubles the effect of political freedom. That is, free-
market institutions boost growth more than democracy does. Also, the results of a review of

the interaction between political and economic freedoms are enlightening.

On the one hand, economic freedom enhances political freedom at the same time that more
democratic institutions provide for greater economic freedom. Even if economic prosperity is
the primary concern when some liberalisation processes are implemented, regardless of their
impact on political rights, greater political freedom could be achieved in the end too. On the
other hand, societies can capitalise on political freedom to enhance economic freedom. Given
these considerations and the intrinsic value of democratic liberties, economic reforms should
go together with democratisation or, at the very least; democratisation should not be postponed

under the weight of economic arguments.
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3.2.5 Corruption and Economic Growth

Economic theory and empirical evidence both demonstrate that there is a direct causal link
between corruption and economic growth. Chetwynd et al. (2003) describe in-depth how
corruption affects poverty by first impacting economic growth. They noted that corruption
impedes economic growth by discouraging foreign and domestic investment, taxing and
dampening entrepreneurship, lowering the quality of public infrastructure, decreasing tax
revenues, diverting public talent into rent-seeking, and distorting the composition of public
expenditure. In addition to limiting economic growth, there is evidence that corruption also
exacerbates income inequality; regression analysis showed a positive correlation between

corruption and income inequality.

Evrensel (2010), using empirical analysis of 121 countries (31 developed and 90 developing
countries), provided explanations for this link.  They argued that corruption distorts the
economy and the legal and policy frameworks allowing some to benefit more than others; there
is an unfair distribution of government resources and services; corruption reduces the
progressivity of the tax system; corruption increases the inequality of factor ownership, and
lower-income households (and businesses) pay a higher proportion of their income in bribes
than do middle or upper-income households. Regarding the relationship between the
governance-related variables and growth rates, they found only corruption control and
government effectiveness significantly and adversely affect the average growth rate. Regarding
the relationship between growth volatility and governance-related variables, the results
suggested that higher corruption control, expropriation risk control, government effectiveness,

and government consumption decrease growth volatility.

Méndez and Sepulveda (2006) also argued that the relationship between corruption and growth
IS non-monotonic (quadratic) and that this relationship depends on the degree of political
freedom. They showed that corruption has a beneficial impact on long-run growth at low levels
of incidence but is harmful at high levels, and therefore, there may exist a growth-maximising
level of corruption. Importantly, this effect is only robust in a subsample of countries with a
low degree of political freedom; elsewhere, the relationship between corruption and growth is
not robust. Using a different definition of political institutions, there was a similar result,
namely that in countries with high-quality institutions, corruption has a significant, negative
impact on growth and conversely that growth reduces corruption; while in countries with low-

quality institutions, corruption has, in contrast, no impact on growth.
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On the other hand, Khamfula (2007) observed that corruption could increase economic
efficiency. This comes as a result of the use of "fast money", allowing entrepreneurs to avoid
bureaucratic delays in exchange for money. Corruption in some economies allows firms to
avoid overly restrictive regulations or confiscatory tax rates. However, this second position is
problematic because it does not consider the incentive for all officials to get into the corruption
game, the result of which is excessive taxation on productivity. Further, most of those arguing
the benefits of corruption regularly point out that it is not the ideal, but perhaps better than a

rigid, inefficient bureaucracy.

In their recent analysis, Baklouti and Boujelbene (2015); Saha and Ben Ali (2017), suggest that
there is a bi-directional causal relationship between economic growth and the index of
perception of corruption in 12 MENA countries by using simultaneous-equation models over
the period 1998-2011. They also confirm that the relationship of corruption on economic
growth is negative and significant for the MENA countries. Therefore, the current research
holds that corruption will have a negative impact on GDP growth, holding other variables

constant.

3.2.6 Corruption \ Democracy and Economic Growth

Some scholars such as Baklouti and Boujelbene (2015); Bueno de Mesquita et al. (2001); North
(1990) argued that democracy facilitates growth since citizens are better able to remove corrupt
politicians. Moreover, democracy may not merely reduce the level of corruption, but also
change the composition of corruption. This argument rests upon the plausible assumption that
politicians weigh the costs and benefits of specific acts of corruption when they are faced with

the choice of engaging in an illicit act.

In democratic systems, citizens can remove politicians and, therefore, the level of corruption
will be lower. Corrupt activities that impose a high cost on society will annoy voters, which is
costly for politicians. When these costs outweigh the benefits of any given corrupt act,
politicians will be deterred from corruption. This will reduce the total number of corrupt

activities in a democracy.

There are only a few empirical studies in the literature that deals with the complex relationship
between corruption and democracy and their impact on economic growth. Drury et al. (2006)
supported the argument that one of democracy's indirect benefits is its ability to mitigate the
detrimental effect of corruption on economic growth. Although corruption certainly occurs in
democracies, the electoral mechanism inhibits politicians from engaging in corrupt acts that
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damage overall economic performance and thereby jeopardise their political survival. Using
panel data from more than 100 countries over 1982-97, the study showed that corruption has
no significant effect on economic growth in democracies, while non-democracies suffer

significant economic harm from corruption.

Méndez and Sepulveda (2006) also investigated the relationship between corruption and
growth, where the marginal impact of corruption is allowed to differ across democratic and
nondemocratic regimes. Using cross-country and annual data from 119 countries from 1984 to
2007, they found that decreases in corruption raise growth but more so in authoritarian regimes.
Possible reasons are that in autocracies, corruption causes more uncertainty, is of a more
pernicious nature or is less substitutable with other forms of rent-seeking. In support of this,
Assiotis and Sylwester (2014) examined the association between corruption and growth, where
the marginal impact of corruption is allowed to differ across democratic and nondemocratic
regimes and concluded that controlling corruption in authoritarian regimes can produce greater
benefits than limiting corruption in democracies and the association between corruption and

growth is less positive in democracies.

Regarding corruption in the Arab region, arecent paper by Saha and Ben Ali (2017) interpreted
the role of economic development in curbing corruption by concentrating on political and
economic freedoms for Middle Eastern and North African (MENA) countries during the period
1984-2013. The analysis also investigated whether freedoms lower corruption in natural-
resource-rich countries. The output reveals that the interactive relationship between economic
and political liberties and government size leads to a reduction in corruption. The results prove

robustly suggest that an increase in income boosts corruption in Arab oil exporters countries.

3.2.7 Rule of Law \ Regulations and Economic Growth

The rule of law and economic regulation are important governance characteristics of countries
which affect economic growth. The role of an active regulatory regime in promoting economic
growth and development has generated considerable interest among researchers and
practitioners in recent years (Djankov et al., 2004). The current research assesses regulatory

quality as one of the key criteria for good governance,

Privatisation and the more general process of economic liberalisation in developing countries
have produced their own problems and failures and have resulted in the current focus on the

regulatory state (Parker and Kirkpatrick, 2005). The regulatory state model implies leaving the
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production to the private sector where competitive markets work well and using government

regulation, where significant market failure exists (Mondial 2002).

Efficient regulation achieves the social welfare goals at minimum economic costs. The
economic costs of regulation can take two broad forms: (1) the costs of directly administering
the regulatory system, which are internalized within government and reflected in the budget
appropriations of the regulatory bodies; and (2) the compliance costs of regulation, which are
external to the regulatory agency and fall on consumers and producers in terms of the economic
costs of conforming with the regulations and of avoiding and evading them (Guasch and Hahn,
1999) .

Parker (1999) has argued that a well-functioning regulatory system is one that balances
accountability, transparency, and consistency. Accountability requires the regulatory agencies
to be accountable for the consequences of their actions, to operate within their legal powers,
and to observe the rules of due process when arriving at their decisions. Transparency relates
to regulatory decisions being reached in a way that is revealed to the interested parties. The
third process which provides regulatory legitimacy is consistency. Inconsistent regulatory
decisions undermine public confidence in a regulatory system. Inconsistency leads to
uncertainty for investors, which raises the cost of capital and may seriously damage the
willingness to invest. Since political intervention tends to undermine regulatory consistency,
and politicians may be prone to alter the regulatory rules of the game for short-term political

advantage, consistency is a primary argument for some ‘independent’ regulator.

Djankov et al. (2006) investigated the impact of regulations on growth in 135 countries during
1993- 2002. They found that the business regulations index and growth are consistently and
positively correlated. Countries with less burdensome business regulations grow faster. Jalilian
et al. (2007) also examined the role of an effective regulatory regime in promoting economic
growth in an analysis covering 117 countries for the cross-section regression and 96 for the
panel version of the regression. They conclude that the provision of a regulatory regime that
promotes rather than constrains economic growth is an important part of good governance. The
ability of the state to provide effective regulatory institutions can be expected to be a
determinant of how well markets and the economy perform. The impact of regulatory
institutions on economic growth will depend on both the efficiency of the regulatory policies
and instruments that are used and the quality of the governance processes that are practised by

the regulatory authorities.
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The above findings are consistent with the study by Messaoud and Teheni (2014). They
examined the relationship between regulations and economic performance. The results showed
that most regulation indices have the expected signs and were positively correlated with the
average growth rate. It suggests that a reform, which improves the business environment, can
help developing nations to grow faster. Reform programmes should stimulate companies to

change their behaviour, to enhance investment and to encourage innovation

However, the evidence on the quality of regulation in developing countries suggests that the
results of state regulation have been disappointing. A study of 13 Asian countries found that
80% of regulators had no access to training and that regulatory offices were usually
understaffed (Jacobs, 2004). For example, in India, regulatory structures are associated with
acute failures in institution building and with a bureaucratic approach that curtails enterprise
(K&hkonen and Lanyi, 2000). The same in Latin America, there is often a lack of political
support for independent regulation and a lack of commitment to maintaining regulatory

independence (Ugaz, 2002).

In the context of Africa, it was found that “regulation is being examined as part of individual
sector initiatives, but these efforts are uncoordinated, and implementation is being left to follow
privatisation instead of being put in place concurrently” (Bhatia and Campbell-White, 1998, p.
5). A similar pattern of regulatory weaknesses can be discerned in the evidence for individual
countries. South Africa’s proliferation of regulatory bodies is associated with a lack of clarity
about roles and responsibilities and with the adoption of policy-making roles independent of
government (Schwella, 2002). While in Malawi, the electricity industry regulator remains
closely connected to the state electricity industry, compromising any notion of real regulatory

independence and encouraging capture.

Lastly, Silberberger and Koniger (2016), propose that regulatory quality has a highly
significant and robust non-linear relationship with economic growth. Countries that have
already experienced relatively high improvement in regulatory quality will benefit less than
countries that have limited experience. In addition, the least developed countries do not seem
to benefit from enhanced regulation. The study also argued that trade and economic institutions

might be an important determinant of income growth.
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3.3 Conclusion Remarks

In recent years, the role of governance in promoting and sustaining economic change has been
an issue of interest for both theoretical and empirical analyses in the social science literature.
This chapter has aimed to review the current literature analysing the role of governance in
economic development. The interest in dealing with this issue has been motivated by the
current widespread consensus in considering institutions as a crucial determinant shaping
economic performance. The theoretical approaches proposed within the New Institutional
Economics, as well as the empirical evidence stemming from several studies, clearly, suggest

that a country’s long-run economic success critically depends on its institutional framework.

There are several studies in the literature which have evaluated this relationship. By and large,
the main conclusion that has emerged is that governance is a positive and statistically
significant determinant of economic development. Many of the empirical studies on the links
between institutions and economic performance employ pure cross-sectional approaches, such
as Knack and Keefer (1995), and Grogan and Moers (2001) while using time series data is
little used due to the scarcity of sufficiently long time-series governance indicators. Recently,
some studies have used panel data analysis, for instance, Acemoglu et al. (2019); Alonso
(2011); Fernandez et al. (2010); Lee and Kim (2009); Seldadyo et al. (2007).

Empirical evidence from development literature has confirmed that governance matters for
improved economic development. Governance may affect development in several ways
(Globerman and Shapiro, 2002). For instance, the functioning of the market system is
maintained by creating institutions that protect property rights, a judicial system that
administers justice and enforces contracts, thereby affecting the incentives for production and
investment. Further, good governance supports a low transaction cost and a competitive
environment for innovation, the adoption of appropriate technology and sound economic
policies (Akpan and Effiong, 2012).

Regarding governance and its indicators, various authors have produced a wide array of
definitions to cover almost anything, such as the definition to “manage human interaction and
activities with several realities of the term ranging from related notions such as state
governance, corporate governance, local governance, global governance etc.” offered by
Akpan and Effiong (2012, p. 55) . While others use it very narrowly focussing on public sector
management issues as “the manner in which power is exercised in the management of a

country's economic and social resources for development” (Kaufmann et al., 2010, p. 3).
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The supply of governance indicators has grown significantly in response. Yet much of the new

supply uses indicators whose origins precede the recent explosion of interest in governance.
The most widely used indicators in empirical researches are: Freedom House (Anwar and
Cooray, 2012; Campos and Nugent, 1999; Fernandez et al., 2010), International Country Risk
Guide (Arndt, 2009; Chong and Calderon, 2000; Seldadyo et al., 2007), The World Governance
Indicators (WGI) (Butkiewicz and Yanikkaya, 2011; Fayissa and Nsiah, 2013; Huynh and
Jacho-Chavez, 2009; Jalilian et al., 2007), Polity IV(Acemoglu et al., 2008; Djezou, 2014;
Piatek et al., 2013), and Corruption Perceptions Index (CPI) (Khamfula, 2007; Pramanik, 2007;
Touati, 2014).

Regarding econometric techniques applied in the analyses, the majority of the empirical models
start with linear regression models using ordinary least squares (OLS) methods and its
alternative derivations. Some used simultaneous equations models through two-stage least
squares method (2SLS) (Alonso, 2011; Kandil, 2009) , while others used the three-stage least
squares (3SLS) estimator which combines two-stage least squares (2SLS) with seemingly
unrelated regressions (SUR) (Butkiewicz and Yanikkaya, 2006; Dridi, 2013; Peev and Mueller,
2012).

On the other hand, some other authors have preferred panel data analysis techniques as it has
an advantage of containing. There are three types of panel data models namely, a pooled
Ordinary Least Square (OLS) regression, panel model with random effects and panel model
with fixed effects (Anwar and Cooray, 2012; Arndt, 2009; Fayissa and Nsiah, 2013; Siddiqui
and Ahmed, 2013). For advanced analysis, some have employed Arellano and Bond’s
Generalized Method of Moments (GMM)-type estimator (Azman-Saini et al., 2010; Lee and
Kim, 2009) (Commander and Nikoloski, 2011). Some studies using panel data analysis have
been conducted on causality issues in general and panel Granger causality practically
(Abdelbary, 2018; Charfeddine and Mrabet, 2017; Dawson, 2003; Heo and Tan, 2001;
Justesen, 2008).

Therefore, this study aims to contribute to the ongoing debate on the factors that boost
economic development in the Arab countries (ACs) through emphasising the role of
governance. This has become even more important following the recent ‘Arab Spring’. There
IS substantial empirical evidence that governance and institutions have an impact on economic
growth, while the findings for other developmental indicators are still insufficient. For this

reason, research must consider both in terms of inclusive growth.
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This need is the starting point of this study, which looks at exploring the effect of
socioeconomic reform programmes in the Arab region on development. Only a few studies
have addressed the Arab region, and often the analysis is conducted within a larger sample of
countries with no emphasis on the case of the Arab economies especially after the “Arab
Spring”, where issues of stability are not addressed solely from a security standpoint and above
all where progress is not simply viewed in terms of utility of goods and services (such as growth
in per capita income), but rather in terms of substantive capabilities to choose a life one has

reason to value.

Furthermore, the findings from previous research concern the relationship between governance
and growth without using these outcomes to inform a framework that seeks sustainable
development. Thus, further empirical studies are needed to verify the nature of the relationship
between governance and economic development in ACs, in order to find out whether
governance is causing economic development or development is causing governance.
Moreover, this study aims to design a new framework which incorporates a broader scope of
areas in development, including human rights, human development, poverty reduction,
economic growth, education, and institutions that could be adopted by Arab countries, to help

achieve sustainable development.
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Chapter 4: Methodology

4.1 Introduction

This study aims to contribute to the economic development in Arab countries by examining
the effects of recent reform programmes and to evaluate the interdependence of governance
and development. Therefore, the primary purpose of this chapter is to present the
methodological issues related to the investigation carried out in this research and discuss the

methods that underpin the analysis in this study.

In addition to the theoretical framework underpinning the study, the chapter contains a full
description of the econometric methodologies, including modelling issues and problems, as
well as a discussion of the techniques for solving these problems. The empirical analyses
chapters focus more on the actual approaches for estimating the models. In order to improve
upon the flow of the Thesis, in some limited instances, this chapter repeats information also
contained in the empirical analyses’ chapters. This applies in particular to the empirical models
estimated using the econometric techniques.

A similar approach has been followed in the section describing the data, which provides
detailed background information regarding all the data used in this study. Empirical analyses
chapters, in turn, provide further details regarding the data and their particular application in
the methodology. The study is structured in this way to ensure that the flow of the Thesis is

maintained and that the discussions are in their most suitable contexts.

The rest of the chapter is organised as follows: Section 4.2 summarises the various philosophies
that may be adopted by different researchers about the nature of social science and society, and
research paradigms; Section 4.3 describes the theoretical growth model, while the empirical
models are illustrated in section 4.4; the full description and specification of the data in section
4.5; Section 4.6 presents the scope of the research; Section 4.7 illustrate in-depth the different
estimation approaches and econometric techniques applied for the analyses; and finally,

section 4.8 summarises the chapter.
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4.2 Study design and research paradigm

According to Burrell and Morgan (1979), a research paradigm is a philosophical framework
that guides how scientific research should be conducted. They provided three main
philosophical assumptions that determine the research’s position in research: 1) ontology; ii)
epistemology; iii) methodology. Each of these assumptions reflects two philosophical positions

about research as in Figure 4.1 (the subjectivism and objectivism orientations to social science).

Figure 4.1: Assumptions regarding the nature of social science

The Subjective-Objective Dimension of the Nature of Social Science

The Objective The Subjective
Approach Approach

Epistemology »

Methodology » Ideographic

Source: Adapted from Burrell and Morgan (1979; p. 3).

Interpretivism

-

Firstly, the ontological assumption of social science research is concerned with the
researcher’s beliefs about the nature of reality. It studies the nature of reality or being, and it
is concerned with understanding ‘what is’, with the nature of existence, and the structure of
reality. This assumption can be seen from two perspectives that are the subjectivist and
objectivist. This study will only focus on the objectivist approach, which is known as realism,
and assumes that reality is external, and exists independently of an individual’s appreciation.
Realists believe that reality is objective and singular, and hence, they use quantitative research

methods.
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Secondly, the Epistemological assumptions relate to the nature of knowledge as dealing with
the method undertaken while gathering information. Similar to ontology, the epistemological
assumption can be seen from two approaches in which subjectivists adopt interpretivism,
whereas objectivists adopt Positivism. This study will only focus on the Positivism approach.
Positivists are quantitative and objective in nature; they believe that researchers are
independent of what is being researched and only phenomena, which are observable and
measurable, can be validly regarded as knowledge.

Thirdly, Methodology, which refers to “the theory of how research should be undertaken”
(Saunders et al., 2011, p. 3). The notion of this assumption is about how the researcher gains
knowledge about the world. The ideographic ‘subjectivist’ and the nomothetic ‘objectivist’ are
the two approaches of the spectrum covering this assumption. This study will only focus on the
nomothetic methodologies. Objectivists under this assumption, focus on testing research

hypotheses, and they use quantitative and experimental methods to achieve their objectives.

This research will employ an objective approach because it is quantitative in nature and aims
to investigate the relationship between economic development and governance. The
philosophical approach is in realist ontology since it assumes that the social world is real and
made of hard, tangible, concrete things and with a relatively constant structure. A positivist
epistemology is employed as the researcher assesses the relationship between governance
indicators and economic development in ACs empirically and thus examines the differences in
their economic growth, through testing for the correlation and causation relationship between
the key variables. On the other hand, a nomothetic methodology is adopted because this
objective dimension applies quantitative analysis protocols, procedures, and techniques obtain

from natural science and focuses on testing research hypotheses.

In summary, the core methodology used in this study is an econometric or quantitative analysis

of patterns of economic development and governance.
4.3: The theoretical growth model

Most of the theoretical work on economic growth has aimed at understanding why growth
rates differ across countries. Following the discussion in chapter 2, this section presents three
related theories from three different economic schools of thought. The first is the contributions
of Solow (1956) and Swan (1956) who assume a standard neoclassical production function

with decreasing returns to capital. Unlike the Solow model, Mankiw, Romer and Weil from
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the new growth school show that the Solow-Swan model augmented to include human capital
in addition to physical capital and population growth provides a much better fit for cross-
country data. Finally, introduce the augmented Solow growth model and the total factor
productivity, as societal payoffs to enhancements in the levels of both physical and human

capital are probably dependent on the institutional conditions.

4.3.1 The Solow Growth Model

According to Ball and Mankiw (1992); Barro (2003); Barro et al. (1992); Barro and Sala-i-
Martin (1995); Mankiw et al. (1992); Romer (2012), the most basic characteristic of growth
theory is that in order to achieve a high rate of economic growth in the long run, technological
knowledge should have a propulsive role. This characteristic can be observed using the
neoclassical growth model developed by Solow (1956) and Swan (1956) which indicates that
if there is no technological progress, the law of diminishing returns will cause economic growth

to come to a halt.

The Solow-Swan model assumes that the rates of saving, population growth and technological
progress are exogenous. The work of Solow (1956) and Swan (1956) use production functions
that exhibit constant returns to scale (CRS), diminishing returns to each input, and positive
substitutability among inputs. The production function is assumed to be a function of capital
(K), labour (L), and technology (A). By assuming a constant saving rate, the model predicts
that growth, in the long run, is a function only of technical change and not of saving or
investment. Saving will affect the level of income but not on its growth rate. This prediction
implies that in the absence of continuous improvement in technology, per capita growth will

eventually cease. The production function takes the following form (see Mankiw et al. 1992):

Y, = Kf (A L)' (4.1) =
Where ¢ denotes time, 0<a<1 is the elasticity of output concerning capital (the percentage
increase in the gross domestic product resulting from a 1% increase in capital),
and Y; represents total production. A refers to labour-augmenting technology, thus, AL

represents effective labour. All factors of production are fully employed, and initial values Ao,

12The production function takes this form under the assumption of a Cobb-Douglas production function
at constant returns to scale (implies that, 0 < o < 1 and by implication, a + (1 — a) = 1) and productivity

growth that is purely labour-augmenting or “Harrod-neutral”.
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Ko, and Lo are given. The number of workers, i.e., labour, as well as the level of technology

grows exogenously at rates n and g, respectively:

Lt = Loent (4’.2)

At = Aoegt (4.3)
Therefore, the number of effective units of labour, A;L;, grows at rate (n + g) . Since the
production function Y (K, AL) has constant returns to scale, it can be written as output per

effective unit of labour (y;) and the amount of capital per effective unit of labour (k{):

Y KAL)
T AL T T Al
K© ]

S Glgs M @D
Therefore,
Ve = k¢ (4.5)
or
y = f(k)

Equation (4.5) indicates the ratio of output per effective unit of labour to the amount of capital
per effective unit of labour. Following equation (4.5), Solow argued that the production
function exhibits no “scale effects”. That is, production per person is determined by the amount
of physical capital each person has access to and, holding constant k, having an extra or reduced
number of workers does not affect total output per person. Thus, large economies, such as
China or India, may have less output or income per person than small economies, like

Switzerland or the Netherlands (Barro and Sala-i-Martin, 1995, p. 28).

The Solow-Swan growth model also assumes that the stock of capital depreciates over time
at a constant rate, and only a fraction of the output (cY¥; with 0 < ¢ < 1) is consumed (¢ is the
marginal propensity to consume), leaving a savings share, the marginal propensity to save, s =

I - ¢ for investment (I) '* which increases capital over time. That is,

13 Under the assumption of closed economy, savings and investment are identical.
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dK, .

= SYt - 5Kt (4.6)

Where § is the rate of depreciation of capital, I is investment, s is a constant saving rate for
physical capital, and the time derivative of capital (K,) shows the change in the capital stock
over time, and represents net investment. That is, output that is neither consumed (sY;) nor
used to replace worn-out capital goods (6K;), and where 0 < § < 1 is the rate of capital

depreciation which is constant as noted before.

Because the economy may be growing over time, it turns out to be much easier to focus on the
capital stock per unit of effective labour, k, than on the unadjusted capital stock, K. Its
behaviour over time is given by the key equation of the Solow—Swan model (see equation 4.9)

and developed as follows (Romer, 2012):

Where k; = AK—z the capital stock per efficiency unit k; evolves as follows:
t

’
t

K, K

ky = —~ “— (A + LA
“AL (AL,)? [ et ‘ t]
K, K, . K, .
= — Ls + A
Acle AL LATT
K, K. L K. A
ALy ALy L ALy Ag
Since K, =sY,— 6K,,y, = % , and %,% are n and g, respectively, equation (4.7)
tht t t
simplifies as:
o SN oKe o Ke o Ke
ke = ApLe nAtLt AeLe
—e . _ s K K o Ke
=S A¢Le A¢Le A¢Le A¢Le
= Syt - Skt - nkt - gkt (4‘8)

Where, n is the rate of population (or labour force) growth, g is the rate of growth in technology,

d is the rate of capital depreciation. Finally, using the fact that y, = kg we have
k,=skf— (n+g+ 8k, (4.9)

This equation is the key equation of the Solow model, as it shows that the rate of change of the

capital stock per unit of effective labour is the difference between the two terms. Firstly, sk =
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Sy, 1s actual investment per unit of effective labour or it is the output per unit of effective
labour as in equation (4.8), and the fraction of that output that is invested is s. The second
term,(n + g + 6)k,, is a breakeven investment or the effective depreciation (for k) given by

(n+ g+ §), the amount of investment that must be done just to keep k at its existing level.

According to this equation, there are two reasons that some investment is needed to prevent k
from falling. The first one is the &k; existing capital is depreciating; this capital must be
replaced to keep the capital stock from falling. Secondly, the quantity of effective labour is
growing (n + g) k. Thus, an investment to keep the capital stock (K) constant is not enough to
keep the capital stock per unit of effective labour (k) constant. Instead, since the quantity of
effective labour is growing at rate n + g, the capital stock must grow at rate n + g to hold k

steady (Romer, 2012).

Consequently, when actual investment per unit of effective labour exceeds the investment
needed to breakeven, k will be rising. When actual investment falls short of breakeven
investment, k will be falling and, when the two are equal, & is constant. If £* denotes the value
of k where actual investment and breakeven investment are equal and since k, as a function of
k, it can be inferred that if & is initially less than k% actual investment exceeds breakeven
investment, and so k, is positive, that is,  is rising. If k exceeds k* k, is negative. Finally, if &
equals k*, then k, is zero.

By the assumptions of diminishing marginal product of each input, £* will be a stable

tl4

equilibrium point'® or corresponds to a steady state in which the various quantities grow at

constant rates.

1% In the steady state, all variables grow at constant rates. That is, capital per unit of effective
labour, k* and, labour and technology grow at rates n and g, respectively. Because of CRS,

output, Y, also grows at rate (n + g); capital per worker, KL, and output per worker, YL, both

grow at rate g. Hence, the equilibrium (steady state) rate of growth of output per capita is
determined by the rate of technological progress only.
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From equation (4.9) the steady-state is defined as: '°

S 1

f = (——)1-«a
k¢ (n+g+6) a (4.10)

Equation (4.10) implies that capital stock per effective labour around the steady-state is
determined by savings rate and population growth if the depreciation rate and technological

growth are typical across countries.

Taking the first derivative of equation (4.9.2) concerning k yields:

k
o()_sfs- 4]
T : <0 (4.11)

k
The negative sign of equation (4.11) implies that the lower the %, the larger the values of k—t
t

It also implies that economies with lower capital per person tend to grow faster in per capita
terms. In other words, there tend to be convergence across economies since poor economies
have higher growth rates than the rich ones. According to Barro (1996b); Barro and Sala-i-
Martin (1995), there are two types of economic convergence, absolute and conditional
convergence. The Absolute convergence is a situation in which poor economies tend to grow
faster per capita than rich ones, without conditioning on any other characteristics of economies.
This means convergence exists if there is a negative relationship between the growth rate of
per capita income and the initial level of income. Conditional convergence, on the other hand,
is related to situations in which countries which are further away from their steady state values
will grow faster than countries closer to their steady state values. Here a convergence exists if

the dispersion of per capita income tends to fall over time. In other words, the neoclassical

15 Since k, = 0, and dividing by ki, equation (4.9) will be:
k. sk (n+g+ 8k,

i kt (4.9.1)
kt _ a—1
—=s ki7" —(n+g+ 9d) (4.9.2)
ke
0=sk)N*r —(n+g+ 68 (49.3)
skH)*1 = (n+g+ 6) (4.9.4)
k)t = W:;M) (4.9.5)
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growth theory predicts conditional convergence, that is, poor economies tend to grow faster
than rich economies toward their steady states, after controlling for the determinants of the

steady state

Consequently, conditional convergence exists if there is a partial correlation between the
growth rate of per capita income and initial income. That is, in a regression analysis of growth
rate of per capita income on initial income with other control variables, if one finds a negative
relationship between growth and initial income (with other variables held constant), then
conditional convergence exists. However, if the regression of growth is on only the initial
income, and one finds a negative relationship, then absolute convergence exists. Absolute
convergence is more likely to occur in a more homogenous group of economies; conditional

convergence may also apply to a more heterogeneous group of economies.

Returning to equation (4.10) and taking logs for both sides we get:

1_alns— l1-«a

Ink, = In(n+ g + 6) (4.12)

Since, y; = ki or In y, = alnk,, equation (4.12) takes the following shape:

a
lnyt—l_alns—l_aln(n+g+6) (4.13)
Moreover, following from equation (4.4 and 4.5), y, = k¥ = % , we have:

tt
L= Ak (4.14)
t
Which is the steady-state income per capita equation (4.14), where y; = (%)*
t

Taking the logs of both sides of equation (4.14),

A
ln<L—) = In4, + @ Ink,

t

where, A; = A e9:

*

1

Y, s 1
In (L—i) = In4 (0) + g+ alnG - ——)i-a

VAN
In (L_> =Indy+ g+

t

Ins — In(n+ g +9) (4.15)

1-«a 1-«a
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Equation (4.15) indicates steady-state income per capita. The central prediction of the Solow
model concerns the impact of saving and population growth on real income. This equation also
shows steady-state labour productivity and shows how differing labour force growth rate,
accumulation of physical capital and technological progress can explain the differences in per

capita incomes across countries.

4.3.2 The Augmented Solow Growth Model: Inclusion of Human-capital accumulation
into the Solow Growth Model

The theoretical contributions to the growing literature highlight the role of human capital as
well in the process of economic growth. Since the second half of the last Century, empirical
research on the link between human capital and growth has emphasised the significance of
human capital for economic growth. In the 1960s and 1970s, the pioneering work of Schultz
(1961) and Becker (1964) on human capital caused development economists to augment their
standard economic growth models to allow human capital investment to play a role. These
results led development economists to an emphasis on human capital as a primary factor of
production throughout the 1980s and 1990s (Azariadis and Drazen, 1990; Lucas, 1988; 1990;
Mankiw et al., 1992; 1986;1989;1990Db).

Theoretically, there are two logical reasons to include a human capital factor into the previous
model: first, human capital accumulation might be correlated with saving rates and population
growth rates. This means that omitting this factor may provide biased coefficients on saving
and population growth rates. Secondly, when the human capital accumulation rate is not taken
into account, physical capital accumulation and population growth rates may seem to have a
more considerable influence on the output. Many authors provide evidence of the significance
of human capital for economic growth (Li and Wang, 2016; Schiitt, 2003).

In order to capture the obvious role of human capital in determining economic growth,
Mankiw, Romer and Weil (1992), hereafter MRW, developed the augmented Solow growth
model with human capital in addition to physical capital and defined a production function as

follows:
Y, = K Hf? (A L)' ™72 (4.16)

Where H is the stock of human capital, a2 is the share of human capital in total output and all
other variables are defined as before. a2 < 1, and al + a2 < 1, so that the function exhibits
constant returns to scale but diminishing returns to reproducible factors. In this case and under

the assumption of constant returns the output per effective unit of labour (y;) equal,
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ye = k# h$? (4.17)

Yy K H
Where,yt =_t —L =kt,_t =ht

ALy ' Aclg

Therefore, the net increase in the stock of both physical and human capital at a point in time
will be equal to gross investment less depreciation. Physical capital, as in equation (4.6) has
already been discussed in the previous section. Human capital can be formulated in the same
way as physical capital.

dH, .
d_t = H t =] H — 6 H t

= syY; — 6 H; (4.18)
Where § is the rate of depreciation, Iy = syY; , is an investment in human capital and sy is a
constant saving rate for human capital accumulation or the fraction of output devoted to human

capital accumulation.

MRW noted that the proportions of income invested in physical capital and human capital are
constant at the rates of s; and s;, respectively, and that both kinds of capital depreciate at a

common rate. The evolution of the economy is therefore derived by
ke =sye— (n+ g+ 8k, = sk h# — (n+ g+ 8k, (4.19)
he =spye — (n4+ g+ Ohy = s,k h& — (n+ g+ 8)h, (4.20)

MRW assumed that the same production function applies to human capital, physical capital,
and consumption. In other words, one unit of consumption can be transformed costlessly into
either one unit of physical capital or one unit of human capital (Fethi, 2003). In addition, they

assumed that human capital depreciates at the same rate as physical capital.

Equations (4.19) and (4.20) imply that the economy converges to a steady-state defined by

S’%—az Sﬁzz 1
k' = (———)1-al 4.21
(n +g+ 6) ¢ ( )
. spglma _a1_a
h* = (—n+g+5 )1-ai-az (4.22)

Substituting Equations (4.21) and (4.22) into the production function and taking logs, we obtain

the steady-state income per capita:
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This equation shows how income per capita depends on population growth and the

accumulation of physical and human capital.

As in the original Solow model and due to the assumption of diminishing returns to “broad”

capital (human and physical), measured in effective units of labour, all quantities are constant

: . K He, .
in the steady-state, so that output per worker (%) and capital per worker ( L—t and L—t) raise at
t t t

the exogenous rate of technological progress g. This indicates that an increase in the rate of
investment in human capital Sz has no effect on the long-run growth rate of the economy.
Although there is no rate effect, the increase does have a level effect. MRW model, as in the
steady-state equations (4.21 and 4.22), show the level of steady-state income per capita is
positively related to the rates of investment in physical and human capital and inversely related
to the rate of population growth. Thus, a continuing increase in the fraction of income devoted
to the accumulation of human capital shifts the steady-state level of income upwards, leading

to a higher long-run growth path.

On the other hand, there is a significant difference in comparison to the original Solow model
regarding the magnitude of the effect of a change in the saving rate on the level of income. In
the augmented neoclassical growth model, the elasticity of income concerning the rate of
investment is higher. This is because a higher saving rate increases the steady-state level of
income, so increasing human capital accumulation as well, even if the rate of investment in the
human capital remains unchanged (Jones, 1998, pp. 38-39). Therefore, the level effect due to
a change in the investment rate is more noticeable in the augmented Solow model than in the

original form without human capital (Schdtt, 2003).

To sum up, the human-capital augmented Solow model considers human capital as an
additional, ordinary input in production. Human capital is demonstrated exactly as physical
capital: It is accumulated by investing a fraction of income in its output, depreciates at the same
rate as physical capital, and is produced with the same technology as both physical capital and
consumption. Additionally, in both models, the long-run growth is exogenous, its rate equalling

the pace of technological progress.
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4.3.3. The Augmented Solow Growth Model and Total Factor Productivity

The above discussion has shown the vital role of physical and human capital in explaining
income differences; however, some recent studies have indicated slight evidence that efforts to
increase either physical or human capital levels in developing countries, especially in Africa,
have failed in generating high growth (Easterly, 2006). Easterly (2001) details how Sub-
Saharan African countries had larger increases in schooling than any other region since 1960.
Yet these countries remained mired in poverty while Asian ‘tigers’ like South Korea and
Taiwan had smaller increases in education levels but flourished economically. The
justifications of these relations are illustrated by Pritchett (2001) when he found that in some
countries, the institutional environment could be so perverse that increasing education actually

leads to lower growth.

More generally, societal payoffs to improvements in the levels of both physical and human
capital are probably dependent on the institutional conditions in which those investments occur.
In countries with good institutions where the social, political, and legal rules provide for
protected property rights, fair contract enforcement, and reliance on a free market mechanism
to guide economic activity, investments in the capital are both privately beneficial to
individuals and also create a positive impact on the economy as a whole. In countries with poor
institutions, however, the higher returns to investments in rent-seeking activities result in the
plunder of the wealth of others, through lobbying of influential members of society in a

coalition of military, political, religious, and economic elites (North, 2009; North et al., 2008).

In this respect, integrating this hypothesis into the augmented Solow growth model
theoretically is an apparent extension undertaken by Dawson (1998) 1® who was the first to
integrate institutions into the typical growth models. Then, empirically test this hypothesis by
interacting governance with both physical and human capital in cross-country growth
regressions. This extended growth model was also used by Ahmad and Marwan (2012);
Bennett (2014); Hall et al. (2010); Jalilian et al. (2007); Stroup (2007;2008) who applied a
similar approach to separate out the influence of political and economic institutions on

economic growth. Such a clear growth framework would, therefore, allow an explicit

16 Dawson (1998) however utilizes Mankiw et al. (1992) growth model which is a Solow (1956)
neoclassical growth model augmented with human capital. In his panel analysis, Dawson divides his
data into three 5-year sub-periods because the data for institutional quality (i.e. economic freedom) and
human capital is only available in five-year periods. Since this study uses annual data, it therefore
employs Solow framework with human capital parameter.
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modelling of the institutions’ channel of impact and would eventually give a better

understanding of its relationship to economic growth.

Again, consider the following Cobb-Douglas function which exhibits constant returns to scale

(0<ai<1 & o1+ 02 <1)butdiminishing returns to individual factors.

Y, = Ktal HEIZ (A¢ Lt)l_al_az (4.24)

Where all other variables are defined as in equation (4.1) and (4.16), except the term A: which
in this case is referred to as Total Factor Productivity (TFP), also known as the Solow residual
or the ignorance of neoclassical growth theory. It is designated to capture a host of factors that
affect the overall efficiency of the economy. These factors according to Mankiw et al. (1992)
reflects not just technology level , but also other factors such as, resource endowments, climate,
quality of management and governance, the strength of institutions and property rights, and
cultural factors, and so on (the institutional term is added to the list by Campos and Nugent
(1999))*. Thus, TFP is a composite variable denoting the efficiency and effectiveness of an
economy. According to Chenery (1986), the contributions of total factor productivity are 50%
of the overall growth in developed countries, whereas this situation indicates 30% of the total

growth for developing countries.

The TFP implicitly assumes an underlying set of good institutions. In this model, the quality
of institutions affects output through the effect that institutions have on the productivity of
human and physical capital. Therefore, the notion of institutions affecting TFP can be

explicitly incorporated into the model via a function of A, following Hall et al. (2010):

A, = Ay e9t eBU—1) (4.25)

Where Ao represents the basic level of technology, e2Ui= 1) the total effect that institutions
have on the productivity of human and physical capital respectively k>'¢i~ " and p?*(i 17,
Where, I” represents the ideal institutions implicitly assumed in the traditional growth model,
and I is the country’s current level of institutional quality. Thus, (I - 1*) measures the degree

to which the country’s institutions fall short of ideal conditions and could be defined as . When

17 The primary motivation to use Solow framework is particularly due to the fact that it has a
shift parameter, A. acknowledges that this term is far from capturing technical change solely.
It is "a shorthand expression for any shift in the production function™ and thus it will capture
"slowdowns, speedups,improvements in the education of the labor force, and all sorts of
things".
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| = I* or ([ = 0), with an ideal institutional environment, productive entrepreneurship,
investments in human and physical capital and the division of labour are incentivized in a
manner necessary to foster innovation and economic growth (Baumol, 1990; Holcombe 1998)
such that a country is operating on the Production Productivity Frontier (PPF). TFP is here
structured to serve as a production deflator for a country whose institutions are less than ideal,
(1 < 1*) or ( [ < 0), which can be thought of as operating at a point inside the PPF(Abdelbary
and Benhin, 2018).

Therefore, if A, = A, e9¢*, Dawson (1998) argues that the specification of the A function in
equation (4.25) imply that differences in institutions have an explicit impact on the level of
productivity across countries. One important assumption in this specification is that institutions
are considered to affect growth via TFP channel and not only via investment term but also
through human capital®. Thus, following the same rules as in Solow and its augmented models,
a growth model based on equation (4.24) and incorporating equation (4.25) can be conveniently

derived as to obtain the steady-state income per capita:

*

al

Y, ~ a
ln(L—t) =Indy+ g, + I+ T-al—az 1“&"‘71_“1_“2 Ins,
al + a2
- m In(n+ g +6) (4.26)

Within this framework, institutions exert a homogenous influence on the productivity of human
and physical capital across economies. Equation (4.26) presents a heuristic way of testing the
institutional effects on growth via its impact on factors productivity. This equation can be used
to estimate the direct impact of institutions on the level of income per capita and differenced
to examine how institutional change affects economic growth.

4.4. The Empirical Model

The empirical model and estimation methods are primarily based on the augmented Solow-
Swan growth model with the TFP as stated in equation (4.26), and ‘Barro-type regression’,
following the works of Robert Barro and several other researchers (Barro, 1996a;1999;2003;
Barro and Sala-i-Martin, 1995).

18 See Dawson (1998) for more discussion on the possible channel of institutional impact towards
growth and the consequent assumptions made.
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According to Barro-type regression, the real per capita growth rate is influenced by two kinds

of variables: the initial levels of state variables and control variables.

The first factor is the initial levels of state variables. The state variables are physical and
human capital, as presented in the augmented Solow growth model in equation (4.16) or (4.24).
These variables will influence the growth of national income, which is a state variable itself.
The evolution of these state variables over time depends on their initial values as well as on the
control variables. Thus, initial values of the stock of physical capital, human capital, and
national income are critical in determining the time path of the national income. For a given
initial level of per capita output, an increase in the steady-state level of per capita output raises

the per capita growth rate over a transition interval.

The second factor is control variables; it influences the time path of the state variables by
changing the environment in which the state variables change over time. In an economy, some
of these variables are influenced by governments such as the ratio of government expenditure
to GDP, the ratio of domestic investment to GDP, indicators of macroeconomic stability, the
ratio of external debt to GDP, openness to trade, and current account balance, etc. On the other
hand, some of these variables are influenced by private sector activities, including saving rate
and labour supply (Effendi, 2001). In contrast, some other variables are not fully controlled by
agents, for instance, the fertility rates, and quality of governance and institution. All these
variables guide the movement of the state variables toward their steady-state or target values,

which are empirically unobservable.

Therefore, combining the above concepts within the production function and in equation (4.24)
the real GDP per capita growth is typically regressed on several explanatory variables, as per

equation (4.27) and for a set of countries over time as follows:

In(RGDPG;,) = ag + @In(RGDP;;, 1)+ 01(X;,) + & (4.27)

where, RGDPG; ; represents the economic growth rate in countrythe i at time t; In(RGDP;,_,)
is an N x1 vector of lags of the logs of real GDP per capita; and Xi. is an N X k matrix of
explanatory variables derived from theories of economic growth discussed previously and
supplemented with empirically plausible policy variables (control variables). oL is an N x1

vector of constant terms, ¢ is the convergence coefficient, @ is Kx1 vector of parameters. ¢
is the convergence parameter of the countries under study and it is expected to be negative as

it shows the catching-up process by the countries to their steady state. If the matrix of
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explanatory variables X is omitted, the model is thus reduced to the absolute convergence
model which assumes all countries share the similar steady state determinants, and in the long

run, all countries will converge to the similar level of output (Ahmad, 2012).

As mentioned, the main aim of the model is to measure the economic and institutions reform
effort of Arab countries by estimating a conditional convergence equation for economic growth
with the above variables. The originality of the research model is through generating
aggregated policy reform indicators using principal component analysis'®. This approach
allows computing control variables identified by Barro and Sala-i-Martin (1995) into six

separate groups.

Each principal component or environmental variables represent a group of control variables in
terms of relativity as presented in the Figure of Appendix 4.1. The first component,
macroeconomic stability reform indicators (M), includes exchange rate (M1), government
deficit (M2), public debt (M3), inflation (M4), and unemployment (M5). The second
component is external stability reform indicators (E) which contains current account balance
(E1), the ratio of external debt to exports (E2), total reserves in months of imports (E3),
diversification index (E4), and terms of trade (E5). Thirdly, the component of structural and
business reform (B) consists of foreign direct investment (B1), domestic credit to the private
sector (B2), and concentration index (B3). Fourthly, the component of human capital
indicators (H), which includes infant mortality rate (H1), health expenditure (H2), school
enrolment (H3), life expectancy (H4), and scientific articles published (H5). The fifth
component is physical infrastructure indicators (P), consists of fixed telephone subscriptions
(P1), improved water source (P2), access to electricity for a population (P3), and improved

sanitation facilities (P4). Lastly, the governance indicators (G), is based on voice and

19 Principal component analysis (PCA) is a data analysis technique that can be traced back to
Pearson (1901). This statistical procedure uses an orthogonal transformation to convert a set
of observations of possibly correlated variables into a set of values of linearly
uncorrelated variables called principal components. This transformation is defined in such a
way that the first principal component has the largest possible variance, and each succeeding
component in turn has the highest variance possible under the constraint that it is orthogonal to
the preceding components. The resulting vectors are an uncorrelated orthogonal basis set. The
principal components are orthogonal because they are the eigenvectors of the covariance
matrix, which is symmetric (Tabachnick, 2013).

78



accountability (G1), political stability (G2), government effectiveness (G3), regulatory quality
(G4), the rule of law (G5) and control of corruption (G6) %°, 2L,

Therefore, the operationalisation of the model then leads to the following form:

In(RGDPG;,) = ay + @,In(RGDP;;, 1)+ 0,(M;,) + 0,(E;;) + 63(B;;) +
04-(Pi,t) + 95(1'1“) + BG(Gi,t) + Si,t (4 28)

Where RGDPG i refers to real GDP per capita growth, RGDP i 1 refers to GDP per capita
in the previous period, Mit is macroeconomic stability indicator , Ei:, external stability
indicator, Biy is structural and business reform indicator , Pit refers to physical infrastructures
indicator, Hitis human capital indicator , Git refers to governance indicator, a, refers to
intercept, 6, to B4, ¢, are parameters for the principle components or environmental

variables, i,t denote country and time period respectively and eit refers to the error term .

To control for sample heterogeneity, and consistent with the literature, other three control
variables have also been introduced. These variables reflect differences in the level of
technology or in different endowments of natural and human resources, which can be at the
origin of significant discrepancies in the “natural propensity” to grow. The evolving
demographic situation is controlled through the incorporation of the annual population growth
rate (POP). Given the significance of the natural resource sector to many of the Arab countries,
especially Gulf countries, oil rents to GDP (rent) variable has also been included in the model.
Finally, the empirical literature confirms that high-tech products are the fastest-growing
segment of international trade (Srholec, 2007). It is particularly convenient to use the portion
of high-tech products in exports (A) as a proxy for the technological capability of a country??
(Gani, 2009).

Furthermore, two dummy variables, financial crisis and Arab spring, are creating to examine
how both events influence economies of the countries. The impact of the financial crisis is
incorporated into the model by using a financial crisis dummy(D1), which equals one for years
2008, 2009, 2010 and is zero for other years. Secondly, the impact of the Arab spring is

20 Refer to Appendix 4.2 for more details.

2L Further details on the composition and evolution of these variable are presented in Appendices
43.1-6

22 Technology is not explicitly incorporated in economic growth models, even as both neo-classical and
new growth theorists agree that total factor productivity TFP represents the best measure of technology
change and exercises a dominant influence on a country’s growth performance (Ranis and Zhao, 2013).
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incorporated into the model by using an Arab spring years” dummy variable (D2), which equals

one for years starting from 2011 and is zero for years before 2011.
Therefore, the modified operationalisation of the model follows this form:
In(RGDPG;,) = ay + @,In(RGDP;;, 1)+ 0,(M;,) + 0,(E;;) + 63(B;;) +

94(Pi,t) + es(Hi,t) + 96(Gi,t) + @2 (renti,t ) + ‘Ps(Ai,t ) + ‘P4(P0Pi,t) +
@5 (DL )+ P6(D2i1 )+ Eip e voe vee cee e e e e e e .(4.29)

Where rentirefers to the ratio of oil rent to GDP, A is to the ratio of high-technology exports
to manufactured exports, POPi: represents the population growth rate (annual %),
D1,;, financial crisis dummy , D2;, Arab spring years’ dummy and ¢, to ¢, are respective

parameters for these control variables .

4.5 Specification and Description of the Control Variables

As previously mentioned, in the Solow—Swan model, the effects of control variables on the
growth rate correspond to their influences on the steady-state position. For instance, an
exogenously higher value of the corruption control indicator raises the steady-state level of
output per effective worker. The growth rate, In(RGDPG;;), tends accordingly to increase for
given values of the state variables. In the same way, a higher ratio of (non-productive) inflation
tends to depress the steady-state level of output per effective worker and thereby reduce the

growth rate for given values of the state variables (Barro and Sala-i-Martin, 1995).

The empirical model, as in equations (4.29), present ten explanatory variables, six of them are
a principal component with 27 sub-variables and four control variables. The identifications and
the sources of these variables are presented in Appendix 4.4. The rationalisations for including
each variable in the model and its relation to the concept of reform are explained briefly below,
in addition, to a discussion of the expected sign for each one based on previous studies by

clarifying its relationship to economic growth.

It is important to mention that specifications and justifications of governance and institutions
(G) indicators have discussed in-depth in Chapters 2 and 3 from the theoretical and empirical
perspective. Empirical evidence from development literature has confirmed that governance

matters for improved economic development and all governance indicators affect development
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in several ways (Akpan and Effiong, 2012; Dethier, 1999; Gurvich, 2016; Lam, 2011,
Maurseth, 2007).

4.5.1. Macroeconomic Stability indicators (M)

4.5.1.1 Exchange rate

This indicator is a proxy more generally for macroeconomic instability, in particular, for
instability that relates to the balance of payments based on the fact that developing countries
are highly dependent on imported inputs and capital goods. The International Monetary Fund
(IMF) has often recommended currency devaluations as the essence of Structural Adjustment
Programmes (SAP) for countries suffering from a balance of payments' deficits and
international reserve shortages. IMF considers this as a critical element of economic growth
that should accompany the financial aid and loans they provide to member countries for the
development of domestic production via the stimulation of net exports (Oskooee and Kandil,
2007).

Controlling the exchange rate is considered to be a primary policy objective in governments to
reach a set of diverse objectives of economic growth, containment of inflation and maintenance
of external competitiveness. Policy discussions regularly emphasise on it as the academic
literature provides compelling evidence to suggest that a wrongly managed exchange rate
system can be a significant impediment to improved economic performance (Khondker et al.,
2012). Reform of the exchange rate was an essential component of trade liberalisation measures
that developing countries undertook, eventually replacing the earlier ‘fixed rate’ system with a

‘freely-floating’ regime (Williamson, 2004).

Numerous studies have assessed the relationship between exchange rate movements and
economic growth. Earlier studies such as Connolly (1983); Donges et al. (1978); Gylfason and
Schmid (1983); Taylor and Rosensweig (1984), provide support for expansionary effects of
devaluations. The contractionary effects became prominent in a large number of studies such
as Atkins (2000); Berument and Pasaogullari (2003); Gylfason and Radetzki (1985); Odusola
and Akinlo (2001). On the other hand, Edwards (1998) found a negative (contractionary) short-
run effects, but in the long run, the output response to devaluation appeared to be positive,
whereas Bahmani-Oskooee and Miteza (2006); Habib et al. (2017) presented mixed results as
the long-run devaluations are contractionary in non-OECD countries, while for OECD

economies the results are mixed.
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Recently, Guzman et al. (2018)prove that a stable and competitive RER policy may correct
market failures and thus leads to overall faster economic growth. The impact of RER policies
is increased when they are complemented by traditional industrial policies that increase the

elasticity of the aggregate supply to the RER.

4.5.1.2 Budget balance as a percentage of GDP

The budget balance is one of the most important macroeconomic factors that have an impact
on economic growth (Fischer, 1993). The budget deficit or surplus is one of the most reliable
and measurable indicators which has an impact on economic growth (Eminer, 2015). There are
several studies, which analyse the relationship between budget deficit and economic growth by
using different methods. The theoretical backgrounds of the macroeconomic perspective are
based on two controversial approaches that explain the relationship between budget deficit and
economic growth. The neoclassical approach supports the idea that there is an inverse
relationship, and Keynesian theory argues that there be a positive relationship between budget
deficit and economic growth (Rahman, 2012). These theories have been tested in various
studies for different countries by using empirical methods. According to Eminer , in a review
of several studies, argue it is not difficult to say that many studies conclude with support for

the neo-classical approach.
4.5.1.3 Public Debt

Public debt can create higher fiscal imbalances through greater debt servicing attributed, in part,
to future increases in loans to repay existing debt. Also, increase borrowing in the domestic
economy can crowd out private sector investment (Blake). According to Elmendorf and
Gregory Mankiw (1999), in the short run higher public debt has a positive effect on aggregate
demand, disposable income and hence overall output. This positive short-run effect of higher
debt is likely to be considered when the country’s output is far from capacity. However, in the
long run, the relationship is negative. As the decrease in public savings brought about by a

higher budget deficit will not be fully compensated for by a growth in private savings.
4.5.1.4 Consumer price index

Maintenance of price stability continues to be an overriding objective of monetary policy for
most countries in the world today. The importance given to price stability in the conduct of
monetary policy is to promote sustainable growth as well as support the purchasing power of

the domestic currency amongst others (Barro and Sala-i-Martin, 1995).
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Evidence on the relationship between inflation rates and growth is somewhat mixed: while the
link is strong in cases of high inflation, it is less so in cases of moderate or low inflation (see,
e.g. Bruno and Easterly (1998); Edey (1994). For instance, in neoclassical views, inflation
increases economic growth by shifting the income distribution in favour of higher saving
capitalists. Thus, saving increase and so economic growth. Also, Keynesians believed that
inflation might increase growth by raising the rate of profit, thus increasing private investment.
Contradictorily, theories or empirical studies show why inflation is negatively related to
economic growth. For example, Barro (1995) suggest that high inflation reduces the level of
investment, which adversely affects economic growth. Several research such as Eggoh and
Khan (2014); Gultekin and Gultekin (1983); Loungani and Swagel (2001); Murshed and
Nakibullah (2015); Nguyen et al. (2017) also explained why inflation and economic growth
have a negative relationship as the growth rate is dependent on the rate of return, but inflation

decreases the rate of return.
4.5.1.5 Recorded unemployment

Unemployment is one of the macroeconomic factors that influence the rate of growth. When
the unemployment level starts to fall, it is usually in association to other macroeconomic factors
such an increase in demand for goods and services, which catalyse the increase in employment
(Al-Habees and Rumman, 2012). In 1960, Arthur Okun presented the relation between output
growth and unemployment change (Okun’s law). Okun’s law states that, on average, each extra
percentage point in the unemployment rate above four per cent has been correlated with about
a three per cent decrease in real GNP over the post-war period (Okun, 1962, p. 99). The
negative sign of the Okun’s coefficient has been confirmed in the literature, although its
magnitude is sensitive to the model specification, choice of control variables, econometric
methods and sample periods. The empirical study of Okun’s law has indeed blossomed,

especially in studying developed countries (Lewis, 2013; Moosa, 1997; Nagel, 2015).

4.5.2. External Stability indicators (E)

4.5.2.1 Current account balance/GDP

The current account balance has become an important indicator for economies since capital
mobility was liberalised, and national economies became global (Dreher, 2006). A current

account deficit might reflect a low level of national savings relative to investment. Thus, any
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economic reform that influences aggregate saving or investment will likely also alter a

country’s current account position (Bornhorst and Ivanova).

According to Abiad et al. (2009); Calderon et al. (2002); Jaumotte and Sodsriwiboon (2010);
Karahan and Colak (2017), there is a definite and significant relationship between income per
capita and the current account. Debelle and Farugee (1996) found that countries with fast
economic growth tend to have a high rate of current account deficit. Similarly, Calderon et al.
(2002) showed in their research on 44 developing countries that an increase in GDP growth

rate led to an increase in the current account deficit.

Also, Karahan and Colak (2017)found that there is a bidirectional relationship between the
current account deficit financed by capital inflows and economic growth in Turkey. Therefore,
stimulating capital inflows to creates sources for financing imported capital and intermediate

goods that will be used as inputs for the production process, which improves economic growth.
4.5.2.2 External debt/exports of Goods and Services

The issue of external debt has been at the centre of the economic policy debate. External debt
research increased rapidly in the mainstream of economic development literature when the debt
crisis hit developing countries in the early 1980s (Effendi, 2001). Since then, the discussions
on external debt and foreign aid have become an increasingly important subject for

development economists.

In the early stages, developing countries have been influenced by the idea of a “financing gap,”
by borrowing from abroad. The idea of this approach was based on the notion that foreign debt
can be an important source of capital that can be invested in key sectors of the economy.
Therefore, the “bottleneck” on investment can be eliminated with the help of debt (Hussain et
al., 2015). However, the debt crisis that hit many debtor countries in the early 1980s caused
investment decline and growth collapse, particularly in heavily indebted developing countries

in Latin America and Africa (Kaminsky and Pereira, 1996).

Sachs (1989) attempted to explain the debt crisis puzzle in the form of the debt-overhang
hypothesis. The debt overhang hypothesis states that external debt burden provides a
disincentive to domestic investment in developing countries and thus slows down economic
growth since any additional foreign exchange earnings would have to be turned over to foreign
creditors. The debt overhang hypothesis has received much attention, especially after the IMF
(1989) paper and their policies on debt relief for Highly Indebted Poor Countries (HIPC). The

excess debt burden is seen as a hindrance to these countries’ development and hence the need
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for debt relief (Stella and Chikaza, 2013). The important finding that external debt tends to
have an inverse relationship with growth suggests that over-reliance on external debt to boost
economic growth is not a good policy (Effendi, 2001).

4.5.2.3 Total international reserves in months of imports

Johnson (1958) observes that international reserves-holding depends on the country’s money
supply. So, if the domestic money supply grows at a lower rate than domestic demand, then a

country will expand reserves.

Additionally, Heller (1966) indicates that the propensity to import, the opportunity cost of
holding international reserves and the stability of a country’s balance of payments account are
all associated with a country’s decision to keep foreign reserves. The privilege of keeping
foreign reserves is the ability to avoid a decrease in output resulting from a deficit in the balance
of payments. Thus, holding a large size of international reserves is a form of self-insurance
against the risk of a rapid withdrawal of cross-border investment, which may lead to a severe

recession.

On the other hand, the argument put forward by Yeyati (2008) suggests that self-insurance is
costly and should be considered a second-best solution in the context of an imperfect
international financial market. In the case of developing countries, it was found that the positive
effect of accumulating reserves which aim to improve sovereign ratings has been crowded-out
by the adverse effect of accumulating external debt which resulted in a net negative effect. The
analysis also suggested that countries should reduce their sovereign debt in order to maintain a

good credit risk position while holding international reserves at the optimal level.
4.5.2.4 Diversification Index

Economic diversification is a pillar of sustainable economic development; it is the process by
which resource-rich countries prevent instability and avoid the effect of the global drop in
resource prices (Matallah and Matallah). Moreover, diversification can solve unemployment
problems and point institutions in the right direction. In fact, diversification highlights
differences in growth patterns between resource-rich countries and those poorly endowed with
natural resources (Parlee, 2015); it also means that economic growth is drawn from more than
one sector, and it can take place within a specific sector or it can simply reduce the extent of

concentration across sectors (Wiig and Kolstad, 2012).

Regarding empirical studies linking export diversification and growth, Venables et al. (2007)

in a cross-country framework, found evidence that export concentration was negatively
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associated with growth during 1975-1999. Agosin (2007) found that export diversification,
alone and its interaction with per capita export growth are highly significant in demonstrating
per capita GDP growth over the period 1980-2003 in Asia and Latin America. Additionally,
Hesse (2009) established a nonlinear relationship between export diversification and economic
growth for the period 1962-2000 with developing countries benefiting from diversifying their

exports, whereas the advanced countries perform better with export specialisation.

45.2.5 Terms of Trade

International trade is thought to be good for growth. The benefits can range from a potential
expansion of aggregate demand to cheaper imported goods and technological spillover.
Nevertheless, international trade implies more competition that might threaten less competitive
industries, in particular for developing countries. According to Barro (1999); Barro and Sala-
i-Martin (1995); Caselli et al. (1996), there is generally significant and positive association

between improvements in terms of trade and growth.

On the other hand, other studies link between trade liberalisation and economic reforms
through democracy channel, Fidrmuc (2003) and de Haan and Sturm (2003) suggest that
democracy is likely to cause trade liberalisation, and thus democratisation reduces the ability
of governments to use trade barriers as a strategy for building political support (Milner and
Kubota (2005).

4.5.3. Structural and Business Reform (B)
4.5.3.1 Inward foreign direct investment/GDP

One of the main aims of economic reform activities, which include changes in tax laws, trade
liberalisation, privatisation, domestic financial reform, and removing barriers to international
capital flows are to attract foreign investment. Additionally, building on economic explanations,
macroeconomic conditions are also expected to affect FDI. Economic growth rates,
government consumption and governance, are strong predictors of foreign capital inflow
(Chakraborty and Nunnenkamp, 2006).

Over the last decades, the relation between FDI and economic growth has been broadly
discussed in the economics literature. Theoretically, there are conflicting results concerning

this relationship. The positions range from an unreserved optimistic view (based on the
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neoclassical theory) to a systematic pessimism (namely among ‘radical’ economists) (Lim,

2001; Wan, 2010).

Empirically, some scholars such as Abdouli and Hammami (2017); Alfaro (2003); Borensztein
et al. (1998); Caves (1974); De Gregorio (2005); De Mello (1999); Rappaport (2000) argue
that foreign direct investment could raise the capital stock and employment; encourage
technological change through the adoption of foreign technology. Consequently, FDI is
expected to increase and improve the current stock of knowledge in the recipient economy
through labour training, skill acquisition and diffusion. It contributes to introducing new
management practices and a more efficient organisation of the production process.
Consequently, FDI can play an important role in modernising a national economy and
promoting economic development. On the other hand, other pessimists believe that FDI may
bring about crowding-out effect on national investment, external vulnerability and dependence,
a possible decline of the balance of payments as profits are repatriated and the destructive
competition of foreign affiliates with domestic firms and “market-stealing effect” (Aitken and
Harrison, 1999; De Mello, 1999; Lipsey, 2004; Mansfield and Romeo, 1980).

4.5.3.2 Domestic credit to the private sector by banks / GDP

Over the last decades, economists seemed to have reached a consensus that the link between
financial development and economic growth is positive. However, some recent empirical
studies offer contradictory evidence (Arcand et al., 2012; Deidda and Fattouh, 2002; Rousseau
and Wachtel, 2011).

The original opinion by Goldsmith (1969); Schumpeter (1934b) holds that a well-developed
financial system boosts growth by channelling savings to the most productive investment
projects. Financial control, therefore, results in a poorly functioning financial system that in
turn reduces growth: this can happen as a result of excessive government intervention in the
financial system with measures such as higher bank reserve requirements, interest rate ceilings,
and direct credit programmes to preferential sectors. The new endogenous growth literature
highlights the positive role of the financial sector in driving economic growth, mainly through
its role in mobilising savings, allocating resources to the most productive investments, reducing
information, transaction and monitoring costs, diversifying risks and facilitating the exchange
of goods and services. On the other hand, some recent studies on the finance-growth nexus
posit that the relationship between finance and economic growth is not linear. Cecchetti and
Kharroubi (2012) found that as bank credit to the private sector exceeds 90% of GDP; finance
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becomes a hindrance to growth. Such effect is detected in a study titled “Too much finance”,
by Arcand et al. (2012) who utilised different datasets at the country and industry levels and
find that the negative finance-growth relationship occurs once the ratio of private credit to GDP

exceeds a threshold of about 110% for high-income countries.
4.5.3.3 Export concentration index

Although, economic openness explains the fact that an economy may be vulnerable to external
economic shocks (as reflected by losses in export profits and growth slowdowns), the scale of
impact depends mostly on the level of concentration of a country’s export portfolio. Imbs and
Wacziarg (2003) examination of the relationship between domestic concentration and per
capita income patterns across various countries, found the presence of a non-linear relation
between production and employment diversification and growth. The study also observed that
the process of development is characterised by two stages of diversification. In the first instance,
because of growth, sectoral diversification increases, but beyond a certain level of per capita
income, sectoral distribution of economic activity starts concentrating again. Therefore, they
argued, sectoral concentration follows a U-shaped pattern. This finding is consistent with the
study by Cadot et al. (2011) which found a hump-shaped (inverted U-shaped) relationship
between economic development and export diversification, similar to the findings of Klinger
and Lederman (2004).

4.5.4 Human Capital indicators (H)

45.4.1 Health

There is a reciprocal interaction between a population’s health level and its level of economic
growth and development. Keeping a sustainable level of growth and development provides
people with significantly better nutrition and disease treatment opportunities (Bakare and
Olubokun, 2011).

Sustainable growth enables better health conditions, increasing the share of the population of
healthy individuals. In this way, loss of labour or efforts does not emerge in society, and the
amount of labour supply increases. Additionally, when a person is healthy, life expectancy
increases and this promotes individual savings and private investments in education. Thus,

contributions are made to investments and the development of human capital (Kurt, 2015).

With its multiplier outcome, increased health expenditures also lead to a rise in total
expenditures and aggregate demand (Bedir, 2016). Empirically, Baldacci (2004) explored the
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role played by health expenditures. He constructed a panel dataset for 120 developing countries
form 1975-2000 and found that spending on health within a period affects growth within that
same period while lagged health expenditures appear not to affect growth. He concluded from

this result that the direct effect of health expenditure on growth is a flow and not a stock effect.

In the same vein, Barro and Sala-i-Martin (1995); Lorentzen et al. (2008) find evidence for
higher life expectancy leading to faster economic growth based on panel data analysis.
Moreover, Acemoglu and Johnson (2007), discover that enhancements in life expectancy lead

to some growth in aggregate incomes.

4.5.4.2 Education

Education is considered a powerful tool in empowering people, reducing poverty, improving
economic growth, promoting private earnings, promoting a flexible and healthy environment
and creating a competitive economy. It plays a dynamic role in determining the way in which

future generations learn to cope with the complexities of economic growth (Afzal et al., 2010).

In economic theory, the growth model of Solow (1956), failed to provide a satisfactory answer
to the question of how sustainable economic growth can be achieved. Human capital
(acquisition of knowledge and skills) proved to be one of the leading sources of sustainable
economic growth in endogenous growth theories. Romer (1986, 1990) and Lucas (1988) in
their models, gave a central role to education in the economic growth process. Levine and
Renelt (1992) also found that knowledge appeared to exert a high positive impact on economic
growth.

Several empirical studies have demonstrated a positive relationship between education and
economic growth. Lockheed et al. (1980) overview of 18 studies on the correlation between
education and productivity conclude that most studies found a positive and significant
relationship. Similar results were observed by other studies (Barro, 2000; Hanushek et al., 2008;
Wobst and Seebens, 2005).

In terms of the impact of different education levels on economic growth, several studies such
as Liu and Armer (1993); McMahon (1998); Pereira and Aubyn (2009); Self and Grabowski
(2004) concluded that primary school level has a significantly positive effect on economic
growth. Other studies found that the impact depends on the economy of the country itself.
Mingat and Tan (1996) in an assessment of 113 countries found that higher education has a

positive statistically significant influence only in the group of developed economies, whereas
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primary education has a positive effect in less developed and secondary education, a positive
impact on developing countries. Similarly, Petrakis and Stamatakis (2002) found that the
growth effects of education depend on the level of development; low-income states benefit
from primary and secondary school, while high-income developed countries benefit from

higher education.

In support of the above results, Villa (2005) investigated the effect of the three levels of
education on economic growth for Italy and found that higher and secondary education has a
positive effect on economic growth, while primary education has no significant effect. In the
same vein, Shaihani et al. (2011) for the case of Malaysia concluded that in the short run only
secondary education has a positive and statistically significant coefficient, while primary
education exhibit negative and statistically significant results, while only higher education has

a positive and significant effect in the long run.
4.5.4.3 Scientific and technical journal articles

Innovation is considered one of the primary drivers of an economy, especially since the primary
work of Schumpeter (1934a). It affects the economy in many ways, such as economic growth,
employment, global competitiveness, financial systems, infrastructure development, quality of

life, trade openness, and hence, generates high economic growth (Ulku).

New developments in technical know-how capacity can only be maintained by inventions and
innovations, which mean the exploration of new knowledge and application of this new
knowledge to current production techniques (Tuna et al., 2015). During the creative process of
inventions, new knowledge, and innovations, the most important factor is research and
development activities (Begg et al., 1994). Therefore, the countries aiming to improve the

performance of economic growth should put a significant emphasis on R&D expenditures.

Starting from the late 1980s, Paul Romer, influenced by Schumpeterian tradition, has pointed
out technical innovations as the eventual source of growth in the framework of market
optimisation (Tuna et al., 2015). There are three primary studies about the endogenous growth
literature based on R&D, which argue that the fundamental motive of economic growth is R&D
activities. These studies offer three imposing models developed by Romer (1990b) and Aghion
and Howitt (1992). The common idea of these three models is the counterfactual prediction of
the effects of scale. The common prediction claims that any rise in the level of resources
allocated to R&D should inevitably increase the economic growth rate (Tuna et al., 2015).
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Empirically, Adams (1990), using the number of academic and scientific papers of multiple
scientific fields to proxy for the stock of knowledge, found that technical knowledge
contributed significantly to the total factor productivity growth of U.S. manufacturing
industries for the period 1953-1980. Van Pottelsberghe et al. (2001) examined the long-term
effects of several types of R&D on multifactor productivity growth using panel data for the
OECD from 1980 to 1998. They found that business, public and foreign R&D all have
statistically significant positive effects on productivity growth. Lederman and Maloney (2003),
utilising regressions with data panels between 1975 to 2000 over 53 countries, finds that a 1%
increase in the ratio of total R&D expenditure to GDP improves the growth rate of GDP by
0.78 percentage.

4.5.5 Physical Infrastructure Indicators (P)

Economists have viewed infrastructure as a key ingredient for productivity and growth since
at least Adam Smith (Canning and Pedroni, 2004). The theoretical analysis of the effect of
infrastructure on growth lies at the root of growth theory. In Barro (1990), infrastructure, as
measured by public capital, was treated as an additional input in the aggregate production
function in the framework of the endogenous growth model, and Futagami et al. (1993)
extended the study by adding the private capital stock. Empirical literature supports the role of
infrastructure in promoting growth, such as Canning (1998), who used telephones and paved
roads as a proxy for infrastructure quality and found a significant impact on growth. Seethepalli
et al. (2008) examined infrastructure subsectors, such as energy, sanitation, water supply,
transport, and telecommunications, by applying standard growth regressions on 16 economies
in East Asia. The study indicated a significant positive relationship between infrastructure and
economic growth in all infrastructure indicators. Additionally, Nye et al. (2011) extended this
study using physical infrastructure indicators across four sectors: telecommunications, energy,
transport, and water. Growth regressions and growth accounting were used, showing that the

growth rate of stocks of these variables had a positive and significant impact on the growth rate.

The same view is supported by Calderén and Servén (2004) who provided a comprehensive
assessment of the effect of infrastructure improvement on economic growth in Africa by using
physical indicators in the telecommunications, power, and transport sectors, using data for 136
countries for 1960 - 2005. The findings showed that growth was positively affected by
infrastructure stocks and the quality of infrastructure services. Moreover, Shafik and
Bandyopadhyay (1992) found that water and sanitation improve with increases in per capita
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income; furthermore, they explored the policy effects across countries for the effect of income
and concluded that income has the highest significant effect on water and sanitation of the

variables analysed.

4.5.6 Other Control variables:
4.5.6.1 Annual population growth rate

The traditional perspective has been that population growth has opposing effects on economic
growth. The view that population tends to grow too fast and put pressure on the capacity of a
country to provide adequately for its people has existed for centuries, long preceding Thomas
Malthus (Johnson, 1999). Many empirical studies support that opinion, such as (Abdelbary and
Benhin, 2018; Barro, 1996a; Birdsall, 1988; Morozumi and Veiga, 2016). Levine and Renelt
(1992) studied this relation for 103 countries and published the results of five different
regressions, the coefficient of population growth was statistically significant in only one
regression and was negative, while in the rest it was statistically insignificantly.

4.5.6.2 Oil rents

Most of the studies in the literature of the impact of natural resources on economic growth
widely admit that natural resource abundance is a ‘curse’ for economic performances. More
specifically, this stream of literature asserts that point-source non-renewable resources, such as

minerals and fuels, can hamper growth (Philippot, 2010).

Case studies and historical examples also tend to confirm the negative impact of natural
resource abundance on economic performances. Havranek et al. (2016) provided a meta-
analysis on this relation from 33 econometric studies reporting 402 regression estimates.
Approximately 40% of these estimates are negative and statistically significant, 40%
insignificant, and approximately 20% are positive. A significant number of both theoretical
and empirical studies have attempted to understand why natural resources are a ‘curse’ rather
than a ‘blessing’ for economic development. Gylfason (2002) consider that natural capital
crowds out other forms of capital (human, institutional, physical, and foreign). In addition,
Gylfason put forward the argument that natural resource curse only occurs in countries with
the low institutional quality and that with sufficient quality of institutions, natural resources

can foster long-term development.
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4.5.6.3 High-tech products/exports

The relationship between the level of technology and economic growth has been documented
in several studies for almost half a century. As discussed previously, early neoclassical models
like Solow (1956) treated technical change as an exogenous variable, illustrating how long-run
economic growth only depends on (exogenous) technical change. On the other hand, more
recent models of the endogenous growth literature share the characteristic that a continuous
rise in the level of resources spent on the creation of new technologies leads to a continued
surge in economic growth (Romer, 1990a). New growth theorists agree that total factor
productivity (TFP) characterises the best measure of technology modification and exercises a

dominant effect on a country’s growth performance (De Loo and Soete, 1999).
4.6 Scope of the study

4.6.1 Characteristics of the data

The research analyses the trends and directions of the indicators, as mentioned above, as well
as the relationships between them, then estimate the economic growth function developed
previously, using two main statistical programmes, EViews 8 and Stata 14. The study draws
upon multiple data sources for annual time-series data on a host of economic, social, political,
and institutional indicators for 78 countries from seven different regions representing both
advanced and developing economies based on the availability of the data and the equivalent
representations of each sample. As Figure 4.2 shows, amongst these countries, 17 are Arab
countries (ARB); 6 are Central & South Asian countries (CSA); 9 are East Asian countries
(EAS); 24 are European countries (ECS); 11 are Latin America countries (LCN); 2 are North
American (NAC) ; and 9 are Sub-Saharan Africa countries (SSF).

In addition, following World Bank (2006) and Kuncic (2016), which categorised Arab
countries in terms of the economic, social, institution, the current study classified Arab nations
into four subgroups according to their natural-resource wealth, labour abundance and level of
income. The first group is “resource-poor, labour-abundant (RPLA)” or emerging economies
(Egypt, Jordan, Lebanon, Morocco, Tunisia, West Bank and Gaza). The second, “resource-
rich, labour-abundant (RRLA)” or transition economies (Algeria, Iraq, and Syria). The third

group is “resource-rich, labour-importing (RRLI)” economies (the rich Gulf Cooperation
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Council (GCC) Countries (Bahrain, Kuwait, Oman, Qatar, Saudi Arabia, and UAE) and
Libya)). Finally, “low-income countries (L1Cs)” (Sudan and Yemen)?.

However, in order to achieve the research objectives, in the analysis part of Chapter 7, the
study re-classified Arab countries into three groups as follows: Gulf countries (Bahrain,
Kuwait, Oman, Qatar, Saudi Arabia, and UAE); Emerging economies (Egypt, Jordan,
Lebanon, Morocco, Tunisia); Countries with civil war (Algeria, Irag, Libya, Sudan, Yemen
and Syria). The logical reason for this re-classification is primarily a technical one, since panel
regression analysis of samples consisting of two or three countries may lead to an unreliable
result. Secondly, countries that have experienced civil war must be isolated into a separate
group to avoid the impact of armed conflict on economic indicators where conflict affects the
financial sectors of developing countries at many levels: at the macroeconomic level by
disrupting general economic confidence; also damaging key financial institutions. At the
microeconomic level, by disrupting the social relationships essential for commercial
transactions. Any conflict can lead to financial instability, especially in poorer countries, where
business infrastructure is not well developed (Baddeley, 2011).

Figure 4.2: The distribution of countries in the study samples

23 For the list of countries see Appendices 4.5.1-5
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4.6.2 Sources of data
The data sources for the research include the following:

1. World Development Indicators (WDI) ?* is the primary World Bank collection of
development indicators, compiled from officially recognised international sources. It
presents the most current and accurate global development data available and includes
national, regional, and global estimates. Data includes over 800 indicators covering more
than 150 economies. The annual publication is released in April of each year and updated
three times a year. WDI provides data for human capital indicators and physical

infrastructure Indicators.

2. The Economist Intelligence Unit (EIU) CountryData?®: EIU macroeconomic database
is the most comprehensive source of economic indicators and forecasts available.
CountryData delivers more than 320 economic series, over 1 million individual data points,
from 1980 to present. In addition, it includes regularly updated data and forecasts of 40
commodities that are essential information for any business with exposure to international
commodity markets. EIU provides data for GDP, macroeconomic stability indicators, and
external stability indicators.

3. UNCTADstat: World Statistical Database created by the United Nations Conference on
Trade and Development (UNCTAD), this statistical database provides extensive coverage
of topics including foreign direct investment (FDI), diversification index and structural and

business reform indicators.

4. The Worldwide Governance Indicators (WGI)? is a research dataset summarising the
views on the quality of governance provided by many enterprises, citizen and expert survey
respondents in industrial and developing countries. These data have been gathered since
1996 from several survey institutes, think tanks, non-governmental organisations,
international organisations, and private sector firms. They measure the quality of
governance in over 200 countries based on close to 40 data sources produced by over 39
agencies worldwide and are updated annually. The Worldwide Governance

Indicators capture six key dimensions of governance (voice and accountability, political

24 (World Bank, 2017b)
% (EIU, 2017)
%6 (World Bank, 2017c)
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stability and lack of violence, government effectiveness, regulatory quality, the rule of law,
and control of corruption).
4.6.3 Missing Data
Dealing with missing data was a critical issue in the data preparation stage. The limited
availability of some of the economic and social variables in the four databases mentioned above
constituted a serious challenge to the study. The issue has been managed through the following
procedures:

1. Update the data from original databases such as oil rent updated from annual OPEC reports
(http://www.opec.org/opec_web/en/publications), health variables from WHO reports

(http://www.who.int/gho/publications/en/) and educational variables from the UNESCO

database (http://data.uis.unesco.org/).

2. If the data was still missing, the search then moves on to annual national accounts reports
available from local agencies such as ministries or central banks of each country.

3. Invery few cases, the missing data was dealt with by statistical methods such as forecasting
(random walk, Mean, linear trend, quadratic trend, moving average and smoothing). This
approach was based on Allison (2001) and Davidson and MacKinnon (2004).

4. However, the difficult challenge was the shortage of external stability variables for
developed countries after 2005, which seemed not to be available online in any databases,
particularly: foreign debt and international reserves, and in the latest database update in
2017, the whole-time series were not available for OECD countries. To overcome this
problem, the author tried to obtain this missing data through contacting several agencies
such as OECD, Eurostat, and the UK Office for National Statistics, but this proved
unsuccessful?’. Therefore, two aggregate variables have been created for external stability.
The first aggregate variable for developing countries included four indicators: the current
balance, foreign debt, international reserve and diversification index, while the second
aggregate variable for Advanced economies included only three indicators: current balance,
diversification index and terms of trade?®. Notably, this classification helped to enrich the

analysis of the study comparison between developed and developing countries, as the

27 OECD (http://www.oecd.org/contact), Eurostat (estat-webmaster@ec.europa.eu), and Office for
National Statistics (info@ons.gsi.gov.uk).

28 The distinction between advanced economies and developing countries was based on the
classification of the IMF

96


http://www.opec.org/opec_web/en/publications
http://www.who.int/gho/publications/en/
http://data.uis.unesco.org/
mailto:estat-webmaster@ec.europa.eu

sample of advanced economies was used as a benchmark for other results from other study

samples to find out the causes of prosperity and the obstacles to development.

4.7 Estimation Approaches and Econometric Techniques

Panel data methods are the preferred approaches for pooled cross-country and time-series data
(Durlauf and Quah, 1999; Temple, 1999) since panel data methods provide more information,
more efficiency and less multi-collinearity (Baltagi, 1999; 2005). Panel estimates also provide
higher degrees of freedom, are more informative, and biases are substantially smaller than
cross-sectional estimates. The technicalities of panel data analysis in this thesis are based on
Baltagi (2008) and Wooldridge (2010) who summarise the core knowledge and issues

regarding econometric methodology.

One of the biggest challenges faced in panel data estimation is how to deal with heterogeneity
characteristics in the dataset. Barbieri (2006) has, however, noted that the development of
heterogeneous panel unit root and panel cointegration tests have greatly enhanced empirical

analysis using panel data.

Therefore, the estimation approach involves several stages: Firstly, panel unit-root test is
estimated based on Levin -Lin-Chu (LLC) test (2002), and Im-Pesaran-Shin test (IPS) (2003),
to ensure the variables are integrated of the same order. Secondly, the panel cointegration
technique based on Pedroni (1999) and Kao (1999) is applied to check whether there is a long-
run cointegrating relationship between the variables. The research is especially interested in
the group-statistics, which consider heterogeneity. Thirdly, the estimation tests the relevance
of unobservable individual effects through Lagrange Multiplier and Hausman tests. Lastly, the
analysis used the Shapley value (Huettner and Sunder, 2012) to interpret the importance of
each component of reform programmes. Each of these steps is explained briefly in the

following sub-sections.

4.7.1. Panel Unit Root Tests

The Monte Carlo simulations recommend that panel unit root tests are more powerful than time
series unit root tests since the power of unit root tests increases by including cross-sectional
information (Levin et al., 2002). The results of the panel unit root tests will determine the
following stage of the methodology. If the different series in the model have different orders

of integration, it is meaningless to proceed by performing co-integration tests among the
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variables. While, if just one variable in the model has a different order of integration, this
variable could be excluded and proceed with co-integration tests among the rest of the
variables. In contrast, if all the variables are found to be integrated in the same order, especially

I (1) variables, then, co-integration tests can be done as the following stage in our methodology.

There are several types of panel unit root tests such as the Levin -Lin-Chu (LLC) test (2002),
and Im et al. (2003), and assume that cross-sections are independent. These tests can be
classified with respect to the homogeneity or the heterogeneity of the autoregressive
coefficient; some panel unit root tests such as LLC (2002), Breitung (2000) and Hadri (2000)
tests assume common unit root across countries, which is a potentially restrictive assumption
(Levin et al., 2002). Whereas, other types allow for heterogeneity in the autoregressive
coefficient, so it assumes the individual unit root process. This type of tests is less restrictive
and has stronger power. They are proposed by Im-Pesaran-Shin test (IPS) (2003), Maddala and
Wu (MW) (1999) and Choi (2001). Based on these, the study analysis examines the stationarity
of the variables using two-panel unit root tests widely used in empirical studies and represent

the two types of tests, namely, LLC, and IPS.

4.7.2. Panel co-integration analysis

Once the existence of a panel unit root has been established, the issue arises whether there
exists a long-run equilibrium relationship between the variables. The variables may move apart
in the short run but move together in the long run. If these variables are not individually
stationary, but their linear combination (residuals) is stationary, they may be co-integrated. Co-
integration tests have to be carried out after unit root tests to investigate whether variables have

stochastic trends or not, and when such trends are common between variables (Lim, 2001).

Despite the increasing popularity of the co-integration techniques in the literature, the low
power of these tests when applied to short time data is the main problem. The length of the data
has been found as the reason for the low power of these co-integration tests. Pooling cross-
sectional data and time-series data allows for more degrees of freedom and enhances the power
of the co-integration techniques (Pedroni, 1999). Therefore, this study uses unit root and panel
cointegration tests to demonstrate the existence of such a relationship before estimating it.
Two-panel co-integration tests have been performed in this study to examine the co-integrating

relationships among the variables in the models, namely, Kao and Pedroni tests.
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4.7.3. Heterogeneity of the countries

A cross-country panel data regression has double indices on its variables as in equation (4.29):
ln(RGDPG,t) = ay + (plln(GDP,-,t_l ) + 01(Mi,t) + ez(Ei,t) + 03(Bi,t) + 04-(Pi,t) +
Os(Hie ) +06(Gie ) + @2(0ily, ) + @3(A; ) + @a(H6, ) + &5, (4.29)

Where i denotes countries, t denotes periods and € can be decomposed into a two factor error
components disturbance model: € = di +dt + vit, with di representing the unobservable
individual country effect while d: indicates the associated unobservable time effect, and vi is
the remaining independent stochastic error term. In this specification, di is time-invariant and
accounts for an individual country-specific effect that is not included in the regression. d: is
country invariant and accounts for any time-specific effect excluded from the regression.
Treating error components for di and d: differently results respectively in fixed effects and
random effects models (Matyas and Sevestre, 2008).

In the fixed-effects model case, viy, t is the only independent stochastic error term while both
di and dtare assumed to be fixed parameters - these are dummies that can be estimated in the
model. This specification introduces more individual dummies and possibly suffers from the
consequent loss of degrees of freedom. The parameters of interest can be estimated by least
squares dummy variables (LSDV). However, the disadvantages of this method are that any
other country-invariant or time-invariant variables such as race, geographical location, regional
crisis, or group cannot be exploited. On the other hand, too many dummies might increase the

risk of multicollinearity.

The random-effects model treats both di and dt as well as vit as stochastically independent
disturbances. Thus, the relative effects of the unobservable country and time dummies, as well
as the variance of the error term, can be estimated and compared. The attractive aspect of this
approach is that country, or time-invariant factors can be investigated via dummies. The model

can be estimated by Generalised Least Squares (GLS).

In practice, there are several test statistics for model selection within the panel data approaches.
Firstly, the Lagrange Multiplier (LM) test can be used to decide between OLS and random-
effects models. Lm test can allow testing the relevance of unobservable individual effects
(Méatyas and Sevestre, 2008). These tests the null hypothesis of the irrelevance of unobservable
individual effects, against the alternative hypothesis of the relevance of unobservable
individual effects. If the null hypothesis is rejected, this will imply that unobservable

individual effects are relevant, therefore, pooled OLS regression is not the most appropriate
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way of carrying out the analysis of the relationship between GDP growth and its determinants,
i.e., unobservable individual effects are of relevance and should be incorporated in the analysis.
On the other hand, there may be a correlation between countries’ unobservable individual
effects and growth determinants. If there is no correlation, the most appropriate way of carrying

out analysis is using a panel model of random effects (Higgins and Green, 2008; Hsiao, 2014).

Secondly, Hausman (1978) statistic, is used for selection between fixed and random effects
models. A large value of the Hausman statistic favours the fixed effects model over the random
one. Hausman test is used to test for the possible existence of a correlation. These tests the null
hypothesis of the non-existence of correlation between unobservable individual effects and
growth determinants, against the alternative hypothesis of the existence of a correlation. If the
estimated chi-square is significant, we can conclude that correlation is relevant and therefore,
a panel model of fixed effects will be the most appropriate estimation approach (Matyéas and
Sevestre, 2008).

4.7.4 Endogeneity concern of institutional variables

The other empirical concern in the study analysis is related to introducing governance variables
in regression estimation. Empirical institutional studies invariably encounter endogeneity
problems due to causality issue as governance is thought to be endogenous to growth as reverse
causation is possible. To tackle this problem, Instrumental Variable (IV) technique is often
employed in the context of endogeneity through two-stage least squares (2SLS) regression
analysis. In previous studies, different instrument variables are generated; for example,
ethnolinguistic fractionalization as used by Butkiewicz and Yanikkaya (2006); Mauro (1995).
According to Mauro (1995), ethnic conflicts may affect political instability or probably to civil
war. The presence of multiple different ethnolinguistic groups is also strongly correlated with

worse corruption, as bureaucrats may prefer members of their same group.

Other studies utilised settler’s mortality such as Curtin (1989) and Sachs (2003) who used the
pattern of rainfall and the precise vegetation, as they play a significant role in determining the
risk of malaria. Acemoglu et al. (2001) assume that high mortality will lead the colonies state
to become an extractive state, but low death will lead to a stable settlement of Europeans and
subsequent development of relevant institutions. They believe that the influence of these early
institutions have continued to the present day and determine current institutions. While others
adopted colonial origins such as, distance from the equator, a fraction of the population that
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speaks English, and a fraction of the people that speak another European language (Hall and
Jones, 1999), in different studies done by Acemoglu et al. (2001;2002) they argue that both
settler mortality and indigenous population density in 1500 can be used as 1V for modern-day

political institutions constraining the executive.

In contrast, according to Ahmad and Hall (2017), most of these instruments often ignores
country-specific features of economic growth, which may be correlated with independent
variables, causing omitted variable bias. Besides, endogenous institutions are invariably
challenging to be instrumented as reliable instruments that can be associated only with
explanatory variables and not with the error term are indeed short of supply. Concerns have
been raised over the use of specific variables as instruments for institutions. For instance,
Glaeser et al. (2004) claim that "the settler's mortality and indigenous population density in
1500" which was used by Acemoglu et al. (2001) are invalid because they are strongly
correlated with GDP per capita, and in many cases, Seattle colonizers did not bring the quality
of their institutions to colonies. In addition, none of all the instrumental variables used
previously is adequately appropriate to the Arab countries, the primary concern of this study
(Helfer, 2017). In the Arab world, there are limited differences among people based on race or
religions. Arab nations as well have not been under Western colonisation for many centuries
or experience different forms of colonialism, such as Spanish or Portuguese, or even have

different levels of rainfall as most of the region suffers from a dry climate.

Therefore, Caselli et al. (1996) and Bond et al. (2001) utilise the Generalized Methods of
Moments (GMM) dynamic panel data (DPD) estimation to correct for unobserved country
heterogeneity, omitted variable bias, measurement error, and endogeneity problems in their
growth estimation. Many empirical studies such as Alguacil et al. (2011); Bond et al. (2001);
Calderon et al. (2007); Li and Wang (2016); Nawaz (2015); Rachdi and Saidi (2015); Rizov
(2008); Uddin et al. (2017), employed dynamic panel GMM estimation in two versions
(difference and system) as it takes the first difference of all variables in the model to eliminate
time-invariant country effects, and then use lagged level of endogenous explanatory variables
as the instruments. For lagged dependent variable that may be correlated with the error term,
higher-order lags of the dependent variable are used as an instrument for lagged (one)

dependent variable.

Notwithstanding, in this study, the GMM estimation will only be valid to be applied for the
grouping of advanced economies and developing countries based on the sample sizes criteria,

as both of them are "short panel” - the number of countries is higher than the length of the study
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(N>T). While the rest of the study samples in the whole Arab countries and sub Arab groups
are a "long panel™ (N<T). In the second case, according to Wooldridge (2013), GMM
estimators are not the most suitable procedure even by using system GMM that produce
efficient estimators able to tackle the issues like small sample bias. The estimators will be
inconsistent and highly unstable as the period for the analysis is relatively large compared to
the number of observations. The source of bias is the relative number of instruments to sample
size. Hahn and Hausman (2002) showed that “many instruments problem” occurs due to the
magnitude of the bias is proportional to the relative size of the number of instruments to the
sample size. The problem is, GMM estimators depend strongly on the ratio of the variance of

the individual-specific effects and the variance of the general error term (Abonazel, 2017).

Therefore, to overcome these problems, the analysis in this study employs a bias correction to
the Least Square Dummy Variable (LSDVC) technique to undertake 100 repetitions of the
procedure to bootstrap the estimated standard errors. The estimator for dynamic panel data
models allow us to avoid the endogeneity problem and has relatively low variance hence can
lead to an estimator with lower root mean square error after the bias is removed (Abonazel,
2017; Bun and Carree, 2005;2006; Castro, 2017). Regarding dynamic panel data models, Bun
and Carree (2005); Kiviet (1995) presented Monte Carlo evidence indicating that the bias-
corrected estimator proposed by Kiviet (1995) may outperform 1V and GMM estimators. In
addition, according to De Vos et al. (2015); Santos and Barrios (2011) using the bootstrap
procedure for DPD mitigates the bias and inconsistency that these estimators are known to
exhibit for small samples. However, the bias correction Fixed Effect is appropriate for the
analysis, when only the Hausman test was significant as the null hypothesis of the absence of
correlation between countries’ unobservable individual effects and growth determinants were
rejected. Otherwise, the pooled OLS could be used for the analysis, especially, if the
observations are very small, then the asymptotic results underlying all treatments for

endogeneity are not indeed recognised (Abonazel, 2017).

4.7.5 Shapley value decomposition

For further clarification and confirmation after traditional regression analysis, the study applied
the Shapley value (SV) regression-based techniques to determine the relative importance of
each component of reform (environmental variables). While variance decomposition methods
are widespread in research related to poverty and income inequalities, few applications exist in
economic development studies (Lamu and Olsen, 2016). The Shapley (1953) decomposition
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is inspired by the classic cooperative game theory problem of dividing a pie equitably, to which
the Shapley solution assigns each player her marginal contribution averaged over all possible
coalitions of agents (Moulin, 1991).

Based on Huettner and Sunder (2012), and Shorrocks (2013) the SV measures the marginal
contribution to the estimated R-square by adding a given independent variable to the model,
weighted by the number of permutations represented by this sub-model. Furthermore, Shapley
Regression is a reliable and stable method for the estimation of predictor importance. The SV
decomposition is a desirable candidate as it is the only rule that satisfies efficiency, symmetry
and monotonicity. The efficiency feature guarantees that the marginal contribution of each
predictor sums up to the estimated R-square, and hence, no value is lost. It is also symmetric,
meaning that two predictors that create the same additional amount receive the same share of
the total value, i.e. the property of equal treatment. Monotonicity feature ensures that if all of

the marginal contributions of a given predictor increases, its share will also increase.

4.8 Summary

This chapter has considered the methodological basis for all the following chapters of the
thesis.  In the first place, the chapter discusses the research design employed in the current
study by outlining Burrell and Morgan’s (1979) philosophy regarding different standpoints
about the assumptions underlining the nature of social science and the nature of society.
Furthermore, it presents the research paradigms and identifies the functionalist paradigm that
is adopted in this thesis.

The chapter presents in detail the theoretical model of the study, which is primarily driven by
the augmented Solow-Swan growth model with total factor productivity. In this model, societal
payoffs to enhancements in the levels of both physical and human capital are seemingly
dependent on the institutional conditions in which those investments occur. This helped to
develop the empirical model to measure the economic reform effort of the sample countries by
estimating a conditional convergence equation for economic growth. The originality of the
model is through generating aggregated reform indicators using principal component analysis.
This approach allows computing all control variables identified by ‘Barro-type regression’ into

only six separate groups.
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The chapter also clarifies the description and justification for adding each indicator in the
model through highlighting the relationship of each component to the concept of reform and
its expected influence on the economic growth. Moreover, section 4.6 demonstrates the
characteristics of the data, samples size, the sources of the data and the procedures for dealing

with a missing data problem.

Lastly, the chapter displays the estimation approach of the study which involves several stages:
panel unit-root test to ensure the variables are integrated of the same order; panel cointegration
to check whether there is a long-run cointegrating relationship between the variables; the
heterogeneity of the countries to test the relevance of unobservable individual effects through
Lagrange Multiplier test and Hausman test; and eventually, the Shapley value to interpret the

importance of each component of reform programmes.
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Socioeconomic Reform and Development Challenges for Arab

Countries
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Chapter 5: Socioeconomic Reform and Development Challenges for the

Arab Countries
5.1 Introduction

Arab countries (ACs) are diverse regarding their size, geopolitics, economic and social
structure, level of income, natural resource endowments, ideological orientation, human capital
and skills, economic policies and institutions, etc. However, the similarities between them
abound, given the existence of several unifying threads related to social and economic
conditions (Bibi and Nabli, 2010). The resource base of the region has been mainly oil, which
has promoted the rapid economic and social development throughout the area. The Arab region
is home to abundant natural resources as more than 80% of total exports in many ACs are oil
exports. Even for economies where natural resources are less abundant, for example in Syria,
fuel exports dominate the export structure, where oil exports comprise approximately 67% of
the total Syrian exports (World Bank, 2010b).

Furthermore, gains from oil are not exclusive to oil-exporting economies but are rather enjoyed
by other non-oil-exporting Arab countries as well, through labour remittances and aid flows.
In addition, Arab nations, generally, are centralised states with a dominant public sector and,
with few exceptions, ineffective private enterprise. ACs have been linked, since the time of
their independence, with similar models of economic development based on central planning,

and social strategies designed for redistribution and achieving equity.

In the same vein, the similarities of ACs have stretched to their challenges to development. In
Arab economies, the state is the most influential economic player, overshadowing the
productive private sectors. Besides, governments are usually the only providers for essential
needs, such as food, shelter, energy, employment, and other public services (Schlumberger,
2004). The Arab system is characterised by massive subsidies, economic limitations, and a
variety of non-competitive practices. While this centralised bureaucratic system has worked
well for the ruling elites, it has failed to achieve prosperity and social justice for ordinary
citizens (Malik and Awadallah, 2013). Neither the socialism of the 1950s and 1960s nor the
neo-liberal economic reform of the 1990s has been able to change this system of centralised

control and privilege.
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These failures in the Arab region have been strongly attributed to the 2011 self-immolation by
street vendor Mohamed Bouazizi, who set himself ablaze in protest, humiliated at having his
pushcart confiscated by local authorities (Emara, 2014). The story of Bouazizi enraged the
largely educated youth throughout much of the Middle East and ignited a wave of protests that
spread throughout most of the Arab region, popularly referred to as the ‘Arab Spring’(Ghosh,
2016). The Arab streets seemed to have made clear that they are no longer willing to accept
these models of reforms. The Arab streets’ demands were encapsulated in the case of Egypt
and Tunisia by the slogan, “Bread, freedom and social justice” — a slogan that emphasises the

interdependence of inclusive governance, economic and social inclusion (UNDP, 2011).

To further understand the drivers and origins of the Arab Spring, this chapter contributes to
investigating why Arab economies have failed to achieve sustained and inclusive development
through evaluating the impact of socioeconomic reforms on economic performance. In other
words, the chapter attempts to examine all possible explanations to this disappointing
performance of the region, and whether it is attributed to the ACs’ economies being lagged

behind in terms of reforms, or to the reform programmes themselves.

5.2 The evolution and impact of reform in the Arab World

Slow economic growth, deteriorating public budgets, and balance of payments deficits drove
several Arab economies in the 1990s and 2000s, to undertake programmes of macroeconomic
stabilisation and structural reforms prescribed by International Organisations. These reforms
were primarily intended to restore macroeconomic balance and reduce inflation; make
structural adjustments to stimulate medium and long-term growth; restructure markets based
on competition, and encourage private sector development to become an engine for growth and

employment creation (ADB, 2000).

Many Arab governments expressed their fear of liberalisation, privatisation, and deregulation,
as they are sometimes construed to imply an absence of the state from the economic field. The
fear is clearly influenced by the long socialist background that characterised their development
strategy since the 1950s; when the state became directly involved in the production of goods
and services. Hence, the public sector remained dominant over an extensive range of activities,
which could not possibly be justified on developmental grounds. On the other hand, the private
sector was absolutely absent from all essential sectors. At the same time, the public sector

companies (or most of them) were operating at a low level of efficiency, which undermined
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the capacity of the economy to grow at rates commensurate with the rate of population growth
(El-Naggar, 1997).

Simultaneously, a dominant public sector together with some overly regulated economic
activities, stifled initiatives, suppressed innovation and encouraged mismanagement and
corruption. Under these situations, it is hardly surprising that reform programmes aim for
privatisation and deregulation of the economy (Kamel, 1998). The state was required to
withdraw from the production of commodities except in cases of market failure. Under a
market-based economy, the state is the organiser, the regulator, and the arbiter (Sabri, 2002).
In addition to its traditional roles in defence, security, and the judiciary, the government has an
important role to play in education, health, poverty reduction, and the provision of a social
safety net for vulnerable groups. No less important is the regulatory function, including
prevention and control of monopolistic practices as well as setting and enforcing standards in
numerous fields (EI-Naggar, 1997). For the analysis in this chapter, Arab countries are
classified based on the nature of their reforms and the approaches they followed to
implementing these reforms, in addition to their institutional environments, which influenced

the level of outcomes.

First, the Arab reformers include those countries that adopted World Bank-IMF structural
adjustment and stabilisation programmes. These countries are characterised by being resource-
poor and labour abundant (RPLA). They include Tunisia, Jordan, Morocco, Egypt, and
Lebanon. The first three, namely Tunisia, Morocco, and Jordan, implemented earlier and more
intensive reforms towards becoming more open and private sector-led economies than the rest
of the ACs. They have seemingly wholeheartedly embraced all recipes of reform by the
international financial institutions and have been hailed by donors as success stories. However,
they still suffer from structural economic problems (Albrecht and Schlumberger, 2004, Pfeifer,
1999). All three joined the General Agreement on Tariffs and Trade (GATT) and signed Euro-
Med agreements. Reforms also included exchange rate liberalisation, trade and financial sector
liberalisation, tax reforms, and privatisation (Handoussa and El Oraby, 2004; Hissouf, 2014).
Overall, the reform effort has been steady in these countries, and without policy reversals.
However, the second group of reformers, namely Egypt and Lebanon, have taken a more slowly
and sporadic approach to reform. Notwithstanding early reforms by aggressive macroeconomic
stabilisation in the 1990s, reforms were partially reversed with escalating behind-the-border
trade constraints and notable exchange rate overvaluation (Ahmed, 2006). For Lebanon, due to
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a long period of civil war, the physical and economic infrastructure was destroyed, which had

led to massive macroeconomic imbalances (Hammoud, 2011).

The second set of countries include those with significant oil resources and large populations
(resource-rich and labour-abundant (RRLA)). These countries attempted reforms later;
however, they did so more gradually, and more sporadically than the early reformers. They
experienced serious macroeconomic instability originating from the fall in fuel prices and
therefore pursued aggressive macroeconomic stabilisation. However, structural reforms have
been far more limited, and reforms in essential areas such as the financial sector, trade, and

investment liberalisation remain limited (Nabli, 2007).

The third group of Arab countries are the low-income countries (LI1Cs) where macroeconomic
stabilisation reforms have not been accompanied by other reforms to diversify the economy,
despite relatively open trade policies (Zaid et al., 2014). The investment climate remains

discouraging, reflecting the weak regulatory frameworks and security problems.

The last type of reform was practised in GCC economies or recourses-rich labour-importing
(RRLI) countries - Bahrain, Kuwait, Oman, Qatar, Saudi Arabia, and the United Arab Emirates
- which have an open trade system with free mobility of capital and advanced financial systems.
As oil prices declined, most of these countries cut expenditures, yet, their aggregate budget
deficits have increased. Some Gulf countries have promoted growth in selected sectors such as
entrepot trade (Emirates), financial services, and tourism (Bahrain and Emirates). Oman has
made extraordinary efforts to broaden private sector participation and improve the investment
climate, with privatisation and changes in its foreign capital investment law (Nabli, 2007). In
Saudi Arabia, reforms have progressed more slowly. The public sector still dominates

economic enterprises, and government revenues remain dependent on fuel.

According to Véganzoneés-Varoudakis and Nabli (2004) despite implementing all these reforms,
they did not significantly affect the standards of living of most Arab citizens, and the pace of
reform differed markedly throughout the region. Moreover, some other studies have generally
described the Arab reform experience as being slow and gradual (World Bank, 2008),
disappointing and selective (Greenwood, 2008), unenthusiastic (Bellin, 2004), confused

(Alissa, 2007), lagging behind and threatening the status quo (Hammoud, 2011).

It can be observed in Figure 5.1 that, on the average, during the last two decades, the economic
growth rates, in Arab countries have been unstable and remarkably volatile. Although some of
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these fluctuations are due to exogenous variables related to world economic conditions, such
as the global financial crisis in 2008, overall sustainable growth rates necessary to cope with
the demographic transition in the region failed to materialise. The figure also shows that on the
average, the trend of the ACs’ growth rates follows almost the same pattern as that of other
regions. For instance, the ACs highest growth rate of 7% was reached in 2004, while the worst
growth rate was hit in 2009 following the global financial crisis in 2008, similar to other regions,
which reflect the failure to convert the growth into real development.

Figure 5.1: The pattern of mean GDP per capita growth in the Arab States compared to other
regions (1995-2014)%°
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The volatile GDP per capita growth rate is not only evident in the Arab region as a whole, but
it rather extends to and is more prominent in the four sub-Arab groups, as shown in Figure 5.2.
The implementation of the above programmes seems not to have translated into the strong

economic recovery that was anticipated.

Although GDP growth improved compared to the crisis-ridden 1980s, per capita GDP growth
remained weak, averaging 1.5% per year in the 1990s. Despite the accelerating economic
growth in the early new millennium, per capita GDP growth continued to vary and declined
rapidly. For example, RRLI had a comparatively lower growth rate throughout the period,

excluding the years 2014 and 2015, with an average of 0.20% only, whereas LICs had higher

29 Arab World: ARB, Sub-Saharan Africa (SSF), South Asia(SAS), Latin America & Caribbean(LCN),
Europe & Central Asia(ECS), East Asia Pacific(EAS), and the World(WLD).
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rates in the same period with an average of 1%. On the other hand, Arab reformers or RPLA

had a more stable rate; however, this progress collapsed following the political unrest in 2011.

Figure 5.2: The pattern of mean GDP per capita growth for the Arab Region (1995-2014)

234567

1

0

-1

-2

T
2015

GOP per capita growth (annual %)

Source: Author s estimates based on World Development Indicators by the World Bank (2015)

Moreover, using fixed-effects approach to examine the heterogeneity of GDP per capita growth
across each region, Figures 5.3 confirms the results in Figure 5.1 and 5.2, that the growth
pattern in the Arab world has been unstable following a similar pattern as other regions.
Nevertheless, estimating the GDP per capita functions across the period of the study in the
Arab States compared to other regions demonstrate that the ACs have shown the second-worst
performance in the world, after the poorest performing region of Sub-Saharan Africa (SSF), as
shown in Figures 5.4 and Map 5.1 in Appendix 5.2. For instance, the average growth rate for
ACs during the whole period was 0.55%, which is below the overall average of advanced
economies and developing countries (0.80% and 0.88 % respectively).

Despite a growing body of literature concerning Arab reform, especially after 2011, most
studies only provide a general overview without sufficient details. Also, the majority are
interested in the economic aspects rather than other dimensions of reform, and the question of
the inclusive framework of reform seems not to have received due consideration. Even in the
economic perspective, it is remarkable that sectoral and single-issue studies that focus on one
point of the reform process dominate the scene (Ahmed, 2006; Harik, 2001; Omran, 1999;
Sabri, 1997; Sayan, 2009; Tekin-Koru, 2009).
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Figure 5.3: Fixed effects estimates: heterogeneity across countries for GDP per capita growth in
Arab Countries compared to other regions, 1995 - 2014
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Figure 5.4: GDP per capita growth function in the Arab States compared to other regions, 1995
- 2014
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Furthermore, there is an apparent lack of comparative studies. Although the benefits of
comparative methods in the social sciences are beyond doubt, the vast majority of authors seem
to ignore this and instead focus on either single-country studies or single-sector analyses. The
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previous studies failed to recognise the region-wide patterns of economic policy reform in the
Arab world as a whole. A comparative approach to the study of economic reform would be
required to capture those patterns in this part of the globe. Most of the economic literature on
reform in the Arab region remains as much of a piecemeal as the implementation of reforms
themselves. What is missing is a truly comparative and comprehensive study that assesses
similarities and differences at the origin, execution, and output of liberal economic change
across the region. However, the unavailability of reliable and standardised data makes such
comparisons more complex. In many cases, data from one country are inconsistent or even
incomparable with those from another, which makes it hard to construct arguments based on

comparative approaches.

This chapter, therefore, employs a comparative heuristic approach to compare the outcomes of
economic reform in the Arab world with those in other world regions. According to Maxwell
(2004) and Ebbinghaus (2005) comparative cross-country analysis is a more appropriate
method than cross-country statistical analysis, based on assumptions regarding homogeneity,
independence and the representativeness of the sample. However, both the comparative
heuristic approach and cross-country statistical analysis are adopted for this study, because
together, they provide a more robust approach to understanding the issues examined in the

research.

The comparative heuristic approach is implemented at two levels: The external level,
comparing the Arab Region to other regions in the world, both developing and advanced; the

internal level, comparing between the subgroups of Arab countries.

Evaluation of the impact on reform in the Arab region is probably the most difficult concerns
surrounding the reform debate (Hammoud, 2011; Omran, 1999; Pornwilassiri, 2002; Yousef,
2004). This is due to many key issues that remain debatable, such as: What is reform? How
can we measure improvement? How is economic performance linked to reform? What is the
link between reform initiatives and traditional economic indicators? These questions do hinder
the evaluation of reform efforts and initiatives undertaken by several Arab states over more

than 20 years of reform experience in one way or another.

Consequently, the study addresses these questions by creating aggregated reform indicators to
capture reform outcomes originating from indicators connected to reform. For instance,

economic reform consists of macroeconomic stabilisation and structural adjustment. Each of
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these represents a set of measurable indicators (economic indicators) that measure the impact
of reform and its effect. In order to achieve this, the research defines reform as "the policies
and actions were taken by a government to achieve a significant improvement in the economic
condition, aiming to achieve inclusive development and to improve the standard of living of
citizens. These policies should be associated with the adaptation of social policies to minimise

contractionary effects of economic reform on the poor and vulnerable groups".

Based on this definition, reform is divided into three major component elements, two of which
are explicit, and the other is implicit. The direct components include economic and social
factors, while the political and institutional components are considered as a prerequisite

environment that should exist to make a reform active and influential.

The rest of this chapter focuses on the economic and social aspects, and the next chapter is
concerned with the political and institutional elements. The next sections of this chapter are
organised to present the evaluation of the efforts of reform in the Arab region during the last

two decades by discussing in detail the progress of aggregated indicators of reforms.
5.3 Descriptive analysis of Aggregated Indicators of Economic and Social Reforms:

It is feasible to recognise the main targets of a reform programme; however, the details of any
specified reform variables differ from one country to the other (Ahrend, 2007; Azim, 1999;
Canton et al., 2014; Dabla-Norris, 2016; Korayem, 1997; Omran, 1999; Sabri, 1997;2002;
Sachs et al., 1995; Williamson, 1990) . This could be due to the non-homogeneity of the
economies of the states, which implies that there will be variations on the theme of reform
variables. Taking these studies into consideration, the aggregated reform indicators in this
thesis were generated based on the common variables of any programme of economic reform
applied in several countries in different regions, particularly, in Latin America, Eastern Europe,
and the Middle East.

These variables have been assessed using principal component analysis (PCA), as discussed
earlier in chapter four®®. This method was used to generate three economic aggregate indicators

and two social indicators, to support the empirical analysis in the following chapter3!.

% The details description of each indicator presented in Appendixes 5.3,5.4, 5.5, 5.6 and 5.7.
%! The descriptive statistics of the data are presented in Appendix 5.1
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5.3.1 Macroeconomic Stability indicators (M)

Macroeconomic stability denotes specific factors that lead to a stable and robust environment
in which individuals and companies can reliably engage in transactions. In such a stable
macroeconomic environment, the GDP is expected to increase at a reasonable pace each year.
Such increases allow a country’s citizens to enjoy a stable or better standard of living. The
aggregate macroeconomic stability indicator was measured by the following key indicators:
Official exchange rate; budget balance as a percentage of GDP; public debt as a percentage of
GDP; consumer price index; and recorded unemployment®2. Given the nature of the variables
included in this aggregation, the reform of macroeconomic stability indicator was estimated as
a reciprocal indicator. Therefore, low and negative values represent an improvement in the

reform, while large and positive values indicate bad macroeconomic stability conditions.

As shown in Figure 5.5, macroeconomic stability index was generally declining gradually over
the period 1995 - 2014, for all world regions, with the exception of Central Asia and the
developing economies in East Asia where a considerable improvement is noted. However,
there was a wide difference in internal stabilisation between advanced economies with an
average -0.2 and developing countries with an average of 0.1, especially before the global
financial crisis in 2008.

Concerning the Arab region, despite the progressive improvements in RRLI countries during
the period 2000 - 2010, macroeconomic stability collapsed in 2011 following the civil wars
and the region’s political instability (Fig.5.5B). As Figure 5.5C shows, LICs, RPLA and RRLA
subgroups of ACs, have not achieved their macroeconomic reform targets. Instead, these
countries reached the highest instability levels averaging between 0.6 — 0.8, which is higher

than the worst-performing region of the world, Sub-Saharan Africa with an index of 0.5.

These subgroups of the ACs countries have experienced various episodes of monetary and
fiscal instability, which hindered their efforts to achieve sustained growth and integrate their
economies into the world economy. On the other hand, there were significant improvements
in all Gulf countries (in addition to Libya) due to huge budget surpluses; lower inflation rates;

and lower rates of unemployment. Not only was the level of macroeconomic stability in this

32 The details explanation of each indicator is shown in Appendix 5.3
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region significantly higher than other subgroups of the Arab region, but it was also higher than

in other regions worldwide (including the more developed regions).

Figure 5.5: Macroeconomic instability Indicator3?
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In conclusion, and as detailed in the discussion in Appendix 5.3, it is possible to say that the
failure to achieve internal economic stability was the dominant feature in the Arab countries
except for some of the Gulf countries which enjoyed substantial surplus revenues from the oil
sector. In these countries, exchange rate policies were not used as an effective stabilising
monetary instrument; inflation rates were also linked to political stability and the feasibility of
implementing effective economic reform programmes. In contrast, public finances (budget

deficit and public debt) were connected to the availability of rental funds to prevent fiscal

% For better visualising of the macroeconomic stability index, see Appendix 5.2, Map 5.1
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deficits. Finally, unemployment and the inability to create enough jobs are the most significant

obstacles to development and growth in the Arab region.
5.3.2 External Stability indicators (E)

External stability is a desirable situation where an economy is operating within its means, and
able to meet its commitments in its international transactions, without the burden of these
overseas payments causing severe difficulties that could reduce living standards. In addition,
external stability indicates the key components that keep nations economically secure in
relation to the rest of the world. Instability may lead to uncertainty, discourage investment,
hinder economic growth, and hurt living standards. In this study, external stability is
represented by current-account balance as a percentage of GDP, total foreign debt stock as a
percentage of exports of goods and services, total reserves in months of imports, and the

diversification index®?.

With respect to the aggregate external stability indicator, higher indices imply better stability
while lower indices imply otherwise. Remarkably, as shown in figures (5.6A and 5.6C) and
Map 5.3 in Appendix 5.2, three main clusters can be distinguished in this regard: East Asia has
experienced unusually high progress in external stability with an average of 0.90. The second
cluster with mild stability lies in Central Asia, the Arab region, and Eastern Europe transition
economies with an average of 0.11, which is slightly higher than the world average of -0.04.
The third cluster with the highest rates of instability during the period was Sub-Saharan Africa
and Latin American, with an average of -0.80 and -0.17, respectively.

The reason for this unstable situation in SSF, LCN and Eastern Europe is that many countries
in these regions adopted a development strategy that relies heavily on foreign financing which
led to the building up of a high stock of unsustainable external debt over latest decades. The
massive growth in external debt has given rise to a surge in concerns about the detrimental

effects of debt on investment and growth, primarily the well-known "debt overhang" effect®.

34 More detailed discussion of the components of external stability are presented in Appendix 5.4.
3 For more information: (Effendi, 2001; Fofack, 2009; Okonkwo and Odularu, 2013)
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Figure 5.6: External Stability Indicator
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For Arab nations, as shown in figures 5.6.B and 5.6D, all oil-exporting countries in (RRLI and
RRLA), except for Iraq, have robust external stability. This could mainly be due to the oil boom
between 2002 to mid-2008s, which generated a number of revenues more than double that of
the preceding five years. The abundant revenues were instrumental in boosting all foreign
stability components, especially the current account balance and international reserves. On the
other hand, lower-income countries, along with lower-middle-income ones in RPLA and LICs,
excluding Sudan, have remained at an acceptable level compared to different world regions
having the same income levels, such as SSF (Figure 5.6C).

In conclusion and also following from Appendix 5.4, the determinants of the domestic
economic stability are not so far from the external ones, as they were linked to two main
determinants: political stability and oil revenues. The improvement in the components of

external stability; whether current balance, foreign debt or international reserves, was directly
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related to the oil sector funds between 2002 and 2008. The main imbalances in the period before
1999 and beyond 2011 were related to wars in the region or Arab uprisings. At the same time,
the diversification of the economy’s structure was also linked to the size of the oil sector as
well as the degree of structural reform carried out during the previous economic reform

program.

5.3.3 Business and Structural Reform (B)

A government's main objective for structural reforms is to promote competition in the economy
through maintaining appropriate regulatory frameworks, enhance the service sector, move up
the value chain in manufacturing, and achieve stronger integration at the regional and
international levels. It also includes policies that increase the role of market forces, the
liberalisation of the market and bank system, tax reforms, trade and financial sector
deregulation, privatisation and diversity of economic activities (Spilimbergo et al., 2009).
Structural reform is quantified based on a varied range of indicators that take into consideration
trade policies, and the quality and improvement of the business environment. Three common
variables have been used to assess the contribution and effectiveness of structural policies.
These factors are a foreign direct investment (FDI), domestic credit to the private sector by

banks, and concentration index®.

The trend of the aggregate structural reform indicator is presented in Figures 5.7 A and C, and
Map 5.4 in Appendix 5.2, and they portray a broad global trend towards higher structural
reform and liberalisation over the past two decades across all regions. Concerning trends in
structural reform across different income groups, advanced economies started implementing
reforms early, and these “first movers” have also progressed the farthest with structural
reforms. This is clearly evident in the difference between the averages; while it was positive

0.5 in developed countries, it was negative 0.3 in the rest of the world (Figure 5.7C).

However, emerging markets and developing countries seem to be catching up with advanced
economies in the level of liberalisation achieved, with gradual improvement and a substantial
narrowing of the reform gap particularly in Southeast Asia and Eastern Europe, which have the
same average (Figure 5.7C). However, despite all efforts that have been made, the four least
developed regions (ARB, CSA, LCN and SSF) are still lagging far behind the global average

(zero).

% The detailed discussion of the components of Business and Structural Reform are presented in Appendix 5.5.
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Figure 5.7: Business and Structural Reform Indicator
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Regarding Arab countries, as mentioned in the introduction of this chapter, macroeconomic
stabilisation and structural reform programmes had been implemented in the region. While,
stabilisation, as discussed above, was slightly achieved, the pace of structural reforms differed
markedly throughout the region. Only Arab country reformers (RPLA) have a positive score
similar to other advanced economies. RPLA executed a stable and robust reform effort without
policy withdrawals toward free and organised markets. For the rest of the Arab countries, there
have been no significant improvements in structural reforms (Figure 5.7B and 5.7D). Despite

its intentions, the reforms have been selective, and often subject to pauses and reversals.

Overall, although there has been some progress in some countries, the ACs are still the worst
in comparison to other regions (Figure 5.7A and 5.7C). This could be attributed to the Arab

countries’ reform agenda avoiding most institutional reform or opening up of the political
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space; these key factors are both needed for any more profound changes that depend on the
participation of the social groups whose well-being the reforms are intended to improve.
Therefore, the reform effort in most ACs has stopped short of providing a considerably

improved climate for trade and investment.

In conclusion, and also following the detailed discussion in Appendix 5.5, structural reform in
the region was mainly associated with Arab reformers (RPLA), through the implementation of
economic reform programmes in the 1990s and the beginning of the millennium. Although
structural reform involved many financial and industrial sectors incorporating privatisation, tax
reform, and banking liberalisation programmes, these programmes did not attract sufficient
foreign direct investment to allow for the desired economic growth. Additionally, the enormous
oil revenues have not freed the economy from the oil sector’s domination of the economy’s
structure, which prevented the diversification of production and thus, growth was unstable and

volatile.

5.3.4: Human Capital Reform indicators (H)

The economic productivity based on people is the value of people to an economy and defined
as human capital. This has a positive influence on an individual’s lifetime incomes and in
promoting economic development, poverty reduction and competitiveness (Anyanwu and
Erhijakpor, 2009). Therefore, human capital is seen as an instrument of national development
in all countries and can be at the origin of positive externalities (Lucas, 1988). Providing
education and health services to people is one of the leading channels for improving the quality
of human resources. The concept of the value of human capital is that a healthy and well-
educated person can work more efficiently, productively, and spend time on more fruitful
activities (Baldacci et al., 2008), which leads to economic progress. Several human capital
endowment strategies have proven to be more effective than others and are necessary when
attempting to enhance the economic situations of developing countries. Consequently, this
study represents the aggregate human capital indicator through three factors: health dimension
that includes infant mortality rate, health expenditures and life expectancy; education (Primary

school enrolment) and; innovation dimension (scientific articles published)®’.

37 Detailed discussion of each of the human capital indicators are presented in Appendix 5.6
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As seen in Figure 5.8A, the aggregate human capital indicator depicts that all regions could do
more to nurture and improve their human capital to the fullest extent, as they have only
experienced a gradual increase over the whole period. Not surprisingly, the human capital
indicator as seen in Figure 5.8C and Map 5.5 in Appendix 5.2 shows a clear association
between a region’s income level and its human capital development - countries with higher
GDP per capita have on average higher human capital scores. The industrialised regions have
the highest score with almost the same average of 1.1 while developing economies, despite
their visible progress, the quality of human capital is still deficient, with an average of negative
0.5%. Over the same period, emerging economies in Eastern Europe and South-East Asia and
Latin America regions have had a moderately positive outcome, whilst Sub-Saharan Africa,
Central Asia and the Arab region have had the worst score respectively as, -2.3, -0.7 and -0.5.

Although the human capital indicator in the Arab region improved slightly throughout the
period, it can be considered as the third-worst in the world. As an exception to the rule,
economic growth in the Arab region over the past decade has not coincided with equally
buoyant labour and human resource development. Arab countries present a very heterogeneous
picture concerning the human capital indicator. Three Arab states - Lebanon, Kuwait and
Tunisia - scored above the world average and outperformed the rest of the region’s Arab
countries. At the other extreme, the lowest-scoring Arab countries -Yemen and Sudan, were
not much better off than the country with the world’s lowest score (Sierra Leone). In other
words, the range of disparity among Arab countries (Figure 5.8C and 5.8D) is almost as wide

as that observed in the entire world.

Figure 5.8: Human Capital Indicator
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C. World Regions and Arab subgroups D. Arab subgroups and Arab countries
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Moreover, Figure 5.8B highlights that economic factors alone are an inadequate measure of a
country’s ability to successfully develop its human capital in the Arab region. For instance,
oil-exporting countries in RRLA and RRLI; with GDP per capita nearly eightfold that of RPLA
which perform a comparable level in terms of human capital. Given the relative high-income

levels in ACs, they have a very high potential to boost their human capital performance further.
5.3.5 Physical Infrastructure Indicators (P)

Physical infrastructure refers to the basic physical structures required for an economy to
function and survive, such as electricity generation, transportation, telecommunication, and
water and sanitation. The economic development in developing countries is impacted upon by
the development of infrastructure. For instance, improved water resources and sanitation
affects health status and thus impacts the factors of production by increasing the productivity
of labour. According to the Stockholm International Water Institute (SIWI, 2005), the benefits
of investing in water and sanitation exceed expenses, and estimates show a 3.7% growth in
GDP for low-income countries after improving their infrastructure facilities. The
complementarities between physical infrastructure and human capital lead to higher
productivity and increase the incentive to invest®. Furthermore, the development and spread

of information and communication technology (ICT) is the key to economic growth and

39 See (Aschauer, 1989; Barro and Sala-i-Martin, 1995; Globerman and Shapiro, 2002)
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development. ICT development positively affects productivity and growth, which will then

lead to higher employment and attract more investment, domestic and foreign.

Appropriate; and at the least satisfactory, infrastructure provision is a key component in the
“behind the border” agenda required for trade liberalisation to achieve its proposed objective
of efficient resource reallocation and export growth. Access to infrastructure services plays a
crucial role in helping reduce income inequality. However, lately in many countries, the
burdens of fiscal consolidation have led to a compression of public infrastructure expenditure,
which has not been offset by the increase in private sector participation, so therefore resulting
in a lack of provision of infrastructure services with potentially major adverse effects on growth
and development (Calderdn and Servén, 2004).

The composite indicator of physical infrastructure is based on two main areas: the basic
infrastructure facilities measured by the improved water source, access to electricity, and
improved sanitation facilities; and the second dimension is information and communication

technology measured by fixed telephone subscriptions.

As seen in Figure 5.9A, the aggregate physical infrastructure indicator shows that all
developing regions gradually improved their infrastructure over the whole period. However, in
developing countries, investments have been insufficient for sustaining adequate public
provisions such as health, electricity, water and sanitation services. Similar to the human capital
indicator, the infrastructure indicator represents a relationship between a region’s income level
and its stock of infrastructure (see Map 5.6 in Appendix 5.2). The advanced economies have
the greatest score with the same stable average of 1.3 over the whole study period, as most of
them reached a peak of covering the services. On the other hand, developing countries, despite
their marginal progress, the availability of necessary infrastructure facilities is still very feeble,
with an average of -0.6.

40 The details specification for each indicator are presented in Appendix 5.7
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Figure 5.9: Physical Infrastructure Indicator
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Regarding the Arab world, there was a slight improvement in the accessibility of infrastructure

services. The region is the third-worst after SSF and Central Asia regions. Only GCC countries

were located above the world average and outperformed the rest of the region’s ACs. Even

other oil exporters’ states, particularly Libya, Iraq and Algeria have a low score. This

unsatisfactory situation has extended to other sub Arab groups in RPLA and definitely to LICs

with the lowest score in the world. Indeed, closing the gap with more advanced developing

countries constitutes a significant challenge for ACs.
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Figure 5.9E: The relation between Physical Infrastructure Indicator and the GDP per
capita from 1995 to 2014
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In addition, there is a strong positive correlation between the infrastructure indicator and GDP,
as shown in Figure 5.9E. More expenditure on infrastructure implies high output and vice versa.
This outcome is consistent with Figure 5.9D, where Qatar, UAE and Kuwait are ranked as
countries with the best infrastructure in the Arab region, while Sudan and Yemen are the worst;

as they are considered an outlier of the Arab average.
5.4 Winners and Losers of Reforms in the Arab Region

As shown in the scatter diagram in Figure 5.10, ACs have been divided into three clusters based
on the average level of structural reform and macroeconomic stability between 1995 and 2014.
It is not surprising that these categories are the same classification that used form the beginning

in the study.

The first group of seven countries are highly economically balanced, and stable appearing in
quadrants 3 and 4, all of these countries are oil exporters. Only three of them Bahrain, the UAE
and Qatar has succeeded in attributing this stability to successful structural reforms. Although
these reforms remain limited, the improvements are a result of the effort made to increase the
role of market forces, the liberalisation of the market and the banking system. Overall,
structural reforms for this group (RRLI) have generally been insufficient and proved to be
much more difficult than macroeconomic stability. For instance, Saudi Arabia and Kuwait have
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made slight progress in the area of privatisation and liberalisation of trade regimes. In contrast,
reforms yielded fairly quick results in regard to inflationary pressures, stabilisation of the
exchange rate, and budget and balance of payments deficits.

Figure 5.10: Relationship between structural reform and macroeconomic stability in Arab
Countries from 1995 to 2014
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The second group in Figure 5.10 are concentrated in quadrant 2 and are mainly the group of
Arab reformers or RPLA. These countries have adopted the recommendations of international
institutions for economic reforms. However, after more than 20 years of implementation of
these policies, there has been insufficient progress in economic stability. Despite the success
of some of these attempts, especially in Lebanon (LB), which has a higher average of structural
reform indicator than Western countries, political volatility has contributed significantly to

increasing macroeconomic instability making it worse among the ACs.

The implications from Figure 5.10 is that, generally, the implemented reform programmes were
inappropriate, weak and failed to achieve its aim of enhancing economic performance. This
case was highlighted by Ahrend (2007); Mussa (1987); Spilimbergo et al. (2009); Williamson
(1994), who have proved that structural reforms are not effective if the economy is not stable.
This was observed during the 1980s and the 1990s in various Eastern European and Latin
American countries. In these countries, the introduction of structural reforms, such as trade and
financial liberalisation, in an unstable macroeconomic environment resulted in an economic

crisis. Additionally, in RPLA countries, the adjustment of the real economy, which is lagging
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considerably behind that of the market capacity could imperil the whole process of reform. For
instance, the process of privatisation was hampered by lack of expertise on the techniques of
asset evaluation, financial restructuring of heavily indebted public companies, and on the
ability to deal efficiently and equitably with the problem of redundant labour (Abdelazim,
2002). Moreover, following an economic reform programme through fiscal and monetary
contractionary policies, as recommended by the IMF and the World Bank, do not appropriately
address the impact on vulnerable and low-income groups. However, RPLA implemented
limited social protection programmes through increasing subsidies on essential commodities,
but without poverty alleviation measures, better targeting of food subsidies, and the
establishment of special funds endowed with enough resources to help the most vulnerable
people.

The last group in quadrant 1, includes all Arab countries who have experienced political and
military turmoil in the region, except Libya (LY) (which is in the third quadrant). The massive
oil revenues and cancellation of international economic sanctions after 2005 helped Libya
achieve a significant measure of economic stability. However, this progress was never
associated with the structural reform, which is a major obstacle to the development of the
Libyan economy; especially after the political instability and the armed conflict after the
overthrow of Muammar Gaddafi’s rule in February 2011. Most probably if this conflict
continues for a longer period, all stabilising effects will be lost, and Libya will turn into a new
Irag, which also achieved economic stability for a long time due to rent incomes, but the Second
Gulf War, economic sanctions, and the US invasion in 2003, had led to the current extreme

position of Iraq where there is neither stability nor reform.

Regarding Syria (SY), it achieved improvements in structural reforms not due to the
liberalisation of the economy but instead due to a high degree of export diversification.
However, this advance has been halted with the country entering into violent military conflict
since 2011. In contrast, Algeria (DZ), has begun to move towards increased stability and is
starting to implement some of the structural reforms, although this effort has been weak so far.
Concerning Sudan and Yemen, both countries have not made any progress in both indicators
over the past two decades. This is due to the nature of their political systems, which has not
changed for more than two decades, in addition to continued armed conflicts in different parts

of the countries.

128



Concentration Index

The above results are consistent with the conclusions of Mustapha Nabli 4 at the IMF
economic forum as he confirms that: ‘The Arab reform agenda has not gone very far, actually.
If you compare even the most successful to what’s happening in the rest of the world, the
agenda has been in general weak, often hesitant, and in some cases even reversed.” (IMF,
2003).

Several reasons can be attributable to the current situation in the Arab countries. First,
regarding oil-exporting countries, throughout the last two decades, RRLI have experienced
steady and stable economics, driven to a large degree, by high oil prices. However, oil
dependency is also the main reason for preventing the shift to structural reforms and
diversification of production. As seen in Figure 5.11A, a high exports concentration index has
a strong positive correlation with fuel exports. ACs; where hydrocarbon sector looms very large,
have outlier values compared to the rest of the world, where they are all located at the top right
of the scatter diagram as the highest in the world. This reflects the direct impact of dependency
on the hydrocarbon resource exports in these economies.

Figure 5.11: Relationship between concentration index and natural resource abundance on
average (1995-2014)
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Figure 5.11B which focuses mainly on Arab countries shows that oil exports represent more
than 80% of their merchandise exports, except for the UAE and Bahrain, which were located

in the quadrant 3 and 4 in Figure 5.10. However, countries with the smallest natural resources

41 Chief economist and former director of Middle East and North Africa at the World Bank.

129



(RPLA), which have limited oil exports are the most advanced in the structural reforms and
fall in the quadrant 2 in the same Figure 5.10. The rest of Arab oil economies (in the quadrant
1) have relatively high fuel exports and a high concentration index, but because of civil wars
and military unrest, they have not been able to achieve the same stability of the Gulf countries

in particular or the structural reform made by the Arab reformers.

The second important reason for the disappointing socioeconomic reform for some ACs, in
particularly RRLA and LICs, is civil wars and armed conflicts. As Figure 5.12 demonstrates
improvements in socioeconomic reform programmes are primarily linked to political stability
and the absence of violence. Civil wars inflict substantial damages on the national economy.
These conflicts are destructive of human capital, infrastructure and economic stability (Collier,
1999). They also introduce high uncertainty into the economic environment, making both
public and private investment riskier. Thus, reducing the level and growth of the capital stock
launches capital flight and dramatically worsening the government’s deficits by shifting the
expenditure from output enhancing activities into the conduct of war (Ross, 2003).

Figure 5.12: The socioeconomic reform indicators among ACs highlighting violent conflict
(1995-2014)
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The third reason, which is directly related to the difficulty of achieving economic stability,
especially among the Arab reformers (RPLA), is the twin deficits hypothesis which is steeper
in ACs than the rest of the world. There is a stronger positive correlation between the deficit

in the general budget and the deficit in the current accounts balance in the Arab region
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compared to the world’s average (Figure 5.13B). The positive relationship between public and

external debt, as in Figure.5.13A also confirms this hypothesis. The problem is compounded

in those countries having dual external and internal deficits, and the increases correspond with

each other. This situation is consistent with the argument of the Keynesian approach, where

budget deficits lead to current account deficits, while the deterioration in the current account

drives budget deficit increases (Belguith, 2016).

This happened when these countries liberalised their trade and financial restrictions during the

structural reform, or the economic transformation to the market economy, which led to a direct

increase in imports, subsequently leading to a significant increase in the trade deficit. At the

same period, these countries attempted to attract foreign capital as a way to improve their

economic growth. Thus, the budgetary position became negatively affected by large capital

inflows or through debt accumulation.

Figure 5.13: The relationship between internal and external stabilisation
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The fourth reason, also related to the inability to achieve economic stability, is the complexity

and difficulties of macroeconomic problems, for instance, the strong positive association

between unemployment; which is the most serious economic problem that threatens the Arab

economies, and inflation; which is another serious problem. As presented in Figure 5.14, this

relationship in the Arab world is unlike what exists in the world generally, which normally

follows the Philips curve which suggests there is a trade-off between inflation rate and
unemployment (Bade and Parkin, 2007; Moosa, 1997).
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The positive relation between unemployment and inflation reflected in a good way in GCC
countries, as there have seen both falling unemployment and falling inflation. This is directly
linked to the fixed exchange rate regime and high employment rates, which is mainly associated

with high oil prices.

In contrast, stabilisation programmes in other ACs have three components: a reduction in
government expenditure, devaluation, and a slowdown in money growth. Nevertheless, in
some cases, prices and wages are not entirely flexible. Thus, the cut in government spending
led to a decline in growth rate and accrued high unemployment. According to Gylfason and
Schmid (1983) devaluation may have some adverse effects on the general prices level mainly
in emerging economies or semi-industrialised countries, on the presumption that trade flows
are relatively insensitive to price and exchange rate changes in these countries. Especially in
oil-importing economies where price elasticities of exports and imports are sufficiently low.
This combination of high unemployment and high inflation is known as stagflation, which is

represented in the top right corner of Figure 5.14.

Figure 5.14: The relationship between unemployment and inflation during (1995 — 2014)
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Approximately, half of ACs are within or fell close to this quadrant. Stagflation in these
countries is considered a significant burden, as its consequences from economic and social
perspectives are seriously dangerous such as increasing the volatility and lack of confidence in

markets, increase the poverty rate and inequality within the society, which directly affect the
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life of the Arab citizens. Under this situation, it could be possible to understand at least the
economic causes of the Arab Spring, especially for youth, where they have neither jobs nor

purchasing power.

5.5 Concluding Remarks

Arab countries are today going through a dangerous time of severe and painful choices that
bear far-reaching consequences. The time is hazardous because the region has entered into a
dynamic of change, especially after the Arab Uprisings in 2011. The forces of change can be
recognised, and their effects can already be seen in many aspects of Arab life. However, the
direction remains unclear. The critical, descriptive cross-country analysis in this chapter has
revealed the importance of economic reforms, human capital, and physical infrastructure for

the development prospects of the Arab economies.

Firstly, regarding the state of economic growth in the Arab region over the past two decades,
the region has experienced a growth deficit, with low per capita income growth. This growth
performance has been weaker than that achieved by most other regions of the world, except for
Sub-Saharan Africa.

The analysis has also exposed the importance of macroeconomic reforms for the development
potential of the economies. However, the lack of macroeconomic reforms hinders the positive
impact of structural reforms on growth. This makes macroeconomic stability a critical variable
for the reform process and the growth prospects of the Arab world. Arab economies continue
to revolve around resource extraction and rent-seeking activity. Thus, the Arab World shows
good economic performance only in the short-term whenever oil prices increase with or without

reforms.

Most ACs undertook new macroeconomic policies beginning in the 1990s. However, the
reforms have been insufficient to enable the region to compete with more successful economies,
such as the Asian economies. In the current context of better macroeconomic stability,
structural reforms should be deepened to strengthen and increase the achievements in the field
of macroeconomic reforms. Regarding the area of external balance —even though considerable
efforts have been made in renegotiating foreign debts, significant scope for debt reduction still
exists in the region. Stabilisation was strongly linked not only to political stability but also to
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sound policies aimed to promote reform. Many Arab countries with political stability and oil
abundance failed to achieve targeted reform automatically, without having national strategies

that are implementing continuously and evaluating regularly.

Overall, success in economic and social reform has been disappointing. In almost all cases,
reforms have been launched and executed through a top-down approach. Affected constituents
have had little to do with the formulation of policy designs. Therefore, constituents have shown
minimal commitment to the appropriate implementation of policies, especially when the
associated economic and social costs that are painful. Arab countries seem first to initiate
reform and only after considering how it may fit into a comprehensive strategy guided by a

visionary framework. This is like building the rooms before designing the house.

The aggregate human capital and Physical infrastructure indicators depict that all regions could
do more to nurture and improve their capacity to the fullest extent, as they have only
experienced a gradual increase over the whole period. The indicators also show a clear

correlation between a region’s income level and its level.

Success in reducing infant mortality has been highlighted in most Arab economies, and
progress in education has been almost to the same magnitude as in Asia and Latin America.
However, the level of education and research in ACs has remained lower than in other
developing regions. This gap represents a potential for growth, particularly in the context of
economic diversification and integration with the world market (with the European Union, in
particular). A more qualified labour force will be needed to accompany the structural reforms
of the economies and the growth prospect of the region. Thus, R&D should be an important
factor in the reform agendas of the Arab economies. Concerning infrastructure, only GCC
countries were located above the world average and outperformed the rest of the ACs, even
other oil exporters’ particularly Libya, Irag and Algeria have a low score. Generally, this factor
should also not be neglected if the Arab region wants to increase its productivity gains and be

able to compete internationally.

Finally, Arab governments have not been able to contribute significantly to finding solutions
to the difficulties of development, and hence the standard of living and the facilities of life are
still low for the majority of Arab citizens. Poverty persists with even the basic needs of water,

food, shelter, education, and health far from satisfied.
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Therefore, in order to complete a clear understanding of the development and inclusive growth
in the Arab region, the following chapter describes and analyses the indicators of governance
and institutions using the same comparative approach that allows determining the scope and
roots of the development challenges facing the Arab countries, especially after the Arab Spring.
In addition, all indicators that were assessed in this chapter will be fully utilised in the next
chapter by integrating them into an econometric model to determine the effect of each variable
on growth, and then identify reform priorities and stages of development that will ensure an

increase in the standard of living for the people of the Arab region.
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Chapter 6

Institutions and Political Aspects of Arab Reform
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Chapter 6: Institutions and Political Aspects of Arab Reform
6.1 Introduction

Economic development is strongly impacted by the issue of governance from theoretical and
empirical perspectives, as illustrated in Chapters 2 and 3. Governance matters have been an
integral part of societies since the dawn of civilisation, and especially so concerning what
values, ethics, and rules of conduct and justice should be upheld; how societies should be
organised; and who should hold power and authority.

According to Schlumberger (2004), economic reform programmes are required and essential
for all Arab countries, but they should be accompanied by political reforms. Although
economic underdevelopment was one of the root causes of the Arab uprisings in 2011, as
discussed in the previous chapter, state corruption and mismanagement, were the
underpinnings of this underdevelopment. For instance, when Arab states have attempted to
engage in liberalisation and privatisation of their economies through structural reform
programmes, this liberalisation process did not lead to sustainable development or even stable
economic growth that could serve as the new beginning of the regimes’ legitimacy. Moreover,
poorly designed and inadequately implemented market reforms led to increasing the incidence
of corruption and socioeconomic inequality, including creating a new class of super-wealthy
entrepreneurs, many of them affiliated with government leaders’ families. These political elites
usually tended to prioritise personal interest above the common good; accumulating financial
wealth through monopolistic structures, which has become a major barrier to hinder or distort

reforms.

This chapter contributes to the existing literature in three ways. First, it evaluates the
governance systems in Arab states; not only from a general view as most of the previous studies
but also from each aspect of institutions as defined in Chapter 2. Secondly, a comparative
assessment is conducted between the Arab region and other developed and developing regions,
and within the region itself by highlighting the similarities and differences among the ACs
which could explain nature of the structural reforms, socioeconomic and other outcomes as
discussed in chapter 5. Thirdly, an examination of particular relationships concerning Arab

governance, which has raised interesting issues in recent research.

The remainder of this chapter is organised as follows. Section 6.2 examines the relationship

between the composite governance indicator and key development indicators (as discussed in

137



chapter 5). The next three sections focus on key functions of good governance in the Arab
region from three dimensions; first is democracy, which is the input of the governance system
as it relates to ‘voice and accountability’ and ‘political stability’; Second, the next dimension
of governance as it pertains to administrative capacity and government’s ability to decide on
and implement public policies (governance process) and covers two indicators of ‘government
effectiveness’ and ‘regulatory quality’; Third, the output of the governance system which
concerns "the state of law" as it pertains to the ‘rule of law’ and ‘control of corruption®?. The
last two sections are respectively, reflections on key peculiarities relating to the Arab region

and a summary of the chapter.

6.2 Governance/ Institutions Indicator

Governance, as classified suggested by McCawley (2005), can be examined from the macro
and micro levels. The macro-level includes the constitution, the overall rule of the government
itself (size and resources) and the relation between the legislature, the judiciary and the military,
while the micro-scale of governance relates to administrative processes and regulation among
the government, business sector, social institutions and civil society. In terms of economics,
the political process might be seen as an “industry”. Political rulers as entrepreneurs take risks
and lead their parties (firms) in the national political industry. The political process will
maintain fair and efficient balances of power among the administration, the legislature, and the
judiciary. Domestic political industries must be profitable and productive to realise outcomes.
Political markets could benefit from competitive arrangements, selection of the chief

executives of the organisations, and regulatory controls (Roy, 2006).

However, the reality of this industry shows deep and persistent disparities based on prosperity
and governance among countries worldwide. For instance, regarding the composite governance
indicator®®, as presented in Map 6.1, the green and dark green areas on the map represent
advanced economies and some recent transition economies in Eastern Europe, which have a
profoundly positive score. At the other end of the spectrum is the red colour areas on the map
covering the part of the world where the quality of governance is inferior. The differences in

the indicator between countries are about three times on the average, and as high as eight times,

42 The descriptive statistics of the data are presented in Appendix 6.1.
43 For further information about the indicator, see chapter 4
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for example, between Finland and Sudan. In fact, in the data used, Scandinavian countries in
addition to New Zealand and Canada have the highest governance ranking worldwide, while
Sudan, Iraq, Angola and Zimbabwe have the worst quality of governance (Figure 6.1 A). In
terms of regional comparison, North America ranked top over the study period, followed by
Southeast Asia, and Western Europe. In contrast, Central Asia had the lowest score among
developing regions with an average of -2, then Sub-Sahara Africa and Arab region with close
to an average of -1.5 (Figure 6.1A and Map 6.1).

Map 6.1: Governance indicator (Average 1995- 2014)
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Source: Author’s estimates based on World Bank’s Worldwide Governance Indicators (WGI)

Nowadays, improving the quality of governance to promote economic development and raise
per capita incomes is a major challenge for approximately 6 billion of the world’s 7 billion
population, living in low and middle-income countries. The quality of governance for this large
chunk of the world’s population matters significantly regarding facilitating long-term sustained
growth and improving their well-being.
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Figure 6.1: Governance indicator

A. Region B. Arab subgroups
a2 o
S * LI
F ~46 -59
A -4 -76 -8
-.99
(U] 12
€ - 9 o™ e 18
Eo @
K- :
II JI. - !II II i
Ay - e 3434
o e 48587 36 36
2o2a ¥ 4 31 " 38
EAS EUR NAC ARB CSA EAS EUR LCN SSF 43
Advanced economies Developing economies LICs RPLA RRLA RRLI
I 199500 [ 2000-04 I 190599 [ 2000-04
I 200510 [ 2011-14 I 200510 N 2011-14
c. World Regions and Arab subgroups d. Arab subgroups and Arab countries
Means of G, Governance Means of G, Governance
< o 14
AE
QA
NAC
oM
ViOrid Averagd) —f v mrmimiminiminn k1 R LR R
[ EUR Jo RRLI
TN
EAS
-7 i RPLA
SA
o Arab Countries = =
RRLI
2
LCN RPLA
ARB SSF Dz
™ a ol
LY RRLA
RRLA LiCs
LICs
<+ -4 1Q®SD
T T T T
World Regions Arab Sub-groups Arab Countries Arab Sub-groups

Source: Author’s estimates based on World Bank’s Worldwide Governance Indicators (WGI)

Map 6.1 and Figure 6.1A and 6.1C confirm that differences in governance play an
indispensable role in explaining why most developing countries fail to grow faster than the
developed countries in addition to low levels of other development indicators. Figure 6.2
represents the relationship between governance scores and other aggregate developmental
indicators discussed in the previous chapter. It confirms that all countries that have economic
instability, poor education and health systems and insufficient essential infrastructure,
generally have weak governance. This is strongly supported by the quadrant on the right and
below the zero line of Figure 6.2, which shows that very few countries with slightly good

governance also have somehow inadequate levels of the development indicators.
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Figure 6.2: The relationship between governance scores and other aggregate developmental
indicators (1995-2014)
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Source: Author’s estimates based on World Bank’s Worldwide Governance Indicators (WGI),
World Development Indicators (WDI), and EIU

The above statistics (especially Map 6.1) is very consistent with the thoughts of the New
Institutional Economics School (NIE), and the legacy of Douglass North, who categorised the
world’s countries into two groups: 85% of the world’s population under the “extractive
institutions” or ”natural state” in which a small group of individuals (the elite) exclude the
majority of the population from participation in political or economic matters. The remaining
representing about 15% of the global population, are characterised by "inclusive institutions"
or "open access society"” which allow and promote participation by the great mass of people in
economic activities that make the best use of their capabilities and talents. North (1990) also
observed that “Third World countries are poor because the institutional constraints define a set

of payoffs to political/economic activity that does not encourage productive activity.”

In reality, although developing counties vary in their economic policies and institutions, their
extractive institutions are broadly similar (Oliva and Rivera-Batiz, 2002). In particular, their
constitutions, legal systems, levels of government corruption, insecure property rights, the
prevalence of government intervention in markets, the proportion of industry that is state-
owned and all other factors that are characterised by political repression and economic and

social disparity which are considered the most common features of failed states.
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Regarding governance and institutions condition in the Arab World, by the standards of
virtually any metric measuring governance quality, the ACs routinely rank well below the
global average or rank the lowest place as in the case of democracy. The World Bank’s
Worldwide Governance (WGI) provide the starkest evidence of the mismanagement and
misrule by many of the region’s governments, which use strict repression to control their

societies.

Four significant observations emerge from Map 6.1, Figure 6.1A, 6.1B, 6.1C and 6.1D

concerning the governance status in the Arab region:

1) The whole region ranks the third worst with an average of -1.5. This average is close to the
worst-performing regions; Central Asia and SSF, with averages of -1.9 and -1.6
respectively.

2) The whole Arab region, subregion groups and individual ACs (except UAE, Qatar and
Oman as in Figure 6.3), fell far below the global average on the indicator.

3) The region and its subgroups are the only places which have had continuous deterioration
in governance scores over the study period. For example, the regional average was -1.2 in
1995, then gradually decreased to -1.4, -1.6 and -1.8 in 2000, 2005 and 2014, respectively.

4) Within the Arab region, the subgroups of RRLA and LICs have had the worse governance
score in the region and any other region in the world. Furthermore, the Arab region includes
six of the bottoms ten countries in the world with the worst governance scores (Sudan, Iraq,
Libya, Yemen, Syria and Algeria).

Figure 6.3: The Governance Indicator for ACs ( Average 1995 — 2014)
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The explanations for the failure of the Arab regimes to provide their people with the kind of
sound governance that can deliver prosperity is undoubtedly a quite complex and nested issue.
However, the most significant reasons tend to be associated or rooted in the political legacy of

dictatorship.

The current dictatorships in the Arab world were affected by the revolutionary movements
which emerged after independence in the 1950s and 1960s as a result of either military coups
or anti-colonial resistance, which tried to apply - at least at their earlier stages - some socialist
ideology (Dabrowski, 2012). They attempted to follow the Soviet experience of central
planning; in particular the import-substitution industrialisation strategies, price controls and
large-scale subsidies, trade protectionism, and rapid growth of the role of public ownership
because of outright nationalisation policies (Hochman, 2009). These policies were supported
politically, military and economically by the Soviet bloc. Many countries, especially those
involved in regional conflicts, allocated a considerable share of their public expenses to

military and security programmes.

This Arab socialism was associated politically with authoritarian regimes inspired by
influential and charismatic leaders such as Gamal Abdul Nasser in Egypt*, and Houari
Boumedienne in Algeria®. In the resource-rich countries of the region (RRLA and RRLI),
authoritarianism has been driven by the need to control oil resources (Yousef, 2004). While in
labour-abundant countries (RPLA and LICs), the interplay of state preferences, mass politics,
and anti-colonial fights has led to the strong engagement of the military in political life (Vitalis
and Heydemann, 2000).

Moreover, the Arab—Israeli conflict that is yet to be settled, the perceived adversarial global
power interventions in the region, several civil wars and other violent internal conflicts have
provided strong arguments for Arab authoritarian regimes to expand their fiscal capacities and
push resources into military programmes in order to control the country’s resources and to

repress opposition in the name of "protecting national security" (Bellin, 2004; Rougier, 2016).

Therefore, many of these nations seem to have built their modern political authority on

patronage rather than on formal institutions; their external rents, and moral legitimacy

4 Abdel Nasser was the second President of Egypt, serving from 1954 to 1970, he led the 1952 overthrow of the
monarchy.

45 Boumédiéne served as Chairman of the Revolutionary Council of Algeria from 19" June 1965 until 12t
December 1976 and thereafter as the second President of Algeria for two years.

143



providing authorities with efficient tools to subordinate and coerce the rest of the society (The
Carrot and Stick Approach) (Izquierdo Brichs, 2012).

During the 1980s and 90s with some external factors, mainly, the demise of the Soviet Union,
deterioration of oil prices, and economic reforms in China, India and other developing countries,
in addition to local pressures, such as poor macroeconomic instability and the desire to avoid
political unrest (Dabrowski, 2012), some of the Arab autocracies endeavoured to apply minor
official political reforms to promote modern citizenship concepts through mechanisms of mass
mobilisation (political parties, trade unions, or civic associations). However, these efforts
eventually had limited effects on pluralism and democracy as new complex mechanisms were
introduced allowing political control to remain over the process of political openness through
the same dictators but in a semi-liberal shape (Yousef, 2004). In other words, these reforms
have been more in the spirit of “political liberalisation” and not genuine “democratisation”,
through enforcing restrictions on political and civil rights to ensure they do not expand to levels
that would allow the citizenry to exercise greater collective control over public policy (Brynen
et al., 1995). In this process, some states have still remained full autocracies over the last 50

years, such as Iraq, Libya, Saudi Arabia, Syria, and Sudan.

Furthermore, the Arab countries sank into a trough in terms of the capacity of institutions due
not only to the repression, dictatorships and absence of a ‘state of law’, but also the autocratic
regimes which were associated with a high level of corruption. The ruling elites who control
both the polity and key sectors of the economy exemplify an extraordinary level of corruption.
They abuse formal and informal institutions to control the accumulation and distribution of

resources and jobs in order to extend their power and amass illicit wealth.

For a further understanding of institutions in the Arab world, the next sections in this chapter
will provide an in-depth assessment of the six aspects of governance and its impact on Arab

societies.

6.3 Democracy (Governance input)

The first dimension of governance is a democracy, which can be considered the input of an
institution’s system as it is the process by which governments and authorities are selected,
monitored and replaced. Diamond (2005), defines democracy “...as a system of government in
which the people choose their representatives, and can replace them, in regular, free and fair

elections.”
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Democracy also refers to the degree to which the people of a country can engage in the selection
of their governments. This includes measuring different aspects of political rules, civil liberties
and political rights. It introduces the concept of public accountability, which gives
policymakers access to power and national resources while being held responsible for failures
in executing policies (Jaunky, 2013). Democracy’s key features notably include; freedom of
the press, free political parties and open elections which give the government legitimacy and
offer taxpayers a share in the decision-making process.

A broad understanding of democracy is grounded in two principles: firstly, popular control
over public decision-making and decision-makers, and secondly political accountability among
those who exercise that authority (Harrigan and EI-Said, 2011). These are measured using two
governance indicators; voice and accountability (VA), and political stability and absence of
violence (PS). The first represents participation in free elections within a liberal system that
affords equal opportunities for all, besides the independence of the media which observes those

in authority and holds them accountable for their work (Kaufmann et al., 1999).

The second refers to the stabilisation of the political system. The political process and
development can influence the process of overall development. Of importance to the process
of development is a stable political environment. According to Morrison and Stevenson (1971,
p. 348), political instability means "a condition in political systems in which the
institutionalised pattern of authority breaks down, and the expected compliance to political
authorities is replaced by political violence.” In addition, an unstable political system can
influence other components of a country's institutions. For instance, the rule of law can be

affected by political instability through its impact on state institutions.

6.3.1 Voice and Accountability

The voice and accountability (VA) scores for countries on the dataset are presented in Figure
6.3A. High scores for VA are concentrated in North America, Western and Eastern Europe,
and the advanced economies in South Asia, with very low or even negative scores in most
developing countries. However, in the last five years, progress in VA has either stalled or
declined in all regions of the world, even in America and Europe. The world, therefore, seems
to be moving towards a less liberal environment and sliding further and further into
authoritarianism. Some democratic countries are at a stage of returning to dictatorial rule, while

other countries that have been authoritarian are becoming even worse.
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Figure 6.3: Voice and Accountability (VA) indicator
A. Region B. Arab subgroups

w0 T5s
=

) | o
1313, 133
17
- | 0098,
w |
|‘ 4448, v
o III

mean of VA
5
L
|
I

mean of VAE

-5

-—
. -024 III
-25
35
a7

1

|| e
13-13

EAS EUR  NAC LCN  SSF ]

Advanced economies Developlng economies LICS RRLI
I 100590 [ 2000-04 I 199599 [ 2000-04
N 2005-10 [N 2011-14 I 200510 I 201114

Source: Author’s estimates based on World Bank’s Worldwide Governance Indicators (WGI)

The voice and accountability scores in the Arab world during the study period were consistently
low and deteriorating with a negative average, no exception (Figure 6.3B). The region not only
ranked the lowest in the world with an average of -1 but the lowest individual country scores
worldwide are also found in the region. For example, Sudan, Saudi Arabia, Libya and Syria

with scores below -1.5, and are the lowest score in the world (Figure 6.4).

Figure 6.4: Voice and Accountability by Arab countries (1995-2014)
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Once again, the explanation of VA in the Arab region is closely related to the historical
“democracy deficit” of the Middle East, which has kept many dictators in place for many
decades. According to Bellin (2012); Hinnebusch (2006) the ACs have the highest rate of
political grievances, especially those arising from “democracy shortfall” of longstanding

dictatorial rule, widespread governmental corruption, restricted opportunities for participation
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in public and political life, a deteriorating justice system, and an oppressive security apparatus
well-known for torture, arbitrary arrest, and other human rights violations. Costello et al. (2015)
manifested that the Arab countries form the world’s largest set of autocratic regimes and have

a long history of poor governmental performance and human rights breaches.

The other explanations for lack of voice, participation and accountability, are related to the
people themselves. The political systems seem to be suffering from limited checks and balances
in the absence of strong parliaments and a genuinely independent judiciary, as well as prevalent
corruption and policy implementation uncertainty. Thus, these shortcomings appear to be
fuelling popular passions of mistrust in the political system as a whole with strong feelings that
their voices do not have any value to change any issue. The impact of the lack of accountability
translates into poorly informed economic decisions, irrational policy preferences, and

ultimately, miserable socio-economic competitiveness as presented before Figure 6.2.

Evidence by Kaufmann et al. (2005) points out that countries with a strong voice and
accountability structures tend to have more powerful economic institutions and are more
competitive. For instance, although in Tunisia, a large amount of resources was devoted to
encouraging innovation and research with numerous subsidy programmes and tax breaks, these
funds did not yield any significant results. This may be due to Tunisia's governance regime,

undermining its strategy and efforts to develop a knowledge-based economy.

6.3.2. Political Stability

The political stability (PS) indicator scores for all regions, except the Arab region, were lower
than the VA indicator (Figure 6.5A). For instance, the average PS scores for developed
countries were less than half that of VA and 20% for developing states. Another noticeable
point regarding Eastern European countries is the considerable progress they have made
between 1995 and 2005, as their average VA index more than doubled from 0.19 to 0.46 and
the PS score increased from zero to 0.18. Most post-communist states succeeded in sustaining
at least a moderate level of democracy, in spite of turbulent economic and political progress,

military conflicts and coup attempts (Fidrmuc, 2003).
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Figure 6.5: Political Stability and Absence of Violence/Terrorism (PV)
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In contrast to the world’s trend, the PS score in the Arab world was much better. For example,
the overall PS average for the region was -0.5, which is a great improvement on the poor VA
score of -1 (Figure 6.5B). However, three countries, Sudan, Iraq and Yemen, had the lowest

scores in the region with averages worse than their VA indicator (Figure 6.6).

Figure 6.6: Political Stability for Arab countries (1995-2014)
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Interestingly, also in Figure 6.6, four Arab countries (mostly monarchies) have positive scores,
three of these, the UAE, Qatar and Oman, attained a level of political stability similar to some
European countries. Although other non-republic nations such as Bahrain, Jordan, Morocco
and Saudi Arabia did not achieve the same level and still have negative scores, they still
achieved a considerable high level compared to other countries in the region. These figures are
consistent with the argument that monarchies are more politically stable than republics in the
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Arab region, as they have survived for decades against the political storms that have blown
away the neighbouring republics especially the tide of the Arab Spring Revolutions that have
swept most Arab countries since 2011 (Aysan et al., 2006). According to Yom and Gause 111
(2012), Arab kings and princes have seen sitting on their thrones secure against the winds of

change.

Many arguments have been presented to explain this striking relationship between regime type
and regime persistence. Firstly, the cultural argument holds that Arab Kings, Emirs, and Sultans
not only enjoy their stable and long reign based on traditional religious and tribal legitimacy
but also reinforced and promoted by a tribal organisation (Kostiner, 2000). Furthermore, the
royal families of Morocco and Jordan claim descent from the Prophet Muhammad himself,
according to article 19 of the Moroccan constitution, the king is the “Amir al-Mumineen”
(Commander of the believers) and the defender of the faith and the Saudi kings, named as
"Custodian of the Two Holy Mosques”, act as a general symbol for all Muslims. While
‘presidents for life’, such as Hosni Mubarak, Ben Ali or Muammar Gaddafi, continuously need
to manipulate elections and expand national-security imperatives in order to govern indefinitely
(Filiu, 2011).

Secondly, the legitimacy of kings is virtually impossible to measure directly (Costello et al.,
2015), simply because the royal ruler has the right to choose a new prime minister and grant
them rights and privileges to achieve executive purposes. However, after a while, if people do
not accept these policies, the king can intervene in the system to spearhead controlled reforms
that defuse public discontent and then the majority of the blame can be transferred to an
executive person rather than the real player (the monarch). Thus, the king can revoke all given
rights and reassigns a new administrator to manage his own policy (Yom and Gause 111, 2012).
Where royal blood relatives dominate key public offices and positions, this can further help to

keep the regime intact.

Thirdly, the monarchies experienced fewer protests during the Arab uprisings due to their
cooperation to repress any dissent. In February 2011, the Gulf Cooperation Council Countries
(GCCC) (Saudi Arabia, Kuwait, Qatar, and the UAE) pledged US$20 billion to support
stabilisation in Bahrain and Oman and provided Jordan and Morocco access to a US$5 billion

fund to counter the demonstrations (Yom and Gause 111, 2012).

Lastly, oil wealth provides the funds for financing social programmes, public jobs, and creating

an internal security apparatus to repress dissent. In contrast, regimes in Egypt, Tunisia, Syria,
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Libya, and Yemen have continued to depend on personal and tribal loyalties, extensive
repression and poorly funded welfare programmes (Goldstone, 2011). During 2011, the Gulf
monarchies spent their fossil-fuel incomes heavily on facing down a dangerous Arab spring,
either to avoid the occurrence of protests or to suppress the demonstrations. For example, in
Kuwait after popular protests in the El-lrada square in 2011, the Emir of Kuwait Sheikh Sabah
Al-Ahmad decided; in order to calm his population, to grant to all citizens about US$3,600
on the occasions of the 50th anniversary of the country's independence from British protection
and the 20th anniversary of the liberation from lragi invasion (Al-Atiqi, 2013). Similarly, The
Saudi King, Abdullah bin Abdul Aziz, announced plans to allocate allowances and social grants
of about US$36 billion to avoid protests against his government. The King offered a 15% pay
raise for public employees and aid for students and the unemployed (Althani, 2012).

Overall, in terms of democracy, the lack of stability and accountability in the public sphere has
allowed the status quo to remain entrenched in most of the ACs. All these factors were among
the leading force behind the protests in 2011 and beyond. The real call of the Arab spring was
for full civic rights, dignity, and the renegotiation of the social contract based on modern

governance principles and inclusion.
6.4 Public Administration Capacity (Governance process)

The Public Administration capacity is considered the middle phase of the governance system.
According to Schneider and Enste (2000), regulatory restrictions and bureaucratic procedures
not only limit competition and performance of markets but also provide a fertile environment
for corrupt activities. If people and businesses consider that contracts will not be enforced or
defended, their incentive to engage in the informal economy increases. This dimension is

covered by two essential factors: government effectiveness and regulatory quality.

6.4.1 Government Effectiveness (GE)

The GE indicator measures the quality of public services, bureaucracy and the quality of policy
formulation and implementation, in addition to the degree of its independence from political
influences and the credibility of the government to such policies (Kaufmann and Kraay, 2008).
According to OECD (2001), the delivery of civil services involves the interaction between the
government (politicians), bureaucrats and citizens. The government mobilises citizens to pay
taxes in return for public services. Using tax collected, the government hires bureaucrats to

deliver services. Since taxpayers perceive taxes as the price for quality public services, the
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provision of poor-quality public services could be perceived as an abrogation of the social
contract between a government and taxpayers, which could lead to tax evasion, and potentially
increases the possibility of a fiscal deficit.

Figure 6.7: Government Effectiveness (GE) (1995 — 2014)
A. Region B. Arab subgroups
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The estimated scores of the GE indicator may classify the world into two groups, as seen in
Figure 6.7A. The first group is countries which represent effective governments with an index
above the world means value, and this includes North America, all European countries and all
of Southeast Asia. Despite some developing countries making good or even excellent progress,
such as in the case of transition economies in Eastern Europe, their GE indicator is still very
low compared to advanced economies. Other developing regions that have scores below the

mean are classified as ineffective.

The World Bank (2004b) shows that in many developing countries where public services are
accessible, they are characterised by poor technical quality, dysfunctionality and inability to
match the needs of the diverse public. According to Gani (2011), the government effectiveness
element of governance influences the sustained long-term growth of developing countries. For
instance, Pushak et al. (2007) found that there could be a higher growth payoff from
macroeconomic stability and public expenditure in countries characterised by relatively better
public sector governance. Therefore, states that maintain efficient governments designated by
minimal bureaucracy, high-quality public service, and with an eye for financial integrity and
better management of public resources, and equally enforce official rules and regulations with

high potency, can gain the confidence of producers and investors.
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The scatter plot in Figure 6.8 shows a positive relationship between government effectiveness
and the provision of public services such as the physical infrastructure indicator with a
correlation coefficient of 0.6629. This means either the government is effective and provides
high-quality public services (quadrant 1), or it is ineffective and delivers unsatisfactory services
(quadrant 4), or it affords moderate quality and its efficiency is still not so high (quadrant 3).
More important, there is no strong evidence of effective government presenting low public
services (quadrant 2).

Figure 6.8: The relationship between government effectiveness and public services provision
(1995-2014)
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Concerning the Arab region, despite wide dispersion regarding public sector characteristics,
the region on average performs only slightly worse than similar competitor countries in other
regions, as measured by the government effectiveness indicator. The Arab region was the third-
worst region after Central Asia and Africa (Figure 6.7A and 6.7B). However, this indicator is
the best score for the region among all governance indicators with an average of -0.2; even in

LICs subgroup, the score was about half of all previous indicators (VA and PS).

In the Arab region, according to Jabbra (1989), the core structures and procedures of
administrative and bureaucratic systems were primarily designed and implemented by the
Ottoman rule and were reshaped after the two world wars by the French or British colonial
powers. After independence especially during the turn into the socialist era, there was a

common belief in the Arab states that the bureaucracy of government should play an effective
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central role in development, political and socioeconomic issues (Al-Hegelan and Palmer,
1985).

However, ACs found that the bureaucracy system was ill-equipped to carry out the daunting
responsibility of development; its employees and even in some cases its top echelons did not
have sufficient education, training and skills to enable them to carry out their duties with
competence and effectiveness. Thus, from the 1980s, Arab leaders felt administrative
development must accompany, if not precede, development. Hence, they proceeded to
modernise their bureaucracies by inviting foreign experts to advise on how best to achieve
administrative improvements, and public servants were sent abroad to train in the best
institutions (Ayubi, 1986).

During the 1990s, Arab rulers realised that neither of their efforts to promote the administrative
quality and capacity of their administration been successful nor had their hopes to achieve
political and socioeconomic progress been satisfied (Jreisat, 1997). The bureaucracy was
unable to reform itself and so could not improve its service to the public. In fact, "the
bureaucracy has become an instrument of domination, and the bureaucrats have turned into a

new exploitative class" (Riggs, 2001).

Currently, there are improvements in the progress in GE in some Arab states as most are located
in quadrant 1 in Figure 6.8. This is due to implementing strategies aimed at improving the
effectiveness of governments primarily in the UAE, Qatar, Bahrain and Oman. However, in
the majority of Arab nations in spite of their numerous efforts to reform governmental bodies,
they have been unsuccessful in delivering the necessary change and development. As Jreisat
(2001) noted, Arab people mostly, consider bureaucracy as a mode of arduous procedures and
defective arrangements. Government departments for them mean corrupt places, which are
based on lazy and inflexible applications of outdated administrative processes and open the

way for favouritism, nepotism and bribery.

This undesirable situation brings into question who is responsible for, and why the reform
programmes have not succeeded in modernising Arab bureaucracies. From their side,
governments’ leaders accuse their public servants of being incompetent and corrupt, while most
Arab citizens blame their political and governance system for such frustrating conditions. There
are different diverse causes for this failure. Whereas there are several reasons related to each
Arab country, they still share some common grounds for the deficiencies.
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The concentration of power is a standard feature of Arab authorities. It is concentrated at
the top of the organisational hierarchy. This situation has led to a series of problems,
including "red tape"”, lack of coordination, an absence of communication, unclear job
descriptions, and overlapping tasks and functions (Schwanitz, 2004).

The political rulers have always interfered with the bureaucracy in order to protect their
regimes and promote their interests (Nabli, 2007). Such intervention is bound to cause
confusion in the bureaucracy and distract it from pursuing development priorities and
responding to the real demands of the citizens.

Another serious issue facing Arab governments’ effectiveness is the lack of qualified
employees, poor training, and incongruences between the job requirements and available
facilities (Sahnoun et al., 2014). As noted by the AfDB (2012), the private sector or
multinational corporations attract most of the intelligent and outstanding people through
high salaries, significant material incentives, and much better working conditions with
flexible work rules. In contrast, a large number of educated people who join the public
sector are often given jobs, which do not match their level of education and training or have
inappropriate wages for their qualifications.

Furthermore, corruption is a persistent feature of bureaucracy almost everywhere in the
Arab countries. Corruption spread across governmental agencies because of public
servants' weak commitment to regulations, their lack of appreciation of the concept of
public service; as they see the provision of public services as a favour rather than citizen
rights, inadequate salaries, and the absence or weakness of key institutions to ensure
accountability (Pramanik, 2007; Salamey, 2015; Touati, 2014).

Arab bureaucracies can be classified into two groups regarding staffing. The first group,
which experience “overstaffing” are present in all Arab states except the RRLI. This has
resulted in confusing and poorly coordinated administrative structures. Public service
employment in these countries has become a way to hide unemployment and a means of
absorbing fresh graduates into the job market but leads to a low degree of productivity,
accountability and inefficiency (Pissarides and Véganzones, 2006; World Bank, 2004a).
The other group, which practice "labour importing™ have understaffed bureaucracies, with
many unqualified employees. These are countries prone to hiring foreign personnel to fill
vacancies in the public sector (OECD, 2010). However, they are often not fully utilised and

complain about not fully understanding their duties and responsibilities. Furthermore, in

154



some cases, the diversified background of international employees has contributed to

reduced communication (Alvi, 2001).

6.4.2 Regulatory Quality (RQ)

The Regulatory Quality (RQ) indicator is another aspect of governance that can impact long-
term development. It captures perceptions of the government’s ability to formulate and
implement sound policies and regulations that permit and promote a market-friendly

environment, especially for private sector development (Kaufmann et al., 2006).

The world and regional trends for regulatory quality during the study period were quite close
to the previous indicator (Government Effectiveness) in the public administration dimension.
The burdensome regulation of entry for firms was associated with less democratic
governments, greater corruption and larger informal economies in particular in Central Asia,
Africa and Arab regions (Figure 6.9A). In these countries, the bad regulatory environment
interferes with enterprise activities through permits and licenses, arbitrary taxation and
superfluous statutes (Safavian et al., 2001). Therefore, “institution building,” including
building a “good” regulatory regime, is one of the most challenging problems facing all
developing countries and the transition economies at present (Parker and Kirkpatrick, 2005).
Because building effective regulatory structures are not only the technical design of the
regulatory instruments but are also involved in the quality of supporting regulatory institutions
and capacity (World Bank, 2002).

On the other hand, in developed countries which have more transparent guidelines in terms of
issuance of permits, fees charged and taxation, one expects firms to engage in production. In
addition, the social welfare purposes of regulation are concerned with the pursuit of economic
efficiency, and with broader goals to promote sustainable development. Efficient regulation

achieves the social welfare goals at minimum economic costs (Gani, 2011).

Regarding the Arab world, although the improvement of regulatory quality is considered as an
essential element of governance reform across the region, as illustrated in Figure 6.9A and
6.9B), ACs have half of the world’s mean score, and two subgroups (LICs and RRLA) hold
the lowest score worldwide. In most of the Arab states, the absence of good regulatory quality
makes it easier for the government to pursue market-unfriendly policies and impose excessive
and onerous regulatory burdens, thus hindering the development process and frustrating the
governance improvement efforts. However, GCC and others from RPLA countries have

improved legislative capacities in recognition of their role in improving regulation. Given the
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level of current regulatory activity, political commitment is pivotal to improving the quality of

regulation.

Figure 7.9: Regulatory Quality (RQ)
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This conclusion is supported by the Doing Business (2004) report which highlights how easy
or difficult it is for a local entrepreneur in a region to open and run a small to medium-sized
business when complying with relevant regulations, the Arab world as a whole earned a
composite score equivalent to that of the 103rd country in the rankings (among a total of 184
countries ranked), behind Southeast Asia and Latin America. Nevertheless, the differences
between the sub-regions were also pronounced as the GCC countries had an average score of
39, far ahead of the rest of the region. The lag is most considerable concerning regulatory issues
in particularly bureaucracy, building permits, and contract enforcement. For instance, starting
a business required an average of 8.3 procedures in the region in 2012, more than twice the
number in North America, with Algeria scoring the worst, at 14 procedures, while Saudi Arabia
was the best, at only three. Besides that, contract enforcement required an average of 45
procedures, the highest of all world regions. That performance partly explains the low rate of
formal businesses creation in the region, which has among the lowest business densities of any
world region and therefore not allowing the private sector to play its pivotal role in growth and
development.

6.5 The State of Law (Governance output)

The state of law or the state of justice means, the state power is based on the national

constitution and ensures the safety and constitutional rights of its citizens. This is the last
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dimension of governance, and it concerns the rules of society, property rights and anti-
corruption policies. It is represented by the last two indicators of governance, ‘rule of law’ and

‘control of corruption’.

6.5.1 Rule of Law

The term “rule of law” is used to mean independent, efficient, and accessible judicial and legal
systems, with a government that applies fair and equitable laws, consistently, coherently, and
prospectively to all of its people (World Bank, 2004a). Therefore, there are four routes to an
appropriate and efficient rule of law in a society: firstly, through the control of violence and
the provision of personal security; the second way is through protection of property and
contract rights; Thirdly, by institutional checks on the government through independent

judiciaries; and finally, through control of bribery and corruption.

Figure 6.10A may help to explain why institutions were weak in many developing countries
because the rules simply are absent, suboptimal, or useful regulations are poorly enforced.
Except for few transition countries especially in Eastern Europe, all developing regions have
negative scores regarding the rule of law, and their overall average (-0.5) was far below the
average of democratic states (1.5) or even the world average (0.2). These states still suffer from
ineffective legal and judicial systems, and laws are not reformed to fit the requirements of
effective functioning in modern society. For instance, there is an absence of property rights, or
they are not clearly defined or adequately protected in an economy driven to encourage
opportunism, with individuals or groups exploiting the lack of private ownership. Furthermore,
the spread of violence in developing countries through fully-fledged civil wars or crimes leads
to personal insecurity linked with illegal activity and significantly affects development (Ayres,
1998; Buvinic and Morrison, 1999). The World Bank (2006) has estimated that decreasing the

homicide rate by 10% increased per capita GDP by 0.7% — 2.9% over the subsequent five years.

It is fair to say that, the record of Arab states has been mixed, as shown in Figure 6.10C. While
some countries, in particular, GCC and Jordan, have had positive progress, the rest of the region
suffered from miserable conditions in terms of the Rule of Law (RL) indicator. These different
scores pushed the overall average for the region ahead of all other developing regions. This
contradiction can be explained if the nature of the improvement itself is carefully analysed.
Indeed, the GCC countries have enhanced their legal infrastructure, particularly the quality of
contract enforcement, reliable protection of property rights and the independence of
commercial courts (Looney, 2013). Other serious efforts have increased the public’s
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confidence in the rules of society, such as traffic laws. Also, it has significantly succeeded in

reducing rates of violence and crime in its communities (Saif, 2009).

Figure 6.10 Rule of Law (RL)
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Nevertheless, these sorts of improvements do not include essential elements of political

governance that were addressed within the rule of law indicator. For instance, Qatar was able

to undergo significant changes and ranked first in the region by an average score of 0.62.

However, Freedom House describes the judiciary in Qatar as “not independent in practice”.

While the constitution protects individuals from arbitrary arrest, detention and bans torture,

Law 17, issued in 2002, grants the right to suspend these guarantees for “the protection of
society” (Bahry, 2013).
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The risk of this kind of development is that after a while, it will become difficult for the Gulf
countries to sustain their progress if the necessary political reforms are introduced without a
real desire to enact them. The Gulf case supports the argument that the maintenance of the rule
of law is not necessarily unique to democratic societies (Ungar, 2002). Despite this, these two

institutional characteristics; democracy and the rule of law, are highly correlated.

In both situations, the absolute absence of the rule of law in some Arab states or loss of the
political aspect in others, the Arab masses have asked for an end to the system of autocratic
rule and its replacement with the rule of law and institutions that respect the individual and
collective freedoms of citizens, uphold the separation of powers and use elected structures as
their basis (Schwanitz, 2004). However, the only response from the rulers is to decorate their
constitutions with phrases that respect all aspects of the state of law including human rights,

justice, and equality before the law, without any real actions on the ground (Kaufmann, 2006).

The following points highlighting, in brief, the major and frequent defects that impede the rule

of law in most of the Arab countries:

e Obstructions of justice: Although independent judiciaries are in the heart of the rule of
law of any state, all Arab justice systems have severe threats to their independence because
of the direct influence from the executive authority or through their influence on the
legislative authority (Cheema, 2005). Furthermore, the spread of military courts and state
security courts negates from the principles of fair justice by detracting from guarantees of
a fair trial (Moustafa, 2007). Thus, in reality, there is a considerable gap between
constitutional texts and actual legal practice in protecting the personal security of the Arab
citizen.

e Constitutional failings: Arab’s constitutions do not include many key respects of
international norms implicit in the charters to which ACs have acceded. These constitutions
adopt ideological or doctrinal formulas but with empty stipulations of general rights and
freedoms. This allows individual rights to be violated in the name of official ideology
(Brown, 2012). Other constitutions also are not explicit with regards to freedom of opinion
and expression and tend to restrict rather than to permit them(Malki, 2014).

e Legal restrictions: In fact, six Arab countries, Kuwait, Libya, Oman, Qatar, Saudi Arabia,
and the United Arab Emirates, still prohibit the establishment of political parties, while in
many other countries there is a high degree of restrictions on the formation of political
parties(Al-Rasheed et al., 2009). In addition, although the majority of the Arab nations
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support the right to form civil associations, most regulations which manage the civil society
sector involve a wide array of restrictive measures that hinder the exercise of that right. The
government have the right, and can any time dissolve the associations themselves, or their
boards. Their affiliations and sources of funding are also subject to strict controls (Yom,
2005).

e National security measures: Many Arab states have undergone exceptionally long periods
of martial law or emergency rule, and in most cases transformed from interim regulations
to permanent ones. Declarations of emergency were often simply a pretext to suspend basic
rights and exempt rulers from any constitutional rules. Particularly after the 11" September
2001 (9-11) attack on the USA, most Arab countries passed anti-terror laws based on a
broad and unspecified definition of “terrorism” (Kotter et al., 2015). These moves have
given government security agencies sweeping powers which became a form of a threat to
basic freedoms in many countries. Such laws curbed freedom of expression and expanded
police powers of search and arrest (Hazen, 2016). In some cases, these rules increase the

use of military courts and allow illegal detention (Al-Rasheed et al., 2009).

6.5.2 Control of Corruption

Corruption is a general term that covers several aspects of abuse of authority including fraud,
nepotism, bribery and even extortion (OECD, 2007). Transparency International (2002)
defines corruption as consisting of “the abuse of delegated power for private ends and
purposes”. In turn, the World Bank distinguishes three types of corruption, reflecting variations
regarding the scope and frequency of practice. The first class is the abuse of political power;
where political decision-makers, making and applying laws, use their official position to
improve their wellbeing, their status or their personal power. Secondly, large-scale corruption
which involves all relationships for private purposes between corporations or more general by
networking ways and interest groups. Lastly, small-scale corruption when minor officials, who
have no decision-making powers, practise it and small bribes often sustain it as support
(Paldam, 2002).

The evidence from our dataset shows that corruption is a global problem, worsening over the
last two decades in all regions either developed or developing (Figure 6.11A). According to
the OECD (2014), it is estimated that more than one trillion dollars are spent each year on
bribes globally and that US$2.6 trillion was lost due to corruption in 2014; that is 5% of global

GDP, and the actual figure is probably even higher. Furthermore, of the over 7 billion people
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alive today, over 6 billion live in countries where corruption is endemic (Transparency
International, 2016). Despite all these activities, corruption remains arguably the single most

significant issue facing societies worldwide in general and emerging countries in particular.

Tackling corruption is the focus of a massive effort and an ever-expanding body of rules and
regulations across the world. Many countries have taken definitive steps towards tackling
corruption risk in recent years through launching initiatives to battle against corruption or apply
a Bribery Act (OECD, 2014).

In a society based on justice, compassion, and morals, corruption cannot be so conspicuous.
Likewise, inequality, poverty, and deprivation cannot have any place in a society guided by
high morals, ethics and values result in the absence of corruption (Robinson, 2012). However,
in emerging economies in the early stages of development, the greed for achieving personal
wealth or benefit, whether legally or illegally, is likely to foster development. The desire to
achieve a specific standard of living as set by the society is the guiding force behind the
fulfilment of material expectations either by lawful or unlawful means. However, after these
levels of expectations are attained, it is likely that some people then start paying more attention

to other moral and ethical human qualities (Kidd and Richter, 2003).

Most international studies and rankings give many Arab countries lower scores for control of
corruption and government transparency. As shown in Figure 6.11A and 6.11B, the control of
corruption index developed by the World Bank ranked the Arab region as the third-lowest
region on the index with an average of -0.4 followed by Central Asia and Africa. Out of 17
countries only five, mainly the Gulf countries excluding Saudi Arabia, have managed a positive
score and have progressively become less corrupt than other countries in the region, while Iraq
is the most corrupt. Transparency International (2015) on its corruption perception index (CPI)
scored, 90% of Arab countries with a "failing grade” and identified five out of the ten most
corrupt countries in the world to be from the region. Only the UAE and Qatar were said to

"have managed to remain above the average"; despite their scores have gradually declined.
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Figure 6.11: Control of Corruption (CC)
A. Region B. Arab subgroups
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The International Country Risk Guide also estimated a corruption score of 4 out of a maximum
of 6 for the Arab region over the period 1984 — 2013 (Ali and Saha, 2016). Moreover, according
to the BTI (2014) report, most of the ACs are poorly ranked regarding corruption control, with
scores fluctuating from 2 for some countries to 5 for others on a maximum scale of 10 (Chene
and Hodess, 2007).

Based on all of these indicators, it is clear that in Arab countries corruption is a common and
serious issue, which level has increased, but at different degrees and with diverse causes in
each of the countries. According to Andvig and Fjeldstad (2000), the latent reasons behind
corrupt behaviour is the offer of bribes, which are, simultaneously, an economic, institutional,

political, and cultural problem.

On the socioeconomic side, as mentioned in chapter 5, latent reasons behind corruption include
the high prevalence of poverty, illiteracy, along with unemployment (Al-Habees and Rumman,
2012). As for poverty, the condition is not better. In 2010, 140 million persons were living
under the poverty line, that is about 19% of the Arab population living on less than US$2.00 a
day. Regarding illiteracy, Arab countries have the lowest adult literacy rate in the world
(UNESCO, 2009).

Another important reason is salaries to the employee, especially in the public sector, are
incredibly low in some countries. Such low incomes drive civil servants towards corruption.
This is particularly prevalent in the high ranks of government officials; being very low paid

gives them an even stronger excuse to continue this habit. More generally, and by comparison
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with other developing or emerging regions, wages in most Arab countries (except the Gulf
countries) are found to be much lower. In 2014, estimates indicate that the average real GDP
per capita in the ACs was only about US$5,861 against US$8,642 in Latin America, and
US$6.462 in the East and Central Asia, while the world’s average was US$10.631 (Touati,
2014).

Specific to the economic side also, the rent-based economies characterising certain Arab
countries, in turn, do increase corruption, as the natural resources lying at the origin are sold at
prices appreciably higher than their real cost. Therefore, the sale of concessions is usually
associated with bribery payments (Hvidt, 2011). Similarly, the Arab regimes safeguard their
sustainability in power through the generous financing of organised-repression agencies and
media financing. For instance, in Iraq after the invasion by the United States in 2003, corruption
played a significant part in wasting its resources; especially the oil-related ones. Regarding the
report of Government Accountability Office (GAO) in 2007, the quantity of oil daily sold by
means of smuggling since 2003 would be estimated at a value ranging from $5 million to $15
million, which is equivalent of 10,000 up to 300,000 barrels a day, with the complicity of
corrupt executives in charge. This explains why Iraq is classified in the first rank on the list of

180 countries affected by corruption in both the public and private sectors.

Furthermore, concerning the social dimension of corruption in Arab nations, small-scale
corruption (bribe) is deeply rooted in the social norms. Many Arab societies do not or fail to
recognise bribe as inappropriate behaviour. The consent to this type of corruption as being
something “normal” is dangerous since it helps to consolidate a culture of bribery and
encourage corruption as an institution, as bribe providers and the receivers no longer view

bribery as a problem (Touati, 2014).

It is also worth noting that, in the Arab region, corruption is not exclusively the result of
economic and social factors, but also political circumstances. The political aspect, in turn,
stimulates corruption. Moreover, it is not a simple task in the Arab world to separate political
power from the economic one, as they must often converge into either a similar trend, a duly-
assumed long-lasting alliance, or into an objective consensus on a common ground of real

interests.

In such cases, structural corruption is part of systematic State policy. Structural corruption is
one of the main barriers impeding reform in the ACs, given the fact that it is systematically

used to undermine political and civil activities, and create classes from the aristocracy and
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bureaucratic elites, who took advantage of the status quo and became the main part of the stake

groups in the political power structure (Cartier-Bresson, 2000).

Pramanik (2003;2007) findings on the distribution of economic power (DER), shows the Arab
region is highly polarised. The index value of DER for the nine wealthy Arab countries was
very unfavourably at 27 compared with the value of European and North American countries
at 67. Given such a high concentration of resources, who benefits from public services or
government development investments? Undoubtedly, the allocation functions covering these
economic activities are easily manipulated in favour of those who also finally control economic
power. Therefore, as long as the economic power remains concentrated within the privileged,
or more precisely, the ruling class and their allies, the openings for corruption concerning the
regulation of economic activities in the basic sectors of the economy can hardly be closed in

any feasible way (Pramanik, 2007).

This chain of political corruption is made possible by the concentration of political power in
few hands that make full use of the concentration of the economic powers at their disposal, and
the manipulation of law paves the way for economic corruption, as a natural consequence of

the political corruption.

One possible solution to undermine this chain is an improvement in democracy, as the
decentralisation of power comes only through the recognition of the people’s power to change
the politicians who promote corruption. In democratic systems, citizens can remove politicians.
Thus politicians think carefully when they are faced with the choice of engaging in an illicit
act. Since democracy in the Arab region remains virtually absent, political corruption not only
prevents autocrats and their underlings from being held accountable for their poor economic
judgment but also prevents critics from pointing out government incompetence and corruption
(Emara and Jhonsa, 2011).

In conclusion, the phenomenon of corruption which has spread throughout the whole Arab
world was initially caused by social and economic aspects but has been enhanced by poor
governance and incompetent institutions. Therefore, corruption should be considered as a result,

rather than a reason.

6.6 Main observations on governance in the Arab region

The first important observation from the above comparative analysis is that some countries

generally show significant progress in governance indicators. In contrast, the rest of the Arab
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countries lag behind in the rankings. Interestingly, the first countries are the Gulf kingdoms
except for Saudi Arabia, as can be seen in Figure 6.12A. Generally, Arab monarchies have
made significant progress in most of the governance indicators especially in the rule of law and
corruption control during the past two decades, while the republics still have substantial deficits
in all aspects and improvements or the willingness to promote good governance is very limited.
This remark raises puzzling and controversial questions: Is the monarchy regime more
compatible with achieving a high institutional reform? Alternatively, are the royal systems the

most suited for the nature of the Arab peoples?

As presented in Figure 6.12B, although most of the Arab monarchies have high scores, they
have not all had the same progress in the indicators. For instance, the Kingdoms of Saudi Arabia,
Morocco and Jordan not only have negative scores for all indicators, but they also have scores
which are significantly different from other countries in the group. For the Republics, although
none had positive scores for all the indicators, some of them, such as Tunisia and Lebanon,

have made much better progress than other Kingdoms.

Figure 6.12: The Governance indicators in Arab monarchies and republics
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Concerning the political stability of Gulf monarchs, Besides the reasons in the above section
6.3.2, the kingdoms have one important advantage: their political structures are flexible.
Modern monarchies can hold considerable executive power while ceding legislative authority
to elected parliaments. This gives monarchs more room to manoeuvre to pacify the people.

Additionally, in monarchies, succession can result in change and reform, rather than the

165



destruction of the whole system. In monarchies, rulers will stay in office as long as they are
willing to share their power with elected officials or hand the reins to a younger family member
who heralds significant reforms (Goldstone, 2011).

Furthermore, countries such as UAE, Qatar, Bahrain and Oman, who have made good progress
in some of the governance indicators, have applied appropriate and efficient strategies to
enhance the quality of bureaucracy and control corruption. In particular, the federal
government of the UAE, which set long-term national priorities, as outlined in the “Vision
2021” and includes diversification towards a knowledge-based economy, developing public
service excellence and moving towards sustainable patterns of living (ESCWA, 2017). These
strategies have contributed to the UAE, achieving considerable development with outcomes
close to advanced economies in terms of the environment for doing business or competitiveness
metrics (World Bank, 2017a).

However, all these achievements were only in economic and administrative aspects of
governance while its political institutions were utterly extractive. Besides their vast natural
resource wealth, the transformation to somehow inclusive economic institutions in some Gulf
countries is at the root of the country’s high economic performance. A large migrant population
has been helpful not only economically as a source of low-cost labour, but also politically in
diminishing any calls towards more inclusive institutions. This happened while extractive
political institutions and their political system remained under the control of the royal rulers.
The autocrat ruling families and their regimes are non-pluralist who use repression to control
opposition, support political clienteles, and they have been the main beneficiaries of this growth.
For instance, the Al-Nahyan family in the UAE leads both political and economic activities.
The Economist (2012), for example, alleged that the UAE entered into a confrontation with the
Islamists and laid off dozens of teachers who were believed to have Islamic political tendencies.
The UAE authorities also withdrew the citizenship of those accused of involvement in political

opposition and calling for reforms.

One may argue that this kind of growth will ultimately become unsustainable. The development
in GCC countries cannot continue unless the political institutions become more inclusive.
Simply put, without changing its political institutions, Gulf economies may not be able to
diversify their economies further and become less independent on oil rents in order to advance
to the next stage of economic growth, based on innovation. In addition, in these states, which

have a monopoly on violence and executive power, and operate without accountability, they
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will not be able to provide the rule of law or inclusive economic institutions in a sustained way.
At the same time, the financial incentives which used to placate the population will never
continue forever, especially with the decline in oil prices, and there will be no substitute for
political reform. According to Yamani (2013), the demands of the youth in the Gulf states were
not just economic, they were demanding “real citizenship rights, and being treated by their

government with dignity.”

In a related context, a potential confounding issue is an overlap between oil wealth and
governance system. For instance, all Gulf countries used rents from their huge natural resource
abundance; which is entirely under the control of their rulers, to buy loyalty, increase
government legitimacy foster regime stability and repress dissent (Colombo, 2012). This
natural resource rent is also what allowed them to ride out the storm of the Arab Spring.

Figure 6.13: Relationship between natural resource abundance and governance (1995-2014)
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As could be observed from Figure 6.13A and 6.13B, resource rents have negative impacts on
good governance and institutions in the world in general and the Arab region in particular.
Additionally, most ACs appear to be outliers compared to other countries by being located in
the quadrant of high oil and low governance. In fact, the relationship is displayed through a
clear segmentation of the labour markets, which acts as an effective mechanism for rent
distribution in the form of well-remunerated public-sector jobs and other rich social welfare

schemes to national citizens.
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In contrast, the populous group comprised of poorer rentier countries have experienced conflict,
violence and social unrest (Ali and Elbadawi, 2012) and (Selim and Zaki, 2016). For instance,
the combination of repression and natural resource abundance seemingly made Libya and Iraq
especially combustible: large political stakes combined with a dictatorship unafraid of using
overwhelming oppression. This result is consistent with a claim in the literature focusing on
the Arab region that natural resources hurt democracy and enable governments to maintain
their authoritarian rule (Anderson, 1987; Karam and Zaki, 2016; Looney, 2009; Salti, 2008;
Selim and Zaki, 2016).

Therefore, in all cases, Arab countries, regardless of whether they are labour-scarce or labour
abundant, resource-rich or resource-poor, have for many decades been ruled by single political
parties controlled by a dictator, who manipulates election processes and intervenes in the
judicial system. They also excessively use the force of the military, security agencies and
police on their citizens, with widespread violations of human rights and systematic repressions

against all opposition (Albrecht and Schlumberger, 2004).

The last critical observation focuses on the level of governance of countries that faced civil war
or violent political conflicts such as Iraq, Sudan, Algeria and recently, Syria and Libya.
According to Figure 6.14, countries that experience civil wars already suffer from inferior
governance practice. According to Walter (2015), the relationship between civil wars and
institutions is bi-directional, as violent conflicts destroy the whole governance system from the
side, while the weaker the institutions, the more likely a country was to experience civil fight.
Institutional frames can support the credibility of states committed to reform and eliminate the
need for violence. Additionally, rulers that are accountable to the public are liable to govern
better or at least in the interests of a broader audience. Thus, the grievances will be less severe,
creating fewer incentives to challenge the state.

Therefore, although raising the population’s standard of living and increasing economic growth
could help reduce the risk of violence, focusing on institutional reform and political
accountability mechanisms may be the best way to reduce the occurrence of civil conflicts and
wars. However, in these countries, building an appropriate and good institutional system is not
an easy exercise since the dictators in government are unlikely to give up absolute authority
easily. Establishing a good governance policy is the safest route to avoid future civil conflicts
and wars as the data shows that if there is significant institutional change, the likelihood of

returning to such excessive violence dramatically diminishes (Walter, 2015).
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Figure 6.14: Governance indicators among ACs highlighting violent conflict (1995-2014)
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Source: Author s estimates based on World Bank’s: Worldwide Governance Indicators (WGI),
World Development Indicators, and EIU

6.7 Concluding Remarks

Although Arab countries are different in many economic and institutional aspects, there are at
least three commonalities among them. First, across the Arab world, both economic and
political power is concentrated in the hands of a few. Second, the typical Arab state can be
characterised as a police state; its coercive apparatus is both fierce and extensive. Third,
external revenues from oil and other energy resources profoundly shape the region’s political

economy.

In light of these common factors, waves of protests had taken place in the Arab region in 2011,
referred to as the "Arab Spring". The movements emanated essentially from long-simmering
and closely interlinked political, economic and social dissatisfaction. This, in turn, was derived
from the repression of political, civil and media liberties, weak institutions and economic
problems, and was exacerbated by corruption, nepotism and lack of opportunities. The uprising
exposed the extent of people’s anger about the internal security agencies that maintained
authoritarian regimes. The Arab citizens were looking to end the cruel treatment from the hands
of unaccountable officials - the want for “human dignity”. In the language of the demonstrators,
this was as powerful as a motivator for popular mobilisation as was the passion for “bread” and

“freedom.”
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The Arab countries have generally failed in terms of the capacity of institutions not only due
to repression, dictatorships, and absence of ‘state of law’, but also the autocratic regimes who
are associated with a high level of corruption. The ruling elites who control both the polity and

key sectors of the economy exemplify an extraordinary level of corruption.

Regarding regulatory quality, ACs have half of the world’s mean score, and two subgroups
(LICs and RRLA) hold the lowest scores worldwide. In most of the Arab states, the absence of
good regulatory quality makes it easier for the government to pursue market-unfriendly policies
and impose excessive and onerous regulatory burdens, thus hindering the development process
and frustrating the governance improvement efforts. However, GCC and others from RPLA
countries have improved legislative capacities in recognition of their role in improving

regulation.

The chapter also points out that in addition to repression, autocracies, for their survival, rely
on patronage relationships and the exchange of the right of political inclusion for greater
economic security. Oil wealth, in particular, has sustained regime longevity in oil-rich
autocratic regimes irrespective of the degree of widespread repression, while in some other
autocracies (all outside the Arab region) economic crises have paved the way for the initiation
of the democratisation process. Therefore, it is possible to argue that the prospects for a popular
uprising in the Arab kingdoms will persist so long as their rulers continue to maintain broad-
based coalitions, secure access to hydrocarbon rents, and enjoy bountiful support from foreign
leaders.

In the Arab world, the analysis has also shown that development in governance performance is
not strongly associated with neither types of the political system - republic or monarchies, nor
economic resources abundance be they oil or otherwise. Improvements in the quality of
institutions have stemmed from effective executive strategies, implemented in a few Arab
countries, in particular, the UAE, Qatar, Oman and Kuwait. These programmes enhanced the
effectiveness of the governments, the quality of bureaucracy and public services, besides
practical plans to control corruption. This economic and administrative development combined
with oil wealth is at the root of the economic and institutional growth in these countries.
However, this happened in an environment of extractive political institutions such as the royal
families dominating the political system. While all institutions must be inclusive of sustaining
economic growth, the question then is whether these countries can reach the next stage of
economic growth, based on innovation, without changing their political institutions, especially

in an era of low world oil prices.
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In conclusion, this chapter completes what was started in the previous chapter in terms of
capturing a broader and in-depth assessment of the Arab region’s growth and development
circumstances from institutional perspectives. The inference from the analysis in the chapter is
that emphasising the rule of law, enhancement of democracy, ensuring the independence of the
judiciary, and providing equal opportunities at all levels will expand the chances of successful
development in the Arab nations and avoid any civil conflicts. This will be an essential factor
to help to accelerate the region's integration in the global trends in political, economic, human
and cultural development. The next chapter will attempt to undertake a more robust analysis to
provide additional evidence to support conclusions made in this chapter through the use of

appropriate economic models and econometric estimation approaches.
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Chapter 7

The Impact of Economic and Institutions Reform Programmes on
Economic Growth: An Econometric Analysis
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Chapter 7: The Impact of Economic and Institutions Reform Programmes

on Economic Growth: An Econometric Analysis

7.1 Introduction

This chapter contributes to the ongoing debate on the effectiveness of reform programmes in
achieving sustained growth/development for developing countries in general and Arab
countries in particular. In addition, the chapter provides a more in-depth and robust analysis to
support the conclusions from Chapters 5 and 6 regarding the effectiveness of reform
programmes. The chapter aims to robustly assess the economic, social and institutional reform
effort of the countries by estimating a conditional convergence equation for economic growth.
An assessment i1s made of six sub-samples of the dataset; advanced economies, developing
countries, Arab countries, and a comparison between sub-samples of the Arab region - GCC
countries, Arab emerging countries and countries that have experienced or are still under civil

war*®,

The setup of the empirical model is primarily driven by the Solow-Swan growth model with
the estimation approach following “Barro-type regression” as discussed in the methodology

chapter 4 (Barro and Sala-i-Martin, 1995).

The findings in this chapter will illustrate the similarities and differences between these groups
to determine the essential components of development, as well as the challenges of growth, as
it relates in particular to institutions. Shapley decomposition will be utilised to estimate the
relative contribution of each component in the growth model in order to highlight key variables
influencing growth in each group. These outcomes will help design an appropriate model of
development that can be applied in general to the Arab region, taking into consideration the

specific features of each Arab group.

Variables of two key components were used for the analysis — economic reforms and
governance quality indicators. As discussed in the previous chapters, the aggregated economic
reform indicators were generated using principal component analysis (PCA). The first

composite component is macroeconomic stability reform (M) incorporating exchange rate

4 As mentioned in Chapter four in sub-section 4.6.1 the classification of Arab countries in this chapter
will be slightly different than the previous analysis due to homogeneity problems and number of
observations of each group.
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(M1), the Budget deficit (M2), public debt (M3), inflation rate (M4), and the unemployment
rate (M5). The second is external stability reform (E) which contains current account balance
(E1), the ratio of external debt to exports (E2), total reserves in months of imports (E3), and
diversification index (E4). Thirdly, structural and business reform (B) consisting of foreign
direct investment (B1), domestic credit to the private sector (B2), and the concentration index
(B3). Fourthly, human capital (H), which includes health expenditure (H1), school enrolment
(H2), life expectancy (H3), and scientific articles published (H4). The fifth is physical
infrastructure (P), consisting of fixed telephone subscriptions (P1), improved water source

(P2), access to electricity (P3), and improved sanitation facilities (P4).

The last composite component is governance (G), which incorporates: voice and
accountability (G1), political stability (G2), government effectiveness (G3), regulatory quality
(G4), the rule of law (G5) and control of corruption (G6). In addition to the other three control
variables; the annual population growth rate (POP;y), the ratio of oil rent to GDP (oil;y), and
the share of high-tech products in exports (A)*'. Furthermore, two dummy variables, financial
crisis (D1) and Arab spring (D2), are creating to examine how both events influence the

economies of the countries.

Following chapter 4, real GDP per capita growth is empirically expressed as follows:
ln(RGDPGl,t) = Oy + (plln(RGDPi,t_l ) + Bl(Mi,t) + 92 (Ei,t) + 03 (Bi,t) +
04(Piy) +0s(Hi ) + 06(Gir ) + @2(rent;, ) + @3(Air ) + @4(POP;, ) +

The body of this chapter is presented in the following sections. In Section 7.2, a discussion of
the panel unit-root tests, followed by panel cointegration tests in section 7.3. An examination
of relevant econometric issues relating to multicollinearity, heteroscedasticity, autocorrelation
and endogeneity, are presented in section 7.4. Then section 7.5 estimation of the relevance of
unobservable individual effects tests in section 7.5. Section 7.6 presents in detail the outcome
of the estimation of the empirical models as defined in equations 7.1, while section 7.7 provides
the discussion of the estimated model, and the estimates of the relative importance of each
reform component using the Shapley decomposition approach are presented in section 7.8.

Finally, highlights and summary of key results are discussed in Section 7.9.

" The statistical description of these data has been presented in chapter 5 and 6
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7.2 Panel Unit Root Tests

Before testing the existence of a long-run cointegrating equilibrium among the variables, the
integration properties of each panel have to be examined, since an incorrect transformation of

the data may lead to spurious results(Nosier, 2012).

The results of the panel unit root tests in Table 7.1.1 and 7.1.2 are based on two-panel unit root
tests for all variables in levels and first differences namely, Levin-Lin-Chu (LLC) and Im-
Pesaran-Shin (IPS) (Gengenbach et al., 2006; Im et al., 2003). The panel unit root (with the
intercept function) tests statistics confirm that all the series have not a panel unit root in level
at the 5% significant level, except for business reform (B) and human capital (H) series which
are stationary in the first difference, I (1). First differencing can remove non-stationarity as
appears from these two variables (Table 7.1.2). Hence, the co-integration tests can be examined
with the intercept only to avoid the potential stationarity of the dependent variable with the
trend (Hsiao, 2014; Matyas and Sevestre, 2008).

Table 7.1.1: Panel unit root tests for variables in level

Tests

Variables Levin, Lin & Chu (LLC) Im, Pesaran and Shin (IPS) Final Result
Kt e
g s
E (0000, G00n 1)
- 2 ol

B (0:0000) ©.6286) 10)
- 5 >

. el o

P (©0000) (. 0486) 1©)
- - 2>

¢ (0:0000) (0002 1©)

Source: Authors’ calculations using EViews 10 and Stata 14.

Table 7.1.2: Panel unit root tests for nonstationary variables in the first difference

Tests

- Levin, Lin & Chu (LLC) Im, Pesaran and Shin (IPS)
Variables
B -10.149 -4.3132
(0.0000) (0.0000)
H -19.344 -18.9102
(0.0000) (0.0000)

Source: Author’s calculations using EViews 10.
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7.3 Panel Co-Integration Tests

Two different tests of cointegration were performed to explore the co-movement among the
variables in the model: the Kao and Pedroni tests of cointegration, taking into consideration
the results of the panel unit root tests. Three tests of Pedroni (panel v, panel rho, and group
rho) indicate that there is no co-integration among economic growth (RGDPG) and its
determinants. In contrast, both the Kao test and four other tests of Pedroni, including panel PP,
group PP, panel ADF, and group ADF reject the null hypothesis of no cointegration at the 5%

level of significance as illustrated in Table 7.2.

Table 7.2: Results of panel co-integration tests for all countries

Co- Kao Pedroni Test
integration Test H1: common AR coefficients H1: individual AR coefficients
Tests (within dimension) (between dimension)
Test Panel Panel Panel Group Group Group
Statistic ADE | Panelv | “ PP ADF rho- PP- ADF-
Intercent 3.0977 -3.2097 5.2588 -5.047 | 2.11037 | 7.24033 | -9.1885 1.82218
P (0.010) (0.9993) | (1.000) | (0.000) | (0.0026) | (1.000) (0.000) (0.008)

Source: Authors’ own calculations using EViews.
Note: P-values are given in parentheses. Modified Akaike information criterion (MAIC) is
used to determine the optimal number of lags to be included in the second stage regression.

According to the Monte Carlo simulation of Pedroni (Arellano and Bond, 1991), the panel ADF
and PP, as well as the group ADF and PP, are the most appropriate statistical tests for this
model since they are working properly in the case of the middle sample size as illustrated before.

Therefore, we can regard the estimation model as being panel co-integrated.
7.4 Diagnostic Testing of CLRM Assumptions

Wooldridge (2010) and Raj and Baltagi (2012) describe three potential econometric problems
that could affect panel data analysis of least squares regression models. These are related to the
violations of the assumptions of the classical linear regression model (CLRM);
multicollinearity, heteroscedasticity, and autocorrelation. Table 7.3 presents the tests for these
problems.
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Table 7.3: Diagnostic test statistics for study samples

Sample Heteroscedasticity Serial correlation Multicollinearity
White's test Durbin— Wooldridge @ Variance inflation
(Prob > chi2) Wat.so'n test factor (VIF) -
oo statistic (Prob > F) Mean
Advanced 180.38 16 57.961 14
Economies 0.0000 ’ 0.0000 ’
Developing 160.97 13 1.232 1.7
Countries 0.0000 ) 0.0038 )
. 129.22 1.195
Arab Countries 0.0022 1.9 02928 2.5
Arab Gulf 90.51 1.9 0.991 33
Countries 0.1224 ) 0.3652 )
Arab Emerging 77.77 19 1.025 34
Economies 0.1156 0.3685
Arab Countries 64.84 1.9 1.239 59
with civil war 0.1483 ’ 0.2844 ’

Source: Author’s calculations using Stata 14
Note: P-values are given in parentheses

Regarding the heteroscedasticity problem, its potential existence is a major concern especially
for variance analysis because it could lead to invalidating statistical tests of significance which
assume that the modelling errors' variances do not vary with the effects being modelled.
Therefore, utilising White test to investigate whether the error variance of each observation is
constant or not becomes critical because non-constant variance can cause an estimated model
to yield biased results (Hoechle, 2007). Based on p-value the of chi2, the results of the White
test indicate that the variance-covariance matrices are heteroscedastic in the first three samples,
while the null hypothesis of homoscedasticity could be not rejected in the three Arab sub-group
samples. Thus, in order to correct heteroscedasticity in the first three samples, the standardised
coefficients, with t-statistics about heteroscedastic-robust standard errors are given in

parentheses for the regression for these samples.

Additionally, it is necessary to execute autocorrelation tests in order to find out if the error
terms are independently distributed (serial independence), using Durbin-Watson (DW) and
Wooldridge tests (Asteriou and Hall, 2016). Only in samples from advanced economies and
developing countries, the null hypothesis of the Wooldridge test, of no first-order
autocorrelation could be rejected as a significant test statistic, indicates the presence of serial
correlation (Drukker, 2003). These results are consistent with Durbin—Watson statistics as

shows a positive serial correlation (Table 7.3). For the rest of the samples, the Wooldridge test
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is statistically insignificant, and DW statistics also indicate that all the equations in these

models are free from the problem of autocorrelation.

Concerning multicollinearity, it occurs when two or more predictor variables in regression
models are highly correlated, meaning that one variable can be linearly predicted from the
others with a non-trivial degree of accuracy. If two variables are highly collinear, it is very
difficult to isolate the impact of each variable on the regressand. This problem can be checked
with a correlation coefficient and VIF (Variance Inflation Factor) statistics (Gujarati,
2004;2014).

To assess whether the independent variables are associated with each other, a correlation matrix
was performed. Pearson and Spearman’s correlation coefficient are used for this purpose.
According to Guerreiro et al. (2012) when data consists of continuous dependent and
independent variables, Pearson’s correlation may be used, but if dependent and independent
variables are mixed (continuous and categorical variables in case of dummies), Spearman’s
correlation may be appropriate in this case. Therefore, since the model include dummy
variables such as those representing the financial crisis and Arab spring, Spearman’s
correlation coefficient was performed for all the independent variables as shown in Appendix
7.1.1, while Pearson’s correlation was used in the rest of sub-models as in Appendices 7.1.2 to
7.1.7. Dancey and Reidy report that the best situation is when the independent variables are
highly correlated with the dependent variable, but not with each other. They also report that
variables are highly correlated with each other when the correlations are 0.8 or above, and in

those cases, multicollinearity may exist.

Based on the results in Appendix 7.1, overall the independent variables are not correlated with
each other, except in a few cases, particularly the correlation between governance and physical
infrastructure (0.71*), and components of physical infrastructure and governance (Appendix
7.1.6).

To robustly test that this problem does not exist, the variance inflation factor (VIF) was
estimated. Gujarati (2004) suggests that if a VIF value is higher than 10, there is cause for
concern about the existence of multicollinearity, which was not the case for all study samples.
In other words, no exact linear relationship exists among explanatory variables included in the
model. Lastly, due to the high correlation among components of the governance indicator, as

shown in Appendix7. 1.7, a stepwise approach was adopted for the analysis by one by one
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instead of a compacted model to avoid any multicollinearity concerns that might affect other

coefficients in the model.
7.5 Testing heterogeneity of panel data

Testing the heterogeneity of the countries in this section is based on the discussion in chapter
four. In this section, the analysis runs pooled OLS, fixed effects and random effects estimations
to check the robustness of the results for each sample in the study. Tables 7.4.1-7.4.6 contain
results of the static panel data models from estimating the baseline growth model formalised

in equation (7.1).

Table 7.4.1: Test of heterogeneity of panel data models for Advanced Economies

DEPENDENT VARIABLE: RANDOM
(RGDPG) POOLED OLS FIXED EFFECTS EEFECTS
Macroeconomic stability (M) -0.579*** -0.672*** -0.588***
(0.109) (0.158) (0.144)
External stability (E) -0.116** -0.219* -0.119*
(0.0589) (0.122) (0.0649)
Structural reform (B) -0.0207 0.0816 -0.0152
(0.0800) (0.118) (0.0890)
Human capital (H) -0.175 -0.332 -0.182
(0.367) (0.249) (0.307)
Physical infrastructure (P) 0.869** 0.969 0.921
(0.416) (0.689) (0.564)
State variable (Lag GDP per -0.879*** -1.960*** -0.900***
capita) (0.126) (0.418) (0.138)
Pop. growth rate -0.123*** -0.138** -0.125***
(0.0404) (0.0582) (0.0432)
oil rent -0.00214 -0.0174 0.00130
(0.0189) (0.0475) (0.0177)
Tech 0.353*** 0.309* 0.354***
(0.0864) (0.207) (0.0913)
Financial crisis Dummy -0.960*** -0.833*** -0.955***
(0.150) (0.0941) (0.101)
Constant 8.345*** 18.99*** 8.485***
(1.296) (4.653) (1.479)
F 18.16*** 27.69***
chi2 341.9***
R-squared 0.331 0.341 0.331
LM test, chi2 0.80
Hausman, chi2 51.98***
Observations 494 494 494
Countries 26 26 26

*** ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively

Source: Author’s calculations
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In the estimated results in Tables 7.4.1 and 7.4.2 which represents advanced economies and
developing countries samples respectively, the overall F-statistics are significant for all panel
data models, and therefore the null hypothesis cannot be rejected, that the explanatory variables
(taken as a whole) do not explain changes in the dependent variable. Hence, the determinants
selected in this study can be considered to sufficiently illustrate variations in the real per capita
GDP growth.

Table 7.4.2: Test of heterogeneity of panel data models for Developing Countries

DEPENDENT VARIABLE: (RGDPG) POOLED FIXED RANDOM
OLS EFFECTS EFFECTS
Macroeconomic stability (M) -0.367*** -0.606*** -0.451***
(0.0687) (0.150) (0.109)
External stability (E) 0.0649 0.0926 0.0723
(0.0482) (0.101) (0.0764)
Structural reform (B) 0.253*** 0.154* 0.278***
(0.0581) (0.115) (0.0653)
Human capital (H) 0.0420 -0.0931 -0.0686
(0.287) (0.365) (0.422)
Physical infrastructure(P) 0.0744** 0.662*** 0.145**
(0.0331) (0.167) (0.0634)
Pop. growth rate -0.202*** -0.174** -0.181**
(0.0523) (0.0813) (0.0869)
oil rent 0.0245 0.188* 0.0536**
(0.0160) (0.0963) (0.0252)
State variable (Lag GDP per capita) -0.505*** -1.437*** -0.661***
(0.0591) (0.324) (0.104)
Tech -0.0108 -0.0624 -0.0275
(0.0249) (0.0449) (0.0378)
Financial crisis Dummy -0.263** -0.291** -0.271**
(0.107) (0.116) (0.107)
Constant 5.446*** 13.61*%** 6.810***
(0.506) (2.774) (0.899)
F 17.8*** 6.257***
chi2 138.4***
R-squared 0.257 0.225 0.251
LM test, chi2 28.14***
Hausman, chi2 21.24**
Observations 920 920 920
Countries 50 50 50

**x ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively

Source: Author’s calculations

In both cases, the Hausman test was significant, and thus, the null hypothesis of the absence
of correlation between countries’ unobservable individual effects and growth determinants was
rejected. This means country-specific heterogeneity is playing a significant role in economic
growth in these countries. In this case, the pooled OLS and random effect should not be the
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most appropriate the models, regardless of the significance of the LM test, as fixed effect
specification outperformed both random effect specification and pooled OLS (Greene, 2012,
Matyéas and Sevestre, 2006). Therefore, the fixed-effect model would be the most appropriate

for their analysis.

Table 7.4.3: Test of heterogeneity of panel data models for all Arab Countries

DEPENDENT VARIABLE: POOLED FIXED RANDOM
(RGDPG) OLS EFFECTS EFFECTS
Macroeconomic stability (M) -0.380*** -0.193 -0.380***
(0.125) (0.317) (0.126)
External stability (E) 0.0294 0.165 0.0294
(0.0758) (0.124) (0.0875)
Structural reform (B) 0.311*** 0.274* 0.311***
(0.104) (0.193) (0.0934)
Human capital (H) -0.900 -1.069* -0.900
(0.654) (0.853) (0.859)
Physical infrastructure(P) -0.144** -0.115 -0.144**
(0.0681) (0.231) (0.0580)
Pop. growth rate -0.620*** -0.660*** -0.620***
(0.161) (0.213) (0.170)
oil rent -0.0137 0.0314 -0.0137
(0.0255) (0.0689) (0.0125)
Tech -0.141*** -0.0425 -0.141***
(0.0369) (0.0420) (0.0438)
State Variable (Lag GDP per capita) -0.144 -1.201** -0.144**
(0.121) (0.526) (0.0682)
Financial crisis Dummy -0.268 -0.282 -0.268
(0.176) (0.204) (0.214)
Arab spring Dummy -0.527*** -0.565** -0.527**
(0.161) (0.217) (0.215)
Constant -0.760 1.394*** -0.760
(1.959) (0.235) (1.267)
F 10.08*** 5.694***
chi2 1266%**
R-squared 0.317 0.19 0.317
LM test, chi2 22.72%**
Hausman, chi2 9.75
Observations 279 279 279
Countries 16 16 16

**x ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively

Source: Author’s calculations

Regarding Table 7.4.3 for the whole Arab sample, as in previous samples, the F-statistics are
significant for all panel data models. Concerning the pooled OLS model that ignores the

potential for unobserved heterogeneity, and thus overcomes the panel nature of the data
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altogether, the estimated LM test indicates the rejection of the null hypothesis of the irrelevance
of unobservable individual effects as (var(u) > 0) and implied that a pooled OLS regression
would not be the most appropriate. Furthermore, the Hausman test was insignificant, and the
null hypothesis of the absence of correlation between countries’ unobservable individual
effects and growth determinants was not rejected, and therefore the random effect model was

most suitable. Thus, the estimated relationship in equation (7.1) is a panel model with random

effects for all Arab countries.

Table 7.4.4: Test of heterogeneity of panel data models for the sub-sample Arab Gulf

Countries
DEPENDENT VARIABLE: POOLED FIXED RANDOM
(RGDPG) OLS EFFECTS EFFECTS
Macroeconomic stability (M) -0.376 -0.275 -0.239
(0.310) (0.555) (0.222)
External stability (E) 0.164 0.471* 0.310
(0.366) (0.205) (0.268)
Structural reform (B) 0.411** 0.169 0.339**
(0.203) (0.396) (0.167)
Human capital (H) -1.103*** -1.094** -1.215%**
(0.375) (0.302) (0.244)
Physical infrastructure(P) 1.445* 0.519 1.198**
(0.968) (1.437) (0.528)
Pop. growth rate -0.812*** -0.609** -0.625***
(0.271) (0.208) (0.207)
oil rent 0.410** 0.571 0.370%**
(0.245) (0.371) (0.132)
State variable (Lag GDP per capita) -0.591 -1.067 -0.615*
(0.471) (1.175) (0.347)
Tech -0.161** -0.0820 -0.158***
(0.0618) (0.0968) (0.0588)
Financial crisis Dummy -0.372 -0.412 -0.457
(0.299) (0.235) (0.286)
Constant 5.794 9.389 7.126
(6.391) (11.74) (4.820)
F 6.142*** 3.68***
chi2 46.92***
R-squared 0.506 0.375 317
LM test, chi2 0.00
Hausman, chi?2 3.35
Observations 106 113 113
Countries 6 6 6

**x ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively

Source: Author’s calculations

The Arab sub-samples estimations as presented in Tabled 7.4.4 - 7.4.6 shows that all models

for Arab Gulf countries and emerging Arab economies are overall significant based on the F
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and chi?2 statistics, but for the sample of Arab countries with civil war, only the pooled OLS
model is statistically significant while fixed and random effect models are not significant. For
the three cases, there is evidence of potential unobserved heterogeneity across countries owing
to the insignificance of the estimated chi2 of the Lagrange Multiplier (LM). Consequently, the
null hypothesis cannot be rejected that variances across entities are zero (var(u) = 0). On the
other hand, the Hausman test for all these samples was statistically insignificant, which
confirms that there is probably no observed individual heterogeneity.

Table 7.4.5: Test of heterogeneity of panel data models for the sub-sample of Arab

Emerging Economies

DEPENDENT VARIABLE: POOLED FIXED RANDOM
(RGDPG) OLS EFFECTS EFFECTS
Macroeconomic stability (M) -0.561* 0.00190 -0.148
(0.291) (0.462) (0.388)
External stability (E) 0.453** 0.524 0.442
(0.210) (0.279) (0.272)
Structural reform (B) 0.473*** 0.327* 0.294*
(0.164) (0.203) (0.168)
Human capital (H) 0.336* 0.236 0.316**
(0.238) (0.149) (0.127)
Physical infrastructure(P) -0.436* 0.259 0.00458
(0.281) (0.491) (0.210)
Pop. growth rate -0.188 -0.303** -0.371***
(0.303) (0.0965) (0.0759)
oil rent 0.0380 -0.169 0.0158
(0.0459) (0.0885) (0.0301)
Tech -0.132 0.0187 0.0546
(0.0914) (0.0509) (0.115)
State Variable (Lag GDP per capita) -0.784 -2.108* -1.129
(0.733) (1.148) (0.725)
Arab spring Dummy -1.133*** -1.371*%* -1.360***
(0.165) (0.351) (0.318)
Constant 8.954 0.790 11.16
(10.22) (0.396) (10.28)
F 5.66***
chi2 182.4%** 70.79***
R-squared 0.446 0.372 0.436
LM test, chi2 0.00
Hausman, chi?2 0.78
Observations 100 100 100
Countries 5 5 5

*** ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively

Source: Author’s calculations
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Table 7.4.6: Test of heterogeneity of panel data models for the sub-sample of Arab

Countries with civil war

DEPENDENT VARIABLE: POOLED OLS | FIXED EFFECTS RANDOM
(RGDPG) EFFECTS
Macroeconomic instability (M) -0.229 -0.203 -0.449**
(0.145) (0.256) (0.196)
External stability (E) -0.130 0.137 -0.0476
(0.0841) (0.202) (0.114)
Structural reform (B) -0.294** -0.386 -0.0946
(0.122) (0.230) (0.107)
Physical infrastructure(P) -0.0859 0.415 0.0569
(0.132) (0.384) (0.0959)
Pop. growth rate -0.681* -0.303 -0.433*
(0.407) (0.344) (0.227)
oil rent 0.0572 0.216 0.127
(0.0828) (0.138) (0.102)
State Variable (Lag GDP per capita) -0.0899 -7.79e-05*
(0.277) (4.48e-05)
Arab spring Dummy 0.303* 0.281*
(0.136) (0.164)
Human capital (H) 0.00645 -0.300 -0.227
(0.115) (0.155) (0.146)
Constant -4.102 0.339 -4.728**
(4.827) (0.706) (2.307)
F 1.01
chi2 31.1%** 12.99
R-squared 0.085
LM test, chi2 0.00
Hausman, chi2 1.01
Observations 101 101 101
Countries 6 6 6

**x ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively

Source: Author’s calculations

It should be noted that the results of the heterogeneity of the countries are consistent with the
previous analysis in Chapters five and six. There are many differences in several indicators
among developing countries and within industrialised nations. Arab countries share some
similar characteristics; however, differences are still recognised. For the various Arab sub-
groups, the countries in each of the three groups are very similar with very limited variations,
which again confirms the confidence in the classification adopted by the study. Therefore, the
fixed-effect model is appropriate for both advanced economies and developing countries, while
the random effect model is for the Arab sample, and the pooled OLS is appropriate for the three

Arab groups. Introducing governance variables into estimation did not change this
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classification except for the whole Arab sample as the fixed effect became a much better fitting

model than the random effect.

Consequently, based on the discussion in chapter 4.7.4, regarding the endogeneity concerns of
institutional variables, a bias correction to the Least Square Dummy Variable (LSDV) model
is applied for advanced economies, developing and Arab countries, while pooled OLS is the

most appropriate for the 3 Arab sub-samples.
7.6 Panel estimated results

In this section, the estimation of the growth model is based on equation (7.1) and the results of
the heterogeneity test as presented in the previous section. Tables 7.5.1-7.5.6 contain effects of
the impact of reform components on economic growth for the six samples of the study. In each
Table col. (1) represents the basic model as in the selected model in Tables 7.4.1-7.4.6, while
col. (2) to (6) display the components of the aggregated indicators, which are of more interest
and more useful for policy. In col. (2), we examine the elements of macroeconomic stability.
Similarly, col. (3) assesses the components of external stability, col. (4) structural reforms, col.
(5) human capital and col. (6) Physical infrastructure components. The final col. (7), presents
the value of Shapley decomposition showing the contributions of each key component to the
dependent variable.

To examine the influence of reforms in addition to governance variables, Tables 7.6.1-7.6.5
estimate the effect of the aggregated governance variable integrated into the basic model in col.
(1). While col. (2) to (7) present the impact of each respective individual governance element
in order to avoid the endogeneity problem and the high multicollinearity among governance
factors. Finally, col. (8) demonstrates the contributions of reform component after introducing

the governance portion into the model through utilising the Shapley approach.

7.6.1 Estimated panel data models for Advanced Economies

In the basic model, col. (1) of Table 7.5.1, the inverse relationship between GDP per capita
growth rate and the coefficient of the lagged GDP per capita implies that convergence occurs
at the rate of about 2% per year. This effect is substantial in comparison with the other effects,

that is, conditional convergence can have significant influences on growth rates.

The basic model (col. (1)) also indicates that only two components of reform are statistically
significant. The stabilisation effect was the most potent factor in both internal (M) or external

(E) stability. However, the levels of significance and signs of coefficients were not the same.
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While the macroeconomic instability (M) was negative and associated with growth at a high
significance level, the external stability (E) was negative and significant only at 10%. In the
same column; although the rest of the socioeconomic factors were not significant, some of their

elements have an influential effect on economic growth as will be illustrated later.

Additionally, two other variables were statistically significant not only in the basic model but
also in all sub-models for advanced countries; High-technology exports as a percentage of
manufactured exports (Tech) appears to have a positive and statistically significant
relationship, suggesting that devoting resources towards technological innovation encourages
more growth. The other factor was the financial crisis dummy variable (for years 2008, 2009
& 2010), which had a highly significant negative effect (-0.83) on economic growth. This
supports the extremely sharp decline in growth for this group of countries, as discussed in
Figure 5.3 in chapter 5. The dummy indicates whether there were financial crisis effects present
in a particular period, as it equals one for years 2008, 2009, 2010 and is zero for other years.
The coefficient of the variable was -0.83 in basic model 1 and the same range in other models
indicating that the financial crisis has a negative impact on annual economic growth rates. The
estimate in col. (1) indicates that, with other variables held constant, the financial crisis period
had a negative impact on growth, with the annual growth rate falling by 56%. The result is
consistent with most of the literature on the effect of the financial crisis on economic growth
such as Barrios et al. (2010); Carlson et al. (2011); OECD (2013).

Regarding the first part of economic reform and given the way that the macroeconomic
instability (M) was defined, the signs of the coefficients are predicted to be negative. The result
(-0.672) in col. (1) of Table 7.5.1 indicates that a 1% change in macroeconomic instability in
advanced countries will lead to about 0.67% fall in economic growth. Four of the five
macroeconomic instability elements are significant at least at the 10% level. First, the exchange
rate, which is negative and significant at the 5% level. The coefficient of the budget deficit is
also negative and significant, and contributes to reducing growth by about 0.12%, while high
and persistent unemployment in advanced economies is seen as a barrier to economic growth

with an increase of the unemployment rate by 1% leading to a 1.11% fall in growth. However,

*8 The interpretation of the financial crisis dummy coefficient is based on the difference between the
value 1 and the exponents of the absolute value of the estimated coefficient log-odds (i.e. taking their
antilog) and multiplied by 100 (Guijarati, 2014, p. 55).

Based on that [exp(B) - 1]100, so [exp (-0.833) - 1]100 = - 56 %.
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the public debt was working in the opposite direction by stimulating economic growth by
0.22%.

Table 7.5.1: Estimated models of reform and its components on economic growth for
advanced economies

(1) (2 (3) 4 (5) (6) Q)
VARIABLES BASIC M E B H P Shapley
MODEL Value %R2
Macroeconomic instability -0.672%** -0.71%**  -0.59***  -0.60***  -0.63*** 14
(M) (0.158) (0.162) (0.140) (0.147) (0.161)
Exchange rate -0.828**
(0.310)
Deficit -0.116**
(0.0510)
Public debt 0.221*
(0.282)
Inflation -0.0119
(0.0515)
Unemployment -1 11xxx
(0.273)
External stability (E) -0.219* -0.156 -0.144 -0.252* -0.168 1.1
(0.122) (0.113) (0.129) (0.130) (0.121)
Current account -0.0290
(0.0486)
Terms of trade -0.936
(0.672)
Diversification index 0.905
(0.648)
Structural reform (B) 0.0816 0.0947 0.101 0.0485 0.0889 35
(0.118) (0.115) (0.121) (0.117) (0.119)
FDI 0.0795*
(0.0510)
credit to the private sector -0.264**
(0.112)
concentration index -0.330
(0.502)
Human capital (H) -0.332 -0.466* -0.281 -0.217 -0.399 6.5
(0.249) (0.235) (0.260) (0.314) (0.234)
health expenditure -1.201**
(0.495)
school enrolment 0.00288
(0.0134)
life expectancy 0.0920**
(0.0713)
scientific articles published 1.113%**
(0.167)
Physical infrastructure(P) 0.969 1.512* 0.789 0.672 0.906 4.2
(0.689) (0.803) (0.656) (0.760) (0.838)
Fixed telephone 0.449*
(0.224)
Improved water source 0.330**
(0.135)
Improved sanitation facilities -0.48%**
(0.0941)
Lag GDP per capita -1.960*** -3.095***  -2.122***  -1.678*** -1.987***  -2.064*** 16.2
(0.418) (0.504) (0.417) (0.501) (0.684) (0.588)
Pop. growth rate -0.138** -0.147** -0.134** -0.120** -0.131** -0.127** 3.8
(0.0582) (0.0615)  (0.0571)  (0.0526)  (0.0547)  (0.0513)
Oil rent to GDP -0.0174 -0.0358 -0.0186 -0.0305 -0.0614 0.0837 1.2
(0.0475) (0.0391)  (0.0442)  (0.0457) (0.0496)  (0.0563)
Tech 0.309* 0.311* 0.363* 0.304* 0.235* 0.333* 6.1
(0.207) (0.244) (0.191) (0.193) (0.211) (0.210)
Financial crisis Dummy -0.833*** -0.876***  -0.802*** -0.802*** -0.778*** -0.800*** 43.3
(0.0941) (0.0876)  (0.0936)  (0.0970)  (0.0887) (0.108)
Constant 18.99*** 32.21%** 25.84*** 16.88*** 13.96*** 34.34%**
(4.653) (5.343) (5.956) (5.849) (4.379) (8.121)
Observations 494 494 494 494 494 494
Countries 26 26 26 26 26 26
R-squared 34.1 38.8 34.5 37.4 36.8 37.5 34.1
F statistic 27.69*** 21.75*** 27.52*** 27.05*** 42.42%** 32.23***

*** ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively
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On the other hand, although the aggregate external stability (E) variable was negatively
significant at 1% (col. (1)), none of its elements seems to be significant in explaining GDP
growth as shown in col. (3). Regarding structural reforms (B), the aggregate is not significant,
but the coefficients of the two components are significant as in col. (4). The coefficient of
inward foreign direct investment as a percentage of GDP (FDI) is positive and significant at
10%. However, in the same column, credit to the private sector variable, which is used as a
measure of the level of financial sector development, is negative and statistically significant.

With reference to human capital (H), its aggregate indicator is insignificant, but three
components; public health expenditure, life expectancy, and scientific articles published are
statistically significant at 5% and 1% respectively. The coefficient of life expectancy is positive
as expected and implies each additional year in life expectancy contributes 0.1% to economic
growth. The coefficient of the numbers of scientific articles; used as a proxy for R&D and
innovation, in developed economies is positive and highly significant, with a proportional

change in growth is as high as 1.1%.

Concerning physical infrastructure (P), while the aggregate variable was not significant, all its
elements were significant but with opposite signs. For instance, fixed telephone subscriptions
and improved drinking water were positive and statistically significant as expected. In contrast,
improved sanitation facilities were highly significant, but with a negative coefficient sign and
reduced growth by 0.48%.

Finally, regarding institutions variables as presented in Table 7.6.1, adding governance
component (G) variable to the basic model as in col. (1) through bias correction methods,
change the external stability coefficient to insignificant, which seems to be more reasonable.
The aggregate governance variable and all its components were positive and strongly
significant except for the control of corruption as seen in col. (2) to (7) of Table 7.6.1.
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Table 7.6.1: Estimated models of reform with the inclusion of governance components on
economic growth for advanced economies

(&) 2 @) 4 ©) (6) Ul ®)
Basic VA PS GE RQ RL cC Shapley Value
Model (%)
With G (38.2)
Macroeconomic instability -0.52%**  .0.52%**  .0.54*** -0.50*%** -0.52*** -0.56%** -0.53*** 12.9
(M)
(0.130) (0.130) (0.128) (0.129) (0.129) (0.126) (0.130)
External stability (E) -0.158 -0.169* -0.160 -0.158 -0.159 -0.164 -0.163 1
(0.102) (0.100) (0.100) (0.101) (0.101)  (0.101) (0.102)
Structural reform (B) 0.0658 0.0694 0.0760 0.0613 0.0510  0.0639 0.0604 3.2
(0.0989)  (0.0994) (0.0984) (0.0980) (0.0985) (0.0987)  (0.0987)
Human capital (H) -0.484 -0.503 -0.422 -0.457 -0.482 -0.488 -0.476 6.1
(0.448) (0.448) (0.445) (0.452)  (0.448)  (0.446) (0.449)
Physical infrastructure(P) 0.843 0.795 0.954 0.750 0.826 0.883 0.674 4.1
(0.714) (0.723) (0.711) (0.718)  (0.721)  (0.720) (0.714)
Governance(G) 0.298*** 2.4
(0.104)
Voice and accountability 0.512**
(0.254)
Political stability 0.458***
(0.173)
Government Effectiveness 0.392*
(0.227)
Regulatory quality 0.431**
(0.201)
Rule of law 0.653**
(0.281)
Control of Corruption 0.213
(0.181)
lag GDP growth 0.158***  0.17***  0.15***  0.17*** 0.17*** 0.17***  Q.17***
(0.0439)  (0.0433) (0.0431) (0.0443) (0.0443) (0.0438)  (0.0435)
Lag GDP per capita -1.99%*%  -1.90%**  -1.80%**  -2.06%** -2.05%** -216***  -181*** 17.1
(0.396) (0.397) (0.396) (0.402)  (0.404)  (0.404) (0.395)
Pop. growth rate -0.13***  .0.13***  -0.12%** -0.13*** -0.13*** -0.13***  -0.13*** 3.7
(0.0375)  (0.0377) (0.0369) (0.0373) (0.0377) (0.0374)  (0.0373)
Qil rent to GDP 0.00265 -0.0102  0.00065 0.00360 -0.0102 -0.00563 -0.00728 1
(0.0397)  (0.0399) (0.0400) (0.0410) (0.0396) (0.0398)  (0.0382)
Tech 0.256 0.280 0.222 0.248 0.255 0.304 0.283 6
(0.208) (0.207) (0.207) (0.207)  (0.206)  (0.206) (0.207)
Financial crisis Dummy S0.71%**  -0.69%**  -0.70%**  -0.71*%** -0.72*** -0.70***  -0.71*** 42.4
(0.112) (0.113) (0.110) (0.112)  (0.110) (0.113) (0.111)
Observations 494 494 494 494 494 494 494
Countries 26 26 26 26 26 26 26

**x ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively

7.6.2 Estimated panel data models for Developing Countries

The estimated results for developing countries are presented in Table 7.5.2. The coefficients of
the lagged GDP per capita are negative and significant in all models. The estimated coefficient
of -1.43 for this variable in the col. (1) implies that convergence occurs at a rate of about 1.43%

per year.
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Table 7.5.2: Estimated models of reform and its components on economic growth for

Developing Countries

(1) (2 3 (] (5) (6) Q)]
Basic Model M E B H P Shapley
Value (%)
R2
Macroeconomic instability -0.606*** -0.599***  -0.560***  -0.588***  -0.592***
(M) 10.5
(0.150) (0.106) (0.107) (0.105) (0.106)
Exchange rate 0.0156
(0.045)
Deficit -0.120***
(0.035)
Public debt -0.180*
(0.093)
Inflation -0.170***
(0.039)
Unemployment -0.324**
(0.134)
External stability (E) 0.0926 0.107 0.108 0.0821 0.0697 28
(0.101) (0.089) (0.0854) (0.0879) (0.0871) )
Current account -0.0168
(0.0317)
External debt -0.106*
(0.085)
International reserves 0.0893
(0.0905)
Diversification index -0.141
(0.656)
Structural reform(B) 0.154* 0.151* 0.122 0.143 0.180* 8.1
(0.115) (0.095) (0.101) (0.0964) (0.095) )
FDI 0.088**
(0.037)
Credit to the private sector -0.0178
(0.116)
Concentration index 0.572**
(0.222)
Human capital(H) -0.0931 -0.165 -0.0946 -0.114 -0.114 26
(0.365) (0.271) (0.274) (0.270) (0.270) )
Health expenditure -0.167***
(0.059)
School enrolment -0.0068
(0.0061)
Life expectancy 0.043*
(0.024)
Scientific articles published 0.0038*
(0.073)
Physical infrastructure(P) 0.662%** 0.598*** 0.620%** 0.673*** 0.590*** 6
(0.167) (0.133) (0.135) (0.130) (0.144)
Fixed telephone 0.207**
(0.140)
Improved water source 0.050***
(0.015)
Access to electricity 0.004
(0.010)
Improved sanitation 0.010
(0.016)
Lag GDP per capita -1.437%** -1.439*** -1 449%** -1 513%** -1 4B5*** ] B13*** 0
(0.324) (0.236) (0.224) (0.253) (0.244) (0.232)
Pop. growth rate -0.174** -0.171***  -0.171***  -0.166***  -0.190***  -0.175*** 206
(0.0813) (0.0456) (0.0457) (0.0454) (0.0456) (0.0455) )
Oil rent to GDP 0.188* 0.184*** 0.187*** 0.168*** 0.201*** 0.198*** 25
(0.0963) (0.0493) (0.0499) (0.0497) (0.0496) (0.0499) )
Tech -0.0624 -0.0695* -0.0605 -0.0635* -0.0659* -0.0641 38
(0.0449) (0.0387) (0.0387) (0.0383) (0.0384) (0.0385) )
Financial crisis Dummy -0.291** -0.307***  -0.305***  -0.289*** = -0.312***  -0.291*** 37
(0.116) (0.0979) (0.0979) (0.0968) (0.0967) (0.0969) '
Constant 13.61*** 15.17*** 13.96*** 14.98*** 3.281 -7.627**
(2.774) (2.220) (1.950) (2.111) (5.550) (3.819)
Adjusted R2 22.0 26.6 25.8 26.8 26.9 26.2 22.0
F statistic 6.257*** 9.447*** 9.580*** 11.09*** 10.62*** 9.817***
Observations 920 920 920 920 920 920
Countries 50 50 50 50 50 50

*xx ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively
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The results of the basic model, as seen in col. (1) highlights the significance of the three
components of socioeconomic reforms on economic growth with the predicted signs.
Macroeconomic stability, structural reform and physical infrastructure were significant at a
different level with 1% for the first and third, and 10% for the second variable. External stability
and human capital were not significant in the basic model, but some of their elements have
highly significant effects on economic growth. Additionally, the dummy variable of the
financial crisis years was negative and statistically significant. That is, with all other variables
held constant, the financial crisis years led to a decrease in annual growth by 25.2%* compared
to the years without a crisis. The oil rent as a percentage of GDP, which has a significant direct
effect on growth by 0.19%.

Given the importance of macroeconomic stability on growth; as appears in the magnitude of
the coefficient (-0.61), all sub-elements, except exchange rate, were statistically significant
with the expected sign as presented in col. (2). The government deficit and the public debt
contributed negatively to economic growth in developing countries with estimated coefficients
of -0.12 and -0.18, respectively. Furthermore, the consumer price index and unemployment
have a profoundly harmful effect on growth, while unemployment reduced growth by 0.32%,
inflation reduced it by 0.17%.

With respect to the elements of external stability (col. (3), only external debt as a percentage
of export was highly significant, and the findings appear to show that external debt had a direct
adverse effect on output growth for the period covered. In elements of the structural reforms
(B) as seen in col. (4), inward foreign direct investment as a percentage of GDP (FDI) positively
impacts on growth by 0.1% and is statistically significant at 5%. The export concentration
index was also significantly positive, with estimates showing that countries with a high
concentration level in exports improve their economic growth by 0.57%.

The aggregate human capital (H) indicator is insignificant. Nevertheless, three of its
components; life expectancy, scientific articles published, and public health expenditure were
statistically significant at least at 10% level. While the coefficients of life expectancy and
scientific articles published were positive, health expenditure has a negative sign. The physical
infrastructure (P) aggregate variable is positive and significant. The estimated coefficient

means an increase in one unit of infrastructure increases growth by 0.66%. In addition, two of

4 [exp(-0.291) - 1]100 = - 25.2 %
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its components; access to improved water sources and telephone subscriptions were positive

and highly significant at 1% and 5% level, respectively.

The remarkable result to emerge from cols. (1) and (7) in Table 7.6.2 was that the coefficient
of governance (G) indicator is positive and statistically significant based on bias correction
methods with Fixed Effects. Out of the six governance indicators, only two components;
government effectiveness (GE) and control of corruption (CC) have a statistically significant
effect on growth. GE, which captures the ability of governments to design and implement
sound policies, contributed to the economic outcome by 0.53%, while CC seems to positively
contribute to growth by about 0.22%.

Table 7.6.2: Estimated models of reform with the inclusion of governance components on
economic growth for Developing Countries sample

) (2 ©)] 4 ®) (6) M ®)
Basi Shapley
asic Value
VARIABLES Model-with VA PS GE RQ RL CcC (%)
G (23.3)

Macroeconomic instability g yguxx g ggrex  B0TE  0dBRRC 048H 04BFF -0.46%

(M) 9.4
(0.125) (0.122) (0.122) (0.119) (0.122) (0.120) (0.123)
External stability (E) 0.105 0.106 0.104 0.0856 0.105 0.104 0.0976 27
(0.0779) (0.0781) (0.0788) (0.0799) (0.0776) (0.0775) (0.0790) '
Structural reform (B) 0.0971 0.129 0.107 0.0965 0.0913 0.0980 0.0956 74
(0.110) (0.117) (0.112) (0.111) (0.110) (0.109) (0.111) ’
Human capital (H) -0.210 -0.194 -0.205 -0.205 -0.203 -0.208 -0.207 24
(0.282) (0.283) (0.278) (0.282) (0.281) (0.282) (0.282) '
Physical infrastructure(P) ~ 0.656*** 0.599***  (0.628*** 0.701***  0.639***  0.646*** 0.651*** 56
(0.144) (0.139) (0.142) (0.150) (0.142) (0.145) (0.142) )
Governance(G) 0.164* 2.7
(0.111)
Voice and accountability 0.269
(0.188)
Political stability -0.00130
(0.122)
Government Effectiveness 0.532**
(0.212)
Regulatory quality 0.117
(0.181)
The rule of law 0.180
(0.242)
Control of Corruption 0.222*
(0.154)
lag GDP growth 0.255*** 0.255***  0.256*** 0.251***  0.256***  (0.257*** 0.256***
(0.0353) (0.0351) (0.0351) (0.0357) (0.0349) (0.0352) (0.0355)
Lag GDP per capita -1.56%** -1.48%** -] B1*** -1.64%** -1 53%**  .] BEx** -1.51%** 40
(0.269) (0.253) (0.261) (0.277) (0.263) (0.272) (0.257)
Pop. growth rate -0.153*** -0.153***  -0.147***  -0.144*** -0.150*** -0.149***  -0.149*** 20.4
(0.0460) (0.0459) (0.0464) (0.0467) (0.0464) (0.0463) (0.0466) '
Oil rent to GDP 0.188*** 0.185***  (0.182*** 0.192***  0.185***  (.187*** 0.184*** 28
(0.0604) (0.0602) (0.0599) (0.0603) (0.0604) (0.0606) (0.0601) ’
Tech -0.0668* -0.0677*  -0.0689* -0.0700*  -0.0691*  -0.0685* -0.0671* 37
(0.0391) (0.0392) (0.0382) (0.0391) (0.0393) (0.0392) (0.0395) '
Financial crisis Dummy -0.225** -0.221**  -0.232** -0.225**  -0.231**  -0.229** -0.231** 34
(0.100) (0.0995) (0.0989) (0.0996) (0.0991) (0.0990) (0.0992) )
Observations 920 920 920 920 920 920 920
Countries 50 50 50 50 50 50 50

*xx ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively
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7.6.3 Estimated panel data models for all Arab Countries

As discussed previously, the random effect estimate is the most appropriate estimate for the
whole Arab countries sample. In col. (1) of Table 7.5.3, the estimated coefficients of the lagged
GDP per capita is significant with a negative sign. Their magnitude implies that convergence

occurs at the rate of about 0.14% per year.

As seen in col. (1) the basic model emphasises the significance of reform components on
economic growth. Macroeconomic instability (M) and structural reform (B) were highly
significant, at 1% with the expected signs. However, the physical infrastructure (P) variable
was significant (5% level) but with an unexpected inverse impact on growth. Remarkably, the
oil rent variable did not have a significant effect on economic output in the Arab region as a
whole in the basic model. Nevertheless, the impact becomes substantial but still negative in
col. (4) with the inclusion of the components of structural reform (B). It implied that an increase
in oil rent as a percentage of GDP would lead to reducing growth by 0.04% annually. The
negative and significant coefficient of the Arab spring years’ dummy variable means that the
Arab spring period led to a decrease in annual growth by about 41%°° compared to the years
prior to 2011. The second control variable was high-technology exports as a percentage of
manufactured exports, which appear to also have an unexpected negative and statistically

significant relationship with growth.

Regarding the macroeconomic instability elements in col. (2), only the coefficients of the
exchange rate and budget deficit are statistically significant and have the expected negative
relationship with a similar impact on growth (0.07%). Interestingly, the current account surplus
as in col. (3) has a similar effect but in the opposite direction. Inward foreign direct investment
as a percentage of GDP (FDI) is the most significant variable in the structural reform indicator
in promoting growth in the Arab world. A 1% change in FDI on average leads to a 0.13%
increase in growth. Furthermore, although the coefficient of aggregate human capital (H)
indicator was insignificant, the health expenditure component was statistically significant and
negatively affect GDP per capita by 0.45%, while none of the physical infrastructure (P)

indicator elements was statistically significant as presented in col. (6).

0 [exp(-0.53) - 1]100=-41 %

193



Table 7.5.3: Estimated models of reform and its components on economic growth for all

Arab countries

) (@) ©) Q) ©®) ©) U]
BASIC MODEL M E B H P Shapley
Value (%)
R2
Macroeconomic instability -0.380*** -0.263** -0.375** -0.357***  -0.373***
(M) 6.5
(0.126) (0.132) (0.147) (0.120) (0.121)
Exchange rate -0.065**
(0.0288)
Deficit -0.078*
(0.0564)
Public debt -0.0472
(0.0961)
Inflation -0.0298
(0.0693)
Unemployment -0.113
(0.167)
External stability (E) 0.0294 0.0731 -0.00606 0.00360 0.0247 13
(0.0875) (0.123) (0.0928) (0.0803) (0.111) )
Current account 0.080***
(0.0308)
External debt 0.0278
(0.0634)
International reserves -0.0501
(0.0660)
Diversification index 0.0605
(0.798)
Structural reform(B) 0.311%** 0.260*** 0.311** 0.310*** 0.261** 5
(0.0934) (0.0848) (0.122) (0.0848) (0.118)
FDI 0.132***
(0.0460)
Credit to the private sector -0.0573
(0.123)
Concentration index -0.088
(0.186)
Human capital(H) -0.900 -1.033 -1.004 -1.007 -0.992 23
(0.859) (0.884) (0.932) (0.893) (0.929) '
Health expenditure -0.449**
(0.179)
School enrolment -0.0266
(0.0393)
Life expectancy -0.0341
(0.0334)
Scientific articles published 0.267
(0.354)
Physical infrastructure(P) -0.144** -0.145** -0.120* -0.0864 -0.0409 75
(0.0580) (0.0682) (0.0615) (0.0569) (0.0894) ]
Fixed telephone 0.087
(0.181)
Improved water source -0.230
(0.595)
Access to electricity -0.016
(0.012)
Improved sanitation 0.005
(0.011)
Lag GDP per capita -0.144** -0.141* -0.158* -0.108 -0.128 -0.178** 22.8
(0.0682) (0.0736) (0.0866) (0.0721) (0.0805) (0.081)
Pop. growth rate -0.620*** -0.641***  -0.645***  -0.653***  -0.596***  -0.644*** 41.8
(0.170) (0.173) (0.172) (0.181) (0.189) (0.181)
Oil rent to GDP -0.0137 -0.0122 -0.0163 -0.0365** -0.0140 -0.0180 31
(0.0125) (0.0147) (0.0139) (0.0155) (0.0123) (0.0199)
Tech -0.141*** -0.135***  -0.128***  -0.128***  -0.131***  -0.141*** 5.2
(0.0438) (0.0458) (0.0418) (0.0392) (0.0422) (0.0433)
Arab Spring Dummy -0.527** -0.467* -0.446* -0.449* -0.367 -0.437* 4.6
(0.215) (0.242) (0.253) (0.240) (0.265) (0.257)
Constant -0.760 0.106 -0.458 -1.167 8.936 3.695
(1.267) (1.507) (1.803) (1.288) (9.983) (2.420)
Observations 279 279 279 279 279 279
Adjusted R2 31.7 31.3 31.7 31.6 33.2 31.3 31.7
F statistic 1266*** 64498*** 4912%** 1456*** 3240*** 4071***
Countries 16 16 16 16 16 16

**x ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively
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The assessment of the quality of governance indicators on GDP per capita growth in the Arab
region is illustrated in Table 7.6.3. It is worth noting that the inclusion of the governance
aggregate variable to the basic model as in col. (1) reduced the magnitudes of the significant
positive coefficient of structural reform indicator and changed the level of its significance from
1% to 10%. At the same time, the magnitude of the negative factors such as human capital and
physical infrastructure increased and became more significant.

Table 7.6.3: Estimated models of reform with the inclusion of governance components on
economic growth for whole Arab states sample

1) (&) ®) 4) ©®) (6) ) (®)
BASIC VA PS GE RQ RL CcC Shapley Value
MODEL (%)
WITH-G (35.4)
Macroeconomic -0.0154 -0.33*** -0.202 -0.190  -0.307**  -0.277* 0.411 57
instability (M) '
(0.202) (0.124) (0.141) (0.199)  (0.125) (0.149) (0.362)
External stability (E) 0.0593 -0.00334 0.0634 0.0483  -0.0147 0.0230 0.0705 11
(0.0904) (0.0808)  (0.0829) (0.0885) (0.0767) (0.0784) (0.101)
Structural reform (B) 0.210* 0.278***  0.284***  (.129 0.235**  0.258*** 0.166 4.9
(0.114) (0.102) (0.101) (0.152)  (0.104)  (0.0995) (0.142)
Human capital (H) -1.361* -0.825 -1.055 -1.016 -0.813 -0.811 -1.837** 21
(0.705) (0.619) (0.642) (0.652)  (0.612) (0.619) (0.879)
Physical -0.356%** -0.104 -0.235**  -0.188* -0.110 -0.149 -0.33%** 59
infrastructure(P) '
(0.137) (0.0683)  (0.0983)  (0.105)  (0.0671)  (0.0999) (0.124)
Governance(G) 0.782** 5.8
(0.338)
Voice and accountability 0.0922
(0.352)
Political stability 0.420*
(0.218)
Government Effectiveness 1.016
(0.852)
Regulatory quality 0.355
(0.399)
Rule of law 0.248
(0.354)
Control of Corruption 2.517%**
(0.956)
lag GDP growth -0.496%** -0.224*  -0.285** -0.438** -0.311** -0.278**  -0.60***
(0.162) (0.120) (0.121) (0.198)  (0.150) (0.134) (0.196)
Lag GDP per capita 0.310*** 0.185**  0.185**  0.246**  0.204**  0.172**  0.342*** 204
(0.100) (0.0920)  (0.0735) (0.0978) (0.0799) (0.0702) (0.113)
Pop. growth rate -0.580%*** -0.55%**  -0.60*** -0.52*%** -0.59*** -0.54***  .0.58*** 41
(0.158) (0.147) (0.154) (0.147)  (0.145) (0.142) (0.177)
Oil rent to GDP 0.0753 -0.00822  0.00125 0.0242  0.00612  3.30e-05 0.122* 34
(0.0491) (0.0312)  (0.0269) (0.0411) (0.0330) (0.0329)  (0.0645)
Tech -0.175%** -0.13***  -0.15***  -0.16*** -0.14*** -0.13***  -0.13*** 5.2
(0.0430) (0.0370)  (0.0377) (0.0424) (0.0398) (0.0368)  (0.0447)
Arab Spring Dummy -0.418** -0.394**  -0.454**  -0.40** -0.398** -0.403** -0.397** 4.7
(0.187) (0.191) (0.189) (0.189)  (0.189) (0.185) (0.184)
Observations 279 279 279 279 279 279 279
Countries 16 16 16 16 16 16 16

*** ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively

This observation only applies to the whole Arab sample. The possible explanation for this result
is that the governance factor attempted to highlight the defects of the mismanagement of human
capital and the shortage in basic life-supporting facilities, which affected the structure of the

reform program. The significance of the sub-governance indicators confirms this possibility.
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While the aggregate governance (G) indicator was associated with boosting economic growth
by 0.78%, the Political stability (PS) variable contributes 0.42%. Of most significance is the
control of corruption (CC) sub-variable which has the most potent coefficient within all models
of the whole Arab sample with a 1% change leading to a highly significant change in growth
by 2.52%.

7.6.4 Estimated panel data models for Arab Gulf Countries (GCC)

The estimates of the basic model for GCC countries as presented in col. (1) of Table 7.5.4
indicates that the state variable (lagged GDP per capita) although negative was not significant.
This implies that the convergence force does not affect growth in these countries. Moreover,
in the same column, three principal component variables were statistically significant in the
model. Both structural reform (B) and physical infrastructure (P) have a positive effect on
growth by 0.41% and 1.45% respectively, while human capital (H) contributes negatively to
output growth by 1.1% at 1% significance level. Importantly, since all economies in this group
are oil exporters, the oil rent was significantly favourable at 5% and led to increased growth by
0.41%. In contrast, different from other samples, the Arab spring dummy variable was not
significant. Besides, high-technology exports seemed to have a negative relationship with
growth.

For stabilisation effect's components, the appreciation of local currencies in GCC has led to
positive change in growth by 0.28% (col. (2)), which is consistent with the positive impact of
international reserves as shown in col. (3). Two main factors increase the instability of these
countries; expansion in public debt and unemployment, as they are attributed to reducing
growth by 0.31% and 0.42%, respectively. As in all other samples, foreign direct investment

in col. (4) was positively associated with growth by 0.13% and statistically significant at 10%.
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Table 7.5.4: Estimated models of reform and its components on economic growth for Arab
Gulf Countries (GCCC)

(1) (2 (3) (G (5) (6) (@)
BASIC M E B H P Shapley
MODEL Value (%) R2
Macroeconomic instability -0.376 -0.310 -0.247 -0.123 -0.284 24
(M)
(0.310) (0.293) (0.272) (0.345) (0.300)
Exchange rate 0.288**
(0.270)
Deficit 0.0707
(0.0844)
Public debt -0.307**
(0.266)
Inflation -0.0566
(0.133)
Unemployment -0.417*
(0.266)
External stability (E) 0.164 0.0926 0.290 -0.0141 0.477 2
(0.366) (0.493) (0.339) (0.376) (0.386)
Current account 0.0201*
(0.128)
External debt 0.248
(0.351)
International reserves 0.512*
(0.268)
Diversification index -1.978
(1.559)
Structural reform(B) 0.411** 0.200 0.225 0.604** 0.389* 6
(0.203) (0.292) (0.224) (0.301) (0.201)
FDI 0.128*
(0.0779)
Credit to the private sector -0.0999
(0.856)
Concentration index -0.00259
(0.913)
Human capital(H) -1.103*** -0.980** -1.572%** -1.115** -0.990** 135
(0.375) (0.400) (0.386) (0.450) (0.412)
Health expenditure -0.408*
(0.310)
School enrolment -0.0346*
(0.0201)
Life expectancy -0.238
(0.165)
Scientific articles published 0.199
(0.275)
Physical infrastructure(P) 1.445* 1.936** 1.861** 1.218 1.346 4.3
(0.968) (1.189) (0.810) (0.883) (0.975)
Fixed telephone 1.384*
(0.798)
Improved water source 0.0144
(0.111)
Access to electricity -0.0604
(0.0599)
Improved sanitation -0.00191
(0.122)
Lag GDP per capita -0.591 -1.605* -1.216** -0.605 -0.539 -0.866 3.8
(0.471) (0.856) (0.566) (0.482) (0.503) (0.676)
Pop. growth rate -0.812*** -0.855***  -0.558***  -0.621***  -0.806*** -0.556** 39.5
(0.271) (0.308) (0.209) (0.223) (0.288) (0.221)
Oil rent to GDP 0.410** 0.587** 0.531** 0.336 0.446* 0.501 10.6
(0.245) (0.294) (0.224) (0.286) (0.257) (0.330)
Tech -0.161** -0.0984 -0.136* -0.143* -0.166***  -0.199*** 14.9
(0.0618) (0.0671) (0.0742) (0.0757) (0.0591) (0.0668)
Arab Spring Dummy -0.372 -0.351* -0.600* -0.397 -0.484 -0.264 33
(0.299) (0.317) (0.311) (0.384) (0.307) (0.295)
Constant 5.794 21.31 13.55%* 7.393 30.82%* 11.34
(6.391) (12.87) (6.602) (7.811) (14.85) (11.94)
Observations 106 106 113 113 106 113
Adjusted R2 50.6 52.6 48.5 46.8 52.6 48.5 50.6
F statistic 6.142%** 4.661*** 7.496%** 5.684*** 6.218*** 5.780***
Countries 6 6 6 6 6 6

*** ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively
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Despite the notable progress in the area of human capital in the GCC countries, its full potential
has not been realised. This could be seen in the high negative significant coefficients of human
capital (H) in col. (1) and its elements in col. (5). Health expenditure and gross primary school
enrollment negatively affect growth by 0.41% and 0.03% respectively, at significant levels of
10%. Interestingly, the aggregate physical infrastructure (P) variable in col. (1) and its sub-
component, fixed telephone line subscriptions in col. (6) were significantly positive and led to
increased growth by a similar proportion (1.4%) and significant level (10%).

Table 7.6.4: Estimated models of reform with the inclusion of governance components on
economic growth for Arab Gulf Countries (GCCC)

@ 2 (©)) @ ®) (6) @) (7)
VARIABLES BASIC VA PS GE RQ ccC RL Shapley
MODEL Value %
WITH-G
Macroeconomic instability -0.531* -0.637**  -0.546**  -0.640** -0.550**  -0.478* -0.453 2.2
M
) (0.270) (0.285) (0.267) (0.280) (0.268) (0.274) (0.293)
External stability (E) -0.107 -0.159 -0.118 -0.0718 -0.136 -0.0238 -0.124 1.9
(0.323) (0.337) (0.324) (0.319) (0.318) (0.325) (0.322)
Structural reform (B) 0.507** 0.466**  0.550** 0.395 0.546***  0.473**  0.557*** 5.3
(0.215) (0.206) (0.210) (0.243) (0.203) (0.215) (0.191)
Human capital (H) -1.22%** -0.998**  -1.17***  -1.22%** ] ]15*** ] 35%**F ] .20%** 11.7
(0.401) (0.440) (0.391) (0.389) (0.400) (0.419) (0.394)
Physical infrastructure(P) 1.989** 1.677** 1.701*  2.236***  1.708** 2.027*** 2.038** 45
(0.877) (0.707) (0.930) (0.830) (0.720) (0.721) (0.838)
Governance(G) 0.178 3.4
(0.309)
Voice and accountability -0.840
(0.698)
Political stability 0.0052
(0.275)
Government Effectiveness 0.748*
(0.617)
Regulatory quality 0.0895
(0.573)
Control of Corruption 0.314
(0.422)
Rule of law 0.642*
(0.767)
Lag GDP per capita -0.911 -0.461 -0.625 -1.252*  -0.643*  -0.977*  -0.895* 35
(0.618) (0.382) (0.532) (0.636) (0.387) (0.565) (0.478)
Pop. growth rate -0.65%** -0.70***  -0.68***  -0.59***  -0.68*** -0.61*** -0.66*** 39
(0.188) (0.188) (0.183) (0.201) (0.182) (0.213) (0.184)
Qil rent to GDP 0.502** 0.564***  0.448**  0.637***  0.471** 0.521*** (.543** 10.5
(0.195) (0.199) (0.188) (0.229) (0.211) (0.190) (0.215)
Tech -0.0879 -0.0392  -0.0777  -0.108* -0.0817 -0.0833 -0.0766 15
(0.0615) (0.0539) (0.0574) (0.0640) (0.0662) (0.0579) (0.0575)
Arab Spring Dummy 0.154 0.101 0.148 0.151 0.148 0.174 0.0857 3
(0.332) (0.340) (0.338) (0.332) (0.335) (0.334) (0.337)
lag GDP growth 0.410*** 0.379***  0.401*** 0.412*** (0.402*** 0.409*** 0.400***
(0.0997) (0.103)  (0.0972) (0.0999) (0.0981) (0.0998) (0.0965)
Observations 106 106 106 106 106 106 106 113
R-squared 59.2 59.5 59.0 59.3 59.1 59.1 59.5 59.2
Countries 6 6 6 6 6 6 6 6
F statistic 18.39*** 17.18*** 18.10*** 18.50*** 18.18*** 18.65*** 18.32*** 6.35 ***

*** ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively
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In spite of the aggregate governance (G) variable being insignificant, introducing this variable
in the regression as in col. (1) in Table 7.6.4 improved the significant level of macroeconomic
stability (M) to 10% and the positive effects of structural reform (B), physical infrastructure
(P) and oil rent from 0.41%, 1.4%, and 0.41% to 0.51%, 2%, and 0.50% respectively.
Government effectiveness (GE) is one of the two significant components of the governance
(G) indicator, which stimulates growth by 0.75%. The other is the rule of law (RL) variable,
which coefficient is positive and statistically significant with a one-unit change in its index,

leading to a 0.64% increase in growth.

7.6.5 Estimated panel data models for Arab Emerging Economies

The basic model for Arab emerging economies in col. (1) of Table 7.5.5 indicates that all
socioeconomic reform factors have the most influential power on economic growth rather than
the other control variables including the convergence variable, oil rent, population growth and
level of technology. As discussed in chapters 5, this group, also called Arab reformers, was the
most affected by reform programmes as they have undergone significant changes in their policy
environment over the last 20 years. With the exception of physical infrastructure (P), not only
were all aggregated reform variables significant with expected signs but also many of their sub-
elements were statistically significant. Furthermore, the coefficient of the Arab spring dummy
in the basic model was negative and highly significant, leading to a decline in growth rate by

67.8% %! compared to the years before 2011.

Both aspects of stabilisation - internal and external, have significant influences on enhancing
economic output by 0.56% and 0.45% respectively. While unemployment was the most severe
macroeconomic problem, and the main source of internal instability, the current account
surplus was at the root of external stability. Remarkably, the coefficient of unemployment was
the highest among all models, as a 1% increase in unemployment led to reduced economic

growth rate by a similar percentage.

51 [exp(-1.133) - 1]100 = - 67.8 %
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Table 7.5.5 Estimated models of reform and its components on economic growth for Arab
Emerging Economies

(1) (2) 3 4 (5) (6) (M
BASIC M E B H P Shapley Value
MODEL (R2%)
Macroeconomic instability -0.561* -0.789**  -0.628**  -0.680** -0.133 134
(M)
(0.291) (0.360) (0.274) (0.278) (0.401)
Exchange rate -0.179
(0.210)
Deficit 0.0869
(0.111)
Public debt 0.366
(0.381)
Inflation 0.0731
(0.0851)
Unemployment -1.004**
(0.472)
External stability (E) 0.453** 0.384* 0.395** 0.501** 0.443** 4.3
(0.210) (0.208) (0.200) (0.205) (0.221)
Current account 0.121*
(0.0640)
External debt -0.134
(0.261)
International reserves -0.00409
(0.223)
Diversification index -1.511
(1.073)
Structural reform(B) 0.473*** 0.408**  0.505*** 0.489***  (0.547*** 11.8
(0.164) (0.161) (0.176) (0.164) (0.170)
FDI 0.180%**
(0.0543)
Credit to the private sector -0.366
(0.270)
Concentration index 0.460
(0.329)
Human capital(H) 0.336* 0.636* 0.219 0.551** 0.331 35
(0.238) (0.327) (0.268) (0.244) (0.290)
Health expenditure -0.275*
(0. 148)
School enrolment 0.024**
(0.012)
Life expectancy -0.070
(0.095)
Scientific articles published -0.238
(0.161)
Physical infrastructure(P) -0.436* -0.849** -0.344 -0.308 0.307 2.4
(0.281) (0.365) (0.298) (0.301) (0.343)
Fixed telephone -0.056**
(0.251)
Improved water source -0.019
(0.043)
Access to electricity 0.017
(0.030)
Improved sanitation -0.011
(0.028)
Lag GDP per capita -0.784 -1.176 0.329 -0.0104 -0.758 -1.210 235
(0.733) (2.649) (1.232) (0.758) (0.804) (0.980)
Pop. growth rate -0.188 -0.336 -0.245 -0.435 -0.472 -0.433 6.6
(0.303) (0.338) (0.307) (0.330) (0.338) (0.334)
Oil rent to GDP 0.0380 0.0600 -0.0206 -0.0339 0.00103 0.0172 0.8
(0.0459) (0.0789) (0.0643) (0.0533) (0.0460) (0.0472)
Tech -0.132 -0.115 -0.169* -0.137 -0.126 -0.112 1.6
(0.0914) (0.0895) (0.0916) (0.0842) (0.0878) (0.0921)
Arab Spring Dummy -1.133*** -0.993*** -1 251***  _1.176*** -0.690*** -1.298*** 325
(0.165) (0.173) (0.185) (0.164) (0.207) (0.226)
Constant 8.954 16.55 -5.220 1.408 14.94 17.97
(10.22) (35.69) (15.63) (10.06) (28.27) (16.35)
Observations 100 100 100 100 100 100
Countries 5 5 5 5 5 5
Adjusted R2 44.6 46.5 45.1 45.1 74.2 46.7 44.6
chi2 182.4*** 241.9*%**  1098.1***  239.1***  205.9***  199.5***

*xx ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively
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The structural reform (B) component was positive and highly significant, at 1%. It impacts
directly on growth by 0.47%, underpinned by a comparatively highly significant (1%)
influence of inward foreign direct investment as seen in col. (4), which positively impacts on
growth by 0.18%. With regards to human capital (H), the aggregate variable in col. (1) seems
to be significant at 10%. However, the signs of the significant elements of human capital were
not the same. While health expenditure as a percentage of GDP was negative at 10% significant
level, the gross primary school enrollment positively affects output by 0.02% at 5% significant
level. For the last component of reform, the physical infrastructure (P) aggregate variable in
col. (1) and its component, fixed telephone line subscriptions in col. (6), were significantly
negative and led to falls in growth by 0.44% and 0.06% respectively.

Table 7.6.5: Estimated models of reform with the inclusion of governance components on
economic growth for Arab Emerging Economies

(1) (2) (3) 4 (5) (6) (7) (®)
BASIC VA PS GE RQ RL cC Shapley
MODEL Value
WITH-G (%)
Macroeconomic instability -0.208* -0.28**  -0.506**  -0.245* 0.256 -0.215*%*  -0.120** 11.4
(M)
(0.567) (0.452) (0.554) (0.546) (0.415) (0.503) (0.480)
External stability (E) 0.126 0.239** 0.0370 0.124* 0.299* 0.194 0.165 54
(0.286) (0.293) (0.304) (0.281) (0.285) (0.293) (0.274)
Structural reform (B) 0.826*** 0.877***  0.751**  0.838***  0.709**  0.812*** (.834*** 11.2
(0.298) (0.306) (0.305) (0.307) (0.301) (0.297) (0.310)
Human capital (H) 0.178 0.233 0.409 0.216 0.407 0.184 0.168 45
(0.460) (0.460) (0.446) (0.489) (0.411) (0.446) (0.474)
Physical infrastructure(P) -0.149* -0.075* -0.312* -0.170* -0.362 -0.0780 -0.141 2.4
(0.344) (0.339) (0.357) (0.354) (0.323) (0.363) (0.343)
Governance(G) -0.231 6.1
(0.470)
Voice and accountability 0.534*
(0.301)
Political stability -0.696
(0.430)
Government Effectiveness -0.488
(0.861)
Regulatory quality 1.254**
(0.596)
Rule of law -0.504
(0.589)
Control of Corruption -0.151
(0.517)
Lag GDP per capita -2.228*** -1.736**  -2.653*%** -2 20*** -2.11%** -2.20%**  -2,08*** 224
(0.790) (0.806) (0.718) (0.832) (0.724) (0.687) (0.761)
Pop. growth rate -0.464 -0.492 -0.356 -0.534 -0.488 -0.449 -0.477 6
(0.385) (0.386) (0.370) (0.419) (0.377) (0.386) (0.390)
Qil rent to GDP 0.0372 0.0360 0.0522 0.0497 0.0805 0.0234 0.0382 11
(0.0496) (0.0464)  (0.0488)  (0.0503) (0.0518) (0.0532)  (0.0521)
Tech 0.0729 0.0505 0.0565 0.0711 0.0778 0.0510 0.0745 15
(0.193) (0.184) (0.184) (0.200) (0.176) (0.185) (0.200)
Arab spring Dummy -0.930*** -1.02%**  -1.21%**  -0.95*** -0.81%** -0.95***  -0.88*** 28
(0.324) (0.284) (0.351) (0.327) (0.299) (0.312) (0.292)
lag GDP growth 0.0190 -0.0111  -0.00475 0.0206 0.0107 0.00525 0.0181
(0.144) (0.141) (0.139) (0.143) (0.142) (0.146) (0.145)
Observations 95 95 95 95 95 95 95
R-squared 51.3 52.0 53.4 514 52.6 51.7 51.2 51.3
Countries 5 5 5 5 5 5 5
chi2 204.8*** 216.9%**  207.9*%** 203.7*%**  210.97***  272.7***  234.5%**

**xx ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively
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Regarding institutional reform — the aggregate governance (G) variable and its components, in
Table 7.6.5, only voice and accountability (VA) and regulatory quality (RQ) have a significant
impact on growth, while all other factors including the aggregate governance indicator had an
insignificant effect on the reformers sample. However, RQ has the most significant impact

among all variables in Arab emerging economies.

7.6.6 Estimated panel data models for Arab Countries with civil war

Based on the results in Table 7.5.6, which relates to Arab countries that have experienced or
are currently undergoing civil war conditions, the majority of findings were contrary to
expectations from prior studies or economic theory. For instance, the coefficient of the
unemployment variable had a positive effect on growth, while foreign direct investment (FDI),
structural reform, external stability, human capital, and even physical infrastructure had a

significant and adverse impact on economic output.

In fact, there are several reasons why this result seems strange or at least different from the
previous results of the five samples. Firstly, it is well known that economic theory is a set of
arguments that explain the behaviour of economic phenomena, and hence serves as a guide to
decision-makers. Since these phenomena are intertwined, economic theory sets assumptions to
define the conditions that must be met in order to predict the direction of relations (Bade and
Parkin, 2007). However, in cases of armed conflicts, military and political factors, rather than
economic factors, control all statuses in a country. These factors are frequently associated with
other forms of intrastate conflict, insurgency and counter-insurgency, uprisings, genocide or
genocidal actions (Weber, 1994). Therefore, in such cases, using economic theory, with all its

assumptions, to explain change could be considered inappropriate (Collier, 1999).

According to Bhardwaj (2012), during civil wars, the economy of the state is usually controlled
by noneconomic factors steering the general scene, like the nature and actions of the regime,
how it rose to power, and its level of militarisation. In addition to this, international bodies and
regional players’ aid and interventions, all play a major role in the development of the conflict

and policymaking.
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Table 7.5.6: Estimated models of reform and its components on economic growth for Arab
Countries with civil war

D @) ©) 4) ©®) (©)
VARIABLES BASIC MODEL M E B H P
Macroeconomic instability -0.0385 -0.0706 -0.125 0.0880 -0.176
(M)
(0.181) (0.196) (0.150) (0.186) (0.182)
Exchange rate -0.202**
(0.0879)
Deficit 0.0687
(0.0530)
Public debt -0.482**
(0.192)
Inflation -0.0976
(0.0715)
Unemployment 0.807**
(0.394)
External stability (E) -0.160* -0.150 -0.136* -0.0218 -0.148
(0.0863) (0.134) (0.0786) (0.0950) (0.0909)
Current account -0.0514
(0.0561)
External debt -0.0506
(0.157)
International reserves -0.0818
(0.150)
Diversification index 0.0446
(2.271)
Structural reform(B) -0.392*** -0.404*** -0.401*** -0.364*** -0.391***
(0.123) (0.136) (0.129) (0.128) (0.126)
FDI -0.163***
(0.0448)
Credit to the private sector 0.318*
(0.192)
Concentration index -0.976**
(0.484)
Human capital(H) -0.551** -0.577** -0.580** -0.203 -0.0991
(0.216) (0.178) (0.237) (0.174) (0.248)
Health expenditure -0.693***
(0.202)
School enrolment -0.0464**
(0.0209)
Life expectancy 0.197***
(0.0631)
Scientific articles published -0.523**
(0.228)
Physical infrastructure(P) 0.333* 0.361** 0.347 -0.0354 -0.129
(0.188) (0.173) (0.210) (0.190) (0.240)
Fixed telephone 0.106**
(0.0524)
Improved water source 0.00604
(0.0175)
Access to electricity 0.0206
(0.0175)
Improved sanitation -0.0362
(0.0241)
Lag GDP per capita -0.0397 -0.987*** -0.068 -0.114 0.708* -0.102
(0.297) (0.357) (0.334) (0.294) (0.377) (0.365)
Pop. growth rate -0.859** -0.465 -0.935** -0.928** -0.246 -0.687
(0.434) (0.531) (0.459) (0.402) (0.420) (0.444)
Oil rent to GDP 0.0713 0.248** 0.0789 0.311** -0.0862 0.0878
(0.0839) (0.103) (0.104) (0.135) (0.108) (0.0975)
Civil war Dummy -0.418* -0.602** -0.432* -0.095 -0.194 -0.0895
(0.216) (0.300) (0.234) (0.685) (0.61) (0.261)
Constant -3.449 -2.759 -3.185 -3.114 -29.11** -7.041
(4.996) (5.101) (5.988) (4.637) (12.44) (7.863)
Observations 101 96 101 101 96 101
Number of countries 6 6 6 6 6 6
chi2 44.15 54.95 45.01 51.73 55.70 42.64

**x ** and * indicate the coefficient is significantly different from zero at 1%, 5%, and 10% respectively
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The other important reason is that most economic studies which involve periods of civil strive
or war, use qualitative analysis such as descriptive or exploratory techniques rather than
quantitative and statistical models (Baddeley, 2011; Bhardwaj, 2012; Boskin and Lau, 1990;
Collier, 1999;2011; Collier and Hoeffler, 1998; Fearon, 2011; Stewart, 2000; Walter, 2015).
The reason for this, as mentioned before, is that the assumptions of economic theory do not
seem to apply to these unstable conditions, in addition to the lack of sufficient economic data
during these unstable periods.

Furthermore, the chi2 test of the model was insignificant as in col. (1), whereas it was highly
significant in all previous models. This means that the estimated model and its variables for
this group failed to explain changes in the dependent variable. Thus other influences, mostly
military, that are not captured in the present model may be responsible for explaining these
countries growth rates. Consistent with this argument, the intercept dummy variable of the civil
war was significant and reduced the economic output by 35%° as seen in col. (1) of Table
7.5.6.

Nevertheless, the study attempted to isolate the impact of the war on the results by conducting
a comparative analysis between wartime and peacetime for the same group, to examine
whether the outcome would change. However, the results, as in Table 7.6.6, did not confirm
any significant differences. The chi2 test conducted between the two models shows no
significant difference between the model's coefficients of the two periods except for the human
capital variable, which is, undoubtedly, the first victim in a time of civil wars. However, the
two estimated models in Table 7.6.6 are not reliable due to the small number of observations,
which increases the probability of statistical type Il error. The error means not rejecting a null

hypothesis when the alternative hypothesis is the true state of nature (Tabachnick (2013)

Moreover, estimates presented in Appendix 7.2.1 and 7.2.2 confirm the same hypothesis. For
example, the unemployment rate and foreign direct investment hardly show any differences
between war and peacetime, with the results of other coefficients very close to each other. To
a large extent, all these results conform to reality. The civil wars in the Arab region had a
different nature from civil wars in other parts of the world. Arab civil wars did not change the
regimes; they allowed them to continue during and after the conflict. Examples include

President Bouteflika in Algeria, Albashir in Sudan or Saleh in Yemen.

% [exp(-0.42) - 1]100 = - 35 %
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Consequently, the results are not expected to change as long as the same policies and strategies
are implemented. Therefore, the result of Arab countries with civil wars will be excluded from
the discussion below. The following section will discuss in details the similarities and
differences among only five regions (advanced economies, developing countries, the whole
Arab region, Arab emerging countries and GCC).

Table 7.6.6: Wartime versus peacetime - comparison of the estimated effect of reform on
the economic growth of Arab Countries with civil wars

@ @) &)
Wartime Peacetime chi2-test of differences
among models
Macroeconomic stability (M) -1.08%%* 017 3.16
(0.45) (0.58)
External stability (E) -0.27 0.33 131
(0.30) (0.51)
Structural reform (B) -0.07 -0.622 026
(0.27) (1.10)
Human capital (H) 0.85 -0.65 4 27k
(0.80) (0.60)
Physical infrastructure(P) -1.22 0.15 211
(1.20) (0.51)
Governance (G) 0.26 -0.33 047
(0.28) (0.93)
Lag GDP per capita 211 -0.45 261
(2.21) (0.81)
Pop. growth rate 1.60 -0.37 1.63
(1.27) (1.07)
Oil rent to GDP -0.14 0.72 3.19
(0.15) (0.61)
Prob>F 0.341 0.398

** indicate the coefficient 1s significantly at 5%

7.7 Discussion of panel estimated results

Following the results presented in the previous sections, this section attempts to interpret the
outcomes for each sample highlighting the similarities and differences among world regions
and demonstrates the extent to which outcomes are similar to existing literature, in addition to

other significant findings.

7.7.1 State Variable

The estimated coefficients of the lagged GDP per capita were significant with a negative sign
for all models of advanced economies, developing countries and Arab countries. The results
are consistent with the conditional convergence concept of the neoclassical growth model, that

the lower the starting point of per capita GDP, relative to the long-run or steady-state position,
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the faster the growth rate. The convergence is conditional because the steady-state levels of
capital and output per worker; in the Solow—Swan model, depend on many other variables, and
the position of the production function characteristics that might vary across economies. Thus,
the models exhibit the familiar convergence pattern among different regional income levels.
For instance, the impact of the state variable was 2% in wealthy countries, while the effect
reduced to 1.4% in developing nations and only 0.14% in Arab countries. Similar empirical
results were found by Adedokun (2017); Barro (2000); Barro and Sala-i-Martin (1995);
Calderon and Servén (2010); Hall and Ahmad (2012); Silberberger and Kéniger (2016).

7.7.2 Reform Variables

7.7.2.1 Macroeconomic stability

With few exceptions, the negative signs of the aggregate macroeconomic instability
coefficients and the highly significant levels of this variable and its elements in all samples,
support the argument that an economy, which has the desired degree of macroeconomic
stability, would ensure confidence in investors, provide incentives for the most productive
destination of inputs, and enhance the profitability of investments at reasonable rates of risks
(Alguacil et al., 2011; Mohieldin, 1995; Ulvedal, 2013). In contrast, an economy marked by
macroeconomic volatility will present an excessive degree of uncertainty, which in turn will
deter agents from investing or will cause them to make wrong decisions regarding the
allocation of resources to alternative projects with dire consequences for economic growth
(ILO, 2015; Martinez and Sancher-Robles, 2009).

Efficient management of the exchange rate is considered to be an essential policy objective in
governments to achieve a set of diverse objectives of economic growth, control inflation, and
sustain external competitiveness. The evidence from the developed and some of the Arab
countries’ analyses support the argument that the devaluation of domestic currencies makes
exports more competitive and cheaper to foreigners. Thus the demand for exports may increase
(Ping, 2011). In the same vein, imports become more expensive, which may reduce demand
for imports and reduce pressures on a country’s reserves. Higher exports, in particular, will
help boost growth (Kalyoncu et al., 2008; Lambertini and Tavares, 2005). Furthermore,
because the elasticities of exports and imports are much higher in industrialised countries than

Arab countries, the percentage gain was 0.83% and 0.06% for the respective samples.

In contrast, the internal stabilisation in Gulf countries was affected positively by currency

appreciation. The particular case of this group was due to their exchange rate policy as they
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have all pegged their currencies to the US dollar for nearly three decades. Since oil is the main
export commaodity in these countries, and oil prices are valued in dollars, any exchange rate
fluctuation could drastically reduce revenues if the currencies were not pegged. In addition,
due to sustained high oil prices from the early 2000s to 2014, Gulf countries obtained massive
revenues by creating sovereign wealth funds (SWFs) (Bahgat, 2017). According to the
Sovereign Wealth Funds Institute, in 2010, GCC countries held funds to the tune of 4.7 trillion
US dollars (Hvidt, 2011). Therefore, the current policy avoids currency fluctuation, eliminates
uncertainties in international transactions, and applies other approaches to maintaining
investors’ confidence in the economy. Consistent with this result, the coefficient of
international reserves for the same group of countries in col. (3) of Table 7.5.4 was positive
and statistically significant, unlike in the other samples.

Regarding the budget deficit, the relationship is observed to be negative with economic growth
as seen in all its significant coefficients in the case of advanced economies, developing
countries and Arab countries. Interestingly, results of the first two groups were approximately
the same (0.12%), but with higher significant levels in the second sample, while the coefficient
in the third sample has a slightly lower impact on growth by only about 0.08%. The same
negative relationship was realised by Adak (2010); Adam and Bevan (2005); Eminer ; Fischer
(1993). These results are also consistent with the neoclassical approach, which argues an
inverse relationship between deficit and growth (Rahman 2012). This issue is more commonly
seen in developing countries, as they have deficient in private sector investment leading to the
need for increased government investment to drive aggregate demand. In contrast, on the
revenue side, the government lacks adequate revenues to cover its large expenditures, and
hence such this process results in high budget deficits and inflation rates (Arjomand et al.,
2016).

Public debt is another interesting and contradicting factor. While it was significantly positive
in advanced economies, it has a detrimental effect in developing and Gulf economies.
According to Greiner (2010;2011), the impact of debt on growth could be positive if it is used
to finance productive investment, which is the case in advanced economies. Furthermore,
Presbitero (2008) showed that industrialised countries are better able than developing nations
to borrow and use domestic and foreign financing in a productive way, without carrying the
costs of the disincentive to investment, capital flight, policy volatility and the crowding out that
goes hand in hand with massive debts. However, in developing countries, the inverse

consequences of debt overhang are likely to offset the potential benefits derived from the
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availability of additional funds. This results from weak economic management and bad

governance within emerging countries (Blake, 2015).

Not surprisingly, the study's results also confirm that unemployment is one of the most
problematic issues not only for emerging countries but also for advanced economies. High and
persistent unemployment in most of the world regions, as discussed in Chapter 5, hurts
economic growth. According to Castells-Quintana and Royuela (2012), unemployment could
undermine economic growth not only because it is a waste of resources, but also because it
creates redistributive constraints and subsequent distortions, drives people to poverty,
restrictions liquidity, limits labour mobility, erodes self-esteem and increases social unrest and

conflict.

This link between economic growth and unemployment can be clarified in terms of the
necessary input of services provided by employees needed to sustain an economy and to
enhance economic growth. When there is a high level of unemployment, the level of output
also decreases due to the reduction in the number of workers contributing to the output (Ogebe
2015). The key to the relationship between changes in the rates of GDP growth and
unemployment is the rate of growth in potential output. The rate of growth of potential output
is a function of the rate of growth in potential productivity and the labour supply when the
economy is at full employment. When the unemployment rate is high, then actual GDP falls
short of potential GDP, this is referred to as the output gap (Levine 2012).

Based on the estimated results, unemployment in both samples of developed and developing
countries had an adverse and highly significant effect on economic growth by 1.1% and 0.32%
respectively. Surprisingly, the magnitude of the inverse effect in advanced economies was the
highest among all samples, while traditionally the less developing countries (LDCs) usually
have higher unemployment rates ° (Lewis, 2013). However, the regression outcomes are
affected by mixed unemployment rates among developed regions, especially after the global
financial crisis, while it was only 5% in Southeast Asia, it reached 6.5% in North America and
about 9 % in the Eurozone. In addition, there was a considerable gap in unemployment rates
between EU members, for example, the average rate in Spain was 20.1 %, while in Austria it

was only 4.4 %.

On the other hand, although the unemployment variable in the regression's result for the whole
Arab sample as in table 7.5.3 was not significant, in the rest of the Arab sub-groups, it indicates

53 F-test has shown significant differences of the impact of unemployment among models.
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an inverse relationship. Remarkably, in the case of the emerging Arab economies,
unemployment was the only significant variable among the components of macroeconomic
instability. Consistent with section 5.3.1.2 in Chapter 5, and following Wahba and Assaad
(2017), employment creation is a major bottleneck for most Arab economies with a growing
labour force and no corresponding expansion in the public sector, which leads to high youth
unemployment. Engaging newcomers in the labour market requires an expanding private sector,
which is also willing to generate work opportunities at a much faster rate than the growth in

the labour force.

Amin et al. (2012) argue that overpopulation relative to the physical resources of capital, land
and water, and overprotective labour regulations were the major reasons for the high
unemployment rate. Most Arab countries tend to have excessive hiring bottlenecks involving
notice requirements, severance payments and fines for terminating redundant workers.
According to the World Bank (2017a) “doing business measures”, the region ranks as the most

rigid on the redundancy index and is third from the top of the ‘difficulty of hiring’ index.

In the case of the GCC, the employment situation has been shaped by an oil-based growth
model. Following the oil prices boom after 1973 and subsequent initiation of ambitious
development projects, the hiring of both skilled and unskilled non-national labour was needed
to sustain the rapid economic growth (Nabli, 2007). However, after more than forty years of
importing labour, the pace of private-sector jobs’ creation for nationals has recently curbed,
implying a challenging employment outlook. Crockett (2014) shows that Gulf countries face
persistent high youth unemployment rates, reaching 30% in Saudi Arabia. In addition, private

firms are suffering from fiscal reforms and government spending is down.

7.7.2.2 External stability

Although in all samples, the aggregate external stability variable has shown a slight impact on
economic growth relative to other components of reform programmes, its elements of foreign

stabilisation indicated several relevant results.

First, in developing countries, the coefficient of total foreign debt stock as a percentage of
goods and services exports significantly impacted growth negatively by 0.11%. The findings
appear to show that external debt had a direct adverse effect on output growth for the period
covered. This relationship is in agreement with the argument that relying on foreign debt to

boost economic growth is not a good policy. This may also be explained by poor governance,
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such as corruption and lack of government effectiveness. Instead, developing countries may be
better off trying to reduce their external debt and supplement their lack of domestic saving with
other forms of foreign capital such as foreign direct investment (Effendi, 2001; Kasidi and Said,
2013; Okonkwo and Odularu, 2013).

The results also highlight the importance of current account surplus in promoting economic
growth in the Arab region; the whole Arab sample and for Arab sub-groups; Gulf countries
(oil-rich countries) and emerging economies (resource-scarce nations). The coefficient of the
Arab sample was highly statistically significant (1%), while in the other two samples, it was
10%. The importance of this indicator in the Arab reformers (emerging economies) group was
much higher than the other samples, as it stimulated growth by 0.12%. Additionally, with the
steady growth of oil exports and despite the growth in imports, the Arab countries’ current
account moved from almost a net balance on the average in the 1990s to a surplus averaging at
7.0 % of GDP over the 2001-2007 period (Aristovnik, 2007). Further evidence to support these
arguments is the significant positive effect of international reserves for gulf countries, as

mentioned in the above section.

In conclusion, with regard to internal and external economic stabilisation and its relationship
with economic reform in the Arab region, the lack of consistency of fiscal and monetary
policies played a significant role in the economic instability of the region's countries and the
emergence of several economic problems with social features such as unemployment. Over
time, the accumulation of these problems aroused the anger of large segments of the
populations and eventually exploded through the Arab uprisings in 2011. On the other hand,
the economic reform programmes applied by the emerging economies in the region were
successful in reducing the deficit in the balance of payments and the general budget and
diminishing the external debt. This had a positive impact on the economic growth of most of
these countries. Only in some cases was the impact limited to maintaining the same levels of

growth and avoiding any decline in growth rates.

Furthermore, the surpluses of the oil sector in the oil-exporting countries played a significant
role in achieving stabilisation. This was clearly reflected positively in the current account
balance and the stability of the exchange rate supported by a high level of international reserve.
On the other hand, despite the implementation of several diversification policies in the Arab
countries, the variegation of the production structure remains one of the main obstacles to

economic stability.

210



7.7.2.3 Structural reform

The highly significant structural reform aggregate variable for all samples, except advanced
economies, confirm its importance of any successful economic reform, especially in
developing countries. Indeed, the effect of structural reforms itself, and its association with
other indicators; particularly the stabilisation variables, help improve economic growth through

generating additional indirect benefits.

The magnitude of the coefficients varied among regions. It was 0.15% in developing countries
with 10% significant level, while the effect was higher in the full Arab sample (0.31%), 0.41%
in GCC and 0.47% in emerging Arab economies. The results are reasonable, as the latter is a

group of reformers who have targeted these kinds of reforms for many years.

The outcomes support the IMF literature' conclusions by Abbott et al. (2010); El-Erian et al.
(1996); IMF (2014); Kireyev (2000); Swiston and Barrot (2011); Williamson (2004), that
structural reforms are essential to promote competition in the economy through maintaining
appropriate regulatory frameworks, enhancing the services sector, improving the value chain
in manufacturing, and achieving stronger integration at the regional and international levels.
Moreover, market reforms, especially reforms in the labour market which improves labour
utilisation and boost output, have the potential to reduce structural unemployment and
employment rates and improve economic activity, raising potential growth and welfare of
citizens. (Canton et al., 2014).

The other notable result in this context was that all coefficients of inward foreign direct
investment (FDI) as a percentage of GDP was positive and statistically significant for all
samples without any exception. This finding is consistent with results of earlier studies, which
argue that FDI could actively encourage growth, whether in industrialised or emerging
economies (Cieslik and Anh, 2016; Wisniewski and Pathan, 2014).

While the effect of the variable was approximately similar among developing and developed
countries in the range of 0.08%, it was double this figure in the three samples of Arab nations.
FDI could boost employment and stimulate technological change through the adoption of
foreign technology and know-how (Alfaro, 2003; De Gregorio, 2005; De Mello, 1999;
Schnellenbach, 2007). Technology transfer through foreign investment helps expand the
existing stock of knowledge through labour training, skill acquisition and diffusion. It

contributes to introducing new management practices and a more efficient organisation of the
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production process. Consequently, FDI can play an essential role in modernising a national

economy and promoting economic development.

Concerning, the aspect of financial development, the result from developed countries offer
contradictory evidence than what was presented by Goldsmith (1969); Schumpeter (1934b) or
recently by Caporale et al. (2015); Fink et al. (2004), which noted that well-developed financial
system increases growth by channelling savings to the most productive investment projects.
The study outcome means an extension of credit to the private sector does not seem to stimulate
economic growth, similar to the results by Arcand et al. (2012); Cecchetti and Kharroubi
(2012); Koivu (2002); Petkovski and Kjosevski (2014); Sarkar (2009). According to Cecchetti
and Kharroubi (2012) if bank credits to the private sector exceed 90% of GDP, then finance
becomes a burden on growth. They mention that a faster rate of financial sector growth may be
detrimental to the growth of the economy because the financial sector competes for resources
with the rest of the economy. In some other cases, financial intermediaries can compete with
domestic firms, which could lead to a credit crunch that lowers investment and productivity
and thus financial development may impact negatively on economic growth (Sarkar, 2009).

The export concentration index was observed to have a positive effect on growth in the
developing countries sample, although this result contradicts other research outcomes which
argue that more diversified production structures lead to lower volatility of output, more
macroeconomic stability and higher growth (Aditya and Roy, 2010; Agosin, 2007; Imbs and
Wacziarg, 2003; Manama, 2016; Mejia, 2011; Wiig and Kolstad, 2012). However, the model
outcome is more consistent with conventional trade theory, which emphasises the benefits of
specialisation due to comparative advantage, especially in the relatively abundant factor
endowments (Salvatore, 2012). Furthermore, it is not possible to ignore the historical aspect,
that most developing nations for a long time have been heavily dependent on a small range of
traditional primary commaodities and few export commodities as their sources of growth (IMF,
2014).

In conclusion, structural reform presented an essential role in stimulating the economic growth
of the Arab countries generally, and RPLA countries specifically, as they implemented more
organised economic reform programmes. Attracting foreign direct investment is one of the
most critical elements of structural reform due to its direct and indirect economic benefits.
However, the applied program of structural reform was partial, non-integrated, and did not
include more effective strategies to develop the financial sector or diversify the structure of the

economy of ACs.
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7.7.2.4 Human capital

Concerning public health expenditure as a percentage of GDP, the coefficients for all study
samples were negative and statistically significant. The negative sign of the health expenditure
component is explained in the literature as follows. Government health expenses as
expenditure items lead to increase aggregate demand, which may therefore positively impact
on growth. However, excessive higher government expenditures negatively impact on growth
especially if they are consumption expenditures (crowding out effect hypothesis) (Bakare and
Olubokun, 2011; Bedir, 2016; Churchill et al., 2015; Lacheheb et al., 2014).

This argument is also supported by the strength of the coefficients in the study regions.
Surprisingly, the highest decline in growth due to these expenditures was in advanced
economies by 1.2%, while it was less than half a per cent in other groups. These estimates are
consistent with the result of Mahmoudzadeh et al. (2017), who found that the "crowding effect”
is greater in developed than developing countries. Additionally, the outcomes are supported
by the relationship between economic growth and public health expenditure among advanced
economies and developing countries as shown in the scatter diagram in Appendix 7.3; although
both fitted lines had a negative slope, the line of advanced economies was steeper than the line

of developing countries.

On the other hand, the second human capital element, life expectancy at birth, seems to have
led to increased growth in both developing and developed countries by 0.09% and 0.04%
respectively. This confirms the argument of the World Health Organization (WHO) that as
much as 50% of economic growth differentials between developed and developing nation is
attributable to ill health and low life expectancy (Oni, 2014). Regardless of the differences
among regions, the results support the claim that lower mortality may increase income per
capita by increasing the productivity of available resources (Acemoglu and Johnson, 2007;
Baldacci, 2004; Cervellati and Sunde, 2011; Lorentzen et al., 2008).

With reference to gross primary school enrolment, used as a proxy for education, the results
were contradictory. While it has a positive effect in emerging the Arab group, its effect on
growth is negative in the GCC countries. The role of education in reducing poverty and
enhancing economic growth is well established, but such positive impacts are dependent on
several factors. For instance, Mingat and Tan (1996) found that higher education has a positive
and statistically significant impact only in the group of developed countries, while primary

education has a positive effect in less advanced, and finally secondary education has a positive
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impact in developing countries. Similarly, Petrakis and Stamatakis (2002) determined that the
growth effects of education depend on the level of income; low-income countries benefit from
primary and secondary school, while high-income developed countries benefit from higher
education. This result is also consistent with the scatter plots in Appendix 7.4 on the
relationship between primary school enrolment and economic growth. The plots show the
positive relationship in emerging Arab countries, while it was obviously negative in the Gulf
countries. Based on these explanations, primary education may not be the appropriate proxy

for Gulf countries in examining the role of education on growth.

The other striking finding is the coefficient of the number of publications of scientific and
technical journal articles. The coefficient of this variable was highly significant in developed
countries which enhanced economic outcomes by 1.1%. The variable was used in the study as
a proxy for innovation capacities, which is the main root of growth and development in these

countries (Hasan and Tucci, 2010; Maradana et al., 2017).

Therefore, it was not surprising that the level of technology was only positive and significant
in the advanced economies sample. Understanding this complementary relationship between
those variables could help to explain the current level of prosperity for industrial economies.
This relationship is documented in numerous studies. For instance, Tuna et al. (2015) prove
that new developments can only be maintained by inventions, which means the exploration of
new knowledge which is applied to current production techniques. The initial work of Begg,
Lansbury, et al. (1994) argues that new knowledge, gained through research and development,

and innovations are the most critical factors in the development process.

In conclusion, the above analysis shows that human capital did not have the expected impact
on economic growth in the Arab region. With a slight exception, health, education and
scientific research outputs were not effective instruments to achieving sustained growth in Arab
states. This result is consistent with the outcomes of the analysis in Chapter 5, which showed
that Arab governments have not sufficiently invested in the human capital even in oil-exporting
countries. This is because the reform programmes that were implemented did not target the
human capital elements, but rather marginalised it. Consequently, this was one of the primary

reasons leading to the Arab uprisings in 2011.
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7.7.2.5 Physical infrastructure

The output contribution of infrastructure varied across the study samples. Surprisingly, the
effect of infrastructure was statistically insignificant in the advanced economies sample, while
as shown in Figure 5.22 in chapter 5, these countries have the highest levels of infrastructure
in the world. This must be directly related to their early stock of infrastructure assets, as most
of them had already fully covered their need for infrastructure services a long time ago.
However, this outcome raises an important question about the cost of acquiring and operating

these infrastructures and whether the infrastructure is under- or over-provided.

In other words, the optimal level of infrastructure provision could be achieved by equating
marginal social return and cost. According to Serven (2010), if the infrastructure level is close
to its optimal, the general-equilibrium growth impact of a marginal increase to the
infrastructure stock should be zero. This is as the direct output impact of improved assets would

cancel out the adverse effect of diverting more resources towards infrastructure accumulation.

On the other hand, the positive impact of infrastructure on growth in both developing and Gulf
countries is supported by studies by the African Union (2014); Calderdn and Servén (2004);
Ismail and Mahyideen (2015); Kodongo and Ojah (2016); Romp and De Haan (2007) who
showed that growth was positively affected by infrastructure stocks. In this case, infrastructure
changes aggregate output either through its direct impact on production as an additional input,
or they boost total factor productivity by reducing transaction and other costs, thus allowing

more efficient use of standard productive inputs.

Furthermore, the GCC group had the highest infrastructure effect in terms of stimulating
growth and jobs among all regions, with a 1% change influencing growth by as much as 1.5%.
This effect was associated entirely with the volume of public investment, including
infrastructure in these countries. According to lanchovichina et al. (2013), because of the
predominantly high oil prices in the last two decades, public investment spending in the GCC
was significantly higher than in most developing regions (except East Asia), and double the
size of the OECD average. In particular, expenditure on infrastructure boosted employment in
the construction sector, which was a major source of job growth in the 2000s compared to other
sectors and countries (Vivien and Bricefio-Garmendia, 2010). Construction created about 30%
of the jobs in MENA (most of which are from the GCC states), which was twice the average
for a fast-growing, high investment countries such as Indonesia and Brazil (Estache and
Garsous, 2012).
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Inadequate supply of infrastructure or unreliability in services may inhibit investment in
productive capital, thus restrict and reduce economic output (O’Fallon, 2003). This is the case
in most emerging and LICs in the Arab region; therefore, it affected the overall results for the
full Arab sample. Since the availability of proper infrastructure is particularly essential, vis-a-
vis its impact on production costs for small and medium enterprises, poor quality or unreliable
infrastructure service provision in these countries may mean the private sector is reluctant to
invest in productive capital or may have to reduce such investments in favour of

‘complementary’ capital to compensate for the lack of infrastructure (Nijkamp and Poot, 2004).

Additionally, excessive public investment in infrastructure compared to other productive
economic activities could have a negative impact on the economy as it draws scarce resources
away from maintenance and operation of existing stocks (Fedderke, 2006). While in this
situation, investment in infrastructure projects should be based on social benefit-cost analysis,
the opportunity cost of investment should be taken into consideration not only between

infrastructure and other sectors but also among different kinds of infrastructure projects.

Interestingly, in advanced economies, the unexpected adverse effect of improved sanitation
facilities may seem contradictory to the positive impact of improved water in the same
regression as both are components of health facilities. However, this is not surprising, the WHO
Regional Office report for Europe®*, states that the region did not meet the Millennium
Development Goal (MDG) sanitation target in 2015. Approximately 62 million people lack
access to sufficient sanitation facilities in terms of functioning toilets and safe means to dispose
of human faeces. On the other hand, the European Region had met the MDG target for drinking-
water in 2015. Additionally, as seen in Appendix 7.5, the relationship between economic
growth and sanitation facilities was slightly negative. This could be caused by the outlier
observations of Ireland and some observations of Greece, as they lagged behind other
industrialised countries. When those outlier observations were removed, the relationship turned

out to be positive.

In conclusion, the GCCC are the only Arab countries that have given priority to the
development of infrastructure within strong and effective development programmes. GCCC
have allocated large budgets to develop and support their infrastructure system, which has
positively reflected in their economic growth. In contrast, the rest of the Arab countries suffer

from a severe shortage of public services and basic facilities such as drinking water, sanitation

54 http://www.euro.who.int/en/health-topics/environment-and-health/water-and-sanitation/data-and-statistics

216


http://www.euro.who.int/en/health-topics/environment-and-health/water-and-sanitation/data-and-statistics

and electricity. Consequently, the lack of these essential services, which is a key requirement
for any individual, have hindered the development process and may have led to the anger of
the Arab citizens towards their governments.

7.7.2.6 Governance

The overall outcomes of institutional reform are consistent with the hypothesis that governance
is a positive and statistically significant determinant of economic growth, as discussed in

chapter three.

The first noticeable result emerges from the advanced economies sample, in which the
aggregate governance indicator and all its components, except control of corruption, play a
significant role in enhancing economic output. For instance, an improvement in government
effectiveness index by one leads to an increase in GDP growth by 0.40% and up to 0.65% from
the rule of law. These findings strongly confirm that developed nations usually have
comparatively well-established and advanced governance systems based on the rule of law,
effective regulations, rational specialisation of tasks, transparency and accountability
mechanisms, political stability, and a professional and highly skilled civil service (Baland et
al., 2010; El Anshasy and Katsaiti, 2013; Kaufmann et al., 1999; OECD, 2002; Silberberger
and Koniger, 2016; Uddin et al.; Williams and Siddique, 2008). It is accepted that these
components compose the appropriate building blocks of good institutions. Thus, existing
inclusive political and economic institutions could explain why developed countries are

relatively well equipped to carry forward the complex challenges of sustainable growth.

The aggregate governance indicator, government effectiveness and control of corruption were
significant factors for developing countries. These results are consistent with other studies in
different regions of the world such as Ajide et al. (2014); Gani (2011) for Sub-Saharan African,
Godinez and Liu (2015); Kutan et al. (2009); Weyland (1998) for Latin America and, Knack
(2006); Smilov and Toplak (2008) for Eastern Europe. Together these results highlight that the
majority of developing nations are suffering from the same governance deficits (Butkiewicz
and Yanikkaya, 2011; Tiwari and Kalita, 2011), which is one of the reasons for their poor

economic performances.

The Aggregate governance indicator, political stability and control of corruption were all

significant for the full Arab sample, while government effectiveness and the rule of law were
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significant for GCC countries, and for the emerging Arab economies, it was voice and

accountability, and regulatory quality.

For Arab countries as a whole, control of corruption was the most significant and largest factor
boosting growth by 2.5% within all economic and political indicators. This outcome agrees
with other studies focusing exclusively on corruption in the Arab world (Baklouti and
Boujelbene, 2015; Guetat, 2006; Kutan et al., 2009; Saha and Ben Ali, 2017; Touati, 2014). It
is a confirmation that corruption distorts the economy and legal environment leading to an
unfair distribution of state resources and services. Eliminating corruption leads to better
government effectiveness, promotion of positive incentives in the society, equal opportunities
for all citizens, and ultimately ensuring more sustained and inclusive growth. Political stability
was also found to be a key determinant of economic growth by 0.42%, which confirm that a
stable political system improves investment or speed up productivity, creating a friendly
business environment in ACs and consequence, raise the GDP growth rate. Alternatively,
Political instability increases the uncertainty in the economy and deters the risk-averse
entrepreneurs from taking action for profitable investment opportunities. After the turmoil’s of
2011 in the Arab world, attention should be given to maintaining political stability, reduction
of internal and external conflicts, as well as of ethnic tensions. Restoring political stability will

be critical to reverse the recent collapse of foreign investment and tourism to the region.

Regarding the institutional status in the Gulf countries group, Government effectiveness (GE)
was the most influential governance components by raising growth by 0.75%. This outcome
captures the capacity of a government to produce and achieve sound policies as well as the
provision of public goods and services. This result also based on implemented programmes
which aimed for improving the quality of governmental bureaucracy in GCCC (ESCWA,
2017). These countries have applied very promising public investment projects especially in
‘social infrastructure’ (such as schools, hospitals) and ‘economic infrastructure’ (such as
network utilities, energy, water, transport, and digital communications) (lanchovichina et al.,
2013). All of these public investment schemes are considered essential ingredients for the
success of any modern economy (Stewart, 2010).

Moreover, the rule of law has been enhanced in GCC countries, such as improvements in the
legal infrastructure, particularly the quality of contract enforcement, protection of property
rights and the independence of commercial courts (Looney, 2013). Other significant efforts

have increased the public’s confidence in the rules of society, such as the Traffic Law. It has
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also succeeded to significantly reduce rates of violence and crime in its communities (Saif,
2009).

By contrast, the results in emerging Arab countries were slightly different; the sources of
increased growth are voice and accountability, and regulatory quality (0.53% and 1.25%
respectively). These results are expected given the economic and political conditions in these
countries. Firstly, the outcome of voice and accountability, used as a proxy for democracy,
reflects the political situation in these countries. In 2011, the decisive moments that changed
the region forever were the downfall of Tunisian President Ben Ali and Egyptian President
Mubarak. Following this, a massive wave of non-violent demonstrations and protests swept
the Arab region calling for more involvement of the populace in the political environment of

these countries (Davis, 2013).

The aim of the democratic movement in emerging Arab countries was more than political.
People, especially the youth, were frustrated by their ineffective and corrupt states, and a
society where they cannot apply their talents and ingenuity, and achieve their ambitions
(Acemoglu and Robinson, 2013). They recognised that the roots of these problems were the
way political power is exercised and monopolised by a narrow elite. In addition, there were
other related issues such as the manipulation of election processes, the excessive force used by
the military, security agencies and police, and systematic repressions against all opposition
(Malik and Awadallah, 2013).

The above result is consistent with numerous studies confirming the positive relationship
between democracy and growth (Abdel-Latif et al., 2014; Heo and Tan, 2001; Jaunky, 2013;
Rachdi and Saidi, 2015; Sen et al., 2006). The positive changes that democracy brings; such
as delegation of authority and regulations of social conflicts, on economic growth heavily
outweigh the adverse and restrictive effects of autocracy. According to Nobel laureate Amartya
Sen, democracies enrich individual lives through the granting of political and civil rights and
do a better job in improving the welfare of the poor (Acemoglu et al., 2008). Second, they
provide political incentives to rulers to respond positively to the demands of the citizens since
the right to rule is derived from popular support manifested in competitive elections (Lake and
Baum, 2001).

Another key outcome for Arab emerging countries (or Arab reformers) was the strong positive
linkage between regulatory quality and growth. This relationship results from the strict

structural reform programmes, such as the liberalisation of the market and banking system, and
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the financial sector deregulation, that these countries have implemented in order to promote
competition in the economy and improve growth (Spilimbergo et al., 2009). Regulatory quality
complements these transitions by capturing how governments encourage a market-friendly

environment, especially private sector development (Kaufmann et al., 2006).

Similar results are demonstrated by Djankov et al. (2004); Djankov et al. (2006); Jalilian et al.
(2007); Messaoud and Teheni (2014). They conclude that the provision of an appropriate
regulatory regime which encourages rather than constrains economic growth is an essential
part of good governance. The ability of the state to provide sufficient regulatory institutions

can be expected to be a determinant of how well markets and the economy perform.

In the same context, regulatory quality complements voice and accountability. Dowdle (2017);
Parker (1999) argue that a well-functioning regulatory system is one that balances
accountability and transparency. Accountability requires regulatory agencies to be accountable
for the consequences of their actions, to operate within their legal powers, and to observe the
rules of due process when arriving at their decisions. Transparency relates to regulatory
decisions being reached in a way that is accessible to interested parties. The third process,
which provides regulatory legitimacy, is consistency. Inconsistent regulatory decisions lead to
uncertainty for investors, raises the cost of capital and may severely damage the willingness to

invest.

7.8 Contributions of reform programmes components to growth

To highlight the previous findings regarding the importance of each component of the reform,
this section discusses the contribution of key variables mentioned in the study’s models using
estimated Shapley values presented as in Tables 7.5.1 - 7.5.6 and 7.6.1 — 7.6.6. In this section,
the analysis excludes the influence of both dummy variables: the global financial crisis and the
Arab spring, for several reasons; The significant impact of the global financial crisis on the
economic growth of advanced economies, as it explains around 45% of economic growth. All
other factors of the model together account for the remaining part of economic growth. Second,
the Arab spring factor had a considerable negative impact on growth rates, especially in
emerging Arab countries, where it represented 32% of the total contributions. Although they
are important, both events are a rare occurrence and including them may distort the relative
contributions of the other key variable. Hence, these two variables are excluded to better view

the impacts of other main variables. Especially that their elimination will affect neither the
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relative proportions of the Shapley values explained by each of the variables nor the ranking in

terms of their relative importance to growth.

As explained in Chapter Four in section 4.7.5, Shapley value decomposes explained variances

(measured by the R2) of respective regressions into contributions over particular groups of

regressors (Huettner and Sunder, 2012; Sheahan and Barrett, 2014). Not surprisingly, the

results of all Shapley values as summarised in Figure 7.1 are consistent with both types of

analysis; the regression analysis in this chapter, and the comparative cross-country analysis in

chapters 5 and 6. In addition, the Shapley decomposition has interpreted a new linkage between

findings within the same region or among samples as follows:

Although the contribution of the ‘states variable” which implies the concept of conditional
convergence varied among world regions, it was the most important contributing factor to
economic output in all regions with the exception of Arab and Gulf countries. Moreover,
the contribution of this variable, confirms the conditional convergence hypothesis that poor

economies tend to grow faster than rich ones; hence, the poor tend to “catch up”.

It was also important to note that, overall, the contribution percentages of explanatory
variables in emerging Arab economies were close to those in advanced economies. In the
emerging as well as the advanced economies, the proportion of the primary targets of
reform, macroeconomic stability and structural reform, explained more than 50% of the
country’s growth, which was not the case in other Arab groups. Moreover, their state
variable was about 30%, and the proportion of population growth was near to 6%. The
differences in the contributions stem firstly from the difference in the level of technology,
with the advanced economies being highly progressed, and possessing great technological
infrastructure. Secondly, the contribution of governance level in RPLA countries was
threefold that in developed countries. This comparison confirms the previous results; Arab
reformers would have a high potential to achieve high economic growth if they implement
an appropriate economic reform program. However, growth will not be sustainable without

integrating the political and institutional reforms in the general context of reform.

221



Figure 7.1: Shapley decomposition results for sample groups (%6)
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Source: Author’s estimations with details in Appendix 7.6

The very high contributions of population growth rate in the whole Arab region (42%) and
Gulf countries (44%) samples, are strongly attributable to the incredible population growth
rates in Arab Gulf states. As can be seen in Appendix 7.7, the average population growth
rate in the Arab region as a whole is 3% which is nearly twice that of developing countries
and more than four times that of the world's high-income nations (0.7%). The population
growth rate in the GCC states, with an annual average of 5%, has also been among the
highest not only in the Arab region but also for the entire world over the last two decades.
Some Gulf countries have also experienced an incredibly high growth rate. For instance,
the average rate was 7% in UAE and 10% in Qatar, while it was 1.1 % in the United States,
0.4 % in Japan and Germany, and even surpassing Sub-Saharan Africa (2.5%). According
to Mirkin (2010), numerous factors have contributed to such growth; a sharp increase in
national births associated with high fertility rates due to a policy of encouraging citizens to
have more children. Such a plan is backed by incentives involving free services, social
welfare and cash allocations. Moreover, the continued influx of expatriates to benefit from

expanding business opportunities has also contributed to high growth rates.
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Interestingly, the total contribution of the reform program’s components in the samples of
the Arab and the Gulf countries was approximately 25%, while three-quarters of the
contributions were due to the abundance of natural resources, and human resources;
represented by the rate of population growth. This result confirms the argument that the
Arab states, in general and GCCC in particular, tend to rely on rent economies rather than
on the macroeconomic variables which are prevailing in industrialised nations. On the
other hand, the significant contribution of natural resources to the economic output could
sharply change because of the oil price volatility. Notwithstanding progress in most of the
Gulf States in diversifying their economies, the dependence on oil earnings remains almost
absolute, and their political stability is directly linked to the high standard of living enjoyed
by their citizens.

The comparative contributing ratios of the governance component among the world's
regions suggest that there could be a non-linear or possible inverse U-shaped relationship
between governance and economic growth. The ratio was very low in developing countries,
while it was very high and reached a peak in emerging markets and then dropped in
advanced economies. This result is consistent with Barro (1996a) who has demonstrated
the existence of an inverse U-shaped relationship between regime type and economic
performance. He found that there is no significant difference between high and low
democracies with regards to their impacts on economic growth, while semi-democracies in
emerging economies clearly experienced higher rates of economic growth. This observed
phenomenon of an inverse U-shaped relationship or the “Barro effect” is also supported by
studies by Barro and Sala-i-Martin (1995); Chong and Calderon (2000); Law et al. (2013);
Lee and Kim (2009); Plimper and Martin (2003). Despite the lack of theoretical ground,
the variety of patterns between institutions and economic performance at different stages
of income is increasingly considered as a ‘stylised fact’ of contemporary research and even

made its way into political and economic textbooks (Drazen, 2000).

Plimper and Martin (2003) presents an explanation for the non-linear relationship between
levels of democracy and economic performance based on government expenditure. When
political participation is extremely limited, governments rationally choose bribery as a tool
to buy political support. When democracy grows, the provision of public goods and services
serves a different purpose and becomes more efficient in ensuring governments remain in

power. In this instance, the government effectiveness, as measured by the provision of
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public goods and services, would not only be appreciated by those who support it, but
rather, it would also promote economic growth. Therefore, the argument is that improved
freedom in an autocratic political system enhances the growth of per capita income.
However, this holds true only for moderate levels of democracy. In political systems where
levels of democracy exceed a certain point or are enshrined, governments still face further
incentives to invest more in the provision of public goods. But such excessive public
expenditures have a ‘crowding out effect’ and may undermine the private sector and hence

reduce economic output.

In conclusion, this section highlights the potential and challenges of major reforms facing Arab
states in achieving sustainable and inclusive growth: firstly, implementing appropriate and
effective economic reform programmes that aim to achieve economic stability and structural
reform, accompanied by other institutional and political reform programmes to ensure the
continuity of progress. Secondly, investing in human capital is one of the essential keys to the
real development of all Arab countries. The above analysis showed two critical factors; the
mass increase of Arab population, especially young people; and the low rate of investment in
human capital in the region and the weakness of its participation in achieving growth. If these
unused resources were allocated effectually, they would provide a great opportunity for
economic development.

Thirdly, supporting human capital must be followed by systematic development in the
institutions of innovation and research within the Arab countries. In addition, they are opening
up the enormous potential of the region’s large and well-educated young population by
embracing the modern economy. Broader and bolder reforms will be needed, along with critical
investments in human capital. It will require the reorientation of the educational systems to
research and technology, the creation of modern telecommunications, and a private-sector
driven economy governed by regulations that support rather than stifle innovation. Lastly, the
diversification and development of Arab economies structures to become less dependent on the
oil sector are the most critical challenges and difficulties faced by the Arab development
scheme.

All these recommendations following from the results of this chapter and the previous two
chapters will be integrated into a single development framework applicable to Arab countries

and taking into consideration the differences between the Arab groups.
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7.9 Summary

The primary objective of the chapter was to contribute to understanding the economic, social
and institutional reform effort of the Arab region and the extent to which these influence the
level and differences in their economic growth. The chapter also confirms through a robust
analysis of the conclusions from chapter 5 and 6 regarding the effectiveness of reform
programmes on economic development. The focus was to understand how popular revolutions,
such as the Arab Spring, may lead to better reforms and institutions, and therefore sustained
and more inclusive growth. A conditional convergence economic growth model was estimated
for six regions in the world; advanced economies, developing countries, the Arab region in
additi