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Giovanni Coco 

Abstract 

The possibility that the periodic features observed in the nearshore region are the result of self-
organisational processes is investigated in this work. The behaviour of two numerical models, 
based on different techniques, has been analysed in order to describe the formation of periodic 
features in the surf and swash zone respectively. The appearance of periodic patterns in the 
nearshore region has been traditionally linked to the presence of standing edge waves with the 
topographic changes passively driven by the f low patterns. A more recent approach indicates the 
possibility that periodic patterns appear because of feedback processes between beach morphology 
and flow. In the first model, the coupling between topographic irregularities and wave driven mean 
water motion in the surf zone is examined. This coupling occurs due to the fact that the topographic 
perturbations produce excess gradients in the wave radiation stress that cause a steady circulation. 
To investigate this mechanism, the linearised stability problem in the case of an originally plane 
sloping beach and normal wave incidence is solved. It is shown that the basic topography can be 
unstable with respect to two different modes: a giant cusp pattern with shore attached transverse 
bars that extend across the whole surf zone and a crescentic pattern with alternate shoals and pools 
at both sides of the breaking line showing a mirroring effect. For the swash zone, the formation of 
beach cusps has been investigated. The several theories proposed in the past have been analysed 
and all the field and laboratory measurements available in the literature collected in order to test 
such theories. It is suggested that, with the available measurements it is not possible to distinguish 
between the standing edge wave model and the self-organisation approach. A numerical model 
based on self-organisation has been here developed and tested in order to understand the processes 
occurring during beach cusp formation and development, to evaluate the sensitivity towards the 
parameters used and to look at how the model might relate to field observations. Results obtained 
confirm the validity of the self-organisation approach and its capacity to predict beach cusp spacing 
with values in fair agreement with the available field measurements and with most of the input 
parameters primarily affecting the rate of the process rather than the final spacing. However, 
changes in the random seed and runs for large numbers of swash cycles reveal a dynamical system 
with significant unpredictable behaviour. A qualitative comparison between the model results and 
field measurements collected by Masselink et al. (1997) during beach cusp formation and 
development has also been performed on the basis of a non-linear fractal technique. Results 
indicate beach locations and time-scales where non-linearities are more important and self-
organisation can play a fundamental role. 
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Chapter 1: Introduction 

Although in the last decades our understanding o f the physical processes governing the 

nearshore region has consistently improved, finding an answer to the question "why are 

beaches different?" is sti l l a d i f f icu l t task. Furthermore, i f the question is changed to " w i l l 

beaches be different in . . . years?", an even less confident answer can be given. Our 

knowledge o f hydrodynamics and sediment transport is sti l l not conclusive. Improvements 

in the quality o f the f ie ld and laboratory measurements made in the last 20 years are 

considerable but usually require "further" developments. The number o f physical processes 

that should be included in a "perfect" numerical simulation o f beach evolution are far 

beyond any computer capacity and, probably, some physical processes are sti l l unknown. 

In this scenario, studying the formation and development o f simple, regular features 

appearing in the nearshore region is undoubtedly a very useful tool. It is in fact possible to 

argue that, understanding how periodicity is possible in systems that exhibit a variety o f 

longshore and offshore shapes at different length scales, would improve our knowledge o f 

nearshore processes. 

Interest has always been shown in the formation and development o f the variety o f three-

dimensional morphological features appearing on the inner part o f the nearshore region 

(beach cusps), stretching f rom the shoreline offshore across the surf zone (giant cusps, 

transverse and welded bars) or entirely confined around the breaking area (crescentic bars). 

A broad number o f theories have been formulated in order to explain the reason(s) for 

morphological changes resulting in features characterised by a distinct longshore 

periodicity. Unt i l recendy some o f these theories were widely accepted (Bowen and Inman, 

1971; Guza and Inman, 1975; Holman and Bowen, 1982) and it was generally agreed that 

longshore patterns in the incident wave field generated these morphologic features. 

Sediment response, and so the changes in the morphology, were considered to be only a 

reflection o f the hydrodynamic forcing conditions. Such approach w i l l be here indicated 

using the term forced behaviour. However, in open contradiction v^ th the forced behaviour 

approach, it has been recently suggested that periodic features can be the result o f the 

coupled interaction between sediment and flow. As result o f such interaction, a preferred 

wavelength may emerge and characterise the shape o f the shoreline or, more generally, o f 

the nearshore region. This new approach, w i l l be here indicated as free behaviour or self-

organisation. 



The possibility that nearshore patterns appear because of the interaction between sediment 

and flow has already successfully been investigated by different authors through different 

modelling techniques, such as stability analysis and cellular automata. The use of stability 

analysis has initially been applied to river morphodynamics (see for example Fredsoe, 

1974; Parker, 1976; Richards, 1980) and has already achieved significant results for 

explaining the formation of bedforms appearing at various time and length scales 

(Blondeaux, 1990; Hulscher, 1993; Falqu^s et al., 1996). Numerical algorithms based on 

cellular automata have been successfully implemented in more recent years (see for 

example Werner and Fink, 1993; Murray and Paola, 1994; Landry and Werner, 1994) and 

provide a strong indication of the importance of self-organisation in morphodynamics. 

The object of this thesis is to investigate the role of self-organisation in coastal 

morphodynamics. Two different approaches, stability analysis and cellular automata, will 

be applied in order to model the formation of periodic patterns in the nearshore region and 

to give evidence of the fundamental importance of the flow-sediment interaction for the 

appearance of such features. Emphasis will be given to the parameterisation of the two 

approaches, to the agreement with field observations and, for the self-organisation model 

developed throughout this study, to the complex behaviour observed in the simulations. 

The implication of considering coastal morphodynamics as complex systems will be 

further extended to the use of non-linear techniques for the analysis and comparison of 

field measurements and model results. 

The structure of the thesis is organised as follows: in Chapter 2 two different approaches 

for analysing the formation of rhythmic features will be described and a review of the 

existing applications in morphodynamics will be made. This chapter will identify the 

potential benefit resulting from the application of such approaches in developing our 

knowledge in morphodynamics. Chapter 3 describe the application of a linear stability 

analysis to the surf zone in order to describe the formation of patterns such as crescentic 

bars emd giant cusps. The influence that sediment transport parameterisation might play in 

the formation of such features will also be examined. Chapter 4 contains an introduction to 

the "mystery" of beach cusp formation. The existing theories and data will be compared in 

order to prove whether such features are the result of standing edge wave "forcing" or i f 

they appear because of "fi-ee" self-organisation processes. The last approach will be then 

investigated in detail by developing a numerical code whose sensitivity and behaviour will 

be documented in Chapter 5, Chapter 6 will then investigate the possibility of comparing 

model results and field measurements through a non-linear technique for the analysis of 



time series. Conclusions will be presented in Chapter 7 together with some suggestions for 

improving the numerical models herein presented and the field measurements necessary 

for a better understanding of nearshore processes. 



Chapter 2: Morphodynamic modelling 

2.1 Introduction 

The nearshore zone often shows regular morphological patterns at length scales well above 

the length scale of incident wind or swell waves. Beach cusps (Russell and Mclntire, 

1966), giant cusps (Komar, 1971), shore-attached oblique/transverse bar systems 

(Niederoda and Tanner, 1970; Hunter et al., 1979; Lippmann and Holman, 1990), 

crescenlic bars (Bowen and Inman, 1971) and ridge and runnel systems (Mulrennan, 1992) 

are well known examples of such features. These patterns are certainly intriguing and are 

of scientific interest in themselves. But more importantly, their regularity gives an 

indication that the large scale complex dynamics of the nearshore zone as a whole may be 

understood in terms of simple physical mechanisms. At present, the understanding of 

coastal morphodynamics is a difficult task and idealised situations have to be hypothesised 

in order to predict the effects of wave motion on shore evolution. Equilibrium solutions are 

found for the governing equations but they are not able to explain certain phenomena, 

indicated in the literature as "free behaviour", such as longshore regular patterns in 

shoreline morphology. More generally the term "free behaviour" indicates the possibility 

of periodic features appeeuing without a similar pattern being present in the external 

forcing of the system. Conversely, the term "forced behaviour" describes those cases in 

which variations in the system reflect the driving external forcing. An example of free and 

forced behaviour can be given by considering a river "free" to meander (meanders are not 

the result of an external forcing or of a structure inside the flow) with the opposite case 

being a river "forced" by human, external, intervention to flow inside river banks. As an 

extension, the term "forced" will be here used for situations in nearshore morphodynamics 

where the flow field governs shoreline processes with the sediment simply responding to it, 

but not interacting with it. 

Through stability analysis, free behaviour in hydrodynamic wave motion has been initially 

considered (Bowen, 1969; Guza and Davis, 1974; Guza and Bowen, 1975) whilst, 

probably because of the uncertainties in the sediment transport parameterisation, only more 

recent studies have been focused on topographic changes. In fact, the problem of 

alongshore rhythmic patterns in coastal morphology may be explained by temporal or 

spatial modulations in the external forcing, but rhythmic patterns are observed also in the 

absence of such variations. Thus, mechanisms related to free instabilities of the basic 

steady equilibrium in the coupled system sediment-flow have also been considered. 



Generally, free behaviour may be purely hydrodynamic, but it may also involve a 

combination, or better an interaction, between, flow and bottom perturbations (usually 

indicated as morphodynamics). It is also conceivable that the generation of a rhythmic 

topography is a phenomenon due to coupled morphodynamic and hydrodynamic 

instabilities (Vittori et ai., 1999). 

In order to investigate the possibility of free behaviour in nature, and for the present study 

in coastal morphodynamics, two different approaches have been considered. The first 

refers to the stability analysis theory, the second to the implementation of cellar automata 

algorithms capable of simulating chaotic behaviour and the possibility of patterns' 

appearance (such technique will be herein indicated also with the more general term "self-

organisation"). 

This chapter will introduce the concepts of coastal evolution and complex dynamics. The 

stability (instability) approach and the conditions that may give rise to equilibrium 

solutions that are periodic in time and/or space will be then described, A concise review of 

results obtained through the stability theory in order to describe the appearance of patterns 

in coastal morphology will also be included. Modelling through cellar automata will also 

be described as well as its already existing applications in morphodynamics. A comparison 

between the two techniques will be finally considered. 

2.2 Complex dynamics 

In recent years a growing interest has been shown towards the hypothesis of coastal 

evolution as a strongly non-linear system so that concepts and techniques deriving from 

complex dynamics have been applied to coastal modelling. The word "complex" here 

indicates a system characterised by multiple non-linear interactions between multiple 

components. The evolution of a complex system w\\ obviously be dependent on the 

nimiber of interactions and components but also on the initieil state and on the eventual 

perturbations occurring during the evolution. It is then obvious that feedback processes 

will play a major role in the evolution of such non-linear dynamical systems. As a result, 

the system can evolve through different paths and not necessarily reach a steady 

equilibrium (Cowell and Thom, 1995). If the word equilibrium is used to indicate a stable 

state, the possibility of periodic, in both time and/or space domain, and even chaotic forms 

of equilibrium have to be considered. The presence of non-linearities also implies that 

under certain steady forcing conditions the response cannot be related to the single inputs 



individually. Phillips (1992) points out the interesting difference between stochastic and 

deterministic complexity and the possibility of applying such concepts to geomorphology. 

The term stochastic indicates the possibility that complexity arises from the cumulative 

effect of individual process-response mechanisms. Such mechanisms could be too 

numerous to be accounted for individually and could operate over a range of time and 

space scales such that they still affect each other. On the other hand, there is also the 

possibility that complexity arises from the non-linear dynamics of relatively simple 

systems of equations. This last concept, deterministic complexity, will be the underiying 

hypothesis when, in later chapters, a model for simulating the swash dynamics and the 

appearance of patterns will be presented. 

2.3 Complexity in coastal processes 

More than twenty years ago Wright and Thorn (1977), while reviewing different 

approaches for morphological studies, indicated the changes from a "descriptive" approach 

into an "empirical" one characterised by the use of statistical analysis for explaining 

morphologic variations. The authors also pointed out the contributions due to 

sedimentological studies and the developments in hydrodynamics which allowed a better 

understanding of the coastal processes. The authors finally stated that the new frontier was 

"morphodynamics". This approach differs from the previous ones because coastal 

processes are considered in relation to the interaction flow-topography and because of the 

importance of non-linearities in landforms' formation. In the last twenty years the role of 

feedback mechanisms has been firmly established and the importance of studying coastal 

evolution as a non-linear dynamical system is widely accepted (Werner, 1999). That 

coastal morphodynamics display features that are typical of a non-linear dissipative system 

has already been shown by different authors (Wright and Thom, 1977; De Vriend, 1991; 

Cowell and Thom, 1994; Southgate and Beltran, 1996) and such features will be here only 

briefly recalled. The presence and significance of non-linearities needs to be investigated 

under two different approaches. The first relates to the non-linear relationship between 

hydrodynamics and sediment response usually resulting in the parameterisation of 

sediment transport fluxes with some power of the flow velocity (Fredsoe and Deigaard, 

1992; Van Rijn, 1993). The second relates to the fact that even subsystems can have a non­

linear nature. For example, hydrodynamics of shallow waters have a non-linear nature, can 

also interact at different frequencies, and lead to the growth of resonant motions (Guza and 

Davies, 1974; Bowen and Guza, 1978; Bowen and Holman, 1989). It is obvious that the 

effect of both kinds of non-linear processes can have a subsequent relevant effect on 



sediment transport and coastal evolution. Besides, the dissipative nature of coastal 

morphodynamics is probably the most obvious of the features and can be easily detected 

by considering the continuous input of energy in the system (waves, tides) and the 

following dissipation (bed friction, wave breaking, work done on sediment transport). The 

final point leading to the conclusion that coastal morphodynamics can be studied as a 

complex system is related to feedback effects. Such an effect can be relevant at all the 

time-scales involved in the process. For example, a flow over a mobile bottom will cause 

fluxes of sediment and changes in the bed level that v^U then affect the flow. The same 

process can happen at different time-scales and for example, a swash or a tidal cycle will 

cause changes in the topography and such changes will affect the successive swash or tidal 

cycle. Summarising, the feedback loop, characteristic of coastal evolution, involves a 

continuous (in time) interaction between hydro and morphodynamics in such a way that 

the fluid dynamics is constantly affected and altered by topographic changes and vice-

versa. The factor coupling the two systems is obviously the sediment transport which, as a 

confirmation of the non-linearity of the process, is modelled and usually measured to be 

proportional to a high-power of the fluid velocity. It is also possible to distinguish between 

positive and negative feedback. The first mechanism is the one responsible for enhancing 

and amplifying the eventually present instability and it starts and confers the properties of 

the self-organisation process. Negative feedback is instead the mechanism that prevents the 

system from moving away from an equilibrium state by damping the growth of what could 

be considered as "minor" perturbations (Cowell and Thom, 1995; Werner and Fink, 1993). 

2.4 Stability theory 

2,4.1 Linear stability analysis 

The first experiments as well as the formulation of the stability problem were proposed in 

the nineteenth century and were dealing v^th the hydrodynamic stability of a flow in a 

container (Rayleigh, 1892; Reynolds, 1883). Hydrodynamic stability has been recognised 

as one of the central problems of fluid mechanics and already in 1959, Landau and Lifshitz 

argued that: 

"The flows that occur in Nature must not only obey the equations of fluid dynamics, but 

also be stable " 

In order to give a brief account of the fundamental concepts of stability a very simple 

idealised case conceming only hydrodynamics will be now considered. The analysis will 
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be then extended to morphodynamics by considering the typical momentimi and continuity 

depth averaged equations and by including sediment transport (Chapter 3). 

In order to analyse the stability of a laminar flow, it is important to specify the flow at each 

point X (x indicates a generic 3D vector) and time t. This basically means defining the 

velocity U(x, t), pressure P(x, t) and temperature T(x, t). These fields define the so-called 

basic flow or basic state. The fields may be steady or unsteady, and should satisfy the 

appropriate equations of motion and boundary conditions. We obviously suppose that both 

the equations and the solutions are completely known. 

If the basic flow is disturbed slightly, the disturbance may either die away, persist as a 

disturbance of similar magnitude or grow so much that the basic flow becomes a different 

laminar or a turbulent flow. Such disturbances can be called respectively stable, neutrally 

stable and unstable. These definitions can be formalised mathematically so that a basic 

flow is stable if, for any e>0, there is some positive number 5 (depending upon e) such that 

if the norm: 

u(x,0)- U(x,0|,||p(x,0)-P(x,0|etc. < 5 

then 

||u(x,t)-U(x,t|,||p(x,t)-P(x,t|,etc.<e fo ra l l t >0 

where u is the velocity field and p is the pressure field which satisfy the equations of 

motion and the boundary conditions. This definition means that the flow is stable i f the 

perturbation is small for all time provided it is small initially. It also possible to define an 

asymptotically stable basic flow i f moreover: 

|u(x, t ) - U(x, t | , ||p(x, t ) - P(x, t | , etc. ^ 0 as t -> + oo 

It is now assumed that the basic flow is steady and that the equations of motion and the 

boundary conditions may be linearised for sufficiently small perturbations. Thereby a 

linear homogeneous system of partial differential equations and boundary conditions is 

obtained. These have coefficients that may vary in space but not time because the basic 

flow is steady. The solution of such system can be expressed as the real parts of integrals 

of components, each component varying with time like e*̂  for some complex number a = 

O R + i oi. The linear system will determine the values of a and the spatial variation of 

corresponding components as eigenvalues and eigenfunctions. Such eigenvalue problem 

can be solved by using the classical approach given by the method of the normal modes. 

Through a Fourier analysis, the small perturbations are represented as superimposition of 

linear modes that can be treated separately because each satisfies the linear system. This 



allows for the transformation of the eigenvalue problem into a system of ordinary 

differential equations and boundary conditions. Such a system can then be solved 

analytically or numerically. The success of the technique depends on finding a complete 

set of normal modes to represent the development of an arbitrary initial disturbance. 

If CTR > 0 for a mode, then the corresponding disturbance will be amplified, growing 

exponentially with time until it is so large that non-linearity becomes significant, ff Q R = 0 

the mode is neutrally stable, and linearly stable i f G R < 0. Another definition, marginal 

stability, is also given for modes which are characterised by CTR = 0 for critical values of the 

parameters on which GR depends but G R > 0 for some neighbouring values of the 

parameters. The values of the parameters resulting in marginal stability are usually 

considered as a criterion of stability (although marginal and neutral stabilities are different) 

and provide the curve of stability or curve of growth rate. The presence of a maximum in 

such a curve will be an indication of the fast growing mode and the associated wavelength 

is usually comparable with the observations. More generally, the linear analysis provides 

information related to the possibility of an instability of the basic equilibrium and to the 

physical mechanism responsible for its growth. Spacing, shape, orientation and time 

growth of the features refer only to the initial growth of the single mode analysed and so 

provide just an indication of the possible behaviour. 

2.4.2 Non-linear stability and bifurcation theory 

Conclusions obtained through linear theory are obviously restricted to the case of 

infmitesimal (zero amplitude) perturbations. A question arises in terms of how an 

infinitesimal perturbation, linearly unstable, evolves in a non-linear regime. For this reason 

results obtained through the linear stability theory need to be extended to the non-linear 

case usually resulting in the formulation of a finite amplitude equation that allows for more 

realistic comparisons with field measurements. Such an approach needs particular attention 

from a mathematical point of view and the analysis is ftirther complicated by processes like 

the non-linear self-interaction of the dominant mode as well as the exchange of energy 

between different modes. On the other hand, results are of great interest and could be of 

great help in order to identify final stable configurations and eventual de-tuning of the 

instability (Guza and Bowen, 1976; Vittori and Blondeaux, 1990; Calvete, 1999). 

Closely related to the problem of non-linear stability is bifurcation theory. Such theory 

studies the qualitative changes of the equilibrium solutions of non-linear systems as a 



parameter varies. In practice this means that solutions are sought in the neighbourhood of 

critical conditions of linear theory. In fact, non-linear dynamical systems often exhibit 

discontinuities in their evolution and such discontinuities may represent the transition from 

one equilibrium to another or even from equilibrium to chaos. A non-linear analysis is 

usually performed in order to understand whether the discontinuity tends towards 

equilibrium or not. 

In order to summarise the differences with the linear analysis, it has to be underiined that 

the non-linear approach is capable of providing information on the amplitude of the 

features arising from the instability, their shape and spacing and, in the case of bedforms, 

the flow pattern over the features. All these results can be compared with field 

measurements. Indications on the long-term evolution and the possibility of bifurcations 

are also explored. 

2.4.3 On stability techniques in morphodynamics 

By analogy with the historical experiments of flow in a container, in the morphodynamic 

case the perturbations we are interested in will be those related to the "container" (the 

beach slope) rather than the flow. The time scale at which the flow perturbations evolve is 

usually much smaller than the "container" perturbations, which are associated with 

erosion-deposition processes, so that the two systems can be decoupled. Flow perturbations 

will affect the mean flow field and are essentially secondary flows associated with the 

perturbations of the "container" shape. It is also important to underline that a complete 

description of the dynamics of sediment transport is still unknown to the point of limiting 

our understanding of the morphodynamic processes. A schematic summary of the concept 

of stability as applied to morphodynamics is given in Figure 2.1 where a small random 

perturbation is superimposed over a flat bed. Such a perturbation can be considered as the 

superimposition of a series of normal modes and, through linear analysis, each mode can 

be analysed. As a result, secondary flows will be generated and sediment moved in such a 

way that the mode considered could be damped (stability) or grow (instability). The 

patterns with the largest growth rate are then compared with field observations. 
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2.4.4 Application of stability theory to coastal morphodynamics: a review 

The understanding of rhythmic features' presence in the nearshore region is obviously 

related to the debate on free and forced behaviour. In fact their presence has been 

sometimes related to the presence of low frequency waves, in particular infragravity edge 

waves. This is an example of a forced response. However, another possibility is that these 

patterns can be the result of morphodynamic instabilities of the alongshore uniform 

equilibrium, an example of free or self-organised behaviour of the nearshore dynamical 

system (Southgate and Beltran, 1998). Of course, it is plausible that in many circumstances 

both kinds of behaviour will interact on natural beaches. 

Since the earlier suggestions by Sonu (1969) and the work of Barcilon and Lau (1973) and 

Hino (1975) little attention has been paid to nearshore morphodynamic instabilities. In the 

nineties, an increasing interest in this approach has developed, and those early 

investigations have been now revisited and extended by Christensen et £il. (1995), Deigaard 

et al. (1999), Falqu^s (1991), Falques et al. (1996) and (1997). 

This section will deal with a review of applications of the instability theory to coastal 

morphodynamics with a focus on those features appearing in the nearshore region. As the 

main interest is directed towards the nearshore region, features like sand ridges, tidal sand 

banks and sand waves, typical of a further off-shore region, will not be here discussed 

although many authors (Trowbridge, 1995; Calvete, 1999; Huthnance, 1982a; Huthnance, 

1982b; Hulscher, et al., 1993; Hulscher, 1996) have successfully proposed an instability 

approach for their formation. 

2.4.4.1 Ripples 

These features are probably the most commonly observed in nature (Plate 2.1). Because of 

their implication and influence on bed roughness and sediment transport (see for example 

Sleath, 1984; Fredsoe and Deigaard, 1992) they have been the object of several detailed 

studies. Different cases have to be considered depending on whether this kind of "bed 

waves" are current-generated or whether they are the result of an oscillatory flow (wave-

generated). In the first case, the formation mechanism was initially proposed by Richards 

(1980) through a two-dimensional stability analysis for a unidirectional flow of low Froude 

number over an erodible bed. Richards' (1980) results suggest that ripples are formed by 

an unstable mode of the bed responding to some disturbance of the initially planar slope. 
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Plate 2.1 Ripple field at Teignmouth, U.K. (courtesy of Dr. Andy Saulter, University of 

Plymouth. U.K.) 

I he suggestion that the mechanism triggering the instability could be given by "bursts" of 

high shear stress is also made. Results depend on bed roughness (which basically means 

sediment size) and on the effect of the local bed slope on sediment transport. It is worth 

noticing that the sediment transport formulation proposed by Richard (1980) neglects 

suspended load and still results in features in close agreement with the observations. In 

agreement with field observations is also the resuh that, if the flow velocity exceeds some 

limit value, ripples are "washed out". 

The case of wave-generated ripples has been fully investigated by Blondeaux (1990) for 

the linear case and by Vittori and Blondeaux (1990) for the non-linear, finite amplitude, 

development. The theory developed by Blondeaux (1990) requires a knowledge of the 

difference between rolling-grain ripples and vortex ripples. The former, the first to appear 

on an initially plane bed, are characterised by the absence of flow separation behind the 

crests while vortex ripples develop as a consequence of an increase in the amplitude of 

velocity oscillations and of the subsequent flow separation. Resuhs indicate the instability 

process as the cause of ripple formation and, in agreement with field observations, suggest 

again that larger grain sizes produce ripples with a wider spacing. An understanding of the 

physical mechanism is also provided by the destabilising effect given by secondary flows 

carrying sediment from the incipient troughs to the crests. The effect of gravity on the 

sediment particles provides the stabilising effect. The ftirther development of the bedforms 
13 



and the transition from rolling-grain ripples to vortex ripples is given by the non-linear 

analysis. Vittori and Blondeaux (1990) consider the results obtained by Blondeaux (1990) 

and investigate the development of the most unstable bottom perturbation for parameters 

close to the critical ones. As a result, the geometrical shape of finite amplitude ripples can 

be determined although results are confined to the rolling-grain ripples as in the vortex 

case non-linearities are too strong. The evolution from the rolling-grain into the vortex type 

of ripple or the decay of the perturbation is again considered to be dependent on the value 

of the Froude number. 

2.4.4.2 Cuspate features 

As indicated by Inman and Guza (1982), according to the processes, it is possible to 

distinguish between two types of cusps: swash cusps and surf cusps. Swash cusps, usually 

known as beach cusps, are the ones formed by direct action of runup and rundown on the 

beach face (Plate 2.2). For this kind of feature, at the moment, the only stability approach 

capable of explaining their formation is purely hydrodynamic and refers to standing edge 

wave forcing (Guza and Davies, 1974; Guza and Inman, 1975). A detailed analysis of 

beach cusps (including existing theories and available measurements) will be presented in 

chapter 4 and 5. For the so-called surf cusps or giant cusps (Plate 2.3), the mechanism 

involved v^th their formation is related to the development of circulation cells inside the 

surf zone and usually associated with the presence of rip currents. As a result, these 

features would extend well inside the surf zone and be characterised by a wavelength of 

the order of several times the width of the surf zone (Komar, 1971). 

The first attempt to simulate the formation of giant cusps and the related rip currents has 

been provided by Hino (1975). His work considers the shallow water equations, combined 

with a simplistic sediment transport formula (linearly proportional to the velocity) and 

predicts the formation of patterns periodic in the longshore direction (defined by the author 

as a "cuspidal coast"). The approach is linear and the hydrodynamic instability is caused 

by perturbations in the radiation stress that modify the circulation pattern. Simulations, run 

for both normal incident waves and in the presence of a longshore current, show that the 

fastest growing mode is characterised by a wavelength around 4 times the width of the surf 

zone. Such a value, indicating a spacing increasing with the incident wave energy, 

compares well vn\h field observations of rip currents under moderately dissipative 

conditions (McKenzie, 1958; Sasaki et al. 1976). 
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