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Abstract

Adversarial self-play in two-player games has delivered impressive results when
used with reinforcement learning algorithms that combine deep neural networks
and tree search. Algorithms like AlphaZero and Expert Iteration learn tabula-
rasa, producing highly informative training data on the fly. However, the self-
play training strategy is not directly applicable to single-player games. Recently,
several practically important combinatorial optimization problems, such as the
traveling salesman problem and the bin packing problem, have been reformulated
as reinforcement learning problems, increasing the importance of enabling the
benefits of self-play beyond two-player games. We present the Ranked Reward
(R2) algorithm which accomplishes this by ranking the rewards obtained by a single
agent over multiple games to create a relative performance metric. Results from
applying the R2 algorithm to instances of a two-dimensional bin packing problem
show that it outperforms generic Monte Carlo tree search, heuristic algorithms and
reinforcement learning algorithms not using ranked rewards.

1 Introduction and Motivation

Reinforcement learning (RL) algorithms that combine neural networks and tree search have delivered
outstanding successes in two-player games such as Go, Chess, Shogi, and Hex. One of the main
strengths of algorithms like AlphaZero [16] and Expert Iteration [1] is their capacity to learn tabula
rasa through self-play. Historically, self-play has also produced great results in the game of Backgam-
mon [[18]. Using this strategy removes the need for training data from human experts and provides an
agent with a well-matched adversary, which facilitates learning.

While self-play algorithms have proven successful for two-player games, there has been little work
on applying similar principles to single-player games [11]. These games include several well-known
combinatorial problems that are particularly relevant to industry and represent real-world optimization
challenges, such as the traveling salesman problem (TSP) and the bin packing problem.

This paper describes the Ranked Reward (R2) algorithm and results from its application to a 2D bin
packing problem formulated as a single-player Markov decision process (MDP). The R2 algorithm
uses a deep neural network to estimate a policy and a value function, as well as Monte Carlo tree
search (MCTS) for policy improvement. In addition, it uses a reward ranking mechanism to build a
single-player training curriculum that provides advantages comparable to those produced by self-play
in competitive multi-agent environments.



The R2 algorithm offers a new generic method for producing approximate solutions to NP-hard
optimization problems. Generic optimization approaches are typically based on algorithms such as
integer programming [20], that provide optimality guarantees at a high computational expense, or
heuristic methods that are lighter in terms of computation but may produce unsatisfactory suboptimal
solutions. The R2 algorithm has the advantage of outperforming heuristic approaches while scaling
better than optimization solvers. We present results showing that it surpasses a range of existing
algorithms on a 2D bin packing problem, including MCTS [3]], the Lego heuristic algorithm [7]], as
well as RL algorithms such as A3C [10] and PPO [15].

In Section [2]of this paper, we summarize the current state-of-the-art in deep learning for games with
large search spaces. Then, in Section 3] we present a single-player MDP formulation of the 2D bin
packing problem. In Section ] we describe the R2 algorithm using deep RL and tree search along
with a reward ranking mechanism. Section [5|presents our experiments and results, and discusses
the implications of using different reward ranking thresholds. Finally, Section [6] summarizes current
limitations of our algorithm and future research directions.

2 Deep Learning for Combinatorial Optimization

Combinatorial optimization problems are widely studied in computer science and mathematics.
A large number of them belongs to the NP-hard class of problems. For this reason, they have
traditionally been solved using heuristic methods [13} 4]. However, these approaches may need
hand-crafted adaptations when applied to new problems because of their problem-specific nature.

Deep learning algorithms potentially offer an improvement on traditional optimization methods as
they have provided remarkable results on classification and regression tasks [14]. Nevertheless, their
application to combinatorial optimization is not straightforward. A particular challenge is how to
represent these problems in ways that allow the deployment of deep learning solutions.

One way to overcome this challenge was introduced by Vinyals et al. [19] through Pointer Networks,
a neural architecture representing combinatorial optimization problems as sequence-to-sequence
learning problems. Early Pointer Networks were trained using supervised learning methods and
yielded promising results on the TSP but required datasets containing optimal solutions which can
be expensive, or even impossible, to build. Using the same network architecture, but training with
actor-critic methods, removed this requirement [3].

Unfortunately, the constraints inherent to the bin packing problem prohibit its representation as a
sequence in the same way as the TSP. In order to get around this, Hu ez al. [§]] combined a heuristic
approach with RL to solve a 3D version of the problem. The main role of the heuristic is to transform
the output sequence produced by the RL algorithm into a feasible solution so that its reward signal
can be computed. This technique outperformed previous well-designed heuristics.

2.1 Deep Learning with Tree Search and Self-Play

Policy iteration algorithms that combine deep neural networks and tree search in a self-training
loop, such as AlphaZero [16] and Expert Iteration [1]], have exceeded human performance on several
two-player games. These algorithms use a neural network with weights 6 to provide a policy pg(+|s)
and/or a state value estimate vgy(s) for every state s of the game. The tree search uses the neural
network’s output to focus on moves with both high probabilities according to the policy and high-
value estimates. The value function also removes any need for Monte Carlo roll-outs when evaluating
leaf nodes. Therefore, using a neural network to guide the search reduces both the breadth and the
depth of the searches required, leading to a significant speedup. The tree search, in turn, helps to raise
the performance of the neural network by providing improved MCTS-based policies during training.

Self-play allows these algorithms to learn from the games played by both players. It also removes the
need for potentially expensive training data, often produced by human experts. Such data may be
biased towards human strategies, possibly away from better solutions. Another significant benefit
of self-play is that an agent will always face an opponent with a similar performance level. This
facilitates learning by providing the agent with just the right curriculum in order for it to keep
improving [2]. If the opponent is too weak, anything the agent does will result in a win and it will not
learn to get better. If the opponent is too strong, anything the agent does will result in a loss and it
will never know what changes in its strategy could produce an improvement.



The main contribution of the R2 algorithm is a relative reward mechanism for single-player games,
providing the benefits of self-play in single-player MDPs and potentially making policy iteration algo-
rithms with deep neural networks and tree search effective on a range of combinatorial optimization
problems.

3 Bin Packing as a Markov Decision Problem

The bin packing problem consists of a set of items to be packed into fixed-sized bins in a way that
minimizes a cost function, e.g., the number of bins required. The work presented here considers an
alternative version of the 2D bin packing problem. Like in the work of Hu ez al. [§]], this problem
involves a set of N rectangular items I = {(w;, h;)}}¥, where w; and h; denote the width and height
of item ¢. Items can be rotated of 90° and o; € {0, 1} denotes whether the i-th item is rotated or not.
The bottom-left corner of an item ¢ placed inside the bin is denoted by (x;, y;) with the bottom-left
corner of the bin set to (0, 0). The problem also includes additional constraints, complexifying the
environment and reducing the number of available positions in which an item can be placed. In
particular, items may not overlap and an item’s center of gravity needs physical support. A solution to
this problem is a sequence of triplets ((z;,yi,0;))¥.; where all items are placed inside the bin while
satisfying all the constraints. An example of how the solution is constructed is shown on Figure[2]

We formulate the problem as an MDP in which the state encodes the items and their current placement
while the actions encode the possible positions and rotations of the unplaced items. The goal of the
agent is to select actions in a way that minimizes the side of the minimal square bounding box, L.
This is reflected in the terminal reward, r, after all items have been placed. As defined in Equation |I|
and illustrated in Figure[I] all non-terminal states receive a reward of 0 while terminal states receive a
reward, which is a function of the side of the optimal bounding box L*, the minimal square bounding
box L, and the side of the bin L;:

%7 if all items have been placed, 0
r—
0, otherwise.

Note that we only use the knowledge of the side of the optimal packing L* to compute the reward.
Information related to the optimal position of the items is not exploited in the algorithm. Knowing
this allows us to calculate how close to the optimum a given solution is. The algorithm can be made
generally applicable by changing the reward function when the size of the optimal solution to the
problem is not known, e.g. a function of the percentage of the empty space.

An initial analysis of the problem shows its exponential complexity in the number of items. Figure [3a]
illustrates how the number of legal moves changes at each step of the game and Figure 3b]illustrates

O<r<1 r=1 r=0

[ |
=

111 ] b
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Figure 1: MDP-reward. Figureshows a sub-optimal solution with all items placed. The bounding box side,
L, lies between the optimal side, L™, and the bin side, L. The exact reward, 0 < r < 1, is given by Equation
Figureshows an optimal solution with a bounding box of minimal side, L = L* and reward r = 1. Figure
shows a worst case scenario with the square bounding box filling the bin, L = L;, and reward r» = 0.
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Figure 2: Progressive construction of a solution to a 6-item problem. The action space is depicted with the
associated game policy, and the action executed is selected greedily with respect to this policy.

how the number of possible games grows with the number of items. A conservative upper bound for
the number of possible games is:

N
Gy =[]2(N -1 +1). 2)
=0

The term N — ¢ represents the number of items left to play, while the term 1 + ¢ stands for the
maximum number of playable positions and the factor 2 accounts for the possible rotations. Decision
problems with large branching factors cannot be solved optimally by brute force search. Tree search
algorithms have thus emerged as a general method for identifying the best possible solution.
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Figure 3: Bin packing complexity. The values shown are estimated empirically by playing 50 random games
and taking the average of the number of possible next actions (Figure[3a), and the number of possible games in
the final MCTS tree (Figure[3b). Figure [3a]describes the number of available actions after each item is placed
in a problem with 10 items. Figure[3b]shows how the number of possible games grows exponentially with the
number of items. The upper bound G n of the number of possible games for NV items is calculated according to
Equation 2}

4 The Ranked Reward Algorithm

When using self-play in two-player games, an agent faces a perfectly suited adversary at all times
because no matter how weak or strong it is, the opponent always provides just the right level of
opposition for the agent to learn from [2]. The R2 algorithm reproduces the benefits of self-play
for generic single-player MDPs by reshaping the rewards of a single agent according to its relative
performance over recent games. A detailed description is given by Algorithm T]

4.1 Ranked Rewards

The ranked reward mechanism compares each of the agent’s solutions to its recent performance so
that no matter how good it gets, it will have to surpass itself to get a positive reward. Recent MDP
rewards, as given in Equation|[I] are used to compute a threshold value r,,. This value is based on a
given percentile a € [0, 100] of the recent rewards, e.g. the threshold value r75 is the reward value at
the 75th percentile of the recent rewards. The agent’s recent solutions are each given a ranked reward
7 of 0 or 1 according to whether or not it surpasses the threshold value: 7 = 1,5, ;. Doing this
ensures that (100 — )% of the games used to compute the threshold will get a ranked reward of 1
and the rest a ranked reward of 0. This way, the player is provided with samples of recent games
labeled relatively to the agent’s current performance, providing information on which policies will
improve its present capabilities.

The ranked rewards are then used as targets for the value head of a policy-value network and as
the value of the end-game nodes of the MCTS. More precisely, we consider a policy-value network
fo with parameters § and MCTS which uses fy for guiding the move selection during the search
and evaluating states without performing Monte Carlo roll-outs [17]. The network takes a state s
as input, and outputs probabilities p over the action space as well as an estimate v of the ranked
reward of the current game, i.e., (p,v) = fy(s). Finally, the neural network is updated to minimize
the cross-entropy loss between predicted ranked reward v and true ranked reward 7, as well as the
cross-entropy loss between the neural network policy p and the MCTS-based improved policy , plus
an L? regularization term.

4.2 Neural Network Architecture

The neural network architecture used in this work has been kept general to emphasize the wider
applicability of our approach. This was in spite of more problem-specific architectures performing
better and converging faster on the problem considered.



Algorithm 1: The R2 (Ranked Reward) Algorithm.

Input: a percentile « and a mini-batch size b
Initialize fixed size buffers D = {} and R = {}
Initialize parameters 6, of the neural network, fg,
fork=0,1,...do
for episode =1, ..., M do
Sample an initial state s
fort=0,..., N-1do
Perform a Monte Carlo tree search consisting of .S simulations guided by fy,
Extract MCTS-improved policy 7(-|s¢)
Sample action a; ~ 7(+|s¢)
Take action a; and observe new state sy
end
Compute MDP reward r <— R(sy) and store it in R
Compute threshold 7, based on the MDP rewards in R
Reshape to ranked reward 7 <= Lg>r 3
Store all triplets (s¢, 7(- | s¢),7)inDfort =0,...,N —1

end
0« Hk
for step=1, ..., J do
Sample mini-batch B of size b uniformly from from D
Update 6 by performing one optimization step using mini-batch B
end
0k+1 «— 0

end

Our network uses a visual representation of the bin and items. To represent the bin we use a binary
occupancy grid indicating the presence or absence of items at discrete locations, as illustrated in
Figures aland @b] Similarly, each item is represented by two binary feature planes, one for each
rotation, as illustrated in Figures fcJand [d] If an item has already been placed in the bin, both planes
are set to zero. The complete network input consists of the bin representation of size L, x L x 1 and
an Ly x Ly x 2N feature stack representing the 2V individual items. Historical features (previous
bin states) are not necessary as the environment is fully observable and strictly Markov.

An embedding of the bin representation is produced by feeding it to a number of convolutional
layers and the item features are processed by multiple in-plane convolutional layers—with each
item and its rotation processed independently. This is followed by aggregate operations ensuring
that the embedding doesn’t depend on the order of the items. The embeddings of the bin and of the
items are then concatenated and fed to a residual towelﬂ followed by separate policy and value heads
representing the full joint probability distribution over the action space (L, x L, x 2N) and a state
value estimate. This architecture contains approximately 420,000 parameters.

5 Experiments and Results

In order to evaluate the effectiveness of our approach, we considered the 2D bin packing problem
described above, with ten items and a bin of side L, = 20. Problem instances were created by
progressively and randomly dividing a quarter of the bin area into items to produce an optimal
solution with no empty spaces and side L* = 10.

For each experiment, we ran the R2 algorithm for 200 iterationﬂ At each iteration, M = 50 new
games were randomly generated. The neural network parameters were optimized using the Adam

'One residual block applies the following transformations sequentially to the input: a convolution of 64
filters of kernel size 5x5 with stride 1, batch normalization, an ELU non-linearity, a convolution of 64 filters of
kernel size 5x5 with stride 1, batch normalization, a skip connection that adds the input to the layer and an ELU
non-linearity [6].

?Each experiment was run using an NVIDIA V100 GPU for the training and inference of the neural network,
and an Intel Xeon to execute the search algorithm.
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Figure 4: Visual State Representation. Figureshows seven items placed in the bin with L, = 7. Figure@
shows the binary matrix indicating the presence, 1, or absence, 0, of items in the bin. Figure ic|shows the first
binary representation of an item of size 3 x 2, without rotation. Figured|shows the second binary representation
of the same item when rotated. Both options are included in the problem state space.

optimizer [9]] with a learning rate of 0.0005. Mini-batches of size b = 64 were sampled from a buffer
of size 25,000. At each step of a game, MCTS used S = 300 simulations to select moves. The
algorithm was then evaluated on a set of 50 new games. To ensure the diversity during training,
actions were sampled from 7(+|s), whereas, during evaluation, they were selected greedily, i.e. the
action with the largest visit count was executed. Since the problem is deterministic, when evaluating
the algorithm, the tree search returned the sequence of actions leading to the best game outcome
reached during the entire search rather than the best outcome from the last 300 simulations only.

5.1 Ranked Reward Performance

Our experiments compare the performance of the R2 algorithm for a-percentiles of 50%, 75% and
90%. The experiments also include a version of the algorithm that used the MDP-reward without
ranking as the target for the value estimate. The performances of the different algorithms are presented
in Table|l|and the learning curves are displayecﬂ in Figure

The results show that R2 outperforms its rank-free counterpart. The latter quickly plateaued at a
value close to 0.88, whereas R2 surpassed that, with the 75% threshold version reaching 0.97. This
represents an improvement of 10%, with more than half of the problems solved optimally. In addition,
faster and more stable learning is observed for R2 compared to its rank-free version. These results
validate the importance of the ranking mechanism within the algorithm.

Algorithm \ Mean (£ std) Median ~ Optimality
Rank-free | 0.90 (£0.02) 0.90 4%
Ranked (50%) | 0.92 (£0.04) 0.90 18%
Ranked (75%) | 0.97 (£0.05) 1.00 72%
Ranked (90%) | 0.94 (£0.07) 0.90 48%
Supervised | 0.84 (+0.18) 0.90 16%
A3C | 0.77 (£0.11) 0.80 0%
PPO | 0.73(£0.14) 0.80 0%
MCTS | 0.88(£0.05) 0.90 8%
Lego | 0.82(£0.10) 0.80 1%

Table 1: Algorithms’ best performance.

In order to compare the performance of the R2 algorithm to existing approaches, our experiments also
included a plain MCTS agent using Monte-Carlo roll-outs for state value estimation [5]; the Lego
heuristic search algorithm [[7]; two successful reinforcement learning methods: the asynchronous ad-

3The learning curve for the 90% reward threshold is not included in Figureto improve the readability of
the graph.
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vantage actor-critic (A3C) algorithm [[10] and the proximal policy optimization (PPO) algorithm [[15];
and a supervised learning algorithm:

e Plain MCTS The plain MCTS agent used 300 simulations per move just like R2 and

executed a single Monte Carlo roll-out per simulation to estimate state values.

e Lego Heuristic The Lego algorithm worked sequentially by first selecting the item mini-

mizing the wasted space in the bin, and then selecting the orientation and position of the
chosen item to minimize the bin size.

e Reinforcement Learning We considered the A3C [10] and PPO algorithms [15]], and

adapted the implementations provided in the Ray package [12]] to our problem. In each
experiment, we used exactly the same network as in the R2 algorithm. We ran 250 iterations
for both A3C and PPO, and each iteration performed 100 steps of optimization with a
mini-batch size of 64.

e Supervised Learning Because the bin packing problem instances are generated in a way

that provides a known optimal solution for each problem, we designed a Lego-like heuristic
algorithm defining a corresponding optimal sequence of actions {a; }o<;<n—1 resulting in
this optimal solution. The state-action pairs (s;, a;) were used to train the policy-head of the
R2 neural network as a one-class classification problem: given state s;, the policy network
should choose action a; with maximum probability, i.e. the target is a one-hot encoding of
the action a;.

The performances of these algorithms are also given in Table[T] and in Figure 5] Both A3C and
PPO reached a significantly lower performance level than R2 and MCTS, suggesting there is a clear
advantage in using a tree search algorithm as a policy improvement mechanism. The same neural
network was used in A3C, PPO, and R2, and was also trained in a supervised fashion as described

above.

The supervised learning policy was superior in performance to A3C and PPO, but relies on

knowledge of optimal sequences of actions which are in practice unavailable.

Lego is faster to run than the other algorithms but performs worse than R2. The rank-free version
of R2 achieves the same level of performance as MCTS, which suggests that the combination of its
trained neural network with tree search provides neither an advantage nor a disadvantage. On the
other hand, the neural network trained using ranked rewards as target for the value head leads to a
significant improvement in the MCTS performance.
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5.2 The Effects of Ranking Thresholds on Learning

The performance level and the learning behavior of R2 are both sensitive to the a-percentile value.
Figure [6]illustrates the effect of different reward thresholds on the distribution of rewards received
across 50 games.

The impact of the percentile a on the performance follows our intuitive understanding of human
learning. Setting the threshold at 50% is equivalent to making the agent play against an opponent of
exactly the same level, as it has a predetermined 50% chance of winning. Increasing the percentile
value corresponds to improving the opponent’s level, as it makes it harder to obtain a reward of 1. In
our context, when the percentile changes from 50% to 75%, the probability of winning falls to 25%.
Interestingly, this threshold produces a faster learning and attains a better final level of performance.
Taking inspiration from sports, we can expect that the learning process would be improved by playing
against a slightly stronger adversary, because it would push learners to the limit of their abilities.

In general, higher thresholds lead to faster learning, i.e. the proportion of high-reward games increases
faster. However, Figure@ shows that, for a threshold of 90%, large amounts of low-reward games
re-appear, especially during the last 10,000 parameter updates. These instabilities result in weaker
final performance despite some good short-lived peaks. To explain this, we can hypothesize that if
the opponent is too strong, the learning process will suffer because the agent can very rarely affect
the outcome of the game even when it manages to play significantly better than its current mean
performance level.

6 Discussion and Future Work

The results presented above show that R2 outperforms the selected alternatives on the given problem.
Yet, these results have limitations that we discuss here.

First, our implementation of the 2D bin packing problem only produces problems with known optimal
solutions that do not contain any empty space, i.e., square packings with no gaps. Even though
this helps us to evaluate the algorithm’s performance, it introduces an undesirable bias. Future
research should evaluate the algorithm on a wider range of problems, for which the optimal solution
is unknown and not necessarily square.



Secondly, our results are presented for instances of ten items only. Although this represents a problem
space of 1016 possible solutions, more than this can be handled by current optimizers used in industry,
such as the IBM CPLEX Optimizeﬂ Therefore, experimenting on larger problems is a necessary
step towards demonstrating the superiority of R2 over the other algorithms from Section[5.1]

Furthermore, regarding the scalability of our approach, the capacity of our network can be increased at
an acceptable computational cost. In particular, we only use two residual blocks for the policy-value
network which is significantly less than what was used to master the game of Go [17]. A more
thorough exploration of the threshold space may also improve performance and scalability.

7 Conclusion

In this paper, we introduced the R2 algorithm and compared its performance to other algorithms on a
bin packing problem of ten items. By ranking the rewards obtained over recent games, R2 provides a
threshold-based relative performance metric. This enables it to reproduce the benefits of self-play
for single-player games, removing the requirement for training data and providing a well-suited
adversary throughout the learning process.

Consequently, R2 outperforms the selected alternatives as well as its rank-free counterpart, improving
on the performance of the best alternative, plain MCTS, by more than 10% when using a threshold
value of 75%. An analysis of the effects of different percentiles « has shown that higher thresholds
perform better up to a point after which learning becomes unstable and performance decreases.

The R2 algorithm is potentially applicable to a wide range of optimization tasks, though it has so far
been used only on the bin packing. In the future, we will consider other optimization problems to
further evaluate its effectiveness.

*https://www.ibm.com/analytics/cplex-optimizer.
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