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A Roadmap for Developmental Robotics
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Abstract— This position paper proposes that the study of
embodied cognitive agents, such as humanoid robotsan advance
our understanding of the cognitive development of amplex
sensorimotor, linguistic and social learning skills This in turn will
benefit the design of cognitive robots capable ofearning to
handle and manipulate objects and tools autonomousl to
cooperate and communicate with other robots and huans, and
to adapt their abilities to changing internal, envionmental, and
social conditions. Four key areas of research chalhges are
discussed, specifically for the issues related the understanding
of: (i) how agents learn and represent compositioiactions; (ii)
how agents learn and represent compositional lexios; (iii) the
dynamics of social interaction and learning; and (i) how
compositional action and language representationsra integrated
to bootstrap the cognitive system. The review of sgific issues
and progress in these areas is then translated inta practical
roadmap based on a series of milestones. These mwitnes provide
a possible set of cognitive robotics goals and testenarios, thus
acting as a research roadmap for future work on cagjtive
developmental robotics.

Index Terms— Action learning, Humanoid robot, Language
development, Social Learning, Roadmap
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I. INTRODUCTION

HIS paper proposes a developmental robotics approac

to the investigation of action and language intégnain
embodied agents and a research roadmap for futork @n
the design of sensorimotor, social and linguiséipabilities in
humanoid robots. The paper presents a vision ohitiog
development in interactive robots that is strongfiuenced by
recent theoretical and empirical investigationsaofion and
language processing within the fields of neurosmen
psychology, cognitive linguistics. Relying on sushdence on
language and action integration in natural cogeittystems,
and on the current state of the art in cognitiveotizs, the
paper identifies and analyses in detail the keyeamh
challenges on action learning, language developnasmt
social interaction, as well as the issue of hovhstapabilities
are fully integrated. Although the primary targeidence of
the paper is the cognitive robotics community,tggdvides a
detailed roadmap for future robotics developmethis,article
is also relevant to readers from the empirical akwand
cognitive sciences, as developmental roboticsseame as a
modeling tool to validate theoretical hypothesiaifi@elosi and
Parisi, 2002).

The vision proposed in this paper is that researtthe
integration of action and language knowledge irurstand
artificial cognitive systems can benefit from a elepmental
cognitive robotics approach, as this permits thenactment
of the gradual process of acquisition of cognitskélls and
their integration into an interacting cognitive t&ys.
Developmental robotics, also known as epigenetiotios, or
autonomous mental development methodology, is aelnhov
approach to the study of cognitive robots that sak@ect
inspiration from developmental mechanisms and pimema
studied in children (Lungarella et al. 2003; Cangeand Riga
2006; Weng et al. 2001). The methodologies for @ogn
development in robots are used to overcome current
limitations in robot design. To advance our underding of
cognitive development, this approach proposes thdysof
artificial embodied agents (e.g. either robots, sonulated
robotic agents) able to acquire complex behaviaagnitive,
and linguistic/communicative skills through indivel and
social learning. Specifically, to investigate anflanguage
integration, it is possible to design cognitive otib agents
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capable of learning how to handle and manipulajeat$ and
tools autonomously, to cooperate and communicatte ether
robots and humans, and to adapt their abilitieshanging
internal, environmental, and social conditions. Thesign of
object manipulation and communication capabiliseeuld be
inspired by interdisciplinary empirical and thedcat
investigations of linguistic and cognitive develagm in
children and adults, as well as of experiments Wwitlanoid
robots. Such an approach is centered on one meardtical
hypothesis: action, interaction and language devielgarallel
and have an impact on each other thus favoringpdrallel
development of action and social interaction pesntie
bootstrapping of cognitive development (e.g. Ria#toland
Arbib 1998). This is possible through the integmatand
transfer of knowledge and cognitive processes irawlin
sensorimotor learning and
categories, imitation and other forms of socialrézy, the
acquisition of grounded conceptual representatiand the
development of the grammatical structure of langualn
addition to advancing our understanding of nataoanition,
such a developmental approach towards the integrati
action, conceptualization, social interaction aadglage can
have fundamental technological implications for igeisig
communication in robots and overcoming current ththons
of npatural language interfaces and
communication systems.
This developmental
language integration is also consistent with relabrain-

following abilities (see also Fig. 1):

e Agents learn to handle objects, individually and
collaboratively, through the development of semsotor
coordination skills and thereby to acquire complaject
manipulation capabilities such as making artifgtd®ls) and
using them to act on other objects and the enviemtm

* Agents develop an ability to create and use ellolod
concepts. By embodied concepts we mean internaéssta
grounded in sensory-motor experiences that idemifycial
aspects of the environment or of the agent/enviemiai
interaction. Such concepts mediate the agents’ mettions
and are used in communication with other agentsy Tan be
organized in hierarchical representations, suclerabodied
semiotic schemata, used to plan interaction witle th
environment. Furthermore, embodied concepts cao bés

the construction of actioinfluenced through social and linguistic interantio

* Agents develop social, behavioral and communieati
skills through mechanisms of social learning suslnatation.
Interacting with other agents enables the agentshare
attention on a particular object or situation inder to
cooperate, and to benefit from social adaptatiothefpartner
in order to learn new skills and acquire embodiedcepts.

» Agents develop linguistic abilities that alloweth to
represent situations and to communicate complexnimgavia

human-robdédnguage. They learn relationships between souad$ons

and entities in the world. These relations will ifitate the

robotics approach to action ardiscovery of word meaning and are a precursor amngratical

comprehension and production. More advanced

inspired approaches to mental development. For pkam communication skills develop based on the comtmnatf

computational neuroscience approaches to
development invoke the simultaneous considerationearal
development constraints and how these affect emimrdiand
cognition factors (Mareschal et al. 2007; Westemmat al.

2006; Weng and Hwang 2006; Weng 2007). For examplepnceptual
neurocomputdtiondevelopment  of

Sporns (2007) discusses in detail
approaches to studying the role of neuromoduladiah value
system in developmental robotics.

In short, a complete, embodied cognitive systemeisded
in order to develop communication skills. The arcdyskills
that are necessary to achieve this goal spansatige rfrom
sensorimotor coordination, manipulation, affordatearning
to eventually social competencies like imitationdarstanding
of the goals of others, etc. Any smaller subsetthedse
competencies is not sufficient to
language/communication skills, and further, the eliggment
of language clearly bootstraps better motor andrdéince
learning and/or social learning. The fact that thgent
communicates with others improves the acquisitibrotber
skills. By interacting with others agents receiveoren
structured input for learning (imagine a scenaridearning
about the use of tools). Generalization across dwria also
facilitated by the ability of associating symboktructures
such as those of language.

To follow such a vision, it is necessary to aim the
development of cognitive robotic agents endowedh vifte

develop proper

cognitiyeeviously-developed embodied concepts and thelalewvent

of symbolic and syntactic structures.

e Agents are able to integrate and transfer knogded
acquired from different cognitive domains (perceptiaction,
and social representations) to suppbe t
linguistic communication. The co-
development, transfer, and integration of knowletigeveen
domains will permit the bootstrapping of the agembgnitive
system.

Action development Social development
(act on inanimate objects) (act on people)

\/

Conceptualization
(emergence of concepts)

]

Language
(emergence of)

Motivations

Fig. 1. Connections between the various skills afeaelopmental cognitive
agent. The focus on this paper will be on the aspeore closely related to
language and action development (boxes with coatiadines). The diagram
also acknowledges the additional contribution dfeotcapabilities related to
motivation and affective behavior (dotted box),ugb they will not be part
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of the core discussion in this paper.

Research on the further understanding and desigtheof
above cognitive abilities in natural (children aadults) and
artificial (robots) cognitive agents can be cerdesgound four
key challenges:

(1) Understanding how agents learn and
compositionahkctions
(2) Understanding how agents learn and

compositionalexicons

(3) Understanding dynamics o$ocial interaction and
learning

(4) Understanding how compositional action and leg
representations ametegrated

In the following section (section 2) we first prdei a brief
overview of the state of the art in experimentadciilines
investigating embodied cognition and
processing in natural cognitive systems (humansaanihals)
and the state of the art in artificial cognitivesms (robots)
models of language learning. This evidence on adéinguage
integration has important implications for the desiof
communication and linguistic capabilities in cogratsystems
and robots (Cangelosi et al. 2005, 2008) to praghbes/ond
the state of the art. Sections 3-6 will analyzedetail the
specific issues on the four sets of key challerrgepectively
for action, language, and social learning and fognitive
integration. Additional review of literature on thepecific
theoretical and empirical work on action, languagd social
learning will be included within the key challenggctions 3-7.
This will further support specific claims and prepts for
future developmental robotics investigations in tieédd. The
paper then concludes with the presentation of #search
roadmap and a description of key milestones.

Il. RELATION TO THE STATE OF THEART

A. Action and Language Processing in Natural Cognitive
Systems

Recent theoretical and experimental research aaraahd

(2003) review neuroscience evidence on neural lzde® of
nouns and verbs. They found a general agreemetiteofact
that the left temporal neocortex plays a cruci& fin lexical-
semantic tasks related to the processing of nolneseas the
processing of words related to actions (verbs) lire®
additional regions of the left dorsolateral prefedncortex.

represetierall, neuroscientific evidence supports a dycavigw of

language according to which lexical and grammatical

represegkuctures of language are processed by distribnedonal

assemblies with cortical topographies that refléetical
semantics (Pulvermuller 2003). The mastery of finetor
control, such as non-repetitive action sequenceshiad in
making complex tools, is also seen as an abilitgted to the
precursor of Broca's area in the modern brain, twhis
adjacent to the area that governs fine motor contrahe
hand. This is consistent with Rizzolatti and Arki{1998)
hypothesis that area F5 of the monkey's brain, e/tmairror

action/languagneurons for manual motor activity have been idiif is

homologous to a precursor of Broca's area invohird
language processing and speech production and
comprehension.

This neuroscience evidence is consistent with grgwi
experimental and theoretical evidence on the rbraunding
of language in action and perception (Pecher andabw
2005; Glenberg and Kashack 2002; Barsalou 199®nlt&rg
proposed that the meaning of a sentence is coietruzy
indexing words or phrases to real objects or peuzg@nalog
symbols for those objects, deriving affordancesmfrthe
objects and symbols and then meshing the affordannder
the guidance of syntax. The direct grounding ofjlage in
action knowledge has been recently linked to therami
neuron system (Glenberg and Gallese, in press)saRar
(1999) places similar emphasis on perceptual reptaton
for objects and words in his “Perceptual Symbolt&ys”
account of cognition. For Barsalou, words are aased with
schematic memories extracted from perceptual statésh
become integrated through mental simulators.

Developmental psychology studies based on emesgenti
and constructivist approaches (e.g. Bowerman andh&en,
2001; MacWhinney, 2005; Tomasello, 2003) also suppo

language processing in humans and animals cleafh,y of cognitive development strongly dependent the
demonstrates the strict interaction and co-depeslbatween . niribution of various cognitive capabilites. The

language and actior.l (e.9. Cappa and Perani,. 20B80&9  jemonstrate the gradual emergence of linguisticstcoets
and Kaschak, 2002; Pulvermuller et al. 2003; Ra#band it through the child’s experience with her socind

Arbib, 1998). In neuroscience, neurophysiology stigations
of the mirror neurons system (Fadiga et al., 2@Xllese et al,

1996) and brain imaging studies on language prowess

provide an abundance of evidence for intertwinatjlmge-
action integration. For example, Hauk et al. (200ggd fMRI
to show that action words referring to face, arnbegractions
(e.g. to lick, pick, or kick) differentially actita areas along
the motor cortex that either were directly adjacémtor
overlapped with areas activated by actual movenoérthe
tongue, fingers, or feet. This demonstrates thatréferential
meaning of action words has a correlate in the $otogic
activation of the motor and premotor cortex. Cappd Perani

physical environment. This is consistent with cdigai
linguistics approaches (cf. Lakoff, 1987; Langack&®87)
where syntactic structures and functions, thatsisnbolic
structures in both lexicon and grammar, are cootdiin
reference to other cognitive representations.

Another area at the intersection between develofahen
psychology and cognitive neuroscience that is salevto
cognitive and linguistic development is neurocamsivism
(Sirois et al. 2008; Westermann et al. 2007; Quantz
Sejnowski 1997). This theoretical and experimemgahework
puts a strong focus on the role of embodiment amaéhlro-
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development during cognitive development. It coesidthe

sessions the interaction between the human usethanwbot

constraints that operate on the development of aheuis mediated by two types of linguistic informatiort)

structures that support mental representations explains
cognitive development as a trajectory emerging frtme
interplay of these constraints. This brain-inspiaggroach has
also been supported by computational models, thae lthe
potential to offer explanations of the interactiobstween
brain and cognitive development (Mareschal et &072
Westermann et al. 2006).

linguistic commands (e.g. “open right-hand”, “taddeject-x”",
“give-me object-y”, etc) that trigger contextuallydependent

or dependent behaviors, and (ii) ‘meta’ commands. (¢earn
macro-x”, “ok”, “wait”) that structure what the robis to learn

or regulate the human-robot interaction. In anothgreriment,
Dominey and Warneken (2009) designed robots able to
cooperate with a human user by sharing intentiotis ker in

All these studies on action-language integratiornveha a restricted experimental setting. This is achielvgdllowing

important implications for the design of communicatand

linguistic capabilities in cognitive systems andbaots

(Cangelosi et al. 2005, 2008). Amongst the varapgroaches
to design communication capabilities in interactizgents,
some provide a more integrative vision of language treat it
as an integral part of the whole cognitive syst&angelosi
and Harnad 2000). The agent’s linguistic abilitiee strictly
dependent on, and grounded in, other behaviors silld.

Such a strict action-language interaction suppotie

bootstrapping of the agent’s cognitive system, gagpugh the
transfer of properties of action knowledge to thiatinguistic

representations (and vice versa).

B. Action and Language Learning in Robots

the robot to observe the goal-directed behavioibéda by a
human and then to adopt the plan demonstrated doyighr.
The robot thus shows both an ability to determimal a
recognize the intentions of other agents, and dityaio share
intentions with the human user. These two skille at the
basis of social learning and imitation in humarss peoposed
by Tomasello et al. (2005). These abilities havenbesalized
by providing the robot with a model of the enviramt the
possibility to represent intentional plans congtitu by
sequences of actions producing specific effectd,tha ability
to recognize actions and to attribute them to it itself or
to a human agent.
Weng (2004) designed a developmental learning

architecture that allows a robot to progressivetpamd its

Recent models from cognitive robotics research hayghayioral repertoire while interacting with a humsainer

addressed some of the issues described abovepatribated
to the identification of the open research chakengn
language and action research. Before we discudstail the
key challenges, we review a few of the most intérgs
contributions.

Deb Roy (2005; Roy et al. 2004) propose the use
conversational robots able to translate complexkepo
commands such us “hand me the blue one on yout” iiigfio
situated actions. These robots are provided withoatrol
architecture that includes a three-dimensional madethe
environment (which is updated by the robot on thsid of
linguistic, visual, or haptic input) and sensorytarocontrol
programs. This model is consistent with the notibschemas
proposed by Piaget (1954), in which the meaningi@fds is
associated with both perceptual features and nptogram.
For example, the word ‘red’ is grounded in the maimgram
for directing active gaze towards red objects. Birly, the
word ‘heavy’ is grounded in haptic expectationsoasxted
with lifting actions. Objects are represented asidies of
properties tied to a particular location along veticodings of
motor affordances for affecting the future locatioh the
bundle.

that shapes its behavior. Different learning meshacke used,
including learning by demonstration (in which tlbot learns
while the trainer drives the robot's actuatorsjnfarcement
learning (in which the robot learns through a farhirial and
error process guided by the positive or negativediback
B?ovided by the trainer), and language learningwfimch the
robot learns to associate the current sensorysstatihie action
triggered by the trainer through language commaandd,also
learns to anticipate the next sensations and atiofhe
approach proposed by Weng is inspired by animahieg,
neuroscience evidence, and cognitive science modiesng
to be general enough to be task independent @i.allaw the
robot to learn any type of task through the sananiag
methods). This architecture has been successfully
implemented, for example, in an humanoid robot that
learns to associate four language commands to four
corresponding context-independent behaviors, tleanns to
associate a fifth language command to a compositiora
consisting of the execution of the four behaviocsjuired
previously in sequence (thanks to the mediatioth@fuser that
trains the robot by producing the four correspogdanguage
commands after the fifth command), and (eventuatylbe

Dominey, Mallet and Yoshida (2009) designed robotigyie o extinct one of the previously acquired tieas to

experiments with robots that, in addition to reagtito

language commands as a result of negative feedipackiled

language commands issued by the user (which triggﬁ\}the user (Zhang and Weng, 2007).

predesigned control programs), are able to acaquir¢he fly
the meaning of new linguistic instructions, as wall new
behavioral skills, by grounding the new commands
combinations of pre-existing motor skills. This ashieved
during experimental sessions in which the humam asd a
robot try to cooperatively achieve a shared goatiiy these

Sugita and Tani (2005) developed a model in whicbbat
_acquires the ability to both translate a linguisticnmand into
'Bontext-dependent behaviors, and an ability to sequences
of sensory-motor state experienced while produ@ngiven
behavior into the corresponding verbal descriptioktore
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specifically a wheeled robot, provided with a 2D&# and a
CTRNN controller, is trained through a
demonstration method to carry out behavioral angulstic

tasks that consist respectively in: (i) interactmith the three
objects presented in its environment through trecetton of
three different types of behaviors such as “ingicabject-x”,
“touch object-x", and “push object-x", and (ii) p@ssing the
corresponding language commands such as prediténgext
word forming the corresponding sentence. The tvestaare
carried out by two different modules of the newaintroller.
However these modules co-influence each other giv@ome
shared neurons (called parametric bias) that areedoto
assume similar states during the execution of wee related
tasks. At the end of the training process the rahamws an
ability to translate the language commands
corresponding situated actions as well as an abdigenerate
the right language output when the robot is fortwepgroduce a
given behavior. The fact that the robot reacts apately to
sentences never experienced during the trainingcess
moreover, demonstrates how it is able to reprebentneaning
of words and the corresponding behavior in a coitiposal

manner.

Steels, Kaplan and Oudeyer have studied the atiquisif

language in both developmental contexts (Steelskamlan
2000; Oudeyer and Kaplan 2006) and evolutionaryades

learning byreference)

transformation circuits (i.e. changing coordinatesrame of
revealed a deeper
characteristics. This deeper structure includestisetisory
neurons (e.g. visuo-motor in F5, visuo-haptic-piageptive in
F4), generalization (the same neuron fires irrehpeof the
effector used), and compositionality (differentasepecialize
to different goals —reaching, grasping, etc.— nathan just
reflecting a generic somatotopy. This is not a lIsing
homunculus, but rather multiple representationghef body
with respect to the different action goals. Modityawas
discovered in the cerebral cortex but also dowith& spinal
cord. In a recent experiment (Borroni et al. 20(f&) so-called
“motor resonance” effect has been demonstrated) ubim H-
reflex technique of the peripheral nerves and tiamsal

into thmagnetic stimulation (TMS). Additional experimenssich as

those in Sakata et al. (1995) showed a link betwten
“shape” of objects and the actions that can subdéss
manipulate these objects. Further Gallese et ad9q)L
observed neurons in the premotor cortex (area Fighafire
selectively for certain combinations of grasp typ®l object
shape (F5 canonical neurons). It seems that thie brares a
“vocabulary” of actions that can be applied to ckgeand the
mere fixation of a given object activates potentrator acts
even if, the monkey in this case, did not move.

This new evidence generated a surge of interefidmy

(Steels 2005b). For example, Oudeyer and Kapla®gR0 the cognitive sciences on one side and, the rabotmmunity

investigated the hypothesis that children
communication as a result of exploring and playiitp their
environment using a pet robot (Sony AIBO robot)nsc@. As
a consequence of its own intrinsic motivation, tfudbot
explores this environment
communicative activities and then discovering tkarhing
potential of certain types of interactive behavidrhis
motivational capability results in robots
communication skills through vocal interactions heitit
having a specific drive for communication.

The following sections will discuss in detail theeyk
research challenges for cognitive robotics mode&ction and
language integration, also referring to additiofitdrature
work addressing the specific research issues.

Ill. KEY CHALLENGE 1: LEARNING AND REPRESENTATION OF
COMPOSITIONALACTIONS

The investigation of grasp-related functions in ltinain and
the successive discovery of the mirror neuronsegyshave
changed the perception of the importance of maatmr and
its relationship to speech (Rizzolatti and Arbib 9&%8
Although, the mirror neuron system is the quinteSaé
example of this changed understanding of the néwysiplogy
of action, the study of the control of action i intirety
revealed modularity and compositionality as keyrelets of
flexible and adaptable behavior generation (Mussddl and
Giszter 1992; Mussa-lvaldi and Bizzi 2000; Rizzbtlat al.
1997; Graziano et al. 1997). The important poinehe that
areas of the brain that were considered as mesogamtor

discovern the other (see Clark 2001 for a summary). Casclie

that of Gibsonian affordances started to be constdend
modeled in robotics (Metta and Fitzpatrick 2003) #me links
between imitation and manipulation were exploreuin(Bons

by focusing first on nonand Demiris 2006; Metta et al. 2006). In this respthe link

between internal models, prediction, and the atitimaof a
mirror-like system was approached in many diffengays by

acquiringusing most disparate models (Oztop et al. 2006tit&d. 2006,

to name a few). Clearly, this effort is even magkevant given
the special relationship between mirror neurons)ipudation
and language (Fadiga et al. 2002). In the expetilmgiradiga
and colleagues (2002), it was possible to measupéorm
effects when listening to words of different catege in strict
congruence with the muscular activation requiregramounce
the same set of words, which provides evidence tifar
presence of a speech-mirror system in humans akithe
grasp mirror system of the monkey. A more recepeerent
confirms these findings and enters into the detdithe motor
resonance effect depending on the phonology vethas
frequency of words (Roy et al. 2008). The resultlidate that
rare words require a stronger activation of therter cortex
as if the increased difficulty of the task requirebance on the
premotor activation and, conversely, common worde a
recognized because of a consolidated and largebeumf
cues which lower the premotor cortex activation.

Further,
pervasiveness of this principle in several domaimnsluding
reaching (e.g. Graziano et al. 1997; Fogassi etl896),
attention (Craighero et al. 1999), and motor imgger

IEEE Transactions on Autonomous Mental Development
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(Jeannerod 1997) to name a few. It remains to Ibsidered
that none of these skills is innate, but rathery tdevelop
through experience and in many cases require deyeaas
before reaching maturity (von Hofsten 2004). Aspéelite
prediction (prospective behavior) and explorativel aocial
motives have to be considered in motor learningesithey
seem to be crucial also for the engineering of adajystems
in any meaningful sense. In this respect, it sedhat

development that are compatible with this scenarid reject
those that are mere engineering shortcuts. Inqodeti, two
core properties of biological motor control systerase
considered: compositionality and generalization.
Compositionality refers to the ability of exploitinthe
combinatorial explosion of possible actions for atiy a
space of expressive possibilities that grows exptaléy with
the number of motor primitives. The human motoneysis

newborns are sensitive to their own and other's omotknown to be hierarchically organized (with primés/

movements and use these to assess social cuesxdple,

motion during eye gaze and human facial expressonsised
in judging social interaction (Moore et al. 199%rioni et al.

2004). Children use these early sensory commodities
bootstrap cognitive development, which includesangkills.

They subsequently go through an extensive period
exploration and development guided by various nabitivs

(including the motivation of exercising the motoystem,

known as “motor babbling”). This leads to the asdign of

several motor skills like the ability of directingaze, of
coordinating head and eye movements, of coordigagaze
and attention together with reaching and eventualfy
manipulating the external world via grasping (vowfsten

2004).

In the light of these results, modular motor cohtiar
articulation is a prerequisite for speech in humamsl it can
be certainly considered as a prerequisite for $pedso in
artificial systems. This follows in some sense dpproach of
Liberman and Mattingly (1985) who first formulatélde so
called “motor theory of speech perception”, whichsvexactly
proposed because of the difficulty of performingifigral
speech recognition (ASR) entirely on acoustic asialyMotor

implemented as low as at the spinal cord level) @ni
simultaneously adaptive in recombining the basimiives
into solutions to novel tasks (via sequencing, saftfon, etc.).
The hierarchy is implemented in the brain by expigi
muscle synergies as well as parallel controlleraching
different degrees of sophistication apt to eithddrass the
global aspects of a motor task or the fine conteqguired for
the use of tools (Rizzolatti and Luppino 2001).

The aspect of generalization is equally cruciakefers, in
this context, to the ability of acquiring (read neiag) motor
tasks by various means, using any of the body teffecand
even via imagination of the motor execution its@f for
example in Jeannerod 1997). Naively, one could rassa
common representational framework defined in somlk t
independent system of coordinates. However, asdhge time,
neuroscience seems to be indicating that repressmntés
effector-dependent (Fogassi et al. 1996). Thisléarty a
guestion that needs to be addressed with links &mym
different aspects of the representation of linguisbnstructs
(e.g. actions vs. the description of actions).

In artificial systems, this translates into thelizsdion of a
modular controller which, on the one hand, combmmémited

activation and sensory processing seem to be deeglt of motor primitives in realizing global contrstrategies,

intertwined in the brain (not only in the premotoortex).

Conversely, in robotics, it was possible to dematst an
improvement due to learning in multisensory (seinsotor)

environments (Metta et al. 2006; Hinton and NailO&0

Manipulation plays a pivotal role in this picturgharing a
similar “grammatical/hierarchical” structure witanguage but
also owing to the close homology between F5 inntmakey
and Broca’s in humans (Rizzolatti and Arbib 1998).

The next sections will highlight and discuss sonfieghe
main open research issues in action learning tfethaghly
relevant to future cognitive robotics research.c8mally, the
focus will be on (i) the properties of generalirati and
compositionality in action development, (ii) thesugs of
recursive and (iii) hierarchical motor represemwtasi (iv) the
issues in embodied concept representation anchévjrental
representation of concepts during development. d hesearch
issues will then be used to identify specific ntibe®s on
action learning in the roadmap.

A. Generalization and Compositionality

and on the other, learns to finely move single degrof
freedom to affect particular complex motor mappitgmilar
to what happens in the brain between the contfekt&fd by
the premotor cortex versus that generated by thmapy
motor cortex). Simultaneously, the adaptation asiiir&tion
of bodily parameters must be considered both on the
developmental and on the single task/session tahest is
then particularly important that artificial systersisow these
properties if their motor controller has to fornswtable basis
for further development in more higher-order coggit
scenarios such as language.

One interesting topic of research concerns theteteof a
generic endpoint for subsequent actions (motor riaxae)
and fast adaptation to disturbances (changes irandigs,
weight, etc.). One example of flexibility in humais the
possibility of dynamically select the end point ubsequent
tasks and reducing/increasing the number of degies
freedom employed given the precision, noise, anderot
parameters required (e.g. imagine how humans reduee
number of degrees of freedom by laying objects aiakde

The development of complex action and manipulatiofnen precision is required such as in insertingraad into a

capabilities constitute the foundation for the d$yooous
development of motor, social and linguistic skiffar this it is

fundamental to identify the characteristics of auti

needle). This flexibility in choosing the effecttir use seems

. fundamental to adaptability and relates to theterize of a

IEEE Transactions on Autonomous Mental Development
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peripersonal sensorimotor space (Fogassi et ab)18&other
example of flexibility in humans is in adapting txded
perturbations (e.g. increased weight or changearmics). In

the latter case, the motor system adapts aftew aéeen trials
and does it by estimating and modeling the chanfe
dynamics maintaining a very energetically efficiemntrol

strategy (for example see Lackner and DiZio 1998).

B. Recursive and Hierarchical Primitives

As previously pointed out, motor and linguisticllskshare
a relevant structure. Specifically, the modularamigation of
biological motor systems has been shown to be based
hierarchical recursive structures which have lisgai
analogues in grammatical/syntactical structures.

Primitives have been identified in the spinal cofdfrogs
and rats, thus revealing that a modular structuisteat the
movement execution level (the lowest level in thetan
hierarchical structure). Interestingly these modutave very
simple combinatorial rules (linear superpositiof)ich have
led to interesting applications (Wolpert and Kawh$98).

Higher hierarchical structures seem to play a afucile in
movement planning while still preserving a subssint
modularity. As to this concern, there is evidence the
existence of individual cortical substructures vahicode
increasingly higher movement related abstractidrsere is
evidence supporting the existence of structuresngodl)
hand kinematics (Georgopoulos et al. 1982), (2)cifipe
action goal, timing and execution (Rizzolatti et 2988), (3)
movement sequencing (Carpenter et al. 1999), (duali
action descriptions (i.e. actions which do not haveoncrete
goal yet) (Nakayama et al. 2008) (5) object affoda in

As to bottom up approaches, one of the first to tioans
LeNet, which uses a convolution network with muétiayers
for handwritten digit recognition (LeCun et al. 199 More
recently, Serre et al. (2007) have developed a otatipnal
model of the lower levels of the visual cortex. Smodel
alternates levels of template matching and maxinp@oling
operations, similar to the role of simple and cawrptells as
found in the visual cortex (Hubel and Wiesel 1962his
model has shown excellent performance on immediate
recognition benchmark problems, whereas extenstmse
been used for action recognition (Jhuang et al7p@ad facial
expression recognition (Meyers and Wolf 2008). The
underlying principle of these systems is to gralguialcrease
both the selectivity of neurons to stimuli alongthwitheir
invariance to (2D) transformations in a series afcpssing
levels (Giese and Poggio 2003). Further, the réaefield of
the neurons increases along the hierarchy. In tefthese
hierarchies serve to extract relevant features ftben data

stream and to combine these in compact, high level
representations.
Besides having a biological foundation, hierarchica

architectures are also believed to have computation
advantages over single layered architectures. Hieical
architectures trade breadth for depth and can d¢hieally
achieve a logarithmic decrease in the number oframsu
needed to learn certain tasks (Bengio and LeCur?,20dih
and Hinton 2009). However, hierarchical architeesurare
notoriously hard to train and may therefore notcheap to
their full potential. Hinton et al. proposed a nblearning
method for deep belief networks, which is a variaa multi-
layered neural network, to address this problenmt@i et al.

terms of correspondences Dbetween object and mo¥doe) |n this method each layer is trained seplrab output

prototypes (Murata et al. 1997) and (6) movemeobgaition
(Gallese et al. 1996) (Rizzolatti et al. 1996).

At present, the rules governing the combinationlitierent
action executions have been widely studied and Hzeen
successfully applied in the area of motor cont@dnversely,
the rules governing the combination of goals inicact
planning appear to be more complex and not yet tetelp
understood. Remarkably, these rules seem to beafuetal
in order to fully exploit the properties of compamnality and
generalization embedded in a modular architecMgeover,
the “definition” (here to be understood as “devehgmt”) of
suitable compositional rules appears to be an ideatlidate
for providing theoretical insights into the intejoa of action,
social and linguistic skills

C. Hierarchical Learning

The observation that the brain uses
organizations in various sensory and motor systdras
inspired the development of similarly organizedifiail
systems. Essentially, two different approaches hbheen
followed within this context: a bottom-up approaehich falls
within the mathematical framework of function apgnoation
and a top-down approach based on the propertiggeahotor
output.

hierarchick

a compact and sparse representation of its ingsttillition.

Only the most relevant aspects of the input distiiim remain

at the top level, therefore facilitating generdiiza. If used in

the opposite direction, i.e. from output to ingben each layer
will attempt to reconstruct the original input frahre compact
output representation. An interesting direction foovel

research is to apply these hierarchical learninghaus for

motor control.

In contrast to bottom up approaches, top down subres
are based on the input/output properties of theomejgstem.
As to this concern, one of the most interestingotbgcal
results has been proposed by D. M. Wolpert in taméwork
of multiple paired forward and inverse models (Wrtpand
Kawato, 1998). By devising a modular structure Whias
strong similarities with the modularity present ithe
prebellum, it was proposed that multiple forwand &nverse
models can be simultaneously learnt in order tor@pmate
complex sensory motor mappings (module learnindplpro).
Interestingly it was observed that the problemtafasing the
correct subset of inverse models to handle theentigontext
(module selection problem) can initially be solvéxy
exploiting forward model predictions. Simultanegqushese
predictions can be used to train suitable respditgib
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predictors which can be used later to solve thecsien
problem by exploiting contextual cues only.

New research in cognitive robotics should focus tbe
acquisition of hierarchical and compositional atsioTypical
experimental scenarios might involve robotic agehtt use
proprioceptive and visual information to activelyptore the
environment. This will allow agents to build embedii
sensorimotor categories of object-body interactigxually,
such trials have been demonstrated in (Yamashith Tami
2008). It was shown that a humanoid robot can Idarn
generate object manipulation behaviors in a contiposil way
by self-organizing functional hierarchy by whichettower
level primitives such as
sequentially combined in the higher level by uitiliz inherent
time constant differences in the employed dynamécral
network model. However, the experiment was limitedts
scalability and lacked developmental aspects. [Sawdies
should include more advanced experiments to look
developmental processes of acquiring manipulatictioa
patterns based on combination and sequences ofmeoNs.
For example, new robotics experiment might stadmfr
situations in which robot agent learns to use d {(eog.
“stick”) to push an object. Other tasks might imdua cascade
of inter-dependent actions, such as making a comeptmsol
(e.g. combine a stick with a cuboid object — aslie handle
and head of a “hammer”) and using this tool onialtbbject
(e.g. to crack open a spherical object — “nut”)skscan be
inspired by object manipulation and tool making/observed
abilities in primates and humanoids, and theirti@ship with
the development of linguistic capabilities (e.griGlis 2002;
Greenfield 1991). A possible starting point couédtb attempt
object manipulation in order to get an agent tateelone
object with another in a particular combination, eagyoung
infant would (Tanaka and Tanaka 1982). In conjumctivith
the research undertaken by Hayashi and Matsuza®d@8)dn
the development of spontaneous object manipulatioapes
and children, language experiments can focus ofotlmving
tasks: (i) Inserting objects into correspondingelsaoin a box;
(i) Serializing nested cups; (iii) Inserting vausly shaped
objects into corresponding holes; (iv) Stacking wipoden
blocks. A first instance of the experiments coukd dble to
isolate the agent from the human, so as to letlibiate its
joints and hand-eye coordination,
form/shapes and moving objects. The second partdnme to
introduce the agent to a “face to face” situatidmere a user
would use linguistic instructions in order to expahe object
“knowledge acquisition”, taking the form of somendi of
symbolic play.

D. Embodied Learning of Representation and Concepts

A fundamental skill of any cognitive system is tiality to
produce a variety of behaviors and to display thlealvior that
is appropriate to the current individual, socialjteral and
environmental circumstances. This will require dgefil) to
reason about past, present and future eventso(®)ediate
their motor actions based on this reasoning proards(3) to

communicate using a communication system that share
properties with natural language. In order to dis,thobots
will need to develop and maintain internal catecgristates,
i.e. ways to store and classify sensory-motor m&gion. To
properly interact with the objects and entities fhe
environment, agents should possess a categoriceégi®n
ability which allows them to transform continuougrels
perceived by sensory organs into internal statesnt@rnal
dynamics in which members of the same categorymilse
one another more than they resemble members ofr othe
categories (Harnad 1990). These internal statesearalled
“embodied concepts” and can be considered as @EpaDNS

touch/liftfmove objects e ar grounded in sensory-motor experiences that iderifycial

aspects of the environment and/or of the agent/enriental
interaction.

In the literature there are two orthogonal appreacto
representing concepts in artificial systems: onenroonly
khown as the symbolic approach, the other as thsysubolic
approach. In the symbolic approach, conceptuatnmdion is
represented as a symbolic expression containingrsiee
expressions and logical connectors, while in thesgobolic
approach concepts are represented in a continumuaid, for
example in connectionist networks or semantic spgoé
Gardenfors, 2000). Both approaches serve theirgserpbut
none seems to resonate well with human concepatializ
Humans use symbolic knowledge in representations fo
communication and reasoning (Deacon, 1997), butethe
symbols are implemented on a neural substrate,iwhiaon-
symbolic and imprecise. There have been few atenpt
reconcile both, and new research should focuseati¢isign of
a conceptual representation which has the precisfoiogic
symbols, but the plasticity of human concepts. This
representation should also support the acquisgfoconcepts
through embodied sensorimotor interactions.

Embodied concepts can be immediately related tsosgn
or motor experiences, such as motor action conaapitsual
shape/object concepts, in which case we call therogptual
concepts. On the other hand, concepts can alsodiedtly
related to perceptual input, in which case we ttelin abstract
embodied concepts (e.g. Wiemer-Hastings and Xu ;2005
Barsalou 1999). These concepts are typically hibieal
constructs based on other abstract concepts arckpieal

recognizing cololconcepts. Categories, in our approach, will be dase

commonalities and structure of concepts that exasteong
items (cf. Rakison and Oakes 2003).

In line with a dynamical system view of cognitive
development (Thelen and Smith, 1994), embodied eymisc
should be conceived at the same time as pre-réegiifsir the
development of behavioral, social, and communieaskill
and as the result of the development and co-der@ap of
such skills. In this respect, the development ofedied
concepts might play the role of a scaffold whiclaldes the
development of progressively more complex skills.

An important challenge for cognitive robotics treensists
in identifying how embodied agents can develop and
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progressively  transform  their = embodied
autonomously while they interact directly with tpbysical
and social environment (without human interventiand
while they attempt to develop the requested behalvikills.
This objective can be achieved through experimstutdying
different aspects of categorization and concephétion, with
the goal of progressively integrating into a singletup
categorization aspects previously studied in ismhatThese
experiments require that the robot is left compyefece to
determine how they interact with the environmenbider to
perform the categorization task. For example, atrplaced in
front of objects (one at a time) varying with resipto their
shape, size, and orientation will be trained far Hbility to
categorize the shape of the object by producirfgrifit labels
for objects with different shapes. The robot wdl lewarded
on the basis of its ability to label the shapehaf bbject and
will not be asked to produce any specific behavier. it will
be left free to determine how to interact with thgects).

The goal of this research methodology is twofolsh @he
side, these experiments can pose the basis fanthstigation

conceptaction can facilitate or enable categorical peroapt(ii) the

identification of how internal categories can beresented,
(iii) the identification of the adaptive mechanismhkich can
lead to the development of two interdependent skithe
ability to act so to favor categorical perceptior ahe ability
to categorize perceived sensory-motor information
codetermined by agents’ motor behavior).

Another important focus of future research on enimbd
concept learning and representation regards thelaj@went
of abstract perceptual categories based on regetari
distributed over time. The regularities that can used to
categorize  functionally  different  agent/environnant
circumstances are not necessarily available witnisingle
sensory pattern and often require an ability toedgrdte
sensory-motor information through time. Considerdrample
the problem of grasping objects of different shapasthe
basis of tactile information or the problem visyatcognizing
an object by visually exploring it through eye mments. To
functionally categorize the nature of these agaewmifenmental
situations, the agent should take into accountaspich as

of more complex experimental scenarios in which ththe duration of an event or the sequence with wiifferent

development of an ability to linguistically categmr selected
features of the environment will be integrated withe
development of an ability to display certain bebaai and
social skills. On the other side, these experimestanarios
can be used to study the role of active categopeateption
and the role of the integration of sensory-motdorimation
over time.

Active categorical perception refers to the faett h agents
which are embodied and situated, the stimuli wisich sensed
do not depends only on the structure of the enuemt but

events occur. This problem is further complicatgcthe fact
that regularities that should be integrated oveetmight be
distributed at different time scales (e.g. rangifi@m
milliseconds, to seconds or minutes). Recent rebeir this
area has demonstrated how robotic agents can shabes
develop categorization abilities and abstract pearcd
categories provided that certain pre-requisites anet
(Wolpert and Kawato 1998; Nolfi and Tani 1999; Tamd
Nolfi 1999; Beer 2003; Sugita and Tani, 2005; ltalk 2006;
Gigliotta and Nolfi 2008; Yamashita and Tani, 2008hese

also on the agents’ motor behavior. This impliest th studies also provide useful hints which might heip to

categorization is an active process that requife3: the
exhibition of a behavior which allows the agentexperience
the stimuli that provide the necessary regularities
perceptually categorize the current agent/envirgriatestate,
and (b) the development of an ability to internadhaborate
the experienced sensory states. The ability todioate the
sensory and motor process, however, does not ephesent a
necessity but also an opportunity, since the poggito alter
the experienced sensory stimuli might significarglynplify
the perceptual categorization process or might lEadhe
generation of the regularities that are necessapgtceptually
categorize functionally different agent/environnatrsituation.
The goal of this set of experiments, therefore| bd that to
identify how such possibility can be exploited, hdtgh
pioneering research in this area has provided itapor
theoretical contributions (Chiel and Beer 1997; esehet al.
1998; Pfeifer and Scheier 1999; Nolfi and Flore&ao0;

identify the characteristics of the developmentakpss and of
the robots which represent a pre-requisite for dahdity to

develop abstract concepts. However, whether and thege
models can be scaled to more complex scenariosingraa

open question which deserves further investigations

E. Social Learning of Concepts

In order to understand how humans represent kngeled
much can be learned from studying how infants aodny
children acquire concepts. There are many expetahen
studies and theories on concept acquisition in gothildren
(Rakison and Oakes, 2003). Children, for exampiepley a
number of strategies to facilitate concept acqoisjtsuch as
mutual exclusivity, where a word is only relatedotme object
in a context and not to others (Markman, 1989), tloe
preference to bind unfamiliar words with unfamilgerceptual
input: the novel name novel category principle (Merand

O'Regan and Noé 2001; Keijzer, 2001) as well as fefgertrand, 1994). Also, language seems to play aiartole in

preliminary demonstrations of how artificial embediagents
can develop active categorization skills (Nolfi akidrocco
2002; Beer 2003; Nolfi 2005), some themes still ethes
substantial further investigations. In particulapen questions
concern: (i) the identification of the modalitiesttwwhich

concept acquisition. Although linguistic relativism-the

interaction between language and thought— used to be

controversial, recent studies have convincingly wshahat
language and conceptualization do interact in a bmuinof
different domains, such as time, space and cotorgkample
(Boroditsky 2001; Gilbert et al.,, 2006; Gumperz and
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Levinson, 1997; Roberson et al., 2005; Winawei.e2807),
but see Pinker (2007) for a critical note. Althbuthe
evidence for the interaction between language amdepts is
convincing, it is only recently that the importarafelanguage
for the acquisition of concepts has been noted.i @haal.
(1999), for example, show how young children (18¥&ths)
are already sensitive to linguistic concepts faacgp(see also
Majid et al., 2004). This does not tell whetherddtan actively
use language to acquire concepts. However, XuP&llows
how 9-month olds use of language can play an iraporole
in learning object concepts and more recently, kdtin Hu
and Cohen (2008) show how linguistic labels plagaasal
role in concept learning of 10-month olds.

In the tightly controlled experimental settings albove
mentioned psychological studies, children are esgoto
unidirectional communication: objects and lingwidtibels are
presented to the infants and they induce concepts these
experiences. These experimental conditions howeeenot
reflect reality, where children and caretakers gega a rich
interaction with joint attention, referential andhdéexical
pointing, and implicit and explicit feedback. Itégpected that
rich, cultural interaction is essential to cognitiéromasello,
1999). New research should explore the influenceridf
interaction on the mental development of robotdads been
argued and, to a certain extent, it has been ewnpatally
shown that this tight interaction is bi-modal, itwing both
language and action and that this occurs from aly eae.
Locke (2007) reports how 16.5-month old infantsidigantly
join vocalizations and referential points, whichulb suggest
an integrated system.

Concerning the mental representation of categoaied
concepts, it is important to first distinguish betém categories
and concepts. For the pragmatic purposes of dewsotal
robotics and cognitive systems, categories are asetirectly
related to perceptual experiences and conceptgyhsrievel
representations, based on categories, but possgaydeduced
from contextual information without necessarily fiapirelated
to perceptually grounded categories. Categorization
artificial intelligence and by extension in rececgnitive
systems work has often been considered to be a\isgpa
learning task (e.g. Ponce, 2006), whereby pairsstohuli
(often images) and labels are offered to a learaiggrithm.
In recent years progress has been made in thesespagion of
images, using either local or global features, amdthe
learning algorithms. However, nearly all focus oasgive
learning of categories and concepts from annoteted (cf.
however (Oudeyer, 2006)). Future research in devedmtal
robotics could explore active learning, in whick tearner (in
this case the robot or cognitive system) engagesdyad with
its caretaker and actively invites the caretakeroffer it
learning experiences while at the same time usiagaretaker
to refine categorical and conceptual knowledge.sTiki an
extension of classical symbol grounding (see Hardi&@90).
Instead of meaning only being defined in perceptibobjects
in the environment, social and cultural interactibas an

equally important influence on meaning. This is knoas
extended symbol grounding (Belpaeme and Cowley,7R00
The cultural acquisition of categories has beenloggd in
simulation and robotic environments (see for exantpteels,
2006; Vogt, 2003) and close parallels have beeredot
between simulated cultural learning of words antegaries
and human category acquisition (Belpaeme and BR2§85;
Steels and Belpaeme, 2005). However, while extesgiatbol
grounding has not been explored in environmentsliing
both humans and robots (although see Roy, 2005&br&e
Lopes and Chauhan, 2007), this offers an excitygoaunity
for cognitive systems research, with a possibleaichpn other
disciplines, such as semantic web research andniation
search technology.

IV. KEY CHALLENGE 2: LEARNING AND REPRESENTATION OF
COMPOSITIONAL LEXICONS

In this section we outline what we see as the nngsortant
challenges for automatic language learning in dognirobots.
Amongst the various aspects and level of analys&nguage
(e.g. phonetics, lexical-semantic, syntactic andgpratics),
the discussion below will mostly focus on the issuglated to
the acquisition of meaning and words and the deveéntal
emergence of syntactic constructs. This restridtmzlis is
justified by the main aim of the paper on the moudglof
lexicons acquisition in developmental robots. Wgibavith a
necessarily brief sketch of what needs to be madeleawing
on state-of-the-art accounts of language acquisitio
cognitive linguistics and developmental psychol@dA). In
section 1V.B, we turn to the question of how théisdings can
inform experimental research in developmental riolot
Section IV.C then presents theoretical and expetiatéssues
on acoustic packaging of action and language krdydein
robot-directed speech, as well as adult- and dhilgeted
speech.

A. Language Acquisition: Insights from Linguistics and
Psychology
Recent empiricist approaches to language acquisiid.
Tomasello 2003 and Goldberg 2006 for surveys) have
amassed considerable evidence that natural languagg be
learnable without the aid of substantial langugmecsic
cognitive hardwiring (‘Universal Grammar’). Key @imgs of
this ‘usage-based’ approach to language acquisiéiiate to:
the crucial role of general cognitive skills ofltcwal
learning and intention reading;
the grounding of language in both sensorimotor
embodiment and social interaction;
the significance of statistical learning and the
distributional structure of children’s linguistieput;
the item-based nature of early child language;
the gradual emergence of grammatical
through processes of schematization.

abstractions
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Given a sophisticated capacity for statistical déagy (cf. disproportionately heavy use of a single prototgpieerb in
Gobémez 2007 for a recent review) as well as the lrcu the pattern; cf. Goldberg et al. 2004; Zeschel &isther,
structural properties of the specialized linguigtiput that they 2009). At the same time, when it comes to the qoestion of
receive (Pine 1994; Snow 1994), children are asdutoe precisely how and exactly when specifically whidhds of
acquire complex compositional grammars through griegal abstractions are formed during language developnmahy
schematizations over a massive body of memorized adetails of learning-based approaches to languagaisition

categorized chunks of linguistic experience. Grathth a set
of specifically human skills of social cognitionsifared
intentionality’; cf. Tomasello et al. 2005) and sy
interwoven with aspects of general cognitive depelent, the
emergence of grammar is thus described as a sldwradual
transition from rote-learning lexical formulae (bphrases) to
increasingly abstract (pivot schemas, item-basedtoactions)
and ultimately fully schematic grammatical resosrabstract
constructions, i.e. maximally generalized morphtesgtic
rules). Syntactic categories of adult language
‘determiner’, ‘verb phrase’, ‘infinitival complemerclause’
etc.) are assumed to have no correlate in earlyndea
grammars but only to arise during ontogeny (cowttar the
‘continuity assumption’ of nativist linguistic thaes; cf.
Pinker 1984). Strictly speaking, it is in fact ragsumed that
the learning process ever reaches an unchangira State’ at
all — instead, linguistic knowledge is seen as tatly
adapting to experience, and it is not assumedstieakers will
always extract the highest conceivable generatinatirom the
data (Dabrowska 2004; Zeschel 2007). The co-existef
massive regularity and likewise massive residu@lsighcrasy

in the system points to a cognitive architectureat th

redundantly represents both entrenched linguistemplars
(memorized tokens of linguistic experience thatsariciently
frequent) and schematizations over such exemplas
‘emergent’ generalizations that are immanent ietao$ stored
instances), thus spanning a continuum from condegieal to
abstract grammatical structure in a unified repreg@nal

are as Yyet unresolved. For instance,
constructional schemas only formed after an initexh-based
phase of syntactic development, and possibly offlgr ea
certain critical mass of relevant ‘verb islands’shheen
acquired (Tomasello 1992; Akhtar 1999)? Or aregheeak’
representations of such generalizations from varjyeon in
development that just need to accrue salience éd¢fay can
be evidenced in learner productions (Tomasello AhHot-
Smith 2002; McClure et al. 2006; Abbot-Smith et2008), or

. (e.grimitive semantic structures to be found in CDSatth

correspond in some way to the grammatical constmgtthat
are to be learned (Tellier, 1999; Fulop 2004; Satw
Saunders, forthcoming)? Is there a facilitatingeeff of
semantic similarity on schema formation (Tomasel@00;
Morris et al. 2000)? Or is transfer of learningsimtax purely
form-based (Ninio 2005a, 2005b)? It is by modelsuch
issues in appropriately designed artificial leasn@ivat future
simulation studies and grounded robotic experimehtst
permit a systematic manipulation and full contrdl all
supposedly relevant variables can make a uniqugilotion
to language research within developmental science.

B. Application to Automatic Language Learning

Since the 1990s, there has been a sea change $othard
se of statistical, corpus-based methods in allasaref
computational linguistics, including the computatib
modeling of language acquisition. Work in this diel
constitutes a relatively recent addition to the hodblogical

format (Bybee 2006: Abbot-Smith and Tomasello 2006)'epertoire of developmental science (cf. Cartwrightl Brent

Crucially, due to the assumed tight feedback loepwvben
speakers’ linguistic experience and the elementdssamcture
of their internalized linguistic systems, quantitat
distributional properties of the input take cerstage in usage-
based approaches to language acquisition.

We suggest that research in cognitive robotics Ishou

capitalize on this important aspect of the learrmpngpblem for
the design of psycholinguistically informed expegins.
Specifically, the design of learner input for suetperiments
should accommodate the following relevant insigimto
structural properties of child-directed speech (ED8e
linguistic input that children receive is considdya less
variegated (i.e. it uses fewer words and constustithan
speech directed at adults; cf. Cameron-Faulknal. &003), it
is highly stereotypical (words and constructione ased in
their most common senses/functions; cf. Karmilofida
Karmiloff-Smith 2001), it is heavily redundant (i.strongly
repetitive and reformulative; cf. Kiintay and Slohi#96) and
also distributionally skewed in terms of word-caonstion-
combinatorics (i.e. abstract constructions are lfarized via

1997; Elman 2006; Kaplan et al. 2008), and it hasvided
support for several important tenets of usage-btssaties of
language and its acquisition (cf. e.g. Solan et 24105;
Borensztajn et al. 2008; Alishahi and Stevensor8208Iso in
the community of theoretical computational lingigist which
had traditionally seen the grammar learning probtembe
intractable without Universal Grammar in view of I&s
results (Gold 1967), biases in the data such asaiy found
in CDS are beginning to be recognized as factoe th
ameliorate learning difficulty (Adriaans 2001; (HaR004;
Elman 2006). However, the algorithms which suchrapphes
use to distil grammars from corpora are usually ooty
semantically blind, but also provided with certgiammatical
information from the outset (e.g. part-of-speecihadation).
From a developmental perspective, neither of thage
features carries over to human learners — childgeund
linguistic signs in embodied experience, and thegy maot
assumed to be equipped with adult syntactic categsuch as
‘preposition’ or ‘conjunction’ from birth. Moreoverearly
caretaker-child interaction is restricted to joiattention
scenarios (Dominey and Dodane 2004), which is ¢héur
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property that lacks in these approaches.

By contrast, language research in cognitive roBofi.g.
Steels 2004) not only seeks to ground linguistimtsyls in
aspects of agents’ sensorimotor experience,
recognizes the need to address various socialdbogrand
interactional underpinnings of the learning scemdsuch as
joint attention or perspective taking) that aredrey/the scope
of purely structure-oriented approaches to gramimduction
from linguistic corpora. Regarding the present ®an the
emergence of compositionality from holophrasticnfatae,
previous research (e.g. Sugita and Tani 2005) haady
provided successful demonstrations of small-scalsions of
this task: much in the same way that children le@mrruse
holophrases like ‘lemme-see!’ to express complexamimgs
like ‘show me this object that we are jointly atiery to’,
robot learners can come to associate internally ptexn
utterances with concurrently experienced percephabr
patterns, and subsequently break these patternsn dow
different formal and semantic constituents in dritigtionally
driven ‘blame assignment’ process of the type akwibed to
child language learners (Tomasello 2003). Howeubae
compositional patterns acquired in previous
experiments on grounded learning are extremely Isirapd
bear little resemblance to natural language grammBut
differently, robot learning of holophrases with sebuent
decomposition and generalization of an underlyirguaent
structure construction constitutes an importantgueisite for
higher-order grammar learning, but it is not thémate goal
in itself. Key challenges that remain to be addrdssn the
way to truly naturalistic and successful (i.e. dgdmsnanlike)
language acquisition can be grouped into threeyoaitss:

Social complexity: ultimately, all linguistic skdl should

distributional properties.
For the moment, these objectives remain long-teaalsy
that are beyond the scope of current experimentgromded

bub allnguage acquisition. In fact, some researchersskegtical

that higher-order grammar learning along theseslioen be
achieved with current neural network technologgla{Steels
2005b; Steels and De Beule 2006) and advocate dheofi
symbolic grammar architectures such as Fluid Coostm
Grammar (FCG; Steels 2005a) and Embodied Constructi
Grammar (ECG; Bergen and Chang 2005) instead. Hewvev
if the initial focus is on the emergence of composality in
language, action and action-language mappingsanegi on
these mechanisms that include them cannot be intdltthe
system as a design principle already, and any kgerspecific
parameterization on which the learning should takace
should not be presupposed and should generallyitienined
as far as possible.

In sum, the logical next step thus consists in damb
learning scenarios to allow for learning on the ibasf
distributional cues yet connected to real world,bedied
experience. The first major challenge involved flisist the

robotidevelopment of a suitable learning architecture tilbows

grammar induction from large amounts of linguistata that
are connected to categorized patterns of sensotygrmo
experience. It should permit the representation of
constructional exemplars both as records of pdaiicu
observed linguistic tokens and as records of previo
successful analyses of these tokens (as implemeinted
symbolic approaches such as Batali, 2002). In #ufdit
learners must be capable of mapping recognizediithgil
elements in a string as well as properties of teeguential
configuration to representations of objects, evearxd

be learned in an unsupervised manner from natticalisrelations obtained from sensory-motor processirg Jecond
social interaction with human communication parsner major challenge then relates to the identificatansuitable

thus requiring a working implementation of varique-
linguistic  (i.e. language-independent)
prerequisites for human

reduced-complexity learning scenarios and intevaali tasks

pragmatifor robot language learning experiments that néedess
ostensive-inferentiahccommodate relevant properties of the correspgnaial-life

communication (Sperber and Wilson 1995; Tomasdllo ehallenge that children are facing. Starting owfrcorpus-

al. 2005).
Linguistic complexity: ultimately, the system slabibe

based identifications of statistical properties @DS that
permit child language learners to extract the systaderlying

able to reanalyze learned expressions as a condpacteeir earliest productively assembled multi-worentanations
encoding of many grammaticalized dimensions inlfgra from the input, useful operationalisations/adaptatiof these

(e.g. participant structure, tense, aspect, voimepd,
polarity, information structure, number, case, tigfhess
and reference tracking/binding to name but a few to
combine the ensuing multilayered
iteratively to produce and interpret progressiveigre
complex (recursively embedded) syntactic structures
Quantitative complexity: ultimately, the learningrget
should approximate the statistical structure ofurat

representatiori§e

properties for the necessarily more restricted tiguiobots in
grounded language learning experiments must besekgvi
Finally, a third major challenge for future resdarelates to
implementation of various social-cognitive and
interactional prerequisites for child language asitjan in
which the process of grounded distributional gramisarning

is embedded. These include Ilearners’ pre-estallishe
understanding of the triadic structure of interasi between

languages as they are actually experienced by amuntwo interlocutors and an object that is being jgiattended to

learner, thus taking experiments from
laboratory settings involving just a handful of it
items and even fewer grammatical patterns to esdgnt

restricte§Tomasello 1988, 1995; Carpenter et al.

1998a),ir the
understanding of the behavior of others as inteati¢gBehne
et al. 2005a, 2005b; Carpenter et al. 1998b; Toloast al.

open-ended massive noisy input with naturalisti€005), their understanding of the normative stmectof
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conventional activities such as symbolic commuitcat
(Rakoczy 2007; Rakoczy et al. 2008) and their aness of
the cooperative logic of human communication (Liszkki

2005, 2006; Tomasello et al. 2007). Especially wkealing

up from highly restricted experimental settings léarning

from more natural kinds of social interaction, thedinition of

useful operationalisations of these prerequisi@sstitutes a
further important issue on the agenda of automatiguage
learning research.

Steels (2005) has recently proposed a model ofigeahry
stages in the complexity of human language thatiges a
clear operational definition of qualitative changedanguage
development that can be easily tested in robotpegments.
If the above challenges are met, it is not onlysgae to
systematically investigate the transition from Iptiases to
simple compositionality (stage Ill) in embodiedteiractional
experiments, but also from sequentially unorderedtirword
speech to the item-based constructions of a sycadigt
structured grammatical language (stage V) andnalily to
the abstract constructions of Steel's stage V-laggs (higher-
level constructions encoding the structural systeityg and
internal coherence of a grammatical system at Jar8¢
investigating these issues along the lines of (aitkd special
attention to unresolved questions in) current udsged
models of language acquisition in linguistics asggmology,
such results promise to be of interest also to Idpmeentalists
outside the narrower field of cognitive robotics.

C. Acoustic Packaging

In developmental research, it has been recentlyistbat
infants can use speech also as a signal structuisogl input.
Brand and Baldwin (2005) suggested a tight intéact
between speech and actions calling it "prosodicelapes".
This term refers to segments of both, the actioth speech
stream that reliably coincide. An example would theat
important points in the action stream might be higfted in
the speech stream by a change in prosody or a hineak
ongoing stream (Brand and Baldwin, 2005). This ithed the
presence of a sound signal helps infants to ati@marticular
units within the action stream was originally prepd and
termed acoustic packaging by Hirsh-Pasek and Gaflink
(1996). The authors argue that infants can use‘dleisustic
packaging’ to achieve a linkage between sounds euaahts
(see also Zukow-Goldring, 2006) and to observe teatain
events co-occur with certain sounds, like for exieng door
being opened with the word “open!”. In fact, redgnmany
authors highlight the benefit of words or labelssamals that
highlight the commonalities between objects (Waxni&99)
and situations (Choi et al.,, 1999), facilitate dalje
categorization (Balaban and Waxman, 1997; Xu, 2006&ye
the power to override the perceptual categorieolgécts
(Plunkett, Hu and Cohen, 2008) and reason abousiqddy
events (Gertner, Baillargeon, Fisher and Simon8920Thus,
specific sound patterns and categories or typesooind
patterns are suggested to help infants to gettarb®tnse of
the units within the action stream on the one hadd.the

other hand the accompanying action provides pragrpatver
to the linguistic information making it more pencalhle and
thus bootstraps language learning processes. B \éin,
Gogate and Bahrick (2001) showed that moving aedath
synchrony with a label facilitated long-term memoigr
syllable- object relations in infants as young amahths. By
providing redundant sensory information (movememtd a
label), selective attention was affected (Gogaté Bahrick
2001). However, Zukow- Goldring and Rader (2005irel
us that synchrony does not always refer to simatias
occurrence, and that the exact parameters and etisdr
background for the notion of synchrony have to beetbped
in order to understand how nonlinguistic and lisgai
information is linked. In this point, it is of intest to
investigate:
how the speech stream overlaps with the actiodet®
fulfill the task, i.e. which parts of the motiongea
highlighted by what aspects of speech;
how is the velocity profile of the action duringet
performance of the task and does the velocity diffeen
speech accompanies a motion;
how do the intonation contours of the speech strea
correlate with the action, i.e. when the contours a
raising, is there also an up-motion noticeable whith
parts of the motions are prosodically highlightedy. by
falling or raising contours?
do the pauses in both channels (speech and motion)
coincide?

KEY CHALLENGE 3: SOCIAL INTERACTION AND LEARNING

Traditional approaches for the study of communaratnd
learning are based on a metaphor of signal andnssp(Fogel
and Garvey, 2007). Recently, however, interactive social
aspects of learning have been emphasized (e.g.nNebad
Dautenhahn, 2007). Accordingly, for language to gmea
learner — even when not fully able to signal andpoad
appropriately in an interaction, like a child thddes not yet
speak or, as investigated in human-machine inferac robot
that does not function smoothly (Wrede et al., nesp) —
needs to treated as a partner, to which the otmicipant will
attempt to adapt. Thus, de Ledén (2000: 151) empbaghat
children “by the time they begin to speak, theyehalready
‘emerged’ as participants”. In this section, we uér topics
that focus on the learning processes within theteoanof
social interaction. It is becoming increasingly aclethat
children’s conceptualization of the external woddd their
language system are scaffolded by interaction pestmvho
adapt to them (Wood, Bruner and Ross, 1976).

What does this approach mean for a robot thatppased
to learn action and language? Imagine a childgbas a round
thing that can roll. Adults call it “ball”. What &m gives the
child a basis for assuming that that “ball” refewsthe object
and not to the action of rolling? For a long tint@s central
challenge of language acquisition had been explaimeéerms
of mapping: A word typically has to be mapped «ittee an
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object, an action, or a relationship that holds ragsb them.
This mapping mechanism suggests a link but doessolet
the question how the link is actually achieved. #lseady
pointed out by Quine (1960), it is not clear howtdld can
achieve such mapping, because it is not the cadeatichild
can fully rely on inner mechanisms allowing hethon to map
the correct referent (an object or an action) ateord. In
addition, once a link between e.g. an object andoad is

established, it is dynamic and can be changed r{dzte or
specified) in the course of further experience. Erample,
children may map the word “ball” to the action ofling but

can define it more precisely later. Tomasello (908ttacks
the metaphor of mapping as false and suggestsathdteat
learning is not only about cognitive achievement biso
about embodied social interaction, in which a perases a
symbol for the purpose of redirecting another perswards
the entity that is referred to. Moreover, childrenderstand
intangible situational concepts such as ‘sleep*boeakfast’

from a very early age (Tomasello 2003). In thigigo
approach, it is not only the word that is the safermation

available to the hearer for the resolution of refiee. Also the
behavior of the speaker and the circumstanceseosithation
as well as the hearer’s experience contribute eofdhmation
of the concept (Tomasello, 2001; Dausendschon, ;2B08,

Hanheide and Rohlfing, submitted). We aim, themfoat
investigating different forms of learning and so#dfng

processes that help a learner to resolve referémcan

interaction. Since human behavior is variable, fetdihg as a
form of tutor behavior varies across persons. Vaigability

causes problems in artificial systems that are ebegeto react
appropriately to, for example, any form of showang object
(like pointing to it, holding it or waving with itand to learn
from examples that differ in certain aspects. Here, goal is
firstly to identify different forms of the tutoringehavior and
then to seek for stability i.e. structure on diéfier levels of
analysis. As Conversational Analysis shows (Good®&D00;

Schegloff, 2007), the variability of human behavior

interaction can be assessed by discerning more rajen

principles of communicational organization suchuaa taking
behavior. It is our goal to investigate such pipfes of
organization in order to cope with variability inutimodal
behavior.

Nevertheless, as for children, a robot's acquisitiof
language will necessarily reflect many charactessbf the
linguistic behavior of those particular personshwithom it
interacts (Saunders et al, submitted). Many progerbf

language development comprise evidence of mechanis

consistent with recent research in neurosciencegsiog dual
pathways, dorsal and ventral, e.g. in processingrtidulation
vs. processing of meaning (Saur et al., 2009). iRstance,
before they are able to use language to manipulage
intentions of others in the social world aroundnthenfants
are already learning to
interaction with their carers (Swingley, 2009). Mover, the
roles of mechanisms of intersubjectivity (Trevarthd 979,

recognize word forms thhoug

1999) such as timing, turn-taking, or joint attengl reference
(Tomasello, 2003) will scaffold and shape language
acquisition in a social context.

The next sections will look at some of the most on@nt
issues in social learning and interaction in cagaitobots. In
particular the focus will be: (i) contingency anghshrony in
social interaction, (ii) cognitive architecturesr fimtermodal
learning, (iii) the scaffolding of behavioral, linigtic and
conceptual competencies through social interactiand
finally, (v) a list of the main open research cbaties.

A. Intermodal Learning: Contingency and Synchrony

Our perspective on developmental learning is basethe
idea that learning is driven primarily through natetion with
persons as well as the ambient environment (Sasreteal.,
2007a; Saunders et al., 2009; Wrede, et al., 20083.idea is
supported by Csibra and Gergeley (2006) and Zukow-
Goldring (2006), who state that learning througfitation is
limited because the observed action does not alveeal its
meaning. First-person experience as well as sscaifolding
may be necessary to acquire certain behavioral etanpies
(Saunders et al., 2007a). In order to understandction, a
learner will typically need to be provided with dtitthal
information given by a teacher who demonstratestwha
crucial: the goal, the means and — most importantithe
constraints of a task (Zukow-Goldring, 2006). Thé&ot, on
the other hand, has to make sure that the leasneceptive,
and thus ready to learn. They both follow certaiteractive
regularities. Such interactive rules have beensasskin terms
of “grounding” (e.g. by Clark 1992) on a more ahstrlevel
but also in terms of “turn-taking” or “contingencgh a more
perceptual level. With this sequential organizatioh an
interaction, more systematicity can be derived fréne
variability of the behavior.

Clark (1992) provided one of the first grounding dats
with the claim that every individual contributiom & discourse
has to be registered by the listener; that is liftener has to

Provide a signal of understanding in order for bpaiticipants

to add the content to their pool of commonly shared
information and beliefs (“common ground”). On a mor
perceptual level, the term contingency refers ttemporal
sequence of behavior and reaction, and it has Sleamnn that

it plays an important role in the process of depsiental
learning (e.g. Kindermann, 1993; Gergeley and Wxqt$899;
Markova and Legerstee, 2006). In the literatureyehis an
agreement that contingency is an important factorthe
fpgnitive development of infants — as researchegl, within

the still face paradigm (e.g. Tronick et al., 19R8uir and
Lee, 2003). There is evidence that parents intlifiproduce
contingent actions, e.g. mothers have been showledcease
their level of contingency with their infant's irease of
development for a certain task (Kindermann, 1993fants
have been shown to develop a sensitivity to coetihg
interactions around 3 months of age (Striano ¢2805), and
typically by the middle of the first year infantedin to move
from canonical babbling towards syllable productielated to
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their carers’ speech (Vihman and Depaolis, 20000is T
development is rooted in contingent interactionthvadults.
On this basis, infants not only detect contingebcy also
expect and try to elicit it (Okanda and Itakurap@QD Thus,
infants prefer persons who are and have previobgign
interacting contingently with them (Bigelow and &ir 1999).

Against this experimental background, we argue ihat
order to pursue a social interaction, a system si@edbe
equipped with mechanisms that detect and producgngent
behavior. Tanaka and his colleagues (2007) haversitbat
when a system produces a contingent behavior,ifisgaore
attention. The authors provided such a systemrtdekgarden
children and found out that toddlers socializedhwlitis system
for a sustained period of time. This suggests gtyothat the
capability of producing a contingent behavior faaibs
human-robot interaction. Yet, for a system to leform a
human, it is necessary that it not only can prodra#ingent
behavior but also detect it. This can be achiewedaithering
features that tutoring behavior exhibits in diffgrenodalities
(Rohlfing et al.,, 2006). These features will guidiee
development of tutoring spotter for human-robotiattion
systems. This will enable the system to pay attentd an
ostensive action and the crucial parts or circunt®s, which
is helpful in resolving the question of what andewho imitate
(Nehaniv and Dautenhahn, 2000).

Mechanisms that detect (and produce) contingenaybeaa
precursor of later dialogical competencies as dasdrin the
framework of grounding. While contingency mainlysdebes
a temporal pattern, where one event occurs as smueano a
previous one, grounding relies on semantic infoionain the
sense that one event (or speech act) needs toobadgd by
an interaction partner through a signal of undeditay.

In recent developmental research, the problem airgting
a symbol has been assessed by analysing intergaetations
between multimodal signals. The idea is that e.grd& as
acoustically perceived signal and actions as Migyrceived
signal may become paired by the shared temporahsyny
(Bahrick et al., 2004). In experimental settingdants have
been shown to learn a label for a new object mas#ywhen
the verbal referent was uttered in synchrony withavement
of the named object. In contrast, the name of gaoblbeing
moved out of sync was not learned (Gogate and Blghri
2001). While temporal synchrony has been descriageca
means to provide ‘“invariance”, we are at the same t
analysing the variability of the tutor behaviordarder to better
understand how tutors structure their actions tdeanfants.
Here we follow the idea of “acoustic packagingedssection
IV.C of this paper) that has been pushed forward
experimental work by Brand and Tapscott (2007)ldvahg

based on their co-occurrence with speech. Thagivgn an
action sequence and a verbal utterance overlappithgonly
part of this sequence, infants are likely to intetnly those
action sequences as belonging together that fahirwithe
range of the verbal utterance.

B. Intermodal Learning Architecture

Synchrony and contingency are two of the fundantenta
phenomena in tutoring and social learning. Whiler¢his a
growing body of research on the phenomenon of spmgh
there exist only few models of synchrony on anfiaidi
system (Prince et al., 2004; Kose-Bagci et al.,.92@®Yoz et
al. 2009; Rolf et al, submitted). Based on curreggults
reported in literature, models have to addressfeliewing
questions:

What is synchrony (in terms of a higher level and
temporal structure as well as correlation measure)?
(Definition)

What are the entities that synchrony works on?
(Segmentation)

How can it be detected in the interaction? (Reitimgr)
What functions does it serve? (Model)

How does it vary in different speakers with theay of
“acoustic packaging” and different situations (Arsis)
What is the role of the different modalities (edpes
vision provide primarily spatial information whegea
auditory synchrony is more related to temporal
structure?) and how do they interplay?

Currently, the scientific debate (Workshop on Intedal
Action Structuring, in ZiF, Bielefeld in July 200&8eems to
converge towards a consensus that the importat@riarifor
synchrony are (1) temporal co-occurrence of an tewen
different modalities and (2) a correlation betweéme
characteristics of these events. In contrast, fewe
synchrony”, meaning that events in two modaliti®ve a
temporally exactly disjunct distribution — such asequence
of speech being followed by a speech pause witbhuads of
noise that is deliberately being framed by thertstotterance
— does not constitute an instance of synchrony rather
describes the characteristics of causality or -hiwitthe
context of interaction — contingency.

The importance of contingency has been recognized b
computer scientists and there exist already sonmputational
models for contingency (e.g. Movellan, 2005; Di agt al.,
2008). However, these models tend to be focused single
modality and rigidly limited to specific concretgmications
where an “event” has been clearly defined (e.g.rayet al.,
i2006). In order to foster research with respect to
developmental learning on robots, the following stiomns

Hirsh-Pasek and Golinkoff (1996), they suggesteat thneed to be addressed in the near future:

acoustic information, typically in the form of nation,
overlaps with action sequences and provides infaiis a
bottom-up guide to find structure within events.aBd and
Tapscott’'s (2007) results support this idea indigatthat
infants appear to bind sequences of (sub)actiogether

What is contingency (in terms of temporal struetas
well as with respect to semantic content, if any)?
(Definition)

What are the entities that contingency works on?
(Segmentation)
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