FHSD: An Improved IP Spoof Detection Method for Web DDoS Attacks
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Distributed denial of service (DDoS) attacks represent a significant threat for companies, affecting them on a regular basis, as reported in the 2013 Information Security Breaches Survey (Technical Report. http://www.pwc.co.uk/assets/pdf/cyber-security-2013-technical-report.pdf.). The most common target is web services, the downtime of which could lead to significant monetary costs and loss of reputation. IP spoofing is often used in DDoS attacks not only to protect the identity of offending bots but also to overcome IP-based filtering controls. This paper aims to propose a new multi-layer IP Spoofing detection mechanism, called fuzzy hybrid spoofing detector (FHSD), which is based on source MAC address, hop count, GeoIP, OS passive fingerprinting and web browser user agent. The hop count algorithm has been optimized to limit the need for continuous traceroute requests, by querying the subnet IPAddress and GeoIP information instead of individual IP addresses. FHSD uses fuzzy empirical rules and fuzzy largest of maximum operator to identify offensive IPs and mitigate offending traffic. The proposed system was developed and tested against the BoNeSi DDoS emulator with encouraging results in terms of detection and performance. Specifically, FHSD analysed 10 000 packets, and correctly identified 99.99% of spoofed traffic in <5 s. It also reduced the need for traceroute requests by 97%.
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1. INTRODUCTION

Denial of service (DoS) attacks continue to become more common and affect organisations on a regular basis [1]. As reported in the 2013 Information Security Breaches Survey, 39% of large businesses (up from 30% last year), and 23% of small businesses (up from 15% last year) have been affected in the last year [1, 2]. Based on the same survey, 19% of respondents reported a frequency of at least one DoS incident per week, whereas a smaller minority of 4% experienced hundreds of such attacks every day. The cost of a distributed DoS (DDoS) attack is substantial enough to necessitate the need for detection and mitigation, as according to [3], more than half of respondents (65%) experienced average costs per incident to be up to $10K per hour. A further 35% reported cost of over $10K per hour, and a combined 34% experienced loss of over $50K per hour. The direct monetary cost is of course not the only impact of DDoS, as affected companies could suffer from long-term effects, such as loss of reputation, loss of revenue, poor customer experience and eventually even job losses. According to a research by the Yankee Group, a mid-size enterprise with an annual revenue of $10 million would lose an additional $20 000 (0.02% of revenue) in the longer term [3].

In order to work towards detecting and mitigating DDoS attacks, it is important to understand their characteristics first. According to [4], the most common target is unprotected websites (86%), but they also tend to affect DNS (70%), email (31%), IP telephony (17%) and even IRC (9%) services. The most common attack vector for web services is HTTP GET (76%), followed by more sophisticated tools such as LOIC, HOIC, XOIC, PyLoris, Slowloris, Apache Killer and SlowPost [3]. As a result, the focus of this work is web-based...
DDoS attacks, which are defined as DDoS attacks targeting web-related ports, such as 80/tcp, 443/tcp, etc.

A common defense mechanism against DDoS attacks is to block the offending source IPs. However, attacks have evolved to employ IP Spoofing, mainly as a way to defeat such mechanisms [5]. Also, as [6] reveals, bots often utilize random spoofing, subnet spoofing or fixed spoofing in DDoS attacks to hide their identity and make mitigating DDoS attack harder. Although ingress and egress filtering can help significantly towards minimizing the problem, the potential for IP spoofing still exists [7]. According to the MIT Spoof Project, which provides an aggregate view of ingress, egress filtering and IP spoofing on the Internet, 23% of autonomous systems and 16.8% of IP addresses are spoofable; this means that an estimated 560 million out of 3.32 billion IP addresses can still be spoofed [8].

As such, the aim of this paper is to propose an IP spoofing detection model for web-based DDoS attacks. The proposed work is an extension of our previous research [9], which proposed a DDoS detection mechanism based on fuzzy estimator on the mean time between network events. The inability to distinguish spoofed IPs and remove false positives generated by spoofed traffic was a limitation of our method and hence it is the topic that the present paper aims to expound. The following outline presents the main topics that are covered in this paper. Section 2 provides a critical review of existing research in the detection of IP spoofing and specifies how the proposed approach differs from the reviewed methods. Section 3 presents the main concepts behind the fuzzy hybrid spoofing detector (FHSD) model. Section 4 then proceeds to describe the prototype implementation and the experimental design that was adopted to test FHSD. Section 5 presents the experimental results from our work, and Section 6 discusses the significance of these results. Section 7 identifies the limitations of the proposed method, and is followed by Section 8, which concludes the paper and discusses future work in the area.

2. RELATED WORK

A considerable amount of literature has been published on identifying spoofed IPs in DDoS attacks. These methods can be divided into two categories: router based and host based [7]. The main difference between these is that the former needs routers software modification, whereas the latter can run on an end host as a program.

Pi and StackPi [5, 10] is a router-based approach, which introduces a new packet marking mechanism where a fingerprint is embedded in each packet to identify the path that it takes through the Internet. Following a similar approach, Refs [11] and [12] have tried to detect spoofed IPs at the source network based on their arrival rate threshold and at a victim network by marking spoof packets based on the IP source arrival rate using their respective TTL value. Using cryptographic techniques to encrypt hop count and router to maintain the hop count to IP address tables, Ref. [13] has also tried to defend against spoof IPs in a DDoS attack. In addition, a novel defense mechanism was proposed by [14]; this new mechanism makes use of the edge routers that connect end hosts to the Internet to store and detect whether the outgoing SYN, ACK or incoming SYN/ACK segment is valid. This is accomplished by maintaining a mapping table of the outgoing SYN segments and incoming SYN/ACK segments and by establishing the destination and source IP address database. All these ideas are really interesting and promising, but they are difficult to implement in real life, as they require modifications of networking infrastructure on a global scale.

Host-based approaches have also attracted significant interest by research communities. Wang et al. [15] were the first to propose a novel hop count-based filter (HCF) in the end system that builds an accurate IP-to-hop count (IP2HC) mapping table. The initial IP2HC was created using traceroute and was from actual hop-count distributions. Based on the IP2HC table, they compared the arriving TTL values to identify spoofed IPs. For example, if the arriving TTL was 60, the assumption would be that the initial TTL was 64, and the source IP was 4 hops away. A selection of concurrent traffic from different networks, but with exactly the same arriving TTL, would indicate a higher probability of spoofed traffic. Similarly, if the traceroute results reveal different hop count, this would also suggest spoofed traffic. They included a secure mechanism to update the IP2HC mapping table, and eventually protect it against poisoning attacks as well as take into account changes in dynamic network conditions. Although HCF was a significant first step, it had some limitations. First, it used strict TTL values, without margins for error, which made it prone to false positives and false negatives [16]. Also it did not check the OS of the source IP to validate the assumed initial TTL value. Continuing the example above, where the assumed initial TTL was 64 (the default initial TTL for Linux), it would be beneficial if the O/S of the packet was determined to validate the result. Furthermore, the method is memory and network intensive, which lowers performance as well as its resistance to a DDoS attack. DHCF is an improved version of HCF; it adopts a distributed model and has the advantage of overcoming the problems of exhausting network bandwidth and host resources at a single location [17]. However, it would be worth investigating whether alternative approaches with less memory and network intensive designs could potentially alleviate the problem. A probabilistic model was proposed by Swain and Sahoo, who managed to reduce the computation and memory requirements of HCF, but they still have the low detection problems of the initial method [18].

Wu and Chen [19] moved beyond the IP layer to improve detection of IP spoofing by adopting a multi-layer approach. They used HCF to block the majority of spoofed traffic and then a SYN Proxy Firewall on transmission layer to filter TCP half-open connections. The last step was to limit application layer DDoS traffic that uses legitimate HTTP requests.
The three-layer inspection manages to improve detection, but the paper does not specify how legitimate HTTP requests are distinguished from malicious ones. Also, the inherent limitations of HCF were not addressed. Zhang et al. [16] have also adopted a multi-layer approach, by using an improved version of HCF, SYN cookies and a SYN proxy. The new method is called hop count proxy (HCP) and it overcomes HCF’s problem of strict TTL values by applying a wider TTL threshold. Also, a SYN proxy and SYN cookies are used to filter out malicious TCP half-open connections. HCP regularly updates the IP2HC mapping table, when not under attack. Another drawback of HCP is that it has some issues with machines behind NAT boxes, resulting in faulty results. Moreover, O/S information is not used to validate the arriving TTL, which increases the risk for false negatives. Finally, the method is limited to the network and transport layers only, and not to the application layer; hence, it is more suitable as a SYN attack DDoS mitigation method.

Apart from adopting multi-layer approaches, Covarrubias-Rodriguez et al. [20] have tried to improve detection by using fuzzy logic along with HCF to setup a flexible threshold of decision. Their method will modify the routing table every time there is a change in hop count (HC) tables. However, the problems associated with HCF are still present. To overcome the problems of router implementation, the proposed method focuses on end host systems. It also adopts a multi-layer approach, by focusing on the link-layer, network, transport and application layers, which have shown improved detection results. The novel contribution of this paper is that it explores the extent to which additional metrics, such as source MAC address, OS information, GeoIP or web browser header information (user agent) can help improve detection of IP Spoofing. Finally, the proposed research also attempts to optimize performance, to allow the detection system to operate in DDoS attack conditions.

3. FUZZY HYBRID SPOOFING DETECTOR CONCEPTUAL MODEL

The proposed FHSD adopts a multi-layer approach to provide an efficient IP spoofing detection mechanism that is able to run under attack conditions. Therefore, the proposed approach needs to meet the following operational requirements:

(i) Multi-layer approach based on source MAC address, hop count, passive OS fingerprinting, HTTP user agent, and HTTP request method.
(ii) Improve detection by cross checking hop count with passive OS fingerprinting results and HTTP user agent.
(iii) Minimize network and resource requirements for repeated traceroute queries by considering GeoIP and subnet address, rather than queries for single IP addresses.
(iv) Take into account changing network conditions and incomplete results by adopting flexible TTL values, along with GeoIP and subnet information for hop counting.

The proposed hybrid multi-layer approach considers as input a large selection of metrics, such as source MAC address, hop count, passive OS fingerprinting, HTTP user agent, and HTTP request method. The rationale for selecting source MAC address stems from [21], which recognises the potential of pairing MAC and IP addresses to control IP spoofing. Therefore, the proposed work aims to test this hypothesis. Still, it is recognised that the applicability of having the sender’s MAC address is rather limited, as it can only apply to local network addresses. Hence it is imperative that the proposed method is able to function regardless of whether the sender’s MAC Addresses are available. The reason behind using passive OS fingerprinting, and HTTP user agent is to allow cross-checking of hop-count and HTTP user agent with passive OS fingerprinting to lower false positives and false negatives. Changes in user agent requests and user request methods (POST, GET) are also considered to signify illegitimate HTTP traffic. This is based on the assumption that legitimate HTTP requests will have lower variability than abnormal traffic [22]. Finally, calculating hop count is influenced by previous work on HCF and HCP (as discussed in Section 2). In this case, the hop count method is optimized to reduce the number of slow and sometimes incomplete traceroute queries, by looking up Class C subnet addresses, rather than individual IP addresses. Also, GeoIP information provides an extra dimension on the geographical location of a subnet. The hop count method also adopts flexible TTL values, to take into account the changing network conditions.

Figure 1 depicts the network flow diagram of the proposed model. According to Fig. 1, the FHSD receives web traffic.
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Figure 2. FHSD module steps.

for inspection from the firewall. FHSD then retrieves hop count information from the GeoIP Hop Count Update module, which is responsible for the estimation of hop count and GeoIP information. It initially checks whether there is an existing entry in the database for either the IP address or the Class C subnet, before initiating a GeoIP hop count query on the Internet. Once an answer is provided, the database is updated and the relevant information is passed to FHSD, which in turn calculates the IP risk for each IP address. The IP risk is saved in the database, and it is used to distinguish legitimate traffic. When the IP risk is HIGH, FHSD automatically assigns a firewall rule to reject traffic from this IP address, whereas legitimate traffic is allowed to progress to the web server. FHSD can be configured via a Web Report module, which provides configuration and logging functionality. The network administrator is able to monitor the results of the FHSD scoring using the Web Report module. They can also issue blocking commands directly to the firewall, e.g. when FHSD misses malicious spoofed IPs that need to be blocked.

Figure 2 illustrates the core modules of FHSD, where connection flows are buffered before they are passed for analysis. FHSD passes data to the analysis modules; either once the number of connections exceeds a certain threshold or after a specified amount of time elapses. Both metrics can be configurable, and in the present paper, a threshold of 10,000 connections and a time threshold of 2 s is assumed (please see further justification about this threshold in Section 6). The buffer extracts the following data from raw traffic: (a) IP source, (b) source MAC address, (c) IP TTL, (d) HTTP user agent and (e) HTTP request method.

Table 1. Operating systems TTL values.

<table>
<thead>
<tr>
<th>Operating system</th>
<th>TCP</th>
<th>UDP</th>
<th>ICMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linux</td>
<td>64</td>
<td>64</td>
<td>255</td>
</tr>
<tr>
<td>FreeBSD</td>
<td>64</td>
<td>64</td>
<td>255</td>
</tr>
<tr>
<td>Mac OS X</td>
<td>64</td>
<td>64</td>
<td>255</td>
</tr>
<tr>
<td>Solaris</td>
<td>255</td>
<td>255</td>
<td>255</td>
</tr>
<tr>
<td>Windows 95/98/ME</td>
<td>32</td>
<td>32</td>
<td>255</td>
</tr>
<tr>
<td>Windows XP,7,8, 2003, 2008</td>
<td>128</td>
<td>128</td>
<td>255</td>
</tr>
</tbody>
</table>

Once buffer data are passed for analysis, three simultaneous processes start. The first process starts with MAC address and IP pairing. This process checks data according to the list of MAC address of local systems, to detect compromised hosts in the local network that act as zombies. The second process uses passive OS fingerprints and compares them with the operating system information that is retrieved from the user agent string. If the two values are equal, the result is set to 0; otherwise, it is 1 until the IP is changed. Next, the comparison continues through the TTL. Table 1 shows the default initial TTL values of operating systems that were considered, according to the results from the second process [23]. After initial TTL is set, the program checks for IP hops. If it finds the hops for the particular IP, it uses it to find the difference between initial TTL and hop count. If the results are incomplete, it uses the subnet address instead or the country and city, and considers TTL boundaries of ±2, as per Refs [16] and [24]. This calculated TTL is compared with the TTL value reported in the network data to detect inconsistencies and count the number of times that they change. The variability of TTL in a normal session is usually very low, where the TTL value largely stays unchanged, or sometimes moves up or down to 1 or 2 hops. Finally, the third process counts user agent changes and frequency of user request methods (POST, GET). Then, the results are collected and passed from a fuzzy rule set, as depicted in Fig. 3. For the input membership function, the triangular membership along with trapezoid function is chosen (Fig. 4). These were chosen due to their extensive use in similar research involving fuzzy logic and intrusion detection. The most notable example is that of [20], which used triangular membership to mitigate distributed DoS. Gomez and Dipankar [25] also used triangular membership for network anomaly detection. Similarly, Ref. [26] used triangular membership as well to identify port scanning, denial of service attacks, backdoors and Trojan horse attacks. It is important to note the possibility that other membership functions could be equally suitable, or yield even better results. Selecting the most efficient function is out of the scope of the proposed work, and it could in fact be a topic for exploration in the future. Primary aim of this paper is to explore the benefits and basic concepts of an improved IP spoofing detection mechanism, and in this context, we opted for well-tried and tested membership functions that work.

Section D: Security in Computer Systems and Networks

The inputs were defined on a domain interval of 0–1. Each domain, except TTL result and p0f result that are Boolean, was divided into three regions of low, medium and high as shown in Fig. 3, with the values given in Table 2. Note that Table 2 values can be changed according to the needs of the domain or the dataset. All input domains are normalized to the same input range. The rules of the fuzzy system were constructed with the fuzzy input set. Fuzzy rules are written using empirical network administrator experience. For the output, these rules are combined with largest of maximum (LoM) operator.

To best understand these empirical rules, an IP attack example is shown below.

Fuzzy IP HTTP requests count Number = IP HTTP requests count/TOTAL IP COUNTS,
FIGURE 4. Fuzzy triangular membership function.

TABLE 2. Range of input.

<table>
<thead>
<tr>
<th>Linguistic variable</th>
<th>Fuzzy number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>0.0, 0.1, 0.2</td>
</tr>
<tr>
<td>Medium</td>
<td>0.16, 0.3, 0.4</td>
</tr>
<tr>
<td>High</td>
<td>0.36, 0.7, 1</td>
</tr>
</tbody>
</table>

Fuzzy IP HTTP empty requests count Number = IP HTTP empty requests count/TOTAL IP COUNTS.
Fuzzy User Agent variation count Number = User Agent variation count/TOTAL IP COUNTS.
Fuzzy IP TTL variation count Number = IP TTL variation count/TOTAL IP COUNTS.

The result of each variable is a number. This number is checked in the triangular membership function to find the risk that is belonging. Then these results are passing from two rules:

Rule 1:
IF (IP HTTP requests count == Low) AND (IP HTTP empty requests count == Medium)
THEN “IP RISK” == Medium

Rule 2:
IF (IP user agent variation count == Medium) AND (IP TTL variation count == High)
THEN “IP RISK” == High

The result of the two rules is passed to LoM operator that will report the crisp number of the output, using also triangular membership function. The crisp number of the output can be used with other systems that we develop in order to compare the results and have a more clear output of IP risk.

4. A PROTOTYPE IMPLEMENTATION OF FHSD AND EXPERIMENTAL DESIGN

Based on the conceptual model presented in Section 3, the paper proceeds to present a prototype implementation of FHSD and the experimental design that was used to investigate its detection efficiency. The prototype implementation uses binary files instead of a database in order to store data. This was in the interest of time and simplicity. Extending FHSD to use a database would be feasible, and could speed up the result process even further. Nonetheless, even with the use of binary files, the results process is already fast enough. The computational time for 10,000 packets in an Intel Quad Core Machine with 8 GB RAM and 1TB 7200-rpm hard disk was <5 s. Therefore, using binary files was deemed suitable for a proof of concept tool.

The FHSD prototype prepossesses pcap files with tshark and it exports values in CSV format. Such values include IP source, source MAC address, TTL, user agent and request method. Then the collected web traffic for the 10,000 IPs, which correspond to each variable, is fed into the prototype system.

The empirical fuzzy rules used in our model are shown in Tables 3–5 while Fig. 3 depicts/outlines a detailed representation of the fuzzy rules procedure.
As it shows in Fig. 2, MAC address and IP pairing is initially checked against the list of local MAC addresses and then data are sorted per IP and the IPs are checked against p0f exported file and user agent. If the two values are equal, the p0f flag is set to 0. Otherwise, the p0f flag gets the value of 1 until the IP is changed. Next, the comparison continues through the TTL using the user agent string to setup the initial TTL of operating system and Table 1. After the initial TTL is set, the program checks for IP hops in the traceroute and GeoIP file. If it finds the hops for the particular IP, it uses this value to find the difference between initial TTL and hop count. If the result is incomplete, it uses the Class C subnet address to find the difference with ± 2 boundaries. This value is compared with the TTL value from the network TCP stream, and if different, it counts the number of times the TTL changes. Similarly, FHSD also counts user agent changes and user requests (POST, GET). Then the results are passed to a fuzzy ruleset, using Mamdani Method [27] (Fig. 4) and it outputs the IP risk score.

As part of the experimental evaluation, FHSD is tested against normal and illegitimate web traffic. The DDoS tool BoNeSi [28], a network traffic generator for different protocol types, was used to generate the illegitimate traffic. It has the ability to control with various parameters the attributes of the created packets and connections as, for example, send rate, payload size or even all attributes can be randomized. Also in HTTP mode attack, it behaves as a real Botnet. This is also the reason behind the choice of BoNeSi, as it can emulate real bot behaviour. According to SecurityTube, BoNeSi has been used to simulate large Botnets on an AMD Opteron with 2 GHz, generating up to 150 000 packets per second [29]. BoNesi was also successful against the state-of-the-art commercial DDoS mitigation systems, which it managed to either crash or bypass detection [28]. Hence, BoNeSi was used in this case as an alternative to botnets, as a way to overcome the practical difficulty and ethical problems of obtaining or renting real bot software.

BoNeSi HTTP request attack was used against an Apache 2.2.20 web server, which hosts PHP dynamic web pages. In order to make the HTTP requests more realistic, 45/24 IP subnet ranges (listed in Table 6) and 10 different user agents along with operating system (listed in Table 7) were used. BoNeSi then produced spoof IPs within the IP range of each subnet. For example, the first IP subnet triggered BoNeSi to start sending requests from random IPs within the range of 1.2.3.254. So the total number of distinct spoof IPs that could reach the web server would be 11385 (the product of 45 subnets and 253 IPs per subnet). Also, the TTL values and source ports of the attack IPs were generated randomly, in an attempt to make the spoof data more realistic. As for the selected sample of User Agent strings that are shown in Table 7, it was obtained from [30].

Although the word ‘Mozilla’ appears in all entries, these actually represent a wide selection of browsers, such as Internet Explorer, Opera, Safari and Chrome, and not just Mozilla.

| TABLE 6. List of spoof IP subnets used in BoNeSi. |
| BoNeSi spoof IP subnet used |
| 0.1.125.174/24 | 0.1.91.98/24 | 0.1.10.138.194/24 |
| 0.1.10.180.83/24 | 0.1.100.194.86/24 | 0.1.100.4.147/24 |
| 0.1.101.118.61/24 | 0.1.101.253.178/24 | 0.1.101.79.119/24 |
| 76.92.199.150/24 | 76.93.12.254/24 | 76.94.211.44/24 |
| 76.94.27.31/24 | 76.94.67.128/24 | 76.96.122.8/24 |
| 76.98.67.241/24 | 76.99.14.245/24 | 77.10.210.127/24 |
| 77.101.139.127/24 | 77.101.185.177/24 | 77.103.220.1/24 |
| 77.104.169.154/24 | 77.105.240.217/24 | 77.106.168.16/24 |
| 77.177.67.106/24 | 77.178.90.218/24 | 77.26.237.147/24 |
| 77.26.242.166/24 | 77.27.51.26/24 | 77.29.51.117/24 |
| 77.29.96.223/24 | 99.95.56.17/24 | 100.12.130.16/24 |
| 100.212.131.16/24 | 100.212.132.16/24 | 100.212.133.16/24 |
| 100.212.134.16/24 | 100.212.135.16/24 | 100.212.136.16/24 |
| 100.212.137.16/24 | 100.212.138.16/24 | 100.212.139.16/24 |
| 100.212.140.16/24 | 100.212.141.16/24 | 100.212.142.16/24 |

| TABLE 7. List of user agent strings used in BoNeSi. |
| User Agent used in BoNeSi import file |
| Mozilla/5.0 (compatible; MSIE 10.0; Windows NT 6.1; WOW64; Trident/6.0) |
| Mozilla/5.0 (compatible; MSIE 10.0; Windows NT 6.1; Trident/6.0) |
| Mozilla/5.0 (compatible; MSIE 10.0; Windows NT 6.1; Trident/5.0) |
| Mozilla/5.0 (compatible; MSIE 10.0; Windows NT 6.1; Trident/4.0; InfoPath.2; SV1; .NET CLR 2.0.50727; WOW64) |
| Mozilla/5.0 (compatible; MSIE 10.0; Macintosh; Intel Mac OS X 10_7_3; Trident/6.0) |
| Mozilla/4.0 (compatible; MSIE 10.0; Windows NT 6.1; Trident/5.0) |
| Mozilla/1.22 (compatible; MSIE 10.0; Windows 3.1) |
| Mozilla/5.0 (Windows; U; MSIE 9.0; Windows NT 9.0; en-US) |
| Mozilla/5.0 (Windows NT 6.1; WOW64)AppleWebKit/537.17 (KHTML, like Gecko) Chrome/24.0.1312.60 Safari/537.17 |
The experiments considered four datasets: one dataset with only legitimate users’ traffic; the DARPA DDoS Inside 1.0 dataset; and two datasets with legitimate users traffic along with BoNeSi spoof DDoS attack traffic. The first dataset was legitimate users traffic and was exported from a busy job seeking website used also in [9]. It contained 30 000 network packets over a period of 4 min and 157 unique IP addresses. The second dataset was an attack dataset and was exported using a virtual machine as web server and another one as attacker with BoNeSi. The two machines resided on the same host and the web server machine could be accessed from the Internet. The dataset contained 180 000 network packets over a period of 3 min, and it involved 15 legitimate IPs and 2546 spoof IPs. BoNeSi generated 1 550 000 packets of attacking traffic over a period of 3 h 14 min. The HTTP sessions in this dataset are limited.

For each packet in \( P \)

\[
P = \text{SortPacketsPerIP}();
\]

FOR each packet in \( P \)

\[
\text{IP} = \text{GetIPfromPacket}(P);
\text{OP} = \text{CheckOperatingSystem}(P);
\text{Browser} = \text{CheckBrowser}(P);
\text{UserAgentCount} = \text{CountUserAgentChanges}(P);
\text{TTL} = \text{CheckTTL}(\text{IP});
\text{If} (\text{TTL} \text{found in database})
\text{TTLVALUE} = \text{TTL}
\text{Else}
\text{TTLVALUE} = \text{GEOIP_LOOKUP_WITH_SUBNET_}
\text{CHECK}(\text{IP});
\text{IF} (\text{TTLVALUE} \text{found})
\text{AddtoDatabase}(\text{IP});
\text{Return TTLVALUE};
\text{Else}
\text{Mark As Unknown};
\text{Traceroute}(\text{IP}) \text{in the background}
\text{AddtoDatabase}(\text{IP});
\text{END IF}
\text{END IF}
\text{END IF}
\text{END IF}
\text{CountPG} = \text{Count Post and Get Requests}(P);
\text{CountTTLVar} = \text{Count_TTL_Changes}(P);
\]

END FOR

FinalResult_Per_IP = \text{Summarize_All_Values}();

The experiments considered four datasets: one dataset with only legitimate users’ traffic; the DARPA DDoS Inside 1.0 dataset; and two datasets with legitimate users traffic along with BoNeSi spoof DDoS attack traffic. The first dataset was legitimate users traffic and was exported from a busy job seeking website used also in [9]. It contained 30 000 network packets over a period of 4 min and 157 unique IP addresses. The second dataset was an attack dataset and was exported using a virtual machine as web server and another one as attacker with BoNeSi. The two machines resided on the same host and the web server machine could be accessed from the Internet. The dataset contained 180 000 network packets over a period of 3 min, and it involved 15 legitimate IPs and 2546 spoof IPs. BoNeSi generated 1 550 000 packets of attacking traffic over a period of 3 h 14 min. The HTTP sessions in this dataset are limited.

The third dataset was also an attack dataset and was exported from the job seeking website used in [9]. The dataset contained 1 600 000 network packets over a period of 4 min. During the capture of legitimate users sessions on this website, a DDoS attack was launched from two different locations using BoNeSi. BoNeSi was configured to use a list of spoof IP addresses, which are shown in Table 6. The max-bot flag was not used in BoNeSi, in this dataset. For user agents, Table 7 was used. BoNeSi generated around 1 550 000 packets of attacking traffic involving 170 distinct source IPs, where the 45 were the attack IPs of Table 6.

The last and forth dataset was DARPA LLDOS Inside 1.0 dataset Inside [31]. This dataset contained 649 787 packets over a period of 3 h 14 min. The HTTP sessions in this dataset are limited.

5. RESULTS

Initially, the DARPA LLDOS 1.0 Inside data set was used [31]. According to DARPA LLDOS 1.0 scenario, an attacker compromises three machines inside the local network. These hosts are mil with IP 172.16.115.20, pascal with IP 172.16.112.50 and locke with IP 172.16.112.10. Using all the three compromised hosts and spoof IPs, the attacker attacks victim IP 131.84.1.31 for 5 s. Our program identifies this attack in the first stage, using MAC address pairing, so the second stage was not needed. Also the second stage was not possible to be used in DARPA because it does not contain web traffic. Specifically, user agents are missing from many IPs.

The second test was done using the dataset from the two virtual machines on the same host. According to this scenario, the attacker machine had BoNeSi installed in order to spoof IPs and attack the second machine’s web server. Also this experiment helped to identify the spoofing IPs from MAC addresses that were changing.

Next step was to test the third and fourth datasets that were more realistic and that could happen in live situations. The third dataset dealt with attacking a job seeking website (also used in [9]) from two geographically different locations using BoNeSi with spoofed IPs. Our method successfully found all the spoof IPs in the second stage because the first stage of MAC filter cannot be used in Internet traffic.

Lastly, the fourth dataset was legitimate data from the job seeking website as well. In this scenario, the success rate was 99.99%. There were some minor misclassifications, false positive values set as Medium that should have been set as Low. There were no IPs classified in the High state, which is a reasonable expectation given that the dataset was legitimate user data.

Figure 5 shows the number of attack packets arriving over time, whereas Fig. 6 depicts the number of normal packets arriving over time. Both figures show a different pattern for normal vs. attacking traffic. Specifically, the volume of distinct attacking IPs is much higher, than normal IPs.

Figure 7 is a screenshot of the prototype, showing the outcome of the IP risk classification, using the first and second stages.
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The DARPA DDoS dataset is based upon DDoS attacks from compromised hosts in the Local LAN. Also the attack is not

---

**Table 6**

<table>
<thead>
<tr>
<th>IP Address</th>
<th>Risk Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>172.16.115.20</td>
<td>Low</td>
</tr>
<tr>
<td>172.16.112.50</td>
<td>Medium</td>
</tr>
<tr>
<td>172.16.112.10</td>
<td>High</td>
</tr>
</tbody>
</table>

**Table 7**

<table>
<thead>
<tr>
<th>User Agent</th>
<th>Risk Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mozilla</td>
<td>High</td>
</tr>
<tr>
<td>Chrome</td>
<td>Medium</td>
</tr>
<tr>
<td>Firefox</td>
<td>Low</td>
</tr>
</tbody>
</table>

---

**A pseudocode of the implementation is shown below:**

```pseudo
P = SortPacketsPerIP();
FOR each packet in P
    IP = GetIPfromPacket(P);
    OP = CheckOperatingSystem(P);
    Browser = CheckBrowser(P);
    UserAgentCount = CountUserAgentChanges(P);
    TTL = CheckTTL(IP);
    If (TTL found in database)
        TTLVALUE = TTL
    Else
        TTLVALUE = GEOIP_LOOKUP_WITH_SUBNET_CHECK(IP);
        IF (TTLVALUE found)
            AddtoDatabase(IP);
            Return TTLVALUE;
        Else
            Mark As Unknown;
            Traceroute(IP) in the background
            AddtoDatabase(IP);
        END IF
    END IF
    END IF
    END IF
    CountPG = Count Post and Get Requests(P);
    CountTTLVar = Count_TTL_Changes(P);
END FOR
FinalResult_Per_IP = Summarize_All_Values();

The experiments considered four datasets: one dataset with only legitimate users’ traffic; the DARPA DDoS Inside 1.0 dataset; and two datasets with legitimate users traffic along with BoNeSi spoof DDoS attack traffic. The first dataset was legitimate users traffic and was exported from a busy job seeking website used also in [9]. It contained 30 000 network packets over a period of 4 min and 157 unique IP addresses. The second dataset was an attack dataset and was exported using a virtual machine as web server and another one as attacker with BoNeSi. The two machines resided on the same host and the web server machine could be accessed from the Internet. The dataset contained 180 000 network packets over a period of 3 min, and it involved 15 legitimate IPs and 2546 spoof IPs. BoNeSi generated around 1 550 000 packets of attacking traffic over a period of 3 h 14 min. The HTTP sessions in this dataset are limited.

The third dataset was also an attack dataset and was exported from the job seeking website used in [9]. The dataset contained 1600 000 network packets over a period of 4 min. During the capture of legitimate users sessions on this website, a DDoS attack was launched from two different locations using BoNeSi. BoNeSi was configured to use a list of spoof IP addresses, which are shown in Table 6. The max-bot flag was not used in BoNeSi, in this dataset. For user agents, Table 7 was used. BoNeSi generated around 1 550 000 packets of attacking traffic involving 170 distinct source IPs, where the 45 were the attack IPs of Table 6.

The last and forth dataset was DARPA LLDOS Inside 1.0 dataset Inside [31]. This dataset contained 649 787 packets over a period of 3 h 14 min. The HTTP sessions in this dataset are limited.
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Initially, the DARPA LLDOS 1.0 Inside data set was used [31]. According to DARPA LLDOS 1.0 scenario, an attacker compromises three machines inside the local network. These hosts are mil with IP 172.16.115.20, pascal with IP 172.16.112.50 and locke with IP 172.16.112.10. Using all the three compromised hosts and spoof IPs, the attacker attacks victim IP 131.84.1.31 for 5 s. Our program identifies this attack in the first stage, using MAC address pairing, so the second stage was not needed. Also the second stage was not possible to be used in DARPA because it does not contain web traffic. Specifically, user agents are missing from many IPs.

The second test was done using the dataset from the two virtual machines on the same host. According to this scenario, the attacker machine had BoNeSi installed in order to spoof IPs and attack the second machine’s web server. Also this experiment helped to identify the spoofing IPs from MAC addresses that were changing.

Next step was to test the third and fourth datasets that were more realistic and that could happen in live situations. The third dataset dealt with attacking a job seeking website (also used in [9]) from two geographically different locations using BoNeSi with spoofed IPs. Our method successfully found all the spoof IPs in the second stage because the first stage of MAC filter cannot be used in Internet traffic.

Lastly, the fourth dataset was legitimate data from the job seeking website as well. In this scenario, the success rate was 99.99%. There were some minor misclassifications, false positive values set as Medium that should have been set as Low. There were no IPs classified in the High state, which is a reasonable expectation given that the dataset was legitimate user data.

Figure 5 shows the number of attack packets arriving over time, whereas Fig. 6 depicts the number of normal packets arriving over time. Both figures show a different pattern for normal vs. attacking traffic. Specifically, the volume of distinct attacking IPs is much higher, than normal IPs.
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FIGURE 5. Attack data packets per time.
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specific for web server so there was not much information about the user agent and some other features that are needed for our method to find the offensive IPs in the second stage of check. Moreover, the IP and MAC pairing is changing during the DDoS attack using the spoof IPs and having this information in the dataset makes it easier to find spoof IPs. In a real DDoS attack against a web server, the MAC address of the attacker would not be available at the victim side. In the victim site one would only see the MAC address of the router that forwards the packets. As a result, the DARPA DDoS dataset was not considered appropriate to export correct results for the proposed method. What is more, the second dataset allowed us to successfully identify the spoof IPs with two ways: First with the MAC-IP pair changes and secondly using the hop counting, TTL and user agent filtering method. The third dataset was a real DDoS scenario. The aim was to collect data and analyse them to see if the proposed method was effective. Using a hop counting table for some of the spoofing IPs, not all of them, geographical locations and OS fingerprinting techniques used by p0f in comparison with user agent, the proposed method showed encouraging results by identifying 99.99% of spoof IPs. Similar results were produced in the fourth dataset that was live data capture using tcpdump from the job seeking website. This particular dataset did not have attack IPs, and our method corresponded correctly to this scenario, but with a few false positives in the state of Medium score. The reason for this false positive was the use of proxy server in the settings of the user browser that visited our web site; the initial TTL was 64, which is the initial value of a Linux operating system, but the user agent reported Windows operating system, which has initial TTL of 128. Thus, the system reports it as anomaly, which is correct.

FHSD provides improved results in comparison to HCF and other approaches. The additional metrics, such as HTTP request method, user agent and IP TTL value change, proved to be particularly valuable in accurate classifications, without introducing significant overhead. This is evident by the reasonable system performance. A major factor contributing towards a robust solution was the optimization of hop count queries by introducing the GeoIP and subnet TTL. By reducing the need for repeated traceroute requests, the number of traceroute queries was 45 out of 2000, which is approximately a 97% reduction in comparison to HCF, which is a significant improvement of network usage.

Figure 8 shows a comparison between FHSD and HCF, based on detection rate and false positive rate. The detection rate for spoof IPs in FHSD is 100% even though we have some false positive IPs in the rate of 2%. The CPU usage was between 37 and 52%. According to [32], the corresponding figures for HCF are 90% detection rate and 8% false positive rate. It should be noted that the results from [32] are based on a different dataset; therefore, it is not possible to perform a direct comparison of the two methods. Similarly, other alternative methods to HCF base their findings on private datasets, making a direct comparison to FHSD impossible. Wu and Chen [19] shows the most promising results with their three-layer approach using SYN proxy, reporting 98.93% detection rate. No performance data were published though in their work.

In terms of performance, the proposed prototype uses a threshold of 10,000 packets or 2s. This was based on the threshold that was used in our previous work in [9]. The same threshold was chosen again to enable a smoother integration of the two systems in the future. Thus, it is important to note the possibility that other thresholds could yield similar results. In fact, looking at the computational time based on the number of packets our developed system had to process at a time, as shown in Fig. 9, it is possible to estimate that a threshold of 360K packets or 2 min (120s) would produce comparable performance results. It should be noted that the FHSD prototype uses CSV files to calculate spoof IPs, and the test was performed.
7. LIMITATIONS

The proposed method uses hop counting, geographical location, user agent and passive OS fingerprinting. This means that FHSD needs to maintain a database with correct TTL values from most IPs of the Internet with country and city. The use of information such as the subnet and geographical location of the IP helps to shrink a little the area of IPs. But for better results, a good database with IP hops should be maintained. Also, the passive OS fingerprinting and user agent database should be updated with new operating system signatures and the user agent new browsers respectively. All these data can be updated daily or when needed by a new proposed method or even use already proposed methods like SYN proxy [16].

In the current developed application, data are stored in files instead of a database. Our intent was to test the efficiency of our proposed method and not its speed. Nonetheless, file-parsing techniques were used to optimize performance and produce results to appear in seconds. To test our scenarios, some IPs using traceroute and GeoIP were pre-processed and stored in a file. An example of the process file is shown in Fig. 10. As seen in Fig. 10, in some cases the traceroute did not lead to the end IP (see column Completed). In these cases, the system checks the subnet, and if the IP is in the same subnet with another that is completed, it takes this value in the field (CLOSES_TTL); if not then it checks the GeoIP using country and city and if it finds the IP that the traceroute completed and is in the same country and city it takes the higher value. In a different case, it takes the value of the LAST_HOP_ENDED, which is the last reply from the traceroute. This could be avoided if a good database is kept with correct values from the subnets for more accuracy and not giving false positives.

8. FUTURE WORK: CONCLUSIONS

The result from the proposed method shows that it is effective in identifying spoof IPs, with detection rate almost 100%. Future work could include the validation of FHSD with flash crowds and whether it can discriminate them from spoof IPs. This was not the main aim of the paper and hence it is yet to be tested. Similarly, further work could investigate the implementation of FHSD for IPv6 and how it performs in IPv6 traffic.
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