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## Abstract

# Algebraic Codes For Error Correction In Digital Communication Systems 

Mubarak Jibril

C. Shannon presented theoretical conditions under which communication was possible error-free in the presence of noise. Subsequently the notion of using error correcting codes to mitigate the effects of noise in digital transmission was introduced by R. Hamming. Algebraic codes, codes described using powerful tools from algebra took to the fore early on in the search for good error correcting codes. Many classes of algebraic codes now exist and are known to have the best properties of any known classes of codes. An error correcting code can be described by three of its most important properties length, dimension and minimum distance. Given codes with the same length and dimension, one with the largest minimum distance will provide better error correction. As a result the research focuses on finding improved codes with better minimum distances than any known codes.

Algebraic geometry codes are obtained from curves. They are a culmination of years of research into algebraic codes and generalise most known algebraic codes. Additionally they have exceptional distance properties as their lengths become arbitrarily large. Algebraic geometry codes are studied in great detail with special attention given to their construction and decoding. The practical performance of these codes is evaluated and compared with previously known codes in different communication channels. Furthermore many new codes that have better minimum distance to the best known codes with the same length and dimension are presented from a generalised construction of algebraic geometry codes. Goppa codes are also an important class of algebraic codes. A construction of binary extended Goppa codes is generalised to codes with nonbinary alphabets and as a result many new codes are found. This construction is shown as an efficient way to extend another well known class of algebraic codes, BCH codes. A generic method of shortening codes whilst increasing the minimum distance is generalised. An analysis of this method reveals a close relationship with methods of extending codes. Some new codes from Goppa codes are found by exploiting this relationship. Finally an extension method for BCH codes is presented and this method is shown be as good as a well known method of extension in certain cases.
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## Part I

## Introduction, Definitions and Preliminaries

## 1. INTRODUCTION AND MOTIVATION

The field of coding theory was born with Claude E. Shannon's (Shannon, 1948) landmark work on digital communications. Digital communications involves the transmission of message signals in digital form. Shannon's work shed light on the limits of how fast, efficient and reliable a digital communication system can be through the most significant transmission channels. Shannon's work specifically focuses on how to transmit data reliably through channels where signal altering noise is present. A key observation was that it was possible to increase the reliability of a digital communication system significantly by using efficient error correction schemes. Digital signals to be transmitted are encoded with a predefined code at the transmitting end and then suitably decoded at the receiving end.
Conceptually, a digital communication system with an error correction scheme is modelled as in Figure 1.1. The source encoder (not shown) accepts source data usually in binary form and compresses it by exploiting its inherent redundancy. The compression is done in such a manner that the source decoder can recover the information without any ambiguity. Compressed data from the source encoder is fed to the channel encoder at the rate of $R$ bits per second. A channel encoder adds redundancy to $k$ bits ${ }^{1}$ to produce $n$ bits where $n \geq k$. The channel encoder block outputs data at a rate of $R=\frac{n}{k}$ bits per second. This block essentially begins the error correction scheme. It uses error correction codes which can either be linear block codes or convolutional codes. The next block is the modulator whose purpose is to transform the signal so that it is suitable for transmission through the channel. A chosen modulation scheme will take into consideration the specific channel characteristics. The output of the modulator is sent through the channel where it is distorted by noise. A channel can be defined by the type of distortion it contributes to the transmitted signal. Additive white Gaussian noise channels are channels where an additive, zero mean and Gaussian distributed noise dominates while fading channels have interference noise due to the fact that signals travel in multiple paths. From a coding scheme design perspective, a channel can also be defined by its limitations on power or bandwidth. The demodulator attempts to reproduce the transmitted signal from the modulator from the impaired received signal. It achieves this by using a threshold value on a per bit basis. If a single threshold is used, then the output of the demodulator is called hard and the demodulator is said

[^0]

Fig. 1.1: Digital Communication System
to perform hard decisions. If more than one threshold value is used, the demodulator produces soft outputs and performs soft decisions. The type of decision taken by the demodulator decides the kind of channel decoder used in the channel decoder block. Soft/hard decision channel decoders input soft/hard decided sequences from the demodulator and using decoding algorithms attempt to detect and correct errors incurred by transmission. Finally a source decoder decompresses the output of the channel using a decompression algorithm to produce an estimate of the original message. If the channel decoder succeeds in correcting all errors then the output of the source decoder is the original message.
The scope of this research lies between the channel encoder and the channel decoder. The research focuses mainly on finding good linear error correcting codes that improve the reliability of digital communications. Specifically, the thesis focuses on an important sub-class of linear codes, algebraic geometry codes, and codes they generalise. As a welcomed necessity, the research navigates through the abundant literature of algebraic codes and their equally rich algebraic structures.

### 1.1 Shannon's Contributions and Implications

Shannon's main result is the relationship (Shannon, 1948),

$$
\begin{equation*}
R<W \log _{2}(1+\mathrm{SNR}) \tag{1.1}
\end{equation*}
$$

for the additive white Gaussian noise (AWGN), where $R$ is transmission data rate in bits per second, $W$ is the transmission channel bandwidth in hertz ( Hz ) and SNR is the average signal power to the average noise power ratio, a dimensionless quantity. Equation (1.1) is commonly referred in literature as the Shannon or Shannon-Hartley equation. The inequality may be removed and $R$ replaced with the "channel capacity", $C$, and obtain a limit on the rate so that

$$
\begin{equation*}
R<C=W \log _{2}(1+\mathrm{SNR}) \tag{1.2}
\end{equation*}
$$

In order to achieve capacity rates it can see from (1.2) that it is possible to increase either the bandwidth $W$ or the signal to noise ratio SNR or both. Since channel noise cannot be controlled by the system designer, increasing SNR is only possible by increasing the signal power since

$$
\begin{equation*}
\mathrm{SNR}=\frac{S}{N} \tag{1.3}
\end{equation*}
$$

where $S$ and $N$ represent the average signal and noise power respectively. Prior to channel coding and Shannon's postulations increasing transmission power was synonymous with increased reliability. There are however limits to how much power is available for specific applications. Increasing the bandwidth $W$ might seem like a good solution until one considers that
(i) channel bandwidth is limited,
(i) the additional cost and size of transmission equipment.

In addition, for the AWGN channel the average signal noise $N=N_{0} W$ where $N_{0}$ is the noise spectral density. So as the bandwidth increases, the SNR deteriorates so does the rate albeit logarithmically. In summary Shannon was able to show that noise in channel limits the rate of data transmission through the channel but does not limit the reliability and accuracy of transmission. In so far as the data transmission rate is below channel capacity, reliable transmission is possible.

### 1.2 History and Development of Coding Theory

### 1.2.1 1948-1970

An important and perhaps understated contribution to the field of coding theory was due to Hamming (1950). Whereas Shannon's approach was non-constructive and asymptotic, Hamming's contribution was constructive and combinatorial (Sudan, 2001). Shannon showed that error free communication at rates below capacity is possible if good error correcting codes are used. However it soon became clear that finding error correcting codes with efficient decoding schemes that fit this description was difficult. Hamming was the first to present non-trivial error correcting codes. These codes are known aptly as Hamming codes. A code is traditionally defined with there parameters (i) its length or number of symbols (ii) its dimension or number of message symbols (iii) and its minimum distance or the smallest possible distance between any two distinct code words. The problem of designing good codes preoccupied coding theorists in the aftermath of these contributions. Golay (1949) presented codes known today as Golay codes. These codes include a generalisation of Hamming codes and also some perfect codes. The word perfect used here is in retrospect a misnomer, these codes were not perfect in the sense that they could correct all forms of error but they were labelled perfect because of their unique structural properties. Perfect codes have the property that every corrupted codeword can be uniquely decoded without ambiguity. Reed (1954) and Muller (1954) presented an important class of codes called Reed-Muller codes. Hamming, Golay and Reed-Muller codes have interesting algebraic properties and continue to be the subject of theoretical investigations. Elias (1955) invented convolutional codes. Convolutional codes were not described algebraically (although they can be) and are
the first implementation of probabilistic codes. Convolutional codes were soon found to be equal or better than block codes for almost any practical application (Forney, 1970). Binary Bose Chaudhari Hocquenghem (BCH) were discovered by Bose and Chaudhuri (1960) and independently by Hocquenhem (1959). Binary BCH codes were the first powerful error correcting codes with a potential for practical use. BCH codes are known to contain Hamming codes as a subset. Reed Solomon (RS) codes were discovered by Reed and Solomon (1960). RS codes are a subset of BCH codes and have good properties. Despite being primarily non-binary codes, RS codes have found extensive practical use to this day. A year later Gorenstein and Zierler (1961) presented BCH codes with binary symbols which are a generalisation of RS codes. Though algebraic codes were presented with elegant theories and had exceptional properties it became difficult to find efficient and simple decoding schemes that took advantage of their error correcting capabilities. Peterson (1960) was the first to present a decoding algorithm for BCH (and by definition RS) codes that corrected errors up to the designed error correction capabilities of these codes. Soon afterwards Berlekamp (1968) presented a much simpler scheme than Peterson's algorithm. Massey (1969) showed that Berlekamp's algorithm solved a well known linear feedback shift register synthesis problem. The algorithm consequently became known as the Berlekamp Massey decoding algorithm. In the first 20 years since the birth of coding theory, powerful algebraic and probabilistic codes had already been invented with efficient decoding algorithms. BCH codes were however shown to be asymptotically bad ${ }^{2}$ i.e. their error correction capabilities deteriorate as lengths approach infinity. Forney and Costello (2007) showed a method of concatenating RS codes with short codes and proved that these codes were asymptotically good. Concatenated codes proved useful in bursty channels where errors occur in short consecutive bursts in the transmitted data stream instead of independently.

### 1.2.2 1970-1990

Justesen (1972) produced the first class of constructive algebraic codes are asymptotically good. However Justesen's codes have found little use, since for practical lengths far superior codes exist. Goppa (1970) introduced a class of linear algebraic error correcting codes. These codes were a large class of codes and in some instances can be seen as generalisations of BCH codes. Patterson (1975) presented a decoding algorithm for Goppa codes obtained by modifying the Berlekamp Massey algorithm for BCH codes. Goppa codes are known to be asymptotically good (MacWilliams and Sloane, 1983). Goppa (1988) then presented a new class of algebraic codes from curves called algebraic geometry (AG) codes. These codes are generalisations of RS

[^1]and Goppa codes (of which BCH codes are subsets). Certain families of these codes were shown by Tsfasman et al. (1982) to be asymptotically better than previous algebraic codes. There was great interest in the decoding of AG codes up to their designed error correction capabilities. By the fourth decade from the birth of coding theory, efficient algebraic codes had been realised some of which have been shown to be asymptotically good. The major obstacle to achieving error-free communication for these codes was their decoding complexity when utilising channel statistics. All previously mentioned methods of decoding algebraic codes are bounded distance decoding schemes that do not exploit channel statistics in decoding but rely solely on the algebraic structure of the codes. It was clear that to achieve error-free communication one must utilise channel statistics. Although research concentrated on searching for codes with a good algebraic structure and predetermined properties it became increasingly apparent that to achieve error free communication randomlike codes with acceptable properties and moderate decoding complexity were required. This line of thought was first pursued by Elias (1955) and subsequently by Gallager (1962).

### 1.2.3 1990-

Berrou et al. (1993) astounded the coding theory community by presenting Turbo codes which approached Shannon's limit closely. Turbo codes are derived from convolutional codes and are probabilistic codes. Research in the 1990's was then shifted from algebraic codes to probabilistic codes. MacKay and Neal (1996) soon reintroduced codes by Gallager (1962) showing that these code (called low density parity check (LDPC) codes) also approached Shannon's limit. By sacrificing exceptional properties for reduced decoding complexity coding theorists were able to achieve these results. Algebraic coding also received a significant boost in the introduction of bounded distance decoding for AG codes by Feng and Rao (1993) and Sakata et al. (1995). The decoding algorithm by Feng and Rao (1993) was a generalisation of the algorithm by Peterson and Weldon (1972) while the algorithm by Sakata et al. (1995) was a generalisation of the algorithm by Berlekamp (1968) and Massey (1969). An important milestone was reached for algebraic codes when Guruswami and Sudan (1999) presented a new algorithm for decoding BCH and RS codes that had better performance than previously known decoding techniques. Sudan's decoding used the notion of a list decoder that returned a list of candidates for each received sequence. Koetter and Vardy (2003) extended this algorithm to utilise channel statistics so as to further improve decoding performance. Sudan's algorithm was soon after extended to decoding AG codes by Shokrollahi and Wasserman (1999). A generalised construction of AG codes was presented by Xing et al. (1999a) which have better properties than AG codes.
Near Shannon limit performance is now obtainable from probabilistic codes like

LDPC and turbo codes. At present LDPC codes have shown the most promise in attaining error-free communication and current research trends are focused on constructing good codes. Some algebraic codes have the best distance properties but their decoding complexity using channel statistics is proving to be a stumbling block towards achieving error-free communication. However the search for improved algebraic codes with less complex and efficient decoders is still active since it is known that performance ultimately depends on the distance properties of a code.

### 1.3 Research Scope

The work presented in this thesis focuses mainly on algebraic codes. In particular AG codes and Goppa codes are the major subject of interest while related codes BCH and RS codes also feature prominently. AG codes were invented by Goppa (1988) but have not received as much research attention as other error correction codes. This is in part due to the fact that much of the theory of the codes is obtained from deep mathematical aspects of algebraic geometry that do not lend themselves to easy access. Subsequent advances have however simplified construction and decoding of the most popular AG codes. The thesis has two main objectives;

- To study the AG codes and related algebraic codes. The performance of AG codes relative to similar codes is investigated in different communication channels using different decoding approaches. The theory and properties of these codes are also studied.
- To obtain codes from algebraic codes with better minimum distances than any previously known codes.


### 1.4 Major Contributions of the Thesis

- Algebraic geometry codes are studied in great detail with special attention given to their construction and decoding. The practical performance of these codes is evaluated and compared with previously known codes in different communication channels. Decoding performance of AG and nonbinary BCH codes is compared in the AWGN using soft and hard decision decoding and erasure channels using maximum likelihood decoding. The Berlekamp Massey Sakata algorithm (BMSA) decoding is presented for the bounded distance decoding of AG codes while the classic Berlekamp Massey algorithm (BMA) is presented for BCH codes for transmission in the AWGN channel. Symbol based ordered reliability decoding is carried out for soft decision decoding in the AWGN channel for both AG and BCH codes. Finally maximum-likelihood erasure decoding (in-place) is presented for decoding these codes in the erasure channel.
- New codes that have better minimum distances than the best known codes with the same length and dimension are presented from a generalised construction of algebraic geometry codes. Using this method 237 codes in the finite field $\mathbb{F}_{16}$ from four curves with better minimum distances than any known codes are presented. Many improvements on constructible codes were also presented. Furthermore by applying simple modifications to the presented codes more improvements are possible.
- A construction of extended binary Goppa codes is generalised to codes with nonbinary alphabets and as a result new codes are found. This construction is shown to be an efficient way to extend another well known class of algebraic codes, BCH codes. In total 48 new codes in finite fields $\mathbb{F}_{7}, \mathbb{F}_{8}$ and $\mathbb{F}_{9}$ were presented directly from this method. With further extensions using construction X (MacWilliams and Sloane, 1983), 30 more improvements are also obtained. More improvements are also possible from simple modifications of the obtained codes.
- A generic method of shortening codes whilst increasing their minimum distances is generalised. An analysis of this method reveals a close relationship with methods of extending codes. Codes with a special structure from Goppa codes are used and this relationship is exploited to obtain 4 new binary codes.
- Finally an extension method for BCH codes is presented and this method is shown be as good as a well known method of code extension in certain cases.
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### 1.6 Thesis Organisation

## - Part I: Introduction and Motivation

## - Linear Codes Over Finite Fields

In this Chapter the concept of finite fields is introduced. Linear codes and their basic properties are then defined. Since the thesis focuses on constructing new codes, details of some well known generic constructions are also given. The most important type of channel models are also presented. This Chapter provides sufficient preliminary information relevant to subsequent Chapters.

## - Part II :Algebraic Codes for Error Correction

- One Dimensional Codes:RS, BCH and Goppa codes

In this Chapter RS, BCH and Goppa codes are introduced. This Chapter serves as a precursor to subsequent Chapters in the thesis by introducing three important classes of codes.

- Two Dimensional Codes: AG Codes

AG codes are introduced in this Chapter. Their underlying theory and definition are then presented. Examples of constructions of AG codes are also given.

## - Decoding Algebraic Codes

The decoding of algebraic codes for the error and erasure channels is discussed in this Chapter. The BMSA decoding is presented for the bounded distance decoding of AG codes while the classic BMA is presented for BCH codes for transmission in the AWGN channel. Ordered reliability decoding is presented for soft decision decoding in the AWGN channel.

Finally maximum-likelihood erasure decoding (in-place) is presented for decoding in the erasure channel.

## - Performance of Algebraic Codes

Performance of AG codes is compared with shortened nonbinary BCH codes in the same finite field having the similar rate and length. The codes are compared the AWGN channel (soft and bounded decoding) and in the erasure channel. Conclusions are drawn from the results.

## - Part III: Search For New Codes

## - Introduction

This Chapter details the methods and approaches used in the search for new codes and introduces Part III of the thesis.

## - Improved Codes From Generalised AG codes

This Chapter presents the concept of places of a curve of degree larger than one and generalised constructions of AG codes. As a result 237 new codes in the finite field $\mathbb{F}_{16}$ from three curves using a generalised construction of AG codes are presented.

- Improved Codes From Goppa Codes

This Chapter presents 108 improvements to the best known codes in finite fields $\mathbb{F}_{7}, \mathbb{F}_{8}, \mathbb{F}_{9}$ from extended Goppa codes. The method used is a generalisation of a well known method for extending binary Goppa codes to nonbinary finite fields.

## - A Special Case Of Shortening Linear Codes

Theory and proof of a method of shortening linear codes is provided. The link between shortening and extending linear codes is then discussed. Four new binary codes obtained by exploiting this link from a Goppa code with a special structure.

## - Part Four: More On Algebraic Codes

## - Notes on Extending BCH Codes

A method of extending BCH codes is explored. This method is shown to be as good as the best generic method of extending codes in certain cases. The method provides insight into the limits of extendability of BCH codes.

## - Improved Codes From Goppa Codes II

An alternative construction is presented in this chapter for extended Goppa codes. This construction produces shorter codes than the previously described method however provides greater flexibility in constructing codes.

## 2. Linear Codes Over Finite

## Fields

This chapter introduces the theory of finite or Galois fields. This theory forms the foundation upon which linear codes can be studied. Sufficient information is given on the finite fields section since it serves as a prerequisite for subsequent chapters. For an in depth treatment of the subject see Shu and Costello (2004), MacWilliams and Sloane (1983) and Lidl and Niederreiter (1986). The information provided on finite fields is obtained from these aforementioned sources. The chapter also introduces linear codes over finite fields. Both these topics are large and only information relevant to this thesis is provided.

### 2.1 Finite Fields

In mathematics, fields are loosely defined as algebraic structures that contain a set of elements for which the operations multiplication and addition (and their respective inverse operations division and subtraction) are clearly defined. In addition the result of any of these defined operations results in elements within the field. A typical example is the field of real numbers.
2.1 Definition (Finite Field). A finite field denoted by $\mathbb{F}_{p^{r}}$ is a field with a finite number of elements where $p$ is always prime and $r \geq 1$.

$$
p \text { is called the characteristic of the finite field. }
$$

Field Elements: A finite field contains the basic elements of a field; a multiplicative identity element denoted by 1 and an additive identity element denoted by 0 . The order of a finite field element $\alpha$ is the smallest integer $n$ such that $\alpha^{n}=1$. A primitive element of a finite field is any nonzero element $\alpha$ with order $p^{r}$.
2.2 Definition (Subfield). A subfield $\mathbb{F}_{p^{s}}$ is a subset of the finite field $\mathbb{F}_{p^{r}}$ and contains
only nonzero elements that satisfy,

$$
\beta^{p^{s}-1}=1 \quad \beta \in \mathbb{F}_{p^{r}}
$$

and $s \mid r$.

All finite fields $\mathbb{F}_{p^{r}}$ for which $r \geq 2$ are called extension fields of $\mathbb{F}_{p}$. Henceforth finite fields will be denoted by $\mathbb{F}_{q}$ where $q=p^{r}$ for brevity. Consider the univariate polynomial ring with coefficients in the finite field $\mathbb{F}_{q}$ denoted as $\mathbb{F}_{q}[x]$. An irreducible polynomial is a polynomial in this ring is one which is prime i.e. it cannot be factorised. A primitive polynomial of degree $m$ is an irreducible polynomial which has the primitive element of $\mathbb{F}_{q^{m}}$ as a root. Using modulo operations, a primitive polynomial of degree $m$ can be used to generate $\mathbb{F}_{q^{m}}$.

Example 2.1 (Finite Field $\mathbb{F}_{16}$ ): The definition of the finite field $\mathbb{F}_{16}$ is now given. The field $\mathbb{F}_{16}$ has elements,

$$
\left\{0,1, \alpha, \alpha^{2}, \ldots, \alpha^{14}\right\}
$$

It is easy to see that $\alpha$ is a primitive element in $\mathbb{F}_{16}$ and the polynomial $p(x)=x^{4}+x+$ 1 is a primitive polynomial. Each element of $\mathbb{F}_{16}$ can be represented as a polynomial in the ring $\mathbb{F}_{2}[x] / p(x)$. This ring has coefficients in $\mathbb{F}_{2}$ and any polynomial in the ring cannot be a multiple of $p(x)$. Table 2.1 shows the elements of $\mathbb{F}_{16}$ in different representations. The coefficients of the ring $\mathbb{F}_{2}[x] / p(x)$ map to an $m$-dimensional vector space $\mathbb{F}_{2}^{m}$ which can also be used to represent $\mathbb{F}_{q^{m}}$.

### 2.1.1 Subfields and Conjugacy Classes

2.3 Definition (Conjugacy Class). A conjugacy class of an element $\beta$ of a finite field $\mathbb{F}_{q^{m}}$ is given as the set of distinct elements,

$$
C(\beta)=\left\{\beta, \beta^{q}, \beta^{q^{2}}, \ldots,, \beta^{q^{(e-1)}}\right\} \beta \in \mathbb{F}_{q^{m}}
$$

where $e$ is the smallest positive integer such that $\beta^{q^{e}}=\beta$.

Where $\beta$ is used as a representative of the its conjugacy class. Conjugacy classes partition $\mathbb{F}_{q^{m}}$ into sets of size $r$ and $r \mid m$. As an example consider the conjugacy classes of $\mathbb{F}_{16}$ over $\mathbb{F}_{2}$,

| $\mathbb{F}_{2^{4}}$ | $\mathbb{F}_{2}[x] /\left(x^{2^{4}-1}\right)$ | $\mathbb{F}_{2}[x] / p(x)$ | $\mathbb{F}_{2}^{4}$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | $[0,0,0,0]$ |
| 1 | 1 | 1 | $[0,0,0,1]$ |
| $\alpha$ | $x$ | $x$ | $[0,0,1,0]$ |
| $\alpha^{2}$ | $x^{2}$ | $x^{2}$ | $[0,1,0,0]$ |
| $\alpha^{3}$ | $x^{3}$ | $x^{3}$ | $[1,0,0,0]$ |
| $\alpha^{4}$ | $x^{4}$ | $x+1$ | $[0,0,1,1]$ |
| $\alpha^{5}$ | $x^{5}$ | $x^{2}+x$ | $[0,1,1,0]$ |
| $\alpha^{6}$ | $x^{6}$ | $x^{3}+x^{2}$ | $[1,1,0,0]$ |
| $\alpha^{7}$ | $x^{7}$ | $x^{3}+x+1$ | $[1,0,1,1]$ |
| $\alpha^{8}$ | $x^{8}$ | $x^{2}+1$ | $[0,1,0,1]$ |
| $\alpha^{9}$ | $x^{9}$ | $x^{3}+x$ | $[1,0,1,0]$ |
| $\alpha^{10}$ | $x^{10}$ | $x^{2}+x+1$ | $[0,1,1,1]$ |
| $\alpha^{11}$ | $x^{11}$ | $x^{3}+x^{2}+x$ | $[1,1,1,0]$ |
| $\alpha^{12}$ | $x^{12}$ | $x^{3}+x^{2}+x+1$ | $[1,1,1,1]$ |
| $\alpha^{13}$ | $x^{13}$ | $x^{3}+x^{2}+1$ | $[1,1,0,1]$ |
| $\alpha^{14}$ | $x^{14}$ | $x^{3}+1$ | $[1,0,0,1]$ |

Table 2.1: Finite Field $\mathbb{F}_{16}$

$$
\begin{gathered}
\{\{1\}, \\
\left\{\alpha, \alpha^{2}, \alpha^{4}, \alpha^{8}\right\}, \\
\left\{\alpha^{3}, \alpha^{6}, \alpha^{12}, \alpha^{9}\right\}, \\
\left\{\alpha^{5}, \alpha^{10}\right\}, \\
\left.\left\{\alpha^{7}, \alpha^{14}, \alpha^{13}, \alpha^{11}\right\}\right\} .
\end{gathered}
$$

Conjugacy classes are also called cyclotomic cosets. A polynomial with all the members of the conjugacy class of the primitive element $\beta$ of the finite field $\mathbb{F}_{q^{m}}$ as roots is a primitive polynomial in the subfield $\mathbb{F}_{q}$ (Lidl and Niederreiter, 1986). Thus to find the primitive polynomial of any subfield $\mathbb{F}_{q}$ of $\mathbb{F}_{q^{m}}$ it is sufficient to obtain the conjugacy class of a primitive element of $\mathbb{F}_{q^{m}}$. Consider the conjugacy classes of $\mathbb{F}_{16}$ over its subfield $\mathbb{F}_{4}$ with $m=2$,

$$
\begin{gathered}
\{\{1\}, \\
\left\{\alpha, \alpha^{4}\right\}, \\
\left\{\alpha^{2}, \alpha^{8}\right\}, \\
\left\{\alpha^{3}, \alpha^{12}\right\}, \\
\left\{\alpha^{5}\right\}, \\
\left\{\alpha^{6}, \alpha^{9}\right\}, \\
\left\{\alpha^{7}, \alpha^{13}\right\} \\
\left\{\alpha^{10}\right\}, \\
\left.\left\{\alpha^{11}, \alpha^{14}\right\}\right\} .
\end{gathered}
$$

The elements of $\mathbb{F}_{4} \subset \mathbb{F}_{16}$ are,

$$
\left\{0,1, \alpha^{5}, \alpha^{10}\right\}
$$

and $\alpha$ is a primitive element of $\mathbb{F}_{16}$. The polynomial with roots $\left\{\alpha, \alpha^{4}\right\}$ is $x^{2}+x+\alpha^{5}$ and is primitive over $\mathbb{F}_{4}$.
In Table 2.1 it was shown that an extension field $\mathbb{F}_{2^{4}}$ can be represented by a 4 dimensional vector $\mathbb{F}_{2}^{4}$. The finite field $\mathbb{F}_{16}$ is now defined as a vector space $\mathbb{F}_{4}^{2}$ using the primitive polynomial $p(x)=x^{2}+x+\alpha^{5}$ in the same manner. Table 2.2 shows the finite field $\mathbb{F}_{16}$ represented as $\mathbb{F}_{4}^{2}$ using the primitive polynomial $p(x)=x^{2}+x+\alpha^{5}$.

| $\mathbb{F}_{2^{4}}$ | $\mathbb{F}_{4}[x] /\left(x^{4^{2}-1}\right)$ | $\mathbb{F}_{4}[x] / p(x)$ | $\mathbb{F}_{4}^{2}$ |
| :---: | :---: | :---: | :--- |
| 0 | 0 | 0 | $[0,0]$ |
| 1 | 1 | 1 | $[0,1]$ |
| $\alpha$ | $x$ | $x$ | $[1,0]$ |
| $\alpha^{2}$ | $x^{2}$ | $x+\alpha^{5}$ | $\left[1, \alpha^{5}\right]$ |
| $\alpha^{3}$ | $x^{3}$ | $x+\alpha^{10}$ | $\left[1, \alpha^{10}\right]$ |
| $\alpha^{4}$ | $x^{4}$ | $x+1$ | $[1,1]$ |
| $\alpha^{5}$ | $x^{5}$ | $\alpha^{5}$ | $\left[0, \alpha^{5}\right]$ |
| $\alpha^{6}$ | $x^{6}$ | $\alpha^{5} x$ | $\left[\alpha^{5}, 0\right]$ |
| $\alpha^{7}$ | $x^{7}$ | $\alpha^{5} x+\alpha^{10}$ | $\left[\alpha^{5}, \alpha^{10}\right]$ |
| $\alpha^{8}$ | $x^{8}$ | $x+\alpha^{10}$ | $\left[1, \alpha^{10}\right]$ |
| $\alpha^{9}$ | $x^{9}$ | $\alpha^{5} x+\alpha^{5}$ | $\left[\alpha^{5}, \alpha^{5}\right]$ |
| $\alpha^{10}$ | $x^{10}$ | $\alpha^{10}$ | $\left[0, \alpha^{10}\right]$ |
| $\alpha^{11}$ | $x^{11}$ | $\alpha^{10} x$ | $\left[\alpha^{10}, 0\right]$ |
| $\alpha^{12}$ | $x^{12}$ | $\alpha^{10} x+1$ | $\left[\alpha^{10}, 1\right]$ |
| $\alpha^{13}$ | $x^{13}$ | $\alpha^{5} x+1$ | $\left[\alpha^{5}, 1\right]$ |
| $\alpha^{14}$ | $x^{14}$ | $\alpha^{10} x+\alpha^{10}$ | $\left[\alpha^{10}, \alpha^{10}\right]$ |

Table 2.2: Finite Field $\mathbb{F}_{16}$

### 2.2 Linear Codes

2.4 Definition (Linear Code). A linear code is an $n$-dimensional vector space $\mathscr{C} \subset \mathbb{F}_{q}^{n}$ that can be defined with a basis consisting of $k$-linearly independent members.

This vector space is known as a code space and consists of $q^{k}=|\mathscr{C}|$ distinct vectors of length $n$. A linear code is said to have length $n$, dimension $k$ and rate $r=\frac{k}{n}$. A matrix $\mathbf{G}$ consisting of $k$ linearly independent members of $\mathscr{C}$ is called the generator matrix of $\mathscr{C}$. An encoding operation can be seen as a map from a message space $\mathbb{F}_{q}^{k}$ to the code space $\mathscr{C} \subset \mathbb{F}_{q}^{n}$. Consider the map,

$$
\begin{aligned}
& \gamma: \mathbb{F}_{q}^{m} \mapsto \mathscr{C} \\
& \gamma(\mathbf{m})=\mathbf{c} \quad \mathbf{m} \in \mathbb{F}_{q}^{k}, \mathbf{c} \in \mathscr{C}
\end{aligned}
$$

which represents an encoding operation. Encoding, carried out with the G matrix using matrix multiplication is,

$$
\mathbf{c}=\mathbf{m} \mathbf{G} .
$$

2.5 Definition (Generator Matrix). A generator matrix of a linear code $\mathscr{C}$ is a $k \times n$ matrix of rank $k$ whose rows are members of $\mathscr{C}$.

Another important matrix associated with a linear code is the parity check matrix, $\mathbf{H}$.
2.6 Definition (Dual Code). A parity check matrix $\mathbf{H}$ is an $(n-k) \times n$ matrix of rank $n-k$ which has the property,

$$
\mathbf{c H}^{T}=\mathbf{0}
$$

for every $\mathbf{c} \in \mathscr{C}$ where $T$ is the transpose operator.

The parity check matrix is used to "test" for codewords of $\mathscr{C}$. The parity check matrix of a linear code is simply the null space of its generator matrix and is defined as, $\mathbf{H}^{T}$ in the equation,

$$
\mathbf{G H}^{T}=\mathbf{0} .
$$

Let $[n, k, d]_{q}$ denote a linear code with length $n$, dimension $k$ and distance $d$ defined in a field of size $q$.
2.7 Definition. A dual code $\mathscr{C}^{\perp}$ of a linear code $\mathscr{C}$ is a code which has the parity check matrix $H$ of $\mathscr{C}$ as its generator matrix. Additionally for any two codewords $\mathbf{c} \in \mathscr{C}$ and $\overline{\mathbf{c}} \in \mathscr{C}^{\perp}$,

$$
\mathbf{c} \cdot \overline{\mathbf{c}}=\mathbf{0}
$$

where $\cdot$ denotes the component-wise multiplication of vectors or dot product.

The dual code of the code $\mathscr{C}$ with parameters $[n, k, d]_{q}$ has length $n$, dimension $k^{\perp}=n-k$ and minimum distance denoted by $d^{\perp}$.

### 2.2.1 Properties of Linear Codes

2.8 Definition (Codeword Weight). The number of nonzero elements of a codeword $\mathbf{c} \in \mathscr{C}$ is called its weight. Formally,

$$
\text { weight }(\mathbf{c})=\left|\left\{i: c_{i} \neq 0, i=[0 \ldots n-1]\right\}\right| \quad \mathbf{c}=\left(c_{0}, \ldots, c_{n-1}\right)
$$

2.9 Definition (Hamming Distance). The Hamming distance between any two codewords $\mathbf{x}, \mathbf{y} \in \mathscr{C}$ is given as the weight of their dot product. Formally,

$$
d(\mathbf{x}, \mathbf{y})=w e i g h t(\mathbf{x} \cdot \mathbf{y})
$$

2.10 Definition (Minimum Weight). The minimum distance or weight of a linear code $\mathscr{C}$ is smallest distance between any two distinct codewords in $\mathscr{C}$.

$$
d(\mathscr{C})=\min (\{d(\mathbf{x}, \mathbf{y}): \mathbf{x}, \mathbf{y} \in \mathscr{C}\})
$$

The minimum distance of a linear code is a useful indicator of the quality of that code. It is desirable to have linear codes with as large a minimum distance as possible for a given length, dimension and field size.
2.11 Definition (Weight Distribution). Suppose $A_{i}$ is defined as the number of codewords in a code $\mathscr{C}$ of weight equal to $i$

$$
A_{i}=\mid\{\text { weight }(\mathbf{c})=i \mid \mathbf{c} \in \mathscr{C}\} \mid
$$

then the sequence

$$
\left[A_{0}, A_{1}, \ldots, A_{n}\right]
$$

is called the weight distribution of the code $\mathscr{C}$.

If $M=q^{k}$ is the number of codewords in $\mathscr{C}$ then

$$
M=\sum_{i=0}^{n} A_{i} .
$$

The weight distribution of a code is useful in predicting its performance under maximum likelihood decoding. Also if the weight distribution of a code is known the MacWilliams identity (MacWilliams and Sloane, 1983) can be used to obtain the weight distribution of its dual code.

### 2.3 Generic Code Constructions

This section is concerned with the construction of new codes from existing ones. Henceforth a linear code is assumed to have parameters $[n, k, d]_{q}$.

### 2.3.1 Modifying The Length

### 2.3.1.1 Padding

A linear code can be lengthened if every codeword is padded with a zero symbol. The result is an $[n+1, k, d]_{q}$ code.

### 2.3.1.2 Overall Parity Check

A linear code can be extended to an $[n+1, k, d+1]_{q}$ code if $q=2$ and $d$ is odd. Every codeword $\mathbf{c} \in \mathscr{C}$ is extended as such,

$$
\left(c_{0}, \ldots, c_{n-1}, \sum_{i=0}^{n-1} c_{i}\right)
$$

with $c_{n}=\sum_{i=0}^{n-1}$. For cases where $q \neq 2$ adding an overall parity check may or may not increase the distance to $d+1$. For special cases however it has been shown (Simonis, 2000) that it is possible to increase the distance to $d+1$.

### 2.3.1.3 Puncturing

A linear code can be punctured to an $[n-l, k, \geq d-l]_{q}$ provided that $|l|<d$. Puncturing involves removing $l$ columns of the generator matrix of a code.

### 2.3.1.4 Construction $X$

2.12 Definition (Subcode). A subcode $\mathscr{C}_{2}$ of a linear code $\mathscr{C}_{1}$ is a code that has all its codewords in $\mathscr{C}_{1}$.

$$
\mathscr{C}_{2} \subset \mathscr{C}_{1}
$$

The subcode $\mathscr{C}_{2}$ has parameters $[n,<k, \geq d]_{q}$.

The difference between the dimension of a code and the dimension of its subcode is called co-dimension.
2.1 Theorem (Construction $\boldsymbol{X}$ (Sloane et al., 1972)). If a linear code $\mathscr{C}_{1}$ with parameters $\left[n, k_{1}, d_{1}\right]$ has a subcode $\mathscr{C}_{2}$ with parameters $\left[n, k_{2}, d_{2}\right]$, then $\mathscr{C}_{1}$ is extendable to a code with parameters $\left[n+\dot{n}, k_{1}, \min \left\{d_{1}+\delta, d_{2}\right\}\right]$ using some auxiliary code [ $\left.n, k_{1}-k_{2}, \delta\right]$.

Consider a linear code $\mathscr{C}_{1}$ with parameters [ $n, k_{1}, d_{1}$ ] with generator matrix $\mathbf{G}_{1}$ which can be represented as,

$$
\mathbf{G}_{1}=\left[\begin{array}{c}
\mathbf{G}_{2} \\
\mathbf{G}
\end{array}\right]
$$

where $\mathbf{G}_{2}$ is the generator matrix of a subcode $\mathscr{C}_{2}$ with parameters [ $n, k_{2}, d_{2}$ ]. Suppose the auxiliary code $\mathscr{C}_{3}$ with parameters [ $\left.n, k_{1}-k_{2}, \delta\right]$ has generator matrix $\mathbf{G}_{3}$, then the generator matrix (Grassl, 2006) of a code obtained from construction X using these three codes has generator matrix,

$$
\dot{\mathbf{G}}=\left[\begin{array}{cc}
\mathbf{G}_{2} & \mathbf{0} \\
\mathbf{G} & \mathbf{G}_{3}
\end{array}\right]
$$

In some cases the subcode $\mathscr{C}_{2}$ has a length shorter than the length of the supercode $\mathscr{C}_{1}$. This is the case when $\mathscr{C}_{2}$ is obtained from $\mathscr{C}_{1}$ by shortening. In which case the code $\mathscr{C}_{2}$ is padded with zeros in the shortened coordinates.
2.1 Corollary. If a linear code $\mathscr{C}_{1}$ with parameters $\left[n_{1}, k_{1}, d_{1}\right]$ has a subcode $\mathscr{C}_{2}$ with parameters $\left[n_{2}, k_{2}, d_{2}\right]$ with $n_{2} \leq n_{1}$, then $\mathscr{C}_{1}$ is extendable to a code with parameters $\left[n_{1}+\dot{n}, k_{1}, \min \left\{d_{1}+\delta, d_{2}\right\}\right]$ using some auxiliary code $\left[\dot{n}, k_{1}-k_{2}, \delta\right]$.

Other extensions methods worthy of mention are constructions X3, X3a and X3u which use three nested codes,construction X 4 which uses two pairs of nested codes and constructions X6, X6a and X6u which use 6 nested codes. (See Brouwer, 1998; MacWilliams and Sloane, 1983) for details of these constructions.

### 2.3.2 Modifying The Dimension

### 2.3.2.1 Subcodes

Given a code $\mathscr{C}$ with parameters [ $n, k, d$ ] it is possible to form an $l$ co-dimensional subcode by deleting $l$ rows of the generator matrix of the code $\mathscr{C}$. The resulting code has parameters $[n, k-l, \geq d]$.

### 2.3.2.2 Shortening

A code can be shortened by deleting $l$ information coordinates with $l<k$. The shortened code has parameters $[n-l, k-l, \geq d]_{q}$. These $l$ deleted coordinates need to be a subset of an information set.
2.13 Definition (Information Sets). If $\mathbf{G}$ is the generator matrix of a linear code, then an information set is a set of coordinates of any $k$ linearly independent columns of G.

Shortening can be accomplished by deleting $l$ independent columns of the generator matrix $\mathbf{G}$ as well as $l$ rows. Deleting $l$ independent columns of the parity check matrix $\mathbf{H}$ also has the same effect. In order to state Theorem 2.2, the definition of a support is first given.
2.14 Definition (Support of a Codeword). Let $\mathbf{c} \in \mathscr{C}$ a codeword of $\mathscr{C}$ then the support of $\mathbf{c}=\left(c_{0}, \ldots, c_{n-1}\right)$ is defined as ,

$$
\operatorname{supp}(\boldsymbol{c})=\left\{i: i \in\{0, \ldots, n-1\} \mid c_{i} \neq 0\right\}
$$

2.2 Theorem (Construction Y1, from (MacWilliams and Sloane, 1983)). If the dual of the code $\mathscr{C}$ with parameters $[n, k, d]$ has a codeword $\mathbf{c}$ of minimum weight $d$, then deleting the columns of the parity check matrix of $\mathscr{C}$ corresponding to the support of $\mathbf{c}$ produces a shortened code with parameters $[n-d, k-d+1, d]$.

### 2.3.3 Subfield Constructions

Given a linear code $\mathscr{C}$ defined in some extension field $\mathbb{F}_{q^{m}}$ it is possible to obtain codes from $\mathscr{C}$ having elements in a subfield $\mathbb{F}_{q}$ of $\mathbb{F}_{q^{m}}$. There are three basic ways to do this; by constructing a subfield image code, by constructing a subfield subcode or by constructing a trace code.

### 2.3.3.1 Subfield Image Construction

In the beginning of this chapter a method of representing finite fields was shown. Another way of representing finite fields is by using matrices. Let $p(x)$ be a primitive polynomial of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$. The companion matrix of a polynomial $f(x)=$
$a_{0}+a_{1} x+\cdots+a_{m-1} x^{m-1}+x^{m}$ is defined as an $m \times m$ matrix given as,

$$
C=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & -a_{0} \\
1 & 0 & \cdots & 0 & -a_{1} \\
0 & 1 & \cdots & 0 & -a_{2} \\
\vdots & \vdots & \ddots & \vdots & \\
0 & 0 & \cdots & 1 & -a_{m-1}
\end{array}\right]
$$

and satisfies $f(C)=\mathbf{0}$ where $\mathbf{0}$ is an $m \times m$ matrix with all zero entries (Lidl and Niederreiter, 1986; MacWilliams and Sloane, 1983). Let $C$ be the companion matrix of the primitive polynomial $p(x)$, then there is a one to one mapping between the elements of the finite field $\mathbb{F}_{q^{m}}$ and the set

$$
\{\mathbf{0}\} \cup\left\{C^{i}: i \in\left[1 \ldots\left(q^{m}-1\right)\right]\right\} .
$$

The map $\sigma_{m}$ is given by,

$$
\begin{aligned}
& \sigma_{m}: \mathbb{F}_{q^{m}} \rightarrow \mathbb{F}_{q}^{m \times m} \\
& \sigma_{m}\left(\alpha^{j}\right)=C^{j}, \quad \alpha^{j} \in \mathbb{F}_{q^{m}} \backslash\{0\} \\
& \sigma_{m}(0)=\mathbf{0}
\end{aligned}
$$

where $\alpha$ is the primitive element of $\mathbb{F}_{q^{m}}$. This map is denoted as $\sigma_{m}$,

$$
\sigma_{m}: \mathbb{F}_{q^{m}} \rightarrow \mathbb{F}_{q}^{m \times m}
$$

In summary each symbol in $\mathbb{F}_{q^{m}}$ can be represented by a unique $m \times m$ matrix.
Example 2.2: Consider the finite field $\mathbb{F}_{8}$ defined with the primitive polynomial $p(x)=x^{3}+x+1$. The companion matrix of $p(x)$ is,

$$
C=\left[\begin{array}{l}
001 \\
101 \\
010
\end{array}\right]
$$

It is then straightforward to map,

$$
0 \mapsto\left[\begin{array}{l}
000 \\
000 \\
000
\end{array}\right] \quad \text { and } \quad \alpha^{i} \mapsto C^{i}, i=[1, \ldots, 7]
$$

where $\alpha$ is the primitive element of $\mathbb{F}_{8}$.

It is now possible to give a construction of subfield image codes. Let $\mathbf{G}$ be the generator matrix of a linear code $\mathscr{C}$ with parameters $[n, k, d]_{q^{m}}$ defined in the finite field
$\mathbb{F}_{q^{m}}$. The matrix $\mathbf{G}$ can be defined as,

$$
\mathbf{G}=\left[\begin{array}{cccc}
g_{0,0} & g_{0,1} & \cdots & g_{0, n-1} \\
g_{1,0} & g_{1,1} & \cdots & g_{1, n-1} \\
\vdots & \vdots & \ddots & \vdots \\
g_{k-1,0} & g_{k-1,1} & \cdots & g_{k-1, n-1}
\end{array}\right] .
$$

A generator matrix of the subfield image code using $\mathbf{G}$ and the map $\sigma_{m}$ can be formed. The subfield image code $\mathscr{D}$ has parameters $[n m, m k, \geq d]_{q}$ and generator matrix $\mathbf{G}$,

$$
\dot{\mathbf{G}}=\left[\begin{array}{cccc}
\sigma_{m}\left(g_{0,0}\right) & \sigma_{m}\left(g_{0,1}\right) & \cdots & \sigma_{m}\left(g_{0, n-1}\right) \\
\sigma_{m}\left(g_{1,0}\right) & \sigma_{m}\left(g_{1,1}\right) & \cdots & \sigma_{m}\left(g_{1, n-1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{m}\left(g_{k-1,0}\right) & \sigma_{m}\left(g_{k-1,1}\right) & \cdots & \sigma_{m}\left(g_{k-1, n-1}\right)
\end{array}\right] .
$$

### 2.3.3.2 Subfield Subcode Construction

2.15 Definition (Subfield Subcode). A subfield subcode $\left.\mathscr{C}\right|_{\mathbb{F}_{q}}$ of a code $\mathscr{C}$ defined in $\mathbb{F}_{q^{m}}$ consists of all those codewords in $\mathscr{C}$ that have all their elements in the subfield $\mathbb{F}_{q}$.

It is possible to construct the parity check matrix of a subfield subcode from the parity check matrix of the code $\mathscr{C}$ defined in $\mathbb{F}_{q^{m}}$. First the map $\pi_{m}$ is defined. In Section 2.1 it was shown that there is a one to one mapping between the elements of $\mathbb{F}_{q^{m}}$ and the quotient ring $\mathbb{F}_{q}[x] / p(x)$. Consequently there is also a one to one mapping between elements of $\mathbb{F}_{q^{m}}$ and the vector space $\mathbb{F}_{q}^{m}$ formed from the coefficients of the elements in $\mathbb{F}_{q}[x] / p(x)$. The map $\pi_{m}$ is defined as,

$$
\begin{aligned}
& \pi_{m}: \mathbb{F}_{q^{m}} \rightarrow \mathbb{F}_{q}^{m} \\
& \quad \pi_{m}(\beta)=\left(a_{0}, a_{1}, \ldots, a_{m-1}\right)^{\mathrm{T}}, \quad \beta \in \mathbb{F}_{q^{m}}, a_{i} \in \mathbb{F}_{q},
\end{aligned}
$$

where $T$ is the transpose operator, which maps elements of $\mathbb{F}_{q^{m}}$ to $\mathbb{F}_{q}^{m}$. Suppose $\mathbf{H}$ is the parity check matrix of the code $\mathscr{C}$ in $\mathbb{F}_{q^{m}}$,

$$
H=\left[\begin{array}{cccc}
h_{0,0} & h_{0,1} & \cdots & h_{0, n-1} \\
h_{1,0} & h_{1,1} & \cdots & h_{1, n-1} \\
\vdots & \vdots & \ddots & \vdots \\
h_{r-1,0} & h_{r-1,1} & \cdots & h_{r-1, n-1}
\end{array}\right]
$$

with redundancy $r=n-k$, then the parity check matrix of the subfield subcode $\left.\mathscr{C}\right|_{\mathbb{F}_{q}}$ is given (MacWilliams and Sloane, 1983), by,

$$
\tilde{\mathbf{H}}=\left[\begin{array}{cccc}
\pi_{m}\left(h_{0,0}\right) & \pi_{m}\left(h_{0,1}\right) & \cdots & \pi_{m}\left(h_{0, n-1}\right) \\
\pi_{m}\left(h_{1,0}\right) & \pi_{m}\left(h_{1,1}\right) & \cdots & \pi_{m}\left(h_{1, n-1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\pi_{m}\left(h_{r-1,0}\right) & \pi_{m}\left(h_{r-1,1}\right) & \cdots & \pi_{m}\left(h_{r-1, n-1}\right)
\end{array}\right] .
$$

A subfield subcode has parameters $[n, \geq n-m r, \geq d]_{q}$.

### 2.3.3.3 Trace Construction

2.16 Definition (Trace of an element). The trace of an element $\beta \in \mathbb{F}_{q^{m}}$ is defined as,

$$
T_{m}(\beta)=\sum_{i=0}^{m-1} \beta^{q^{i}}
$$

Suppose $\mathscr{C}$ is a linear $[n, k, d]_{q^{m}}$ code defined in the finite field $\mathbb{F}_{q^{m}}$ with codewords $\mathbf{c}=\left(c_{0}, \ldots, c_{n-1}\right)$ its corresponding trace code $T_{m}(\mathscr{C})$ consists of all codewords of the form,

$$
\left(T_{m}\left(c_{0}\right), T_{m}\left(c_{1}\right), \ldots, T_{m}\left(c_{n-1}\right)\right) \quad \mathbf{c} \in \mathscr{C}
$$

The trace code $T_{m}(\mathscr{C})$ has parameters $[n, \geq k, \leq d]_{q}$ code. An interesting relationship between subfield subcodes and trace codes was given by Delsarte (1975).
2.3 Theorem (Delsarte). The dual of a subfield subcode is the trace of the dual of the original code $\mathscr{C}$ defined in $\mathbb{F}_{q^{m}}$,

$$
\left(\left.\mathscr{C}\right|_{\mathbb{F}_{q}}\right)^{\perp}=T_{m}\left((\mathscr{C})^{\perp}\right)
$$

### 2.3.4 Code Concatenation

A linear code $\mathscr{C}_{1}$ with parameters [ $\left.n_{1}, k, d_{1}\right]_{q^{m}}$ can be concatenated with a linear code $\mathscr{C}_{2}$ with parameters $\left[n_{2}, \frac{m}{r}, d_{2}\right]_{q^{r}}$ code provided that $r$ divides $m . \mathscr{C}_{1}$ is called
the inner code while $\mathscr{C}_{2}$ is called the outer code. Let us define the map,

$$
\begin{aligned}
& \psi_{p}: \mathbb{F}_{q^{r}}^{p \times p} \mapsto \mathscr{C}_{2}^{p \times n 2} \\
& \psi_{p}(\mathbf{M})=\mathbf{M G}_{2}=\mathbf{N} \quad \mathbf{M} \in \mathbb{F}_{q^{r}}^{p \times p}
\end{aligned}
$$

which describes multiplication of a $p \times p$ matrix $\mathbf{M}$ with the generator matrix $\mathbf{G}_{2}$ of $\mathscr{C}_{2}$. The result of this multiplication is a $p \times n_{2}$ matrix $\mathbf{N}$ with each row a codeword of $\mathscr{C}_{2}$. Let $p=\frac{r}{m}$. A concatenated code has generator matrix,

$$
\mathbf{G}=\left[\begin{array}{cccc}
\psi_{p}\left(\sigma_{m}\left(g_{0,0}\right)\right) & \psi_{p}\left(\sigma_{m}\left(g_{0,1}\right)\right) & \cdots & \psi_{p}\left(\sigma_{m}\left(g_{0, n-1}\right)\right) \\
\psi_{p}\left(\sigma_{m}\left(g_{1,0}\right)\right) & \psi_{p}\left(\sigma_{m}\left(g_{1,1}\right)\right) & \cdots & \psi_{p}\left(\sigma_{m}\left(g_{1, n-1}\right)\right) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{p}\left(\sigma_{m}\left(g_{k-1,0}\right)\right) & \psi_{p}\left(\sigma_{m}\left(g_{k-1,1}\right)\right) & \cdots & \psi_{p}\left(\sigma_{m}\left(g_{k-1, n-1}\right)\right)
\end{array}\right]
$$

when $\mathbf{G}_{1}$ is the generator matrix of the code $\mathscr{C}_{1}$ defined as,

$$
\mathbf{G}_{1}=\left[\begin{array}{cccc}
g_{0,0} & g_{0,1} & \cdots & g_{0, n-1} \\
g_{1,0} & g_{1,1} & \cdots & g_{1, n-1} \\
\vdots & \vdots & \ddots & \vdots \\
g_{k-1,0} & g_{k-1,1} & \cdots & g_{k-1, n-1}
\end{array}\right] .
$$

The map $\sigma_{m}$ is as previously defined. A concatenated code has parameters [ $n_{1} n_{2}, k p, \geq$ $\left.d_{1} d_{2}\right]_{q^{r}}$.

### 2.4 Channel Models

In order for channels to be analysed, models are built that encapsulate the behaviour of the channel. An important channel model is the discrete memoryless channel (DMC) in which transmitted symbols are corrupted independently of each other. Given input alphabet $A=\left\{a_{0}, a_{1}, \ldots, a_{q-1}\right\}$ and output alphabet $B=\left\{b_{0}, b_{1}, \ldots, b_{r-1}\right\}$ for the DMC a set of $q r$ conditional probabilities arise,

$$
P\left(B=b_{i} \mid A=a_{j}\right) \equiv P\left(y_{i} \mid x_{j}\right) \quad i=0, \ldots, q-1 \quad j=0, \ldots, r-1
$$

Any sequence of $n$ symbols from the input alphabet $A$ denoted as $u_{0}, \ldots, u_{n-1}$ and a corresponding sequence of output symbols $v_{0}, \ldots, v_{n-1}$ form $B$, the DMC has joint conditional probability ,

$$
P\left(B=v_{1}, \ldots, B=v_{n-1} \mid A=u_{1}, \ldots, A=u_{n-1}\right)=\prod_{k=1}^{n} P\left(B=v_{k} \mid A=u_{k}\right)
$$



Fig. 2.1: Pictorial representation of the BSC
with the right hand side of the equation showing the memoryless nature of the channel. A particular type of DMC is the binary symmetric channel (BSC). For the BSC, $q=r=2$ and $A=B=\{0,1\}$. Figure 2.1 shows a pictorial representation of the BSC with channel probability $p$. The AWGN channel is a discrete-time memoryless channel with discrete input alphabet $A=\left\{a_{0}, \ldots, a_{q-1}\right\}$ and real output alphabet $B=(-\infty, \infty)$ where

$$
\begin{aligned}
B & =A+X \\
b_{i} & =a_{i}+x_{i}
\end{aligned}
$$

where $X$ is Gaussian random variable with variance $\sigma^{2}$ and a zero mean (Proakis, 2008). Another important channel model is the erasure channel which is also memoryless. The binary erasure channel (BEC) is a specific type of erasure channel. A BEC is a binary input channel with the possibility of an erasure at the output. The BEC is shown pictorially in Figure 2.2 with a channel probability $p$ where? denotes an erasure. The nonbinary erasure channel is similar to the BEC except the input and output symbols can take nonbinary values. The AWGN is an accurate communication link for satellite and communication channels where the noise contribution is due to thermal or intergalactic noise while the erasure channel is used to model packet based networks.

### 2.5 Computing Minimum Distances

Determining the minimum distance of a code is a difficult problem and has been shown to be NP-complete (Vardy, 1997) for linear codes in arbitrary sized finite fields. For moderate length codes one may use a brute force approach to find the minimum distance. Depending on the rate of a code it is possible to either use the parity check matrix $\mathbf{H}$ or the generator matrix $\mathbf{G}$ to compute the minimum distance


Fig. 2.2: Pictorial representation of the BEC
using an exhaustive search. Using the generator matrix, an exhaustive search involves encoding all $q^{k}$ codewords and selecting codeword/codewords with the least minimum weight. For codes with relatively small dimensions (low rate) an exhaustive search is feasible ${ }^{1}$ using this method. For codes with a large dimension (high rate) the number of computations increases for this method. To describe exhaustive search using the parity check matrix of a code Theorem 2.4 is stated.
2.4 Theorem (From (MacWilliams and Sloane, 1983)). A code with minimum distance $d$ has every combination of $d-1$ or less columns of its parity check matrix linearly independent.

The task of finding the minimum weight of a code then becomes checking all $\sum_{i=2}^{d-1}\binom{n}{i}$ columns of the parity check matrix $\mathbf{H}$ for linear independence. Once a set of columns $d$ linearly dependent columns are found the search is complete. However even for lengths up to $n \leq 256$ using these brute force approaches can be impractical (especially if the rate $\frac{k}{n} \approx 0.5$ ) using a common personal computer. Probabilistic methods can be used compute the minimum distance of a linear codes to a certain probability of accuracy. Probabilistic methods typically truncate the minimum distance search after a chosen number of computations and hence cannot guarantee that their output is indeed the true minimum distance of the code. These methods are far less time consuming and are especially useful in verifying the minimum distance of constructed codes for which a proven lower bound is available. They can also be used to obtain low weight codewords of the code, an attribute that can be exploited to obtain a partial weight distribution of the code or to construct low density parity check matrices. A probabilistic algorithm for computing the minimum weight of a linear code was presented in (Canteaut and Chabaud, 1998). This

[^2]method is a modification of a probabilistic method by Stern (Stern, 1989). In this section details of a probabilistic algorithm of computing minimum distance of linear codes presented by Tomlinson et al. (2007) are given.
It can be deduced from Theorem 2.4 that the parity check matrix of a linear code with minimum weight $d$ has every possible $s \times s$ submatrix nonsingular provided $s<d$. It is well known in linear algebra that the nonsingularity of a matrix formed from the coefficients of a set of linear homogeneous equations guarantees that the equations can be solved for unknowns. This observation forms the basis of the probabilistic method of computing minimum distance using erasures.

### 2.5.1 Probabilistic Method of Finding Minimum Distance Using Erasures

If the minimum number of erasures that a code cannot correct is $s$ then its minimum distance is $s+1$ and the erasure pattern that meets this criterion can be solved to find the minimum weight codeword. Any set of erasures on transmitted codewords can be corrected as long as the number erasures does not exceed the erasure correcting capacity of the code and the coordinates of the erasures in the erasure pattern correspond to the linearly independent columns of the parity check matrix. The latter criterion is needed to ensure that the erasures can be solved using a set of simultaneous equations and that there are no dependencies between erasure components, leading to more unknowns than there are equations. This means that coordinates of correctable erasure patterns are synonymous with the linearly independent columns of the parity check matrix while coordinates of uncorrectable erasure patterns are synonymous with the linearly dependent columns of a the parity matrix. Provided that the criterion for the erasure patterns corresponding to the positions of the linearly independent columns parity matrix is met, the simultaneous equations formed by multiplication with the codeword and the parity matrix can be expressed in reduced Gaussian form. For $z$ pattern of erasures occurring in the first $z$ columns of the $\mathbf{H}$ matrix assumed here to be linearly independent (although in practise can be in any order), then in reduced Gaussian form

$$
\begin{gather*}
e_{0}=h_{0,0} x_{0}+h_{0,1} x_{1}+\cdots \cdots+h_{0, n-z-1} x_{n-z-1} \\
e_{1}=h_{1,0} x_{0}+h_{0,1} x_{1}+\cdots \cdots+h_{0, n-z-1} x_{n-z-1}  \tag{2.1}\\
\vdots \\
\vdots \\
e_{z-1}=h_{1,0} x_{0}+h_{0,1} x_{1}+\cdots \cdots+h_{0, n-z-1} x_{n-z-1}
\end{gather*}
$$

The rest of the $n-k-z$ equations in which no erasures are present are

$$
\begin{gathered}
h_{z, 0} x_{0}+h_{z, 1} x_{1}+\cdots \cdots+h_{z, n-z-1} x_{n-z-1}=0 \\
h_{z+1,0} x_{0}+h_{z+1,1} x_{1}+\cdots \cdots+h_{z+1, n-z-1} x_{n-z-1}=0 \\
\vdots \\
\vdots \\
h_{n-k-1,0} x_{0}+h_{n-k-1,1} x_{1}+\cdots \cdots+h_{n-k-1, n-z-1} x_{n-z-1}=0
\end{gathered}
$$

| Code | Field size, $q$ | Length, $n$ | Dimension, $k$ | Minimum distance $d_{\min }$ | Time, seconds | Trials |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Hermitian | 16 | 60 | 45 | 10 | 658 | 5926319 |
| Hermitian | 16 | 50 | 40 | 5 | 0 | 174 |
| Hermitian | 4 | 8 | 2 | 6 | 0 | 1 |
| Klein | 8 | 21 | 15 | 4 | 0 | 286 |

Table 2.3: Timings for different codes

From (2.1) it is possible to solve for each erasure. Now consider the case of the lowest weight codeword with a weight equal to the minimum distance of the code with erasures occurring in positions of the codeword where elements are non-zero, this represents $w$ erasures. It is well known that from the multiplication of codewords with the transpose parity check matrix $c \mathbf{H}^{T}=0 \forall c \in C$ every multiplication $c \mathbf{H}^{T}$ is a linear combination of the columns of $\mathbf{H}$ and multiplication with the least weight codeword implies that there is a set of linearly dependent columns in $\mathbf{H}$ such that the set size is minimal ${ }^{2}$ and is equal to the minimum distance. Therefore the coordinates of the erasures of this lowest weight codeword correspond to the linearly dependent columns of the $\mathbf{H}$ matrix and this erasure pattern cannot be solved. However for the same codeword there is an erasure pattern of $w-1$ erasures which now correspond to the linearly independent coordinates of $\mathbf{H}$ and can be solved. If these $w-1$ erasures cannot be solved then it means that the coordinates correspond to linearly dependent columns of $\mathbf{H}$ and a codeword of weight $w-1$ exists, which is a contradiction. The steps to finding the minimum distance via the method proposed by (Tomlinson et al., 2007) are

[^3]```
Algorithm 2.1 Erasure method
Require: \(\mathbf{H}\)
    for \(i=1: s\) do
        Choose \(n-k\) random columns of the \(\mathbf{H}\) matrix
        Find the rank \(r\) of an \((n-k) \times(n-k)\) submatrix formed from these columns
        and the rows of \(\mathbf{H}\)
        Store \((r+1)_{i}\)
    end for
    Set \(d_{\text {min }}=\min \left\{(r+1)_{i} \forall i\right\}\).
```

Solving for the erasures is simple over $G F(2)$ since the weight is already known to be $d_{\text {min }}=r_{\text {min }}+1$, the $\left(r_{\text {min }}+1\right)$ th erasure can be assumed to be 1 and the rest of the erasures can be solved by back substitution. For the non-binary case over $G F\left(2^{m}\right)$ with $m>1$, the $\left(r_{\text {min }}+1\right)$ th erasure can be assumed to take each value of the finite field and for each element a codeword will be formed by back substitution of the equations to form a set of $q-1$ codewords. The minimum codeword will be the codeword with the minimum weight from this set. The method is well suited for non-binary codes because it does not test linear dependence of the columns of the parity check matrix but rather checks for the solvability of a pattern of erasures. In fact apart from the increased complexity of non-binary symbol additions and multiplications, the method is quite similar to the case where it is used for binary codes of the same length/redundancy. Another important factor that determines the speed of the algorithm is the behaviour of the random generator used to select the the columns of the $\mathbf{H}$ matrix which causes the speed of the algorithm to vary with each search. Table 2.3 gives timings for different codes using this probabilistic method . The search was carried out on a computer with a 1.86 GHz central processing unit (CPU) processor and 1.987 GB of random access memory (RAM) memory.

### 2.6 Summary

A brief description of finite fields is given. Notions related to finite fields (subfields and conjugacy classes) are also introduced. Berlekamp (1974) in his survey of key papers in the 1974 attributed the first use of finite fields to E . Prange in an unpublished work. Subsequent work by Zierler (1960) and Mattson and Solomon (1961) showed the effectiveness of the theory of finite fields when applied to error correcting codes. The invention of linear codes is attributed to Hamming (1950) and since his discovery researchers in coding theory strove to cosntruct codes with good error correcting capabilities. Aside from creating entirely new classes of good linear codes, researchers have also focused on methods of producing good codes from existing ones. Some of these methods arose from the search for codes with the minimum distance (construction X (Sloane et al., 1972)) while others like concatenation (For-
ney and Costello, 2007) were a result from the quest to meet Shannon's asymptotic bound. From simple modifications like shortening and puncturing to more advanced constructions these methods are used today to construct better codes and improve communication performance.

## Part II

## Algebraic Codes For Error <br> Correction

## 3. RS, BCH AND GOPPA Codes

### 3.1 Introduction

Binary BCH were discovered by Bose and Chaudhuri (1960) and independently by Hocquenhem (1959). RS codes were later discovered by Reed and Solomon (1960). A year later Gorenstein and Zierler (1961) presented BCH codes with nonbinary symbols. Both BCH and RS codes are ideal-based codes for which every codeword polynomial must have among its roots a certain set of distinct defining elements of a finite field. In general RS codes are considered as a subclass of BCH codes. This view is justified as the defining roots of a BCH code always contain as a subset the defining roots of an RS code. However BCH codes can also be seen as a subclass of RS codes if one considers the fact that a BCH code consists of codewords of an RS code with symbols restricted to a subfield. For a more streamlined categorisation of these codes in relation to other algebraic codes it is better to take the latter view. In which case it is possible to say that BCH codes are subfield subcodes of RS codes.with symbols in the finite field $\mathbb{F}_{q}$ denoted by $\mathbb{F}_{q}[x]$.
3.1 Definition (Ideal, (Cox et al., 2007)). A subset $\mathscr{I}$ of $\mathbb{F}_{q}[x], \mathscr{I} \subset \mathbb{F}_{q}[x]$ is an ideal if the following conditions are satisfied,

1. $0 \in \mathscr{I}$
2. $f(x), g(x) \in \mathscr{I}$, then $f(x)+g(x) \in \mathscr{I}$
3. $f(x) \in \mathscr{I}$ and $h(x) \in \mathbb{F}_{q}[x]$, then $h(x) f(x) \in \mathscr{I}$

An ideal can be completely defined by a basis of any $l$ independent generator polynomials

$$
<g_{1}(x), \ldots, g_{l}(x)>\quad g_{i}(x) \in \mathscr{I}
$$

Any polynomial in $f(x) \in \mathscr{I}$ can be expressed as the sum

$$
f(x)=\sum_{i=1}^{l} h_{i}(x) g_{i}(x) \quad h_{i}(x) \in \mathbb{F}_{q}[x]
$$

A principal ideal in $\mathbb{F}_{q}[x]$ is one defined with a basis with a single generator polynomial $g(x)$. In which case any polynomial $f(x) \in \mathbb{F}_{q}[x]$ is,

$$
\begin{equation*}
f(x)=h(x) g(x) \quad h(x) \in \mathbb{F}_{q}[x] . \tag{3.1}
\end{equation*}
$$

RS and BCH codes are principal ideals in the univariate ring $\mathbb{F}_{q}[x]$. Both RS and BCH codes are cyclic codes in that a codeword polynomial results in another codeword polynomial under multiplication by $x^{t}$ for some $t$. This property can be readily deduced from the definition of an ideal. The choice of the single generator polynomial $g(x)$ for these codes is restricted by the BCH bound.
3.1 Theorem (BCH bound,(MacWilliams and Sloane, 1983)). Any polynomial $c(x) \in \mathbb{F}_{q}[x]$ with $\delta$ consecutive roots of the finite field $\mathbb{F}_{q}$ such that,

$$
c\left(\alpha^{b}\right)=c\left(\alpha^{b+1}\right)=\cdots=c\left(\alpha^{b+\delta-1}\right)=0
$$

for some $\alpha \in \mathbb{F}_{q}$, has at least $\delta+1$ nonzero coefficients.

The BCH bound gives the minimum weight of any codeword $c(x)$ of the $\mathrm{BCH} / \mathrm{RS}$ code. The generator polynomial $g(x)$ for the $\mathrm{BCH} / \mathrm{RS}$ code must have as a subset of its defining roots a set of consecutive roots $\left\{\alpha^{b}, \ldots, \alpha^{b+\delta-1}\right\}$ so that every codeword has weight at least $\delta+1$. RS codes have excellent distance properties and achieve the Singleton bound ${ }^{1}$. An RS code with length $n$ and dimension $k$ has minimum distance $d=n-k+1$. Codes that meet this bound are called maximum distance separable (MDS) codes. RS codes are by no means unique in this sense. A large class of MDS obtainable from RS codes are called generalised Reed Solomon (GRS) codes.
3.2 Definition (GRS). A GRS code is a code that has codewords of the form,

$$
\mathbf{v} \cdot \mathbf{c}=\left(v_{0} c_{0}, v_{1} c_{1}, \ldots, v_{n-1} c_{n-1}\right)
$$

where $\mathbf{c}=\left(c_{0}, \ldots, c_{n-1}\right)$ is a codeword of an $R S$ code with parameters $[n, k, d]_{q} d e$ fined in the finite field $\mathbb{F}_{q}$ while the vector template $\mathbf{v}=\left(v_{0}, \ldots, v_{n-1}\right)$ has no zero element. GRS codes have parameters $[n, k, d]_{q}$.

The dual code of a GRS code is also a GRS code albeit defined with a different template vector (MacWilliams and Sloane, 1983).

[^4]3.3 Definition (Alternant Codes). An alternant code is a subfield subcode of a GRS code. If the GRS code has parameters $[n, k, n-k+1]_{q^{m}}$, alternant code has parameters $[n, \geq n-m(n-k), \geq n-k+1]_{q}$.

BCH codes are a subclass of alternant codes for which the template vector $\mathbf{v}=$ $(1, \ldots, 1)$. Another important subclass of alternant codes are Goppa codes. Goppa (1970) introduced this class of codes 10 years after the discovery of BCH codes. Goppa codes were very competitive in terms of good properties and as a class include far more codes than BCH codes. In fact MacWilliams and Sloane (1983) show that narrow-sense primitive BCH codes (a subclass of BCH codes) are also a subclass of Goppa codes.


Fig. 3.1: Relationship between algebraic codes

### 3.2 Reed Solomon Codes

A Reed Solomon code is principal ideal $\mathscr{I}$ in the ring $\mathbb{F}_{q^{m}}[x]$ with each polynomial $c(x) \in \mathscr{I}$ having distinct cyclically consecutive roots,

$$
A=\left\{\alpha^{b}, \ldots, \alpha^{b+\delta-1}\right\} \quad \alpha \in \mathbb{F}_{q^{m}}
$$

The minimum distance of an RS code is determined by the BCH bound and is $d=$ $\delta+1$. By definition,

$$
c\left(\alpha^{b}\right)=\cdots=c\left(\alpha^{b+\delta-1}\right)=0
$$

Suppose the set $B$ is defined as the set $B=\mathbb{F}_{q^{m}}^{*} \backslash A$ which contains all elements of the finite field $\mathbb{F}_{q^{m}}$ except the roots in $A$ and the zero element, it is possible to represent the evaluation of the $c(x)$ for which $x$ takes all the values of the finite field $\mathbb{F}_{q^{m}}^{*}$ in the table below. Let $k=|B|=\left|\mathbb{F}_{q^{m}}^{*}\right|-|A|$.

| $c\left(\alpha^{b-k}\right)$ | $c\left(\alpha^{b-k+1}\right)$ | $\cdots$ | $c\left(\alpha^{b-1}\right)$ | $c\left(\alpha^{b}\right)$ | $\cdots$ | $c\left(\alpha^{b+\delta-1}\right)$ |
| :---: | :---: | :--- | :---: | :---: | :--- | :---: |
| $m_{0}$ | $m_{1}$ | $\cdots$ | $m_{k-1}$ | 0 | $\cdots$ | 0 |

If $c(x)=c_{0}+c_{1} x+\cdots+c_{n-1} x^{n-1}$, these evaluations can be represented as a single matrix multiplication,

$$
\left[\begin{array}{ccccc}
\alpha^{(b-k)(n-1)} & \alpha^{(b-k)(n-2)} & \cdots & \alpha^{(b-k)} & 1 \\
\alpha^{(b-k+1)(n-1)} & \alpha^{(b-k+1)(n-2)} & \cdots & \alpha^{(b-k+1)} & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\alpha^{(b-1)(n-1)} & \alpha^{(b-1)(n-2)} & \cdots & \alpha^{(b-1)} & 1 \\
\alpha^{b(n-1)} & \alpha^{b(n-2)} & \cdots & \alpha^{b} & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\alpha^{(b+\delta-1)(n-1)} & \alpha^{(b+\delta-1)(n-2)} & \cdots & \alpha^{(b+\delta-1)} & 1
\end{array}\right]\left[\begin{array}{c}
c_{0} \\
c_{1} \\
\vdots \\
c_{k-1} \\
c_{k} \\
\vdots \\
c_{n-1}
\end{array}\right]=\left[\begin{array}{c}
m_{0} \\
m_{1} \\
\vdots \\
m_{k-1} \\
0 \\
\vdots \\
0
\end{array}\right] .
$$

The evaluations $m_{i}, i \in[0, \ldots, k-1]$ can be any element from $\mathbb{F}_{q^{m}}$ (not necessarily equal to zero) since they are non-roots. Isolating the lower part of the matrix equation for which evaluations are required to be zero i.e. evaluations at the roots of
$c(x)$,

$$
\left[\begin{array}{ccccc}
\alpha^{b(n-1)} & \alpha^{b(n-2)} & \cdots & \alpha^{b} & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\alpha^{(b+\delta-1)(n-1)} & \alpha^{(b+\delta-1)(n-2)} & \cdots & \alpha^{(b+\delta-1)} & 1
\end{array}\right]\left[\begin{array}{c}
c_{0} \\
c_{1} \\
\vdots \\
c_{k-1} \\
c_{k} \\
\vdots \\
c_{n-1}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\vdots \\
0
\end{array}\right]
$$

Recall that the parity check matrix is a matrix $\mathbf{H}$ such that,

$$
\mathbf{c H}^{T}=\mathbf{c}^{T} \mathbf{H}=\mathbf{0}
$$

The parity check matrix of the RS code is then,

$$
\mathbf{H}=\left[\begin{array}{ccccc}
\alpha^{b(n-1)} & \alpha^{b(n-2)} & \cdots & \alpha^{b} & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\alpha^{(b+\delta-1)(n-1)} & \alpha^{(b+\delta-1)(n-2)} & \cdots & \alpha^{(b+\delta-1)} & 1
\end{array}\right]
$$

which is a Vandermonde matrix.

### 3.3 BCH Codes

An RS code has a set of cyclically consecutive roots $V=\left\{\alpha^{b}, \alpha^{b+1}, \ldots, \alpha^{b+\delta-1}\right\}$ with cardinality $\delta$. A subfield subcode of this RS code is a BCH code restricted to $\mathbb{F}_{q}$. A BCH code consists of codewords of an RS code that have symbols only in $\mathbb{F}_{q}$ and as a consequence, in addition to the consecutive roots of the RS code the BCH code will have additional roots that are co-members with the consecutive roots in their respective conjugacy classes. Recall the definition of a conjugacy class from Definition 2.3. The set of roots of a BCH code are given by

$$
\begin{equation*}
R=\bigcup_{\beta \in V} C(\beta), \tag{3.2}
\end{equation*}
$$

the codes have redundancy $|R|$ and dimension $k=n-|R|$. Clearly $V \subset R$ and the minimum distance of BCH codes is at least $|V|+1=r+1$. Often $R$ contains one or more roots that are cyclically consecutive to the set of roots in $V$. If $T \subset R$ denotes this additional set of consecutive roots with $T \nsubseteq V$ then the minimum distance of the BCH code is

$$
d \geq|V|+|T|+1
$$

from the BCH bound. As a result of restricting an RS to a subfield we obtain a BCH code with a reduced dimension, the same length and often the same minimum distance as the original RS code.

Example 3.1: Consider the RS code defined with the roots $V=\left\{\alpha^{0}, \alpha^{1}, \alpha^{2}\right\}$ in $\mathbb{F}_{16}$. This code has parameters $[15,12,4]_{16}$. The parity check matrix of the RS code is given by,

$$
\mathbf{H}_{r s}=\left[\begin{array}{cccccc}
1 & 1 & \cdots & 1 & 1 & 1 \\
\alpha^{14} & \alpha^{13} & \cdots & \alpha^{2} & \alpha & 1 \\
\alpha^{13} & \alpha^{11} & \cdots & \alpha^{4} & \alpha^{2} & 1
\end{array}\right] .
$$

The conjugacy classes of $\mathbb{F}_{16}$ over $\mathbb{F}_{2}$ are

$$
\begin{array}{r}
\left\{\alpha^{0}\right\} \\
\left\{\alpha, \alpha^{2}, \alpha^{4}, \alpha^{8}\right\} \\
\left\{\alpha^{3}, \alpha^{6}, \alpha^{12}, \alpha^{9}\right\} \\
\left\{\alpha^{5}, \alpha^{10}\right\} \\
\left\{\alpha^{7}, \alpha^{14}, \alpha^{13}, \alpha^{11}\right\}
\end{array}
$$

The set of the defining roots of the BCH code in $\mathbb{F}_{2}$ is $R=\left\{\alpha^{0}, \alpha, \alpha^{2}, \alpha^{4}, \alpha^{8}\right\}$ and has three cyclically consecutive roots. The parity check of the BCH code is given by,

$$
\mathbf{H}_{b c h}=\left[\begin{array}{cccccc}
1 & 1 & \cdots & 1 & 1 & 1 \\
\alpha^{14} & \alpha^{13} & \cdots & \alpha^{2} & \alpha & 1 \\
\alpha^{13} & \alpha^{11} & \cdots & \alpha^{4} & \alpha^{2} & 1 \\
\alpha^{13} & \alpha^{7} & \cdots & \alpha^{8} & \alpha^{4} & 1 \\
\alpha^{7} & \alpha^{14} & \cdots & \alpha & \alpha^{8} & 1
\end{array}\right] .
$$

The BCH code therefore has parameters $[15,10,4]_{2}$. To obtain the best possible dimension it is desirable that the BCH code defined by (11.19) to be narrow sense. Narrow sense BCH codes have defining roots in $\mathbb{F}_{q^{m}}$

$$
V=\left\{\alpha, \alpha^{2}, \ldots, \alpha^{\delta-1}\right\}
$$

Narrow sense BCH codes tend to have the cardinality $|R|$ to be comparatively small when $|A|=r_{1}$ is also small. A BCH code is said to be primitive if it has length $n=\left|\mathbb{F}_{q^{m}}\right|-1$.

### 3.4 Goppa Codes

Goppa (1970, 1971) introduced a class of linear codes commonly referred to as Goppa codes or $\Gamma(L, G)$ codes. Goppa codes meet the well known Gilbert-Varshamov bound (see Section 4.2). $\Gamma(L, G)$ codes have good properties and some of these codes have the best known minimum distance of any known codes with the same length and rate. Goppa codes are also used extensively in cryptography in public key cryptosystems. The codes are mainly defined in a finite field $\mathbb{F}_{q}$ and are subfield subcodes of generalised Reed Solomon codes defined in an extension field of $\mathbb{F}_{q}$.
A $\Gamma(L, G)$ code is defined by a set $L \subseteq \mathbb{F}_{q^{m}}$ and a polynomial $G(x)$ with coefficients from $\mathbb{F}_{q^{m}}$, where $\mathbb{F}_{q^{m}}$ is a finite extension of the field $\mathbb{F}_{q}$. The set $L=\left\{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}\right\}$ with cardinality $n$ contains all elements of $\mathbb{F}_{q^{m}}$ that are not roots of the Goppa polynomial $G(x)$. A codeword ( $c_{0}, c_{1}, \ldots c_{n-1}$ ) with elements from $\mathbb{F}_{q}$ is a word of a Goppa code defined by the set $L$ and the polynomial $G(x)$ if it satisfies

$$
\begin{equation*}
\sum_{i=0}^{n-1} \frac{c_{i}}{x-\alpha_{i}} \equiv 0 \bmod G(x) . \tag{3.3}
\end{equation*}
$$

If $r$ is the degree of the polynomial $G(x) \in \mathbb{F}_{q^{m}}[x]$ the parameters of the Goppa code are:

$$
\begin{array}{ll}
\text { length: } & n=|L|, \\
\text { redundancy: } & n-k \leq m r, \\
\text { distance: } & d \geq r+1
\end{array}
$$

From (MacWilliams and Sloane, 1983) we know that in the modulo ring $\mathbb{F}_{q^{m}}[x] / G(x)$, $\left(x-\alpha_{i}\right)$ has a inverse since it does not divide $G(x)$.

$$
\begin{equation*}
\left(x-\alpha_{i}\right)^{-1}=-\frac{G(x)-G\left(\alpha_{i}\right)}{x-\alpha_{i}} G\left(\alpha_{i}\right)^{-1} \tag{3.4}
\end{equation*}
$$

Substituting (3.4) in (3.3) we have,

$$
\sum_{i=0}^{n-1} c_{i} \frac{G(x)-G\left(\alpha_{i}\right)}{x-\alpha_{i}} G\left(\alpha_{i}\right)^{-1}=0
$$

Let $G(x)=\sum_{i=0}^{r} g_{i} x^{i}$ and $g_{r} \neq 0$ then

$$
\begin{aligned}
\frac{G(x)-G\left(\alpha_{i}\right)}{x-\alpha_{i}}= & g_{r}\left(x^{r-1}+x^{r-2} \alpha_{i}+\cdots+\alpha_{i}^{r-1}\right)+ \\
& g_{r-1}\left(x^{r-2}+x^{r-3} \alpha_{i}+\cdots+\alpha_{i}^{r-2}\right)+\cdots+ \\
& g_{2}\left(x+\alpha_{i}\right)+ \\
& g_{1}
\end{aligned}
$$

Equating the coefficients of $x^{r-1}, x^{r-2}, \ldots, 1$ to zero in (3.5) we have the matrix $H$,

$$
H=\left[\begin{array}{ccc}
\frac{g_{r}}{G\left(\alpha_{0}\right)} & \cdots & \frac{g_{r}}{G\left(\alpha_{n-1}\right)} \\
\frac{g_{r-1}+\alpha_{0} g_{r}}{G\left(\alpha_{0}\right)} & \cdots & \frac{g_{r-1}+\alpha_{n-1} g_{r}}{G\left(\alpha_{n-1}\right)} \\
\vdots & \ddots & \vdots \\
\frac{g_{1}+\alpha_{0} g_{2}+\cdots+\alpha_{0}^{r-1} g_{r}}{G\left(\alpha_{0}\right)} & \cdots & \frac{g_{1}+\alpha_{n-1} g_{2}+\cdots+\alpha_{n-1}^{r-1} g_{r}}{G\left(\alpha_{n-1}\right)}
\end{array}\right]
$$

for which $c=\left(c_{0}, \ldots, c_{n-1}\right), c H^{\mathrm{T}}=0$. The matrix $H$ can be expanded such that,

$$
H=\left[\begin{array}{ccccc}
g_{r} & 0 & 0 & \cdots & 0 \\
g_{r-1} & g_{r} & 0 & \cdots & 0 \\
g_{r-2} & g_{r-1} & g_{r} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
g_{1} & g_{2} & g_{3} & \cdots & g_{r}
\end{array}\right]\left[\begin{array}{cccc}
\frac{1}{G\left(\alpha_{0}\right)} & \frac{1}{G\left(\alpha_{1}\right)} & \cdots & \frac{1}{G\left(\alpha_{n-1}\right)} \\
\frac{\alpha_{0}}{G\left(\alpha_{0}\right)} & \frac{\alpha_{1}}{G\left(\alpha_{1}\right)} & \cdots & \frac{\alpha_{n-1}}{G\left(\alpha_{n-1}\right)} \\
\frac{\alpha_{0}^{2}}{G\left(\alpha_{0}\right)} & \frac{\alpha_{1}^{2}}{G\left(\alpha_{1}\right)} & \cdots & \frac{\alpha_{n-1}^{2}}{G\left(\alpha_{n-1}\right)} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\alpha_{0}^{r-1}}{G\left(\alpha_{0}\right)} & \frac{\alpha_{1}^{r-1}}{G\left(\alpha_{1}\right)} & \cdots & \frac{\alpha_{n-1}^{r-1}}{G\left(\alpha_{n-1}\right)}
\end{array}\right] .
$$

The matrix

$$
\left[\begin{array}{ccccc}
g_{r} & 0 & 0 & \cdots & 0 \\
g_{r-1} & g_{r} & 0 & \cdots & 0 \\
g_{r-2} & g_{r-1} & g_{r} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
g_{1} & g_{2} & g_{3} & \cdots & g_{r}
\end{array}\right]
$$

is invertible and need not be used, as a result the parity check matrix of a Goppa code is given by

$$
H=\left[\begin{array}{cccc}
\frac{1}{G\left(\alpha_{0}\right)} & \frac{1}{G\left(\alpha_{1}\right)} & \cdots & \frac{1}{G\left(\alpha_{n-1}\right)} \\
\frac{\alpha_{0}}{G\left(\alpha_{0}\right)} & \frac{\alpha_{1}}{G\left(\alpha_{1}\right)} & \cdots & \frac{\alpha_{n-1}}{G\left(\alpha_{n-1}\right)} \\
\frac{\alpha_{0}^{2}}{G\left(\alpha_{0}\right)} & \frac{\alpha_{1}^{2}}{G\left(\alpha_{1}\right)} & \cdots & \frac{\alpha_{n-1}^{2}}{G\left(\alpha_{n-1}\right)} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\alpha_{0}^{r-1}}{G\left(\alpha_{0}\right)} & \frac{\alpha_{1}^{r-1}}{G\left(\alpha_{1}\right)} & \cdots & \frac{\alpha_{n-1}^{r-1}}{G\left(\alpha_{n-1}\right)}
\end{array}\right] .
$$

Goppa codes are a large class and include the well known BCH codes as a subclass.
3.2 Theorem (From (MacWilliams and Sloane, 1983)). A $\Gamma(L, G)$ defined with the polynomial $G(x)=x^{r}$ and the set $L=\left\{\mathbb{F}_{q^{m}} \backslash\{0\}\right\}$ corresponds to a BCH code defined in $\mathbb{F}_{q}$ with length $n=q^{m}-1$.

Separable Goppa codes are $\Gamma(L, G)$ defined by a square-free polynomial $G(x)$, i.e., $G(x)$ has distinct roots each having multiplicity exactly one. An irreducible Goppa code is one which is defined by a Goppa polynomial which is irreducible over its coefficient field $\mathbb{F}_{q^{m}}$.
Goppa codes defined in $\mathbb{F}_{q^{m}}$ are GRS codes. The definition of generalised Reed Solomon (GRS) codes is recalled from (MacWilliams and Sloane, 1983). A GRS code, denoted by $\operatorname{GRS}_{k}(\alpha, \mathbf{v})$, consists of all the vectors,

$$
\left.\left(v_{1} F\left(\alpha_{1}\right), v_{2} F\left(\alpha_{2}\right), \ldots, v_{n} F\left(\alpha_{n}\right)\right)\right)
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ consists of distinct elements of $\mathbb{F}_{q^{m}}$, a template $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ consists of arbitrary elements from $\mathbb{F}_{q^{m}}$ none of which is zero and $F(x)$ is a polynomial of degree at most $k-1$. Also from (MacWilliams and Sloane, 1983) it is shown that Goppa codes defined by some $G(x)$ of degree $r$ and the set $L=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\}$ are sub-field sub-codes of $\operatorname{GRS}_{n-r}(\alpha, \mathbf{v})$ with $k=n-r$ and,

$$
\begin{equation*}
v_{i}=\frac{G\left(\alpha_{i}\right)}{\prod_{j \neq i}\left(\alpha_{i}-\alpha_{j}\right)}, \quad i=1, \ldots, n \tag{3.6}
\end{equation*}
$$

Again from (MacWilliams and Sloane, 1983) observe that dual code of a $\operatorname{GRS}_{k}(\alpha, \mathbf{v})$ code is also a GRS code of the form $\operatorname{GRS}_{n-k}(\alpha, \dot{\mathbf{v}})$ for some template $\mathbf{v}$.

Binary Goppa Codes Binary Goppa codes are the most studied type of Goppa codes. Some distance properties of binary Goppa codes are given. If a Goppa polynomial $G(x)$ has distinct non-repeated roots then the resulting binary Goppa code has distance $d \geq 2 \operatorname{deg}(G(x))+1$. If a Goppa polynomial $G(x)$ has repeated roots then the minimum distance of the resulting binary Goppa code is $d \geq \operatorname{deg}(\dot{G}(x))+1$ where $\dot{G}(x)$ is the smallest degree perfect square polynomial that is divisible by $G(x)$. If a Goppa polynomial $G(x)=G_{1}(x) G_{2}(x)$ with $G_{1}(x)$ having distinct non-repeated roots and $G_{2}(x)$ has repeated roots then the resulting binary Goppa code has minimum distance $d \geq 2 \operatorname{deg}\left(G_{1}(x)\right)+\operatorname{deg}\left(G_{2}(x)\right)+1$ (MacWilliams and Sloane, 1983, Ch. 12).

### 3.5 Summary

Three important classes of algebraic codes have been discussed. These codes are perhaps the most studied codes in coding theory and the short introduction in this chapter only aims to serve the purposes of subsequent chapters. In practice BCH and RS codes have found extensive use in communication systems whereas Goppa codes are used in cryptosystems. These codes still an active area of research especially with the introduction of list decoding by Guruswami and Sudan (1999) that extended the error correction capability of RS and BCH codes. Chapter 4 introduces algebraic geometry (AG) codes which are evaluations of multivariate functions on
a curve in a 2-dimensional plane. A more detailed treatment of these codes can be found in (Blahut, 2008; MacWilliams and Sloane, 1983; Shu and Costello, 2004).

## 4. Algebraic Geometry Codes

### 4.1 Introduction

In order to meet channel capacity, as Shannon postulated, long error correction codes with large minimum distances need to be found. A large effort in research has been dedicated to finding algebraic codes with good properties and efficient decoding algorithms. Reed Solomon (RS) codes are a product of this research and have over the years found numerous applications, the most noteworthy being their implementation in satellite systems and compact discs. These codes are defined with non-binary alphabets and have the maximum achievable minimum distance for codes of their lengths. A generalisation of RS codes was introduced by Goppa using a unique construction of codes from algebraic curves. This development led to active research in that area so that currently the complexity of encoding and decoding these codes has been reduced greatly from when they were first presented. These codes are AG codes and have much greater lengths than RS codes with the same alphabets. Furthermore these codes can be improved if curves with desirable properties can be found. AG codes have good properties and some families of these codes have been shown to be asymptotically superior as they exceed the well-known Gilbert-Varshamov bound (Tsfasman et al., 1982) when the defining finite field $\mathbb{F}_{q}$ has size $q \geq 49$ with $q$ always a square.

### 4.2 Bounds Relevant to Algebraic Geometry Codes

Bounds on the performance of codes that are relevant to AG codes are presented in order to show the performance of these codes. Let $A_{q}(n, d)$ represent the number of codewords in the code space of a code $\mathscr{C}$ with length $n$, minimum distance $d$ and defined over a field of size $q$. Let the information rate be $R=k / n$ and the relative minimum distance be $\delta=d / n$ for $0 \leq \delta \leq 1$ then

$$
\alpha_{q}(\delta)=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(A_{q}(n, \delta n)\right)
$$



Fig. 4.1: Tsfasman Vladut Zink and Gilbert Varshamov Bound for $q=32$
which represents the $k / n$ such that there exists a code over a field of size $q$ that has $d / n$ converging to $\delta$ (Walker, 2000). The $q$-ary entropy function is given by

$$
H_{q}(x)= \begin{cases}0, & x=0 \\ x \log _{q}(q-1)-x \log _{q} x-(1-x) \log _{q}(1-x), & 0<x \leq \theta\end{cases}
$$

The asymptotic Gilbert-Varshamov lower bound on $\alpha_{q}(\delta)$ is given by,

$$
\alpha_{q}(\delta) \geq 1-H_{q}(\delta) \text { for } 0 \leq \delta \leq \theta
$$

The Tsfasman Vladut Zink bound is a lower bound on $\alpha_{q}(\delta)$ and holds true for certain families of AG codes, it is given by

$$
\alpha_{q}(\delta) \geq 1-\delta-\frac{1}{\sqrt{q}-1} \text { where } \sqrt{q} \in \mathbb{N} / 0
$$

The supremacy of AG codes lies in the fact that the TVZ bound ensures that these codes have better performance when $q$ is a perfect square and $q \geq 49$. The Figures 4.1 to 4.3 show the $R$ vs $\delta$ plot of these bounds for some range of $q$.

### 4.3 Motivation for Studying AG Codes

Aside from their proven superior asymptotic performance when the field size $q^{2}>$ 49, AG codes defined in much smaller fields have very good parameters. A closer


Fig. 4.2: Tsfasman Vladut Zink and Gilbert Varshamov Bound for $q=64$


Fig. 4.3: Tsfasman Vladut Zink and Gilbert Varshamov Bound for $q=256$
look at tables of best known codes in (Grassl, 2007) and (Schimd and Shurer, 2004) shows that algebraic geometry codes feature as the best known linear codes for an appreciable range of code lengths for different field sizes $q$. To demonstrate a comparison the parameters of AG codes with shortened BCH codes in fields with small sizes and characteristic 2 is given. AG codes of length $n$, dimension $k$ have minimum distance $d=n-k-g+1$ where $g$ is called the genus. Notice that $n-k+1$ is the distance of a maximum distance (MDS) separable code. The genus $g$ is then the Singleton defect $s$ of an AG code. The Singleton defect is simply the difference between the distance of a code and the distance some hypothetical MDS code of the same length and dimension. Similarly a BCH code is a code with length $n$, dimension $k$ and distance $d=n-k-s+1$ where $s$ is the Singleton defect and number of non-consecutive roots of the BCH code. Consider Table 4.1 which compares the parameters of AG codes from three curves with genera 3,7 and 14 with shortened BCH codes with similar code rates. At high rates, BCH codes tend to have better minimum distances or smaller Singleton defects. This is because the roots of the BCH code with high rates are usually cyclically consecutive thus contribute to the minimum distance. For rates close to half AG codes are better than BCH codes since the number of non-consecutive roots of the BCH code is increased as a result of conjugacy classes. The AG codes benefit from the fact that their Singleton defect or genus remains fixed for all rates. As a consequence AG codes significantly outperform BCH codes at lower rates. However the genera of curves with many points in small finite fields are usually large and as the length of the AG codes increases in $\mathbb{F}_{8}$, the BCH codes beat AG codes in performance. Tables 4.2 and 4.3 show the comparison between AG and BCH codes in fields $\mathbb{F}_{16}$ and $\mathbb{F}_{32}$ respectively. With larger field sizes, curves with many points and small genera can be used and AG codes do much better than BCH codes. It is worth noting that Tables 4.1-4.3 show codes in fields with size less than 49.

| Rate | AG code in $\mathbb{F}_{2^{3}}$ | Number of points | Genus | Shortened BCH code in $\mathbb{F}_{2^{3}}$ | BCH code in $\mathbb{F}_{2^{3}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2500 | $[23,5,16]$ | 24 | 3 | $[23,5,12]$ | $[63,45,12]$ |
| 0.3333 | $[23,7,14]$ | 24 | 3 | $[23,7,11]$ | $[63,47,11]$ |
| 0.5000 | $[23,11,10]$ | 24 | 3 | $[23,10,8]$ | $[63,50,8]$ |
| 0.6667 | $[23,15,6]$ | 24 | 3 | $[23,14,6]$ | $[63,54,6]$ |
| 0.7500 | $[23,17,4]$ | 24 | 3 | $[23,16,5]$ | $[63,56,5]$ |
| 0.8500 | $[23,19,2]$ | 24 | 3 | $[23,18,4]$ | $[63,58,4]$ |
| 0.2500 | $[33,8,19]$ | 34 | 7 | $[33,7,16]$ | $[63,37,16]$ |
| 0.3333 | $[33,11,16]$ | 34 | 7 | $[33,11,14]$ | $[63,41,14]$ |
| 0.5000 | $[33,16,11]$ | 34 | 7 | $[33,15,12]$ | $[63,45,12]$ |
| 0.6667 | $[33,22,5]$ | 34 | 7 | $[33,22,7]$ | $[63,52,7]$ |
| 0.7500 | $[33,24,3]$ | 34 | 7 | $[33,24,6]$ | $[63,54,6]$ |
| 0.2500 | $[64,16,35]$ | 65 | 14 | $[64,16,37]$ | $[63,15,37]$ |
| 0.3333 | $[64,21,30]$ | 65 | 14 | $[64,20,31]$ | $[63,19,31]$ |
| 0.5000 | $[64,32,19]$ | 65 | 14 | $[64,31,22]$ | $[63,30,22]$ |
| 0.6667 | $[64,42,9]$ | 65 | 14 | $[64,42,14]$ | $[63,41,14]$ |
| 0.7500 | $[64,48,3]$ | 65 | 14 | $[64,48,11]$ | $[63,47,11]$ |

Table 4.1: Comparison between BCH and AG codes in $\mathbb{F}_{8}$

| Rate | AG code in $\mathbb{F}_{2^{4}}$ | Number of points | Genus | Shortened BCH code in $\mathbb{F}_{2^{4}}$ | BCH code in $\mathbb{F}_{2^{4}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2500 | $[23,5,18]$ | 24 | 1 | $[23,4,11]$ | $[255,236,11]$ |
| 0.3333 | $[23,7,16]$ | 24 | 1 | $[23,6,10]$ | $[255,238,10]$ |
| 0.5000 | $[23,11,12]$ | 24 | 1 | $[23,10,8]$ | $[255,242,8]$ |
| 0.6667 | $[23,15,8]$ | 24 | 1 | $[23,14,6]$ | $[255,246,6]$ |
| 0.7500 | $[23,17,6]$ | 24 | 1 | $[23,16,5]$ | $[255,248,5]$ |
| 0.8500 | $[23,19,4]$ | 24 | 1 | $[23,18,4]$ | $[255,250,4]$ |
| 0.2500 | $[64,16,43]$ | 65 | 6 | $[64,16,27]$ | $[255,207,27]$ |
| 0.3333 | $[64,21,38]$ | 65 | 6 | $[64,20,25]$ | $[255,211,25]$ |
| 0.5000 | $[64,32,27]$ | 65 | 6 | $[64,32,19]$ | $[255,223,19]$ |
| 0.6667 | $[64,42,17]$ | 65 | 6 | $[64,41,13]$ | $[255,232,13]$ |
| 0.7500 | $[64,48,11]$ | 65 | 6 | $[64,47,10]$ | $[255,238,10]$ |
| 0.8500 | $[64,54,5]$ | 65 | 6 | $[64,53,7]$ | $[255,244,7]$ |
| 0.2500 | $[126,31,76]$ | 127 | 20 | $[126,30,57]$ | $[255,159,57]$ |
| 0.3333 | $[126,42,65]$ | 127 | 20 | $[126,41,48]$ | $[255,170,48]$ |
| 0.5000 | $[126,63,44]$ | 127 | 20 | $[126,63,37]$ | $[255,192,37]$ |
| 0.6667 | $[126,84,23]$ | 127 | 20 | $[126,84,24]$ | $[255,213,24]$ |
| 0.7500 | $[126,94,13]$ | 127 | 20 | $[126,94,19]$ | $[255,223,19]$ |

Table 4.2: Comparison between $B C H$ and $A G$ codes in $\mathbb{F}_{16}$

### 4.4 Curves and Planes

In this section the notion of curves and planes is introduced. Definitions and discussions are restricted to two-dimensional planes and all polynomials are assumed to be defined with coefficients in the finite field $\mathbb{F}_{q}$. The section draws from the following sources (Blake et al., 1998; Massimo, 2003; Van-Lint, 1990; Walker, 2000).A two dimensional affine plane denoted by $\mathbb{A}^{2}\left(\mathbb{F}_{q}\right)$ is a set of points ,

$$
\mathbb{A}^{2}\left(\mathbb{F}_{q}\right)=\left\{(\alpha, \beta): \alpha, \beta \in \mathbb{F}_{q}\right\}
$$

which has cardinality $q^{2}$. Let $f(x, y)$ be a polynomial in the bivariate ring $\mathbb{F}_{q}[x, y]$.
4.1 Definition (Curve). A curve is the set of points for which the polynomial $f(x, y)$ vanishes to zero. Mathematically, a curve $\mathscr{X}$ is associated with a polynomial $f(x, y)$ so that $f(P)=\{0 \mid P \in \mathscr{X}\}$.

A curve $\mathscr{X}$ is called an affine curve if $\mathscr{X} \subset \mathbb{A}^{2}\left(\mathbb{F}_{q}\right)$. A two dimensional projective plane $\mathbb{P}^{2}\left(\mathbb{F}_{q}\right)$ is the algebraic closure of $\mathrm{A}^{2}$ and is defined as the set of equivalence points,

$$
\mathbb{P}^{2}\left(\mathbb{F}_{q}\right)=\left\{(\alpha: \beta: 1): \alpha, \beta \in \mathbb{F}_{q}\right\} \cup\left\{(\alpha: 1: 0): \alpha \in \mathbb{F}_{q}\right\} \cup\{(1: 0: 0)\} .
$$

A curve $\mathscr{X}$ is said to lie in the projective plane if $\mathscr{X} \subset \mathbb{P}^{2}\left(\mathbb{F}_{q}\right)$. The affine polynomial $f(x, y)$ is in two variables, in order to define a projective polynomial in three

| Rate | AG code in $\mathbb{F}_{2^{4}}$ | Number of points | Genus | Shortened BCH code in $\mathbb{F}_{2^{4}}$ | BCH code in $\mathbb{F}_{2^{4}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2500 | $[43,10,33]$ | 44 | 1 | $[43,10,18]$ | $[1023,990,18]$ |
| 0.3333 | $[43,14,29]$ | 44 | 1 | $[43,14,16]$ | $[1023,994,16]$ |
| 0.5000 | $[43,21,22]$ | 44 | 1 | $[43,20,13]$ | $[1023,1000,13]$ |
| 0.6667 | $[43,28,15]$ | 44 | 1 | $[43,28,9]$ | $[1023,1008,9]$ |
| 0.7500 | $[43,32,11]$ | 44 | 1 | $[43,32,7]$ | $[1023,1012,7]$ |
| 0.8500 | $[43,36,7]$ | 44 | 1 | $[43,36,5]$ | $[1023,1016,5]$ |
| 0.2500 | $[75,18,53]$ | 76 | 5 | $[75,18,30]$ | $[1023,966,30]$ |
| 0.3333 | $[75,25,46]$ | 76 | 5 | $[75,24,27]$ | $[1023,972,27]$ |
| 0.5000 | $[75,37,34]$ | 76 | 5 | $[75,36,21]$ | $[1023,984,21]$ |
| 0.6667 | $[75,50,21]$ | 76 | 5 | $[75,50,14]$ | $[1023,998,14]$ |
| 0.7500 | $[75,56,15]$ | 76 | 5 | $[75,56,11]$ | $[1023,1004,11]$ |
| 0.8500 | $[75,63,8]$ | 76 | 5 | $[75,62,8]$ | $[1023,1010,8]$ |
| 0.2500 | $[103,25,70]$ | 104 | 9 | $[103,25,42]$ | $[1023,945,42]$ |
| 0.3333 | $[103,34,61]$ | 104 | 9 | $[103,33,38]$ | $[1023,953,38]$ |
| 0.5000 | $[103,51,44]$ | 104 | 9 | $[103,50,28]$ | $[1023,970,28]$ |
| 0.6667 | $[103,68,27]$ | 104 | 9 | $[103,68,19]$ | $[1023,988,19]$ |
| 0.7500 | $[103,77,18]$ | 104 | 9 | $[103,76,15]$ | $[1023,996,15]$ |
| 0.8500 | $[103,87,8]$ | 104 | 9 | $[103,86,10]$ | $[1023,1006,10]$ |

Table 4.3: Comparison between BCH and AG codes in $\mathbb{F}_{32}$
variables homogenisation is used,

$$
f(x, y, z)=z^{d} f\left(\frac{x}{z}, \frac{y}{z}\right) \quad d=\text { Degree of } f(x, y)
$$

which turns $f(x, y)$ into a homogeneous ${ }^{1}$ polynomial in three variables. The points in the projective plane are called equivalence points since for any point $P \in \mathbb{P}^{2}\left(\mathbb{F}_{q}\right)$,

$$
\text { if } f\left(x_{0}, y_{0}, z_{0}\right)=0 \quad \text { then } f\left(\alpha x_{0}, \alpha y_{0}, \alpha z_{0}\right)=0 \quad \alpha \in \mathbb{F}_{q}^{*}, P=\left(x_{0}: y_{0}: z_{0}\right)
$$

because $f(x, y, z)$ is homogeneous. The colons in the notation of a projective point $(x: y: z)$ represents this equivalence property. The affine space $\mathbb{A}^{2}\left(\mathbb{F}_{q}\right)$ is a subset of $\mathbb{P}^{2}\left(\mathbb{F}_{q}\right)$ and is given by,

$$
\mathbb{A}^{2}\left(\mathbb{F}_{q}\right)=\left\{(\alpha: \beta: 1): \alpha, \beta \in \mathbb{F}_{q}\right\} \subset \mathbb{P}^{2}\left(\mathbb{F}_{q}\right) .
$$

A projective curve can then be defined as a set of points,

$$
\mathscr{X}=\left\{P: f(P)=0, P \in \mathbb{P}^{2}\left(\mathbb{F}_{q}\right)\right\} .
$$

A point on a projective curve $\mathscr{X}$ that coincides with any of the points of $\mathbb{P}^{2}\left(\mathbb{F}_{q}\right)$ of the form,

$$
\left\{(\alpha: 1: 0): \alpha \in \mathbb{F}_{q}\right\} \cup\{(1: 0: 0)\}
$$

i.e. points ( $x_{0}: y_{0}: z_{0}$ ) for which $z_{0}=0$ is called a point at infinity. A third plane called the bicyclic plane (Blahut, 2008) is a subset of the $\mathbb{A}^{2}\left(\mathbb{F}_{q}\right)$ and consists of

[^5]points,
$$
\left\{(\alpha, \beta): \alpha, \beta \in \mathbb{F}_{q} \backslash\{0\}\right\} .
$$

This plane was defined so as to adapt the Fourier transform to AG codes since the inverse Fourier transform is undefined for zero coordinates. A curve associated with a polynomial $f(x, y, z)$ that cannot be reduced or factorised is called irreducible. A point on a curve is singular if its evaluation on all partial derivatives of the defining polynomial with respect to each indeterminate is zero. Suppose $f_{x}, f_{y}$ and $f_{z}$ denote partial derivatives of $f(x, y, z)$ with respect to $x, y$ and $z$ respectively. A point $P \in \mathscr{X}$ is singular if,

$$
f_{x}(P)=f_{y}(P)=f_{z}(P)=0 .
$$

A curve $\mathscr{X}$ is nonsingular or smooth does not contain any singular points. To obtain AG codes it is required that the defining curve is both irreducible and smooth. The genus of a curve can be seen as a measure of how many bends a curve has on its plane. The genus of a smooth curve defined by $f(x, y, z)$ is given by the Plücker formula,

$$
g=\frac{(d-1)(d-2)}{2} \quad d=\text { Degree of } f(x, y, z)
$$

The genus plays an important role in determining the quality of AG codes. It is desirable for curves that define AG codes to have small genera.

Example 4.1: Consider the Hermitian curve in $\mathbb{F}_{4}$ defined as,

$$
\begin{aligned}
f(x, y) & =x^{3}+y^{2}+y \quad \text { affine } \\
f(x, y, z) & =x^{3}+y^{2} z+y z^{2} \quad \text { projective }
\end{aligned}
$$

It is straightforward to verify that the curve is irreducible. The curve has the following projective points,

$$
\begin{array}{cccc}
(0: 0: 1) & (0: 1: 1) & (\alpha: \alpha: 1) & \left(\alpha: \alpha^{2}: 1\right) \\
\left(\alpha^{2}: \alpha: 1\right) & \left(\alpha^{2}: \alpha^{2}: 1\right) & (1: \alpha: 1) & \left(1: \alpha^{2}: 1\right)
\end{array}(0: 1: 0)
$$

Notice the curve has a single point at infinity $P_{\infty}=(0: 1: 0)$. One can easily check that the curve has no singular points and is thus smooth.

### 4.5 Important Theorems and Concepts

The length of an AG code is equal to the number of points on the defining curve. Since it is desirable to obtain codes that are as long as possible, it is desirable to
know what the maximum number of points attainable from a curve given a genus is.
4.1 Theorem (Hasse Weil with Serre's Improvement (Blake et al., 1998)). The

Hasse Weil theorem with Serre's improvement says that the number of rational points ${ }^{2}$ of an irreducible curve, $n$, with genus $g$ in $\mathbb{F}_{q}$ is upper bounded by,

$$
n \leq q+1+g\lfloor 2 \sqrt{q}\rfloor .
$$

Curves that meet this bound are called maximal curves. The Hermitian curves are examples of maximal curves. Bezout's theorem is an important theorem and is used to determine the minimum distance of algebraic geometry codes. It describes the size of the set which is the intersection of two curves in the projective plane.
4.2 Theorem (Bezout's Theorem (Blake et al., 1998)). Any two curves $\mathscr{X}_{a}$ and $\mathscr{X}_{b}$ with degrees of their associated polynomials as $m$ and $n$ respectively, have at most $m n$ common roots in the projective plane counted with multiplicity.
4.2 Definition (Divisor). A divisor on a curve $\mathscr{X}$ is a formal sum associated with the points of the curve.

$$
D=\sum_{P \in \mathscr{X}} n_{p} P
$$

where $n_{p} \geq 0$ are integers.

A zero divisor is one that has $n_{p}=0$ for all $P \in \mathscr{X}$. A divisor is called effective if it is not a zero divisor. The support of a divisor is a subset of $\mathscr{X}$ for which $n_{p} \neq 0$. The degree of a divisor is given as,

$$
\operatorname{deg}(D)=\sum_{P \in \mathscr{X}} n_{p} d e g(P)
$$

For simplicity it is assumed that the degree of points $P \in \mathscr{X}$ i.e. $\operatorname{deg}(P)$ is 1 (points of higher degree are discussed in Chapter 7). Addition of two divisors $D_{1}=\sum_{P \in \mathscr{X}} n_{p} P$ and $D_{2}=\sum_{P \in \mathscr{X}} \dot{n}_{p} P$ is so defined,

$$
D_{1}+D_{2}=\sum_{P \in \mathscr{X}}\left(n_{p}+\dot{n}_{p}\right) P .
$$

[^6]Divisors are simply book keeping structures that store information on points of a curve. Below is an example the intersection divisor of two curves.

Example 4.2: Consider the Hermitian curve in $\mathbb{F}_{4}$ defined as,

$$
f_{1}(x, y, z)=x^{3}+y^{2} z+y z^{2}
$$

and the curve defined by

$$
f_{2}(x, y, z)=x
$$

with points

$$
(0: 0: 1)(0: 1: 1) \quad(0: \alpha: 1) \quad\left(0: \alpha^{2}: 1\right) \quad(0: 1: 0)
$$

These two curves intersect at points all with multiplicity 1 ,

$$
(0: 0: 1) \quad(0: 1: 0) \quad(0: 1: 1)
$$

Alternatively, this may be represented using a divisor $D$,

$$
D=(0: 0: 1)+(0: 1: 0)+(0: 1: 1)
$$

with $n_{p}$ the multiplicity, equal to 1 for all the points. Notice that the two curves meet at exactly $\operatorname{deg}\left(f_{1}\right) d e g\left(f_{2}\right)=3$ points in agreement with Bezout's theorem.

For rational functions with denominators, points in divisor with $n_{p}<0$ are poles. For example $D=P_{1}-2 P_{2}$ will denote an intersection divisor of two curves that have one zero $P_{1}$ and pole $P_{2}$ with multiplicity two in common. Below is the formal definition of the field of fractions of a curve $\mathscr{X}$.
4.3 Definition (Field of fractions). The field of fractions $\mathbb{F}_{q}(\mathscr{X})$ of a curve $\mathscr{X}$ defined by a polynomial $f(x, y, z)$ contains all rational functions of the form

$$
\frac{g(x, y, z)}{h(x, y, z)}
$$

with the restriction that $g(x, y, z)$ and $h(x, y, z)$ are homogeneous polynomials, have the same degree and are not divisible by $f(x, y, z)$.

Elements of a subset (Riemann-Roch space) of the field of fractions of $\mathscr{X}$ meeting certain conditions are evaluated at points of the curve $\mathscr{X}$ to form codewords of an AG code. Thus there is a one-to-one mapping between rational functions in this subset and codewords of an AG code. The Riemann-Roch theorem defines this subset and gives a lower bound on the dimension of AG codes. The definition of a Riemann-Roch space is given.
4.4 Definition (Riemann Roch Space). The Riemann Roch space associated with a divisor $D$ is given by,

$$
L(D)=\left\{t \in \mathbb{F}_{q}(\mathscr{X}) \mid(t)+D \geq 0\right\} \cup 0
$$

where $\mathbb{F}_{q}(\mathscr{X})$ is the field of fractions and $(t)$ is the intersection divisor ${ }^{3}$ of the rational function $t$ and the curve $\mathscr{X}$.

Essentially the Riemann-Roch space associated with a divisor $D$ is a set of functions $t$ from $\mathbb{F}_{q}(\mathscr{X})$ such that $(t)+D$ has no poles. The rational functions in $L(D)$ are functions from the field of fractions $\mathbb{F}_{q}(\mathscr{X})$ that must have poles only in the zeros (positive terms) contained in the divisor $D$, each pole occurring with at most the multiplicity defined in the divisor $D$ and most have zeros only in the poles (negative terms) contained in the divisor $D$, each zero occurring with at most the multiplicity defined in the divisor $D$.
4.3 Theorem (Riemann Roch Theorem (Blake et al., 1998)). Let $\mathscr{X}$ be a curve with genus $g$ and $D$ any divisor with degree $(D)>2 g-2$, then the dimension of the Riemann Roch space associated with $D$, denoted by $l(D)$ is,

$$
l(D)=\operatorname{degree}(D)-g+1
$$

Algebraic geometry codes are the image of an evaluation map of a Riemann Roch space associated with a divisor $D$ so that

$$
\begin{gathered}
L(D) \rightarrow \mathbb{F}_{q}^{n} \\
t \rightarrow\left(t\left(P_{1}\right), t\left(P_{2}\right), \ldots, t\left(P_{n}\right)\right)
\end{gathered}
$$

where $\mathscr{X}=\left\{P_{1}, P_{2}, \ldots, P_{n}, P_{x}\right\}$ is a smooth irreducible projective curve of genus $g$ defined over $\mathbb{F}_{q}$. The divisor $D$ must have no points in common with a divisor $T$ associated with $\mathscr{X}$ i.e. it has support disjoint from $T$. For example if the divisor $T$ is of the form

$$
T=P_{1}+P_{2}+\cdots+P_{n}
$$

then $D=m P_{x}$. Codes defined by the divisors $T$ and $D=m P_{x}$ are called one point AG codes (since the divisor $D$ has a support containing only one point) and AG codes are predominantly defined as so since the parameters of such codes are easily determined (Lachaud et al., 1995).

[^7]
### 4.6 Construction of AG Codes

The following steps are necessary in order to construct a generator matrix of an AG code,

1. Find the points of a smooth irreducible curve and its genus.
2. Choose divisors $D$ and $T=P_{1}+\cdots+P_{n}$. From the Riemann-Roch theorem determine the dimension of the Riemann-Roch space $L(D)$ associated with divisor $D$. This dimension $l(D)$ is the dimension of the AG code.
3. Find $k=l(D)$ linearly independent rational functions from $L(D)$. These form the basis functions of $L(D)$.
4. Evaluate all $k$ basis functions on the points in the support of $T$ to form the $k$ rows of a generator matrix of the AG code.

Example 4.3: Consider again the Hermitian curve defined in $\mathbb{F}_{4}$ as,

$$
f(x, y, z)=x^{3}+y^{2} z+y z^{2}
$$

1. In Example 4.1 this curve was shown to have 8 affine points and one point at infinity. The genus of this curve is given by the Plücker formula,

$$
g=\frac{(r-1)(r-2)}{2}=1
$$

where $r=3$ is the degree of $f(x, y, z)$.
2. Let $D=5 P_{\infty}$ where $P_{\infty}=(0: 1: 0)$ and $T$ be the sum of all 8 affine points. The dimension of the Riemann-Roch space is then given by,

$$
l\left(5 P_{\infty}\right)=5-1+1=5
$$

thus the AG code has dimension $k=5$.
3. The basis functions for the space $L\left(5 P_{\infty}\right)$ are

$$
\left\{t_{1}, \ldots, t_{k}\right\}=\left\{1, \frac{x}{z}, \frac{x^{2}}{z^{2}}, \frac{y}{z}, \frac{x y}{z^{2}}\right\}
$$

By examining the basis it is clear that $t_{1}=1$ has no poles thus $\left(t_{1}\right)+D$ has no poles also. Basis functions with denominator $z$ have $\left(t_{i}\right)=S-P_{\infty}$ where $S$ is a divisor of the numerator. Thus $\left(t_{i}\right)+D$ has no poles. Basis functions with denominator $z^{2}$ have $\left(t_{j}\right)=S-2 P_{\infty}$ where $S$ is a divisor of the numerator. Thus ( $t_{j}$ ) $+D$ also has no poles.
4. The generator matrix of the Hermitian code defined with divisor $D=5 P_{\infty}$ is thus,

$$
\begin{aligned}
G & =\left[\begin{array}{cccc}
t_{1}\left(P_{1}\right) & \cdots & t_{1}\left(P_{n}\right) \\
\vdots & \ddots & \vdots \\
t_{k}\left(P_{1}\right) & \cdots & t_{k}\left(P_{n}\right)
\end{array}\right] \\
& =\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & \alpha^{2} & \alpha^{2} & 1 \\
0 & 1 & 0 & 0 & 0 & \alpha^{2} & \alpha & 0 \\
0 & 0 & 1 & 0 & 0 & \alpha & 1 & \alpha \\
0 & 0 & 0 & 1 & 0 & \alpha & 0 & \alpha^{2} \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1
\end{array}\right]
\end{aligned}
$$

4.4 Theorem (From (Blake et al., 1998)). The minimum distance of an AG code is given by,

$$
d \geq n-\operatorname{degree}(D)
$$

Thus the Hermitian code defined by $D=5 P_{\infty}$ is a $[8,5,3]_{4}$ code. The dual of an AG code has parameters (Hoholdt et al., 1998),

$$
\begin{gathered}
\text { Dimension, } k^{\perp}=n-\operatorname{degree}(D)+g-1 \\
\text { Distance, } d^{\perp} \geq \operatorname{degree}(D)-2 g+2
\end{gathered}
$$

### 4.6.1 Affine Hermitian and Reed Solomon Codes

In (Justesen et al., 1989) a description of AG codes on the affine plane was given and the construction of these codes does not require deep knowledge of algebraic geometry or use of divisors. Let $V_{J}$ be a vector space of all homogeneous polynomials of degree at most $J$ with $J<q$ in a finite field $\mathbb{F}_{q}$. Let the affine points of a nonsingular irreducible curve be the set $\mathscr{X}=\left\{P_{1}, P_{2}, \ldots, P_{n}\right\}$ with $n$ points. A Hermitian code $G(J)$ is given as the result of the evaluation,

$$
\begin{aligned}
& G(J)=\left\{\left(f\left(P_{1}\right), f\left(P_{2}\right), f\left(P_{3}\right) \ldots \ldots f\left(P_{n}\right)\right) \mid f \in V_{J}\right\} \\
& H(J)=G(J)^{\perp}
\end{aligned}
$$

A polynomial basis of $V_{J}$ is given as the first $k$ monomials,

$$
\begin{equation*}
x^{i} y^{j} \quad i \geq 0, j \geq 0 \tag{4.1}
\end{equation*}
$$

If the first $k$ monomials in (4.1) are given as $\left\{f_{1}(x, y), f_{2}(x, y), \ldots, f_{k}(x, y)\right\}$ the generator matrix for the code $G(J)$ is given by,

$$
G=\left[\begin{array}{cccc}
f_{1}\left(P_{1}\right) & f_{1}\left(P_{2}\right) & \ldots & f_{1}\left(P_{n}\right)  \tag{4.2}\\
f_{2}\left(P_{1}\right) & f_{2}\left(P_{2}\right) & \ldots & f_{2}\left(P_{n}\right) \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
f_{k}\left(P_{1}\right) & f_{k}\left(P_{2}\right) & \ldots & f_{k}\left(P_{n}\right)
\end{array}\right]
$$

The dimension $k$ of the code is not arbitrary and is determined by the Riemann Roch theorem,

$$
k=m J-g+1
$$

for a curve of degree $m$ and genus $g$. For each basis in (4.1), linear dependence between the rows of $G$ is avoided by a careful choice of the monomials. For example the Hermitian code defined by $x^{m}+y^{m-1}+y=0$ will have three rows of $G$ corresponding monomials to $x^{m}, y^{m-1}$ and $y$ linearly dependent. To avoid this the degree of $x$ is restricted so that the monomial basis of the Hermitian code becomes,

$$
\begin{equation*}
x^{i} y^{j} \quad 0 \leq i<m, j \geq 0 . \tag{4.3}
\end{equation*}
$$

Additionally, the monomials are ordered using a graded lexicographic ordering (see Section 5.2.1) so that they are of the form,

$$
1, x, y, x^{2}, x y, y^{2}, x^{3}, x^{2} y, x y^{2}, y^{3}, \ldots \ldots .
$$

The designed minimum distance of the code of length $n$ is determined by Bezout's theorem and is given by

$$
d=n-m J
$$

The dual code has the matrix in (4.2) as a parity check matrix. The dimension of $V_{J}$ for these codes is,

$$
k^{\perp}=n-(m J-g+1)
$$

and minimum distance,

$$
d^{\perp}=m J-2 g+2
$$

The important parameter $J$ is only defined in the range,

$$
\begin{equation*}
m-2 \leq J \leq\left\lfloor\frac{n-1}{m}\right\rfloor \tag{4.4}
\end{equation*}
$$

Consider the code defined by the Hermitian curve in $\mathbb{F}_{4}$. The finite field is defined with the primitive polynomial $t^{2}=t+1$ and primitive element $\alpha$. The Hermitian
curve is given as,

$$
x^{m}+y^{m-1}+y=0
$$

where $m=\sqrt{q}+1=3$. The curve has $n=q^{\frac{3}{2}}=8$ affine points,

$$
\begin{array}{cccc}
(0,0) & (0,1) & (\alpha, \alpha) & \left(\alpha, \alpha^{2}\right) \\
\left(\alpha^{2}, \alpha\right) & \left(\alpha^{2}, \alpha^{2}\right) & (1, \alpha) & \left(1, \alpha^{2}\right)
\end{array}
$$

The curve has genus $g=1 / 2(m-1)(m-2)=1$ and from (4.4), $1 \leq J \leq 2$. If $J=2$ according to (4.3) the first $k=m J-g+1=6$ monomials form a basis,

$$
1, x, y, x^{2}, x y, y^{2}
$$

The generator matrix for $G(J)$ is

$$
G=\left[\begin{array}{cccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & \alpha & \alpha & \alpha^{2} & \alpha^{2} \\
0 & 1 & \alpha & \alpha^{2} & \alpha & \alpha^{2} & \alpha & \alpha^{2} \\
0 & 0 & 1 & 1 & \alpha^{2} & \alpha^{2} & \alpha & \alpha \\
0 & 0 & \alpha & \alpha^{2} & \alpha^{2} & 1 & 1 & \alpha \\
0 & 1 & \alpha^{2} & \alpha & \alpha^{2} & \alpha & \alpha^{2} & \alpha
\end{array}\right]
$$

The code has minimum distance $d_{\text {min }}=2$ and the dual code $H(J)$ has $H=G$ with $d_{\text {min }}=6$. Reed Solomon codes can be represented using a similar construction. Using the polynomial

$$
x+y=0
$$

the curve associated with it $\mathscr{X}=\left\{(0,0),(1,1),(\alpha, \alpha),\left(\alpha^{2}, \alpha^{2}\right), \ldots,\left(\alpha^{q-2}, \alpha^{q-2}\right)\right\}$ is simply a diagonal line with $q$ points in $\mathbb{F}_{q}$ and a zero genus. Choosing any $J$ in the range $0 \leq J \leq q-2$ so that,

$$
k=q-(J+1)
$$

and

$$
d=J+2
$$

A monomial basis of the form,

$$
1, x, y, x^{2}, x y, y^{2}, \ldots
$$

with monomials with degree at most $J$ can also be chosen. Polynomials with the indeterminate $x$ as their evaluation will cause linear dependency on the rows of $H$ (since $x=y$ for all points of the curve) and are therefore neglected. The new basis is,

$$
1, y, y^{2}, y^{3}, \ldots, y^{J}
$$

The $H$ matrix can then be the evaluation of these monomials with the points of the line. The resulting code $H(J)$ is a singly extended RS code with parameters ( $q, q-J-1, J+2$ ).

### 4.7 Summary

Algebraic geometry codes are codes obtained from curves. First the motivation for studying these codes is given. From an asymptotic point of view some families of AG codes have superior performance to the previous best known bound on the performance of linear codes, the Gilbert-Varshamov bound. For codes of moderate length AG codes have better minimum distances than their main competitors, nonbinary BCH codes with the same rate and length defined in the same finite fields. Theorems and definitions as a precursor to AG codes are given. Key theorems are Bezout's and Riemann-Roch. Examples using the well known Hermitian code in a finite field of cardinality 4 are then provided. Finally a simplified affine description of Hermitian and Reed Solomon codes is presented. This chapter introduces concepts on AG codes that will be used in subsequent chapters.

## 5. Decoding Algebraic Codes

### 5.1 Introduction

In this chapter decoding of algebraic codes for two common channels; the AWGN channel and the erasure channel is considered. The BMSA (Sakata, 2010) decoder for AG codes for hard decision decoding and the BMA (Berlekamp, 1974) for the hard decision decoding of RS codes in the AWGN channel are introduced and implemented. The ordered reliability (Fossorier and Lin, 1995) decoder for soft decision decoding of linear block codes in the AWGN channel is also presented. An erasure correction algorithm, the in-place algorithm (Cai et al., 2005), for the erasure channel is also given. This chapter presents results on the performance comparison of AG codes to BCH codes in the erasure and AWGN channels using the standard decoding algorithms for these codes.

### 5.2 Bounded Distance Decoding

Algebraic geometry codes were discovered as a consequence of the search for generalizations of BCH, Reed Solomon and other algebraic codes. As a result research has focused on implementing already known decoding algorithms for Reed Solomon and BCH codes developed by Peterson, and then Berlekamp and Massey on AG codes. RS and BCH codes could correct errors with various algorithms up to their bounded error correction limit of $(d-1) / 2$ with polynomial complexity. Success in decoding AG codes up to the bounded distance was limited until the introduction of majority voting of missing syndromes by Feng and Rao (Feng and Rao, 1993). Subsequent decoding procedures built on this notion to extend the correction capability of the codes. Table 5.1 gives the chronological milestones in the decoding of AG codes up to the designed minimum distance.
Two algorithms have since taken the fore on decoding of AG codes namely, the Feng and Rao algorithm which uses linear algebra only to decode AG codes and the Sakata Berlekamp Massey algorithm which is an extension of the Berlekamp Massey algorithm to 2 dimensions. The two algorithms have since been modified so that they both have the same complexity of $O\left(n^{3-2 /(m+1)}\right)$ when the codes are constructed in an $m$-dimensional affine space (Blahut, 2008)(Feng and Rao, 1993).

| Year | Author | Correction | Decoding Algorithm |
| :---: | :---: | :---: | :--- |
| 1989 | Justesen et al | $(d-g-1) / 2$ | Peterson's Decoding (First <br> attempt) |
| 1989 | Pellikan | $(d-1) / 2$ | Algebraic Geometry (Com- <br> plex and inefficient) |
| 1990 | Skorobogatov and Vladut | $(d-g-1) / 2$ | $(d-1) / 2$ |
| 1991 | Feng and Rao | Peterson's (Introduced ma- <br> jority voting) |  |
| 1992 | Justesen et al | $(d-g / 2-1) / 2$ | Peterson's decoding |
| 1993 | Ehrhad | $(d-1) / 2$ | lugiyama's decoding (Only <br> when $d>6 g)$ |
| 1995 | Sakata and Jensen | $(d-1) / 2$ | BM decoding (majority vot- <br> ing) |

Table 5.1: Developments in decoding AG codes

### 5.2.1 Berlekamp Massey Sakata Algorithm

The BMSA (Blahut, 2008; Sakata, 1988, 2010; Sakata et al., 1995) is an extension of the well known Berlekamp Massey Algorithm to codes of multiple dimensions. AG codes are two dimensional codes and the BMSA can be used to correct up to $t=\frac{d-1}{2}$ errors. Whereas the Berlekamp Massey algorithm finds the error locator polynomial of a corrupted codeword, the BMSA finds a set of polynomials whose common roots are locations of errors in the corrupted AG codeword. These sets of polynomials are not unique and form the generators of a locator ideal for those errors. These polynomials are only unique for a certain syndrome when represented as a reduced Groebner basis i.e. reduced gaussian form in two dimensions.

### 5.2.1.1 Preliminaries

Firstly some terms used in the algorithm are defined. Discussions are restricted to the two dimensional plane.
. Ideal : Recall the definition of an ideal from Definition 3.1. An ideal is proper if it is not zero or $\mathbf{F}[x, y]$ and it is principal if there one of its elements which every other one is a multiple of.
. Generator: A generator of a principal ideal is a member of that ideal which every other member is a multiple of. A generator set of an ideal is a set of polynomials which are members of that ideal that generate all the members of the ideal.
. Monomial Order: A monomial order is the ordering of monomials in polynomials. An ordering is called total if there is no ambiguity in the ordering. An ordering on monomials is called partial if ambiguities exists on the order. The bidegree of a bivariate monomial is the degree of its indeterminates.

An example of a partial order is the division order. In a division order in a monomial $m_{1}(x, y)$ precedes another $m_{2}(x, y)$ in the order if $m_{1}(x, y)$ divides $m_{2}(x, y)$ without a remainder. Formally, for a division order on monomials (denoted by ${ }_{P}$ ) with bidegrees $\left(i_{1}, j_{1}\right)$ and $\left(i_{2}, j_{2}\right),\left(i_{1}, j_{1}\right)$ is said to be less than ( $i_{2}, j_{2}$ ) in the ordering if $i_{1}<i_{2}$ and $j_{1}<j_{2}$. Clearly this is a partial order since there are instances when the orders of monomials cannot be resolved. An example of a total order, denoted by $<_{T}$ is the graded lexicographic ordering in which the monomials are first ordered by the sum of their degrees and then by the order of their indeterminates in the list of alphabets. For example the graded lexicographic order in the ring of polynomials $\mathbf{F}[x, y]$ is $(0,0),(1,0),(0,1),(2,0),(1,1),(0,2),(3,0),(2,1) \ldots$ The degree of a bivariate polynomial is the bidegree of its monomial(called the leading monomial with the largest degree in a total order. Consequently polynomials can be sorted in a total order by comparing the bidegrees of their leading monomials.

Footprint of an ideal: The footprint or Delta-set of an ideal is set of all bivariate polynomial degrees whose polynomials will divide any member of the ideal without remainders. Alternatively, the footprint of an ideal is a set of all bidegrees that are less in the division order $\left(<_{P}\right)$ than any polynomial member of the ideal.

Minimal Basis: A minimal basis is a generator set of an ideal that consists of only monic polynomials (polynomials whose leading coefficient is 1 ) and whose footprint is the footprint of the ideal.

The BMSA accepts the two dimensional syndrome $S_{(a, b)}$ of an AG code and finds the polynomials whose roots are error locations. The graded lexicographic ordering is used to order the elements of the syndrome array and the locator polynomials. The algorithm proceeds by processing the syndrome array element by element and at each stage the locator polynomials are checked if they meet the recursive relationship at that point of the syndrome array. The recursive relationship is given by,

$$
\begin{equation*}
\sum_{\bar{k}}^{\bar{s}_{i}} F_{\bar{k}}^{i} S_{\bar{k}+\left(\bar{r}-\bar{s}_{i}\right)}=0 \quad \text { for all } i \tag{5.1}
\end{equation*}
$$

where $S$ is the syndrome array at a point of bidegree $\bar{r}$ and $F^{i}$ is the $i$ th polynomial with bidegree $\bar{s}_{i}$. The set $\mathbf{F}=\left\{F^{0}, F^{1}, \ldots, F^{l}\right\}$ consists of polynomials that have satisfied (5.1) at a previous stage in the algorithm. A nonzero value for (5.1) by a polynomial in $\mathbf{F}$ is called a discrepancy and polynomials that produce this discrepancy are updated. Not all polynomials are tested by (5.1), since the recursion holds valid only when $\bar{r}-\bar{s}_{i} \geq \overline{0}$ polynomials that do not meet this criterion are not
tested and are not updated. An important property of each polynomial in the set $\mathbf{F}$ is called the span of the polynomial so that,

$$
\operatorname{span}\left(F^{i}\right)=\bar{r}-\bar{s}_{i} .
$$

The footprint, $\Delta_{\bar{r}}$, is calculated at each stage based on the bidegrees of the polynomials in $\mathbf{F}$. The footprint consists of all bidegrees less than any of the bidegrees of the polynomials in $\mathbf{F}$ in the partial order $<_{P}$. Another important set is the set of interior polynomials denoted by $\mathbf{G}=\left\{G^{0}, G^{1}, \ldots, G^{l-1}\right\}$ which contains polynomials that were previously in $\mathbf{F}$ at some stage in the algorithm with a nonzero discrepancy and whose spans at that stage correspond to the largest bidegrees in the footprint at the present stage. The set $\mathbf{G}$ is used to update polynomials with a nonzero disrepancy in $\mathbf{F}$.

### 5.2.1.2 Description

The decoding algorithm is described here for Hermitian codes. The Hermitian curve is defined as ,

$$
\begin{equation*}
x^{m}+y^{m-1}+y=0 \tag{5.2}
\end{equation*}
$$

with $m=q+1$ in field $\mathbb{F}_{q^{2}}$. The curve is maximal and meets the Hasse-Weil upper bound on the number of points. The algorithm is divided into two parts; determining the values of unknown syndromes and updating minimal polynomials. The syndrome is computed as the two dimensional Fourier transform (FT) of the received sequence, however the symbols are first placed on the points that lie on the curve in the plane prior to the FT. This definition for the syndrome holds true for Blahut's presentation of the Hermitian code and the dual code defined by Justesen (Justesen et al., 1989). For a received vector $r$ of length $n$, the FT is defined as,

$$
\begin{equation*}
S_{(a, b)}=\sum_{i=0}^{n} r_{i} x_{i}^{a} y_{i}^{b} \tag{5.3}
\end{equation*}
$$

Since the defining set for the codes is given as $a+b \leq J$, the initial syndromes are given by

$$
S_{(a, b)} \quad a+b \leq J
$$

all other syndromes are unknown. To correct up to $t=\left\lfloor\frac{d-1}{2}\right\rfloor$ errors, the unknown syndromes need to be determined by either using the equation of the defining curve or by majority voting. In a plane, the syndrome components agree with the roots of the curve. For the Hermitian curve in (5.2) the syndromes obey the relationship,

$$
\begin{array}{r}
S_{(a+m, b)}+S_{(a, b+m-1)}+S_{(a, b+1)}=0  \tag{5.4}\\
S_{(a, b)}=S_{(a-m, b+m-1)}+S_{(a-m, b+1)}=0
\end{array}
$$

From (5.4) any syndrome element $S_{(a, b)}$ can be determined if $a<m$. For cases where $a>m$ and the syndrome is unknown majority voting is applied. In a simplified form majority voting is just using the set of minimal polynomials $\mathbf{F}$ at some stage of the BMSA to predict (since the polynomials are recursive) the next syndrome and the value with the highest occurrence is chosen as the next syndrome element. For each polynomial $F^{i} \in \mathbf{F}$

$$
\begin{array}{r}
\sum_{\bar{k}}^{\bar{s}_{i}} F_{\bar{k}}^{i} S_{\bar{k}+\left(\bar{r}-\bar{s}_{i}\right)}=0  \tag{5.5}\\
F_{\bar{s}_{i}}^{i} S_{\bar{r}}=\sum_{\bar{k}}^{\bar{s}_{i}-\overline{1}} F_{\bar{k}}^{i} S_{\bar{k}+\left(\bar{r}-\bar{s}_{i}\right)}
\end{array}
$$

where $\bar{r}=(a, b)$. The polynomials in $\mathbf{F}$ are monic so that $F_{\bar{s}_{i}}^{i}=1$ and $\bar{s}_{i}-\overline{1}$ represents the bidegree preceding $s_{i}$ in the chosen monomial order.

$$
\begin{equation*}
v_{i}=S_{\bar{r}}=\sum_{\bar{k}}^{\bar{s}_{i}-\overline{1}} F_{\bar{k}}^{i} S_{\bar{k}+\left(\bar{r}-\bar{s}_{i}\right)} \tag{5.6}
\end{equation*}
$$

Equation (5.1) applies to polynomials in $\mathbf{F}$ with span span $=\bar{r}-\bar{s}_{i} \geq 0$. This simplified majority voting is not sufficient since a vote cannot be decided if all the elements $v_{i}$ are distinct. A more comprehensive voting scheme was suggested in (Sakata et al., 1995) and utilizes the properties of the BMSA that the size of the footprint $\Delta$ at the end of the algorithm does not exceed $t=\left\lfloor\frac{d-1}{2}\right\rfloor$ and certain restrictions on the number of polynomials in $\mathbf{F}$ at some stage of the algorithm that do have a nonzero discrepancy. Equation (5.4) can be presented as,

$$
\begin{equation*}
S_{(a+m, b-m+1)}=S_{(a, b)}+S_{(a, b-m+2)} \quad b \geq m-1 \tag{5.7}
\end{equation*}
$$

Let $s_{i}=\left(s_{1}, s_{2}\right)$ if $a-s_{1}+m \geq 0$ and $b-m+1-s_{2} \geq 0$ then combining (5.7) and (5.1) results in,

$$
\begin{equation*}
\sum_{\bar{k}}^{\bar{s}_{i}-\overline{1}} F_{\bar{k}} S_{\left(k_{1}+a-s_{1}+m, k_{2}+b-m+1-s_{2}\right)}^{i}+S_{(a, b-m+2)}=w_{i} \tag{5.8}
\end{equation*}
$$

where $\bar{k}=\left(k_{1}, k_{2}\right)$. To perform majority voting of unknown syndromes at a stage in the algorithm the sets,

$$
\begin{aligned}
K_{1} & =\{(x, y) \mid 0 \leq x \leq a \wedge 0 \leq y \leq b\} \\
K_{2} & =\{(x, y) \mid 0 \leq x<m \wedge 0 \leq y \leq b-m+1\} \\
K & =K_{1} \cup K_{2}
\end{aligned}
$$

are formed. Associated with each polynomial $F^{i} \in \mathbf{F}$ the sets,

$$
\begin{aligned}
A_{i} & =\left\{(x, y) \in K \mid x+s_{1} \leq a \wedge y+s_{2} \leq b\right\} \\
B_{i} & =\left\{(x, y) \in K \mid x+s_{1} \leq a+m \wedge y+s_{2} \leq b-m+1\right\}
\end{aligned}
$$

Finally values from (5.6) and (5.8), distinct values from $w_{i}$ and $v_{i}$ obtained from every valid polynomial in $\mathbf{F}$ are selected and form the set of finite field elements $a_{1}, a_{2}, \ldots, a_{z}$ which are candidates for the value $S_{(a, b)}$. For each $a_{j}$,

$$
\begin{equation*}
\left.P_{j}=\left(\bigcup_{v_{i}=a_{j}} A_{i} \cup \bigcup_{w_{i}=a_{j}} B_{i}\right)\right\rangle \Delta_{(a, b)} \tag{5.9}
\end{equation*}
$$

and $S_{(a, b)}=\left\{a_{j}:\left|P_{j}\right|=\left|P_{j}\right|_{m a x}\right\}$.
For polynomials in the set $\mathbf{F}$ at some stage in the algorithm that have a nonzero discrepancy an update is necessary. A polynomial is not updated if its discrepancy is zero or if it does not reach that stage i.e. at some stage $\bar{r}=(a, b)$ the polynomial of degree $\bar{s}_{i}=\left(s_{1}, s_{2}\right)$ reaches $\bar{r}$ if $a-s_{1} \geq 0$ and $b-s_{2} \geq 0$. The algorithm initializes with an empty footprint $\Delta=\varnothing$ and the update rules are given as in Algorithm 5.1.
The BMSA is now illustrated with a specific example. The following set of affine rational points are obtained from the Hermitian curve over $\mathbb{F}_{4}$

$$
\begin{array}{cccc}
(0,0) & (0,1) & (\alpha, \alpha) & \left(\alpha, \alpha^{2}\right) \\
\left(\alpha^{2}, \alpha\right) & \left(\alpha^{2}, \alpha^{2}\right) & (1, \alpha) & \left(1, \alpha^{2}\right)
\end{array}
$$

The dual Hermitian code defined in Section 4.6 .1 has parity check matrix $H$ and and the generator matrix $G$ with $j=1$ and $d_{\text {min }}=3$ and is a single error correcting code. The $G$ and $H$ matrices are,

$$
H=\left[\begin{array}{cccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & \alpha & \alpha & \alpha^{2} & \alpha^{2} \\
0 & 1 & \alpha & \alpha^{2} & \alpha & \alpha^{2} & \alpha & \alpha^{2}
\end{array}\right]
$$

$$
G=\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & \alpha^{2} & \alpha^{2} & 1 \\
0 & 1 & 0 & 0 & 0 & \alpha^{2} & \alpha & 0 \\
0 & 0 & 1 & 0 & 0 & \alpha & 1 & \alpha \\
0 & 0 & 0 & 1 & 0 & \alpha & 0 & \alpha^{2} \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1
\end{array}\right]
$$

$G$ is in reduced form and the reduction process may involve column interchanges in both the $H$ and $G$ matrix. These interchanges need to be reversed in order for the syndrome evaluation to be accurate since the code is not cyclic. The codeword,

$$
c=\left[\begin{array}{llllllll}
0 & 1 & 0 & \alpha^{2} & \alpha & 0 & 0 & 0
\end{array}\right]
$$

is chosen and the corrupted vector is

$$
r=\left[\begin{array}{llllllll}
0 & 1 & 0 & \alpha^{2} & \alpha & \alpha & 0 & 0
\end{array}\right]
$$

The correspondence between the points of the curve and the coordinates of the codewords according to the points evaluation is given by (5.2). The syndrome can then be computed and is given by Equation (5.3) for the initial syndromes that satisfy $a+b \leq J$. The syndrome is,

| Points | Coordinates |
| :---: | :---: |
| $(0,0)$ | 0 |
| $(0,1)$ | 1 |
| $(1, \alpha)$ | 2 |
| $\left(1, \alpha^{2}\right)$ | 3 |
| $(\alpha, \alpha)$ | 4 |
| $\left(\alpha, \alpha^{2}\right)$ | 5 |
| $\left(\alpha^{2}, \alpha^{1}\right)$ | 6 |
| $\left(\alpha^{2}, \alpha^{2}\right)$ | 7 |

Table 5.2: Correspondence between points and coordinates of the Hermitian code

$$
S=\left[\begin{array}{ccc}
\alpha & 1 & * \\
\alpha^{2} & * & * \\
* & * & *
\end{array}\right]
$$

where * represents the unknown syndromes. The graded lexicographic monomial order in the bivariate ring $\mathbb{F}_{4}[x, y]$ is given by (5.3).
The algorithm initialises with,

$$
\mathbf{F}=\{1\} \quad \mathbf{G}=\varnothing \quad \Delta=\varnothing \quad \operatorname{span}(\mathbf{G})=\varnothing
$$

| Index | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Bidegree | $(0,0)$ | $(1,0)$ | $(0,1)$ | $(2,0)$ | $(1,1)$ | $(0,2)$ |
| Monomial | 1 | $x$ | $y$ | $x^{2}$ | $x y$ | $y^{2}$ |

Table 5.3: Graded lexicographic order in $\mathbb{F}_{4}[x, y]$
and at stage $0, \bar{r}=(0,0)$ and degree of $F^{1}$ is $\bar{s}_{1}=(0,0)$ so that

$$
\bar{r}-\bar{s}_{1}=(0,0)-(0,0)=(0,0) \quad\left(F^{1} \text { reaches } \bar{r}\right)
$$

the discrepancy is calculated as

$$
\begin{aligned}
& \delta_{1}=\sum_{\bar{k}}^{\bar{s}_{1}} F_{\bar{k}}^{1} S_{\bar{k}+\left(\bar{r}-\bar{s}_{1}\right)} \\
& \delta_{1}=\sum_{\bar{k}}^{(0,0)} F_{\bar{k}}^{1} S_{\bar{k}+(0,0)} \\
& \delta_{1}=F_{(0,0)}^{1} S_{(0,0)} \\
& \delta_{1}=1 \cdot \alpha=\alpha
\end{aligned}
$$

the polynomial $F^{1}$ has a nonzero discrepancy and needs to be updated according to the rules of Algorithm 5.1. Since $\bar{r}-\bar{s}_{1} \notin \Delta_{(0,0)}$ the rule of line 9 of Algorithm 5.1 is applied. $\bar{r}-\bar{s}_{1}=(0,0)$ is appended to the footprint so that $\Delta_{(1,0)}=\{(0,0)\}$ which changes the bidegrees and number of polynomials in $\mathbf{F}$.


Fig. 5.1: Before update at stage 0

The blackened rectangles in Figures 5.1 and 5.2 are the bidegrees of the leading monomials in $\mathbf{F}$ while the grey rectangles represent the bidegrees of polynomials in the set $\mathbf{F}$. Appending $(0,0)$ to the footprint expands it so that the new bidegrees of the minimal polynomials are $(1,0)$ and $(0,1)$ therefore the update needs to take into consideration this fact. For the first new bidegree $\bar{s}_{1}=(1,0),\left(q_{1}, q_{2}\right)=\bar{s}_{1}-\bar{s}_{1}=$


Fig. 5.2: After update at stage 0
$(1,0)-(0,0)=(1,0)$ as in line 13 of 5.1 ,

$$
\dot{F}^{i}=x^{q_{1}} y^{q_{2}} F_{i}+\frac{\delta_{i}}{\delta_{j}} x^{p_{1}} y^{p_{2}} G_{j}
$$

and since $\mathbf{G}=\varnothing, G_{j}=0$. The update is,

$$
\dot{F}^{1}=x^{1} y^{0} \cdot 1=x .
$$

Similarly, for the bidegree $\bar{s}_{2}=(0,1),\left(q_{1}, q_{2}\right)=\bar{s}_{2}-\bar{s}_{1}=(0,1)-(0,0)=(0,1)$ and an update polynomial,

$$
\dot{F}^{1}=x^{0} y^{1} \cdot 1=y .
$$

The set $\mathbf{G}$ also needs to be updated. Since the polynomial $F^{1}=1$ has the required bidegree and has a nonzero discrepancy it is appended to $\mathbf{G}$. The span of $F^{1}$, $\operatorname{span}\left(F^{1}\right)=\bar{r}-\bar{s}_{1}=(0,0)$ is then stored and also its discrepancy $\delta_{1}$ by premultiplying,

$$
\begin{aligned}
& G_{1}=\frac{1}{\delta_{1}} F^{1} \\
& G_{1}=\frac{1}{\alpha}=\alpha^{2}
\end{aligned}
$$

At stage $1, \bar{r}=(1,0)$ and the algorithm sets are

$$
\mathbf{F}=\{x, y\} \quad \mathbf{G}=\left\{\alpha^{2}\right\} \quad \operatorname{span}(\mathbf{G})=\{(0,0)\} \quad \Delta_{(1,0)}=\{(0,0)\}
$$

The polynomials in $\mathbf{F}$ are tested to see if they reach $\bar{r}$,

$$
\begin{aligned}
& \bar{r}-\bar{s}_{1}=(1,0)-(1,0)=(0,0) \\
& \bar{r}-\bar{s}_{2}=(1,0)-(0,1)=(1,-1)
\end{aligned}
$$

Only $F_{1}=x$ reaches $\bar{r}$. The discrepancy of this polynomial is,

$$
\delta_{1}=0 \cdot S_{(0,0)}+1 \cdot S_{(1,0)}=\alpha^{2}
$$

and $\bar{r}-\bar{s}=(0,0)$ is already in the footprint therefore there is no need to expand it. The update for polynomial $F_{1}$ then follows line 7 of Algorithm 5.1,

$$
\dot{\bar{F}}_{1}=x+\alpha^{2} \cdot G_{1}=x+\alpha^{2} \cdot \alpha^{2}=x+\alpha
$$

Aside from the fact that $G_{1}=\alpha^{2}$ is the only polynomial in $\mathbf{G}$, it satisfies the criterion $\bar{s}_{1}-\left(\bar{r}-\operatorname{span}\left(G_{1}\right)\right) \geq(0,0)$. The new sets are,

$$
\mathbf{F}=\{x+\alpha, y\} \quad \mathbf{G}=\left\{\alpha^{2}\right\} \quad \operatorname{span}(\mathbf{G})=\{(0,0)\} \quad \Delta_{(0,1)}=\{(0,0)\}
$$

At stage $2, \bar{r}=(0,1)$ and only $F_{2}=y$ reaches $\bar{r}$ with discrepancy,

$$
\delta_{2}=0 \cdot S_{(0,0)}+0 \cdot S_{(1,0)}+1 \cdot S_{(0,1)}=1 \cdot 1=1
$$

with $\bar{r}-\bar{s}_{2}=(0,0)$ which is already in the footprint. $F_{2}$ is updated by,

$$
\hat{F}_{2}=y+1 \cdot G_{1}=y+\alpha^{2}
$$

The new sets are,

$$
\mathbf{F}=\left\{x+\alpha, y+\alpha^{2}\right\} \quad \mathbf{G}=\left\{\alpha^{2}\right\} \quad \operatorname{span}(\mathbf{G})=\{(0,0)\} \quad \Delta_{(2,0)}=\{(0,0)\}
$$

At stage $3, \bar{r}=(2,0)$ the syndrome element $S_{(a, b)}$ is unknown, the majority voting scheme is used and $S_{(a, b)}=1$ emerges from the votes. Only polynomial $F_{1}=x+\alpha$ reaches $\bar{r}$ with $\bar{r}-\bar{s}_{1}=(1,0)$ which is not in the footprint. The discrepancy of $F_{1}$ is $\delta_{1}=0$ therefore no update is necessary and the sets are unchanged.
At stage $4, \bar{r}=(1,1)$ and the syndrome $S_{(1,1)}$ is unknown. Recall that for an unknown syndrome element $S_{(a, b)}$, if $a<m$ the majority voting procedure is used to determine $S_{(a, b)}$. Only one candidate emerges from the votes and $S_{(a, b)}=\alpha$. Using the new syndrome value decoding proceeds as before and checks if polynomials in $\mathbf{F}$ reach $\bar{r}$. Both polynomials in $\mathbf{F}$ reach $\bar{r}$ and both have zero discrepancies, even though $\bar{r}-\bar{s}_{1}=(0,1) \notin \Delta_{1,1}$, the footprint is not expanded and the sets remain unchanged.
For the remaining stages of the algorithm all the syndromes can be computed using majority voting or the equation of the curve and the polynomials in $\mathbf{F}$ remain unchanged since they have zero discrepancies at every stage. The common root of the two polynomials in $\mathbf{F}$ at the end of the algorithm is the root ( $\alpha, \alpha^{2}$ ) which from Figure 5.2 corresponds to co-ordinate 5 of the received vector indicating an error has occurred there.

```
Algorithm 5.1 Update for BMSA
Require: At some stage \(\bar{r}=(a, b)\) of the BMSA
    for \(i=1:|\mathbf{F}|\) do
        if \(\bar{r}-\bar{s}_{i} \geq(0,0)\) then
            Calculate the discrepancy \(\delta_{i}\) of \(F_{i}\)
            if \(\delta_{i} \neq 0\) then
                if \(\bar{r}-\bar{s}_{i} \in \Delta_{(a, b)}\) then
                    \(\operatorname{Set}\left(p_{1}, p_{2}\right)=\bar{s}_{i}-\left(\bar{r}-\operatorname{span}\left(G_{j}\right)\right) \geq(0,0)\) for some \(G_{j} \in \mathbf{G}\)
                    Update with \(\dot{F}^{i}=F^{i}+\frac{\delta_{i}}{\delta_{j}} x^{p_{1}} y^{p_{2}} G_{j}\)
            else if \(\bar{r}-\bar{s}_{i} \notin \Delta_{(a, b)}\) then
                Append \(\bar{r}-\bar{s}_{i}\) into \(\Delta_{(a, b)}\)
                Calculate new bidegrees bideg\{ \(\{\mathbf{F}\}\)
                    for Every \(\bar{s}_{k} \in \operatorname{bideg}(\mathbf{F})\) do
                        if \(\bar{s}_{k}^{\prime}-\bar{s}_{i} \geq(0,0)\) then
                        Set \(\bar{s}_{k}-\bar{s}_{i}=\left(q_{1}, q_{2}\right)\) and \(\left(p_{1}, p_{2}\right)=\bar{s}_{i}-\left(\bar{r}-\operatorname{span}\left(G_{j}\right)\right) \geq(0,0)\) for
                        some \(G_{j} \in \mathbf{G}\)
                        Update \(\dot{F}^{i}=x^{q_{1}} y^{q_{2}} \boldsymbol{F}_{i}+\frac{\delta_{i}}{\delta_{j}} x^{p_{1}} y^{p_{2}} G_{j}\)
                    end if
                    end for
                end if
            end if
        end if
    end for
```


### 5.2.1.3 Finding Error Values For BMSA

The error polynomial is given by

$$
e(x, y)=\sum_{0}^{t-1} e_{u} x^{r} y^{s}
$$

where $\{r, s\}$ are the powers of the error locations (common roots) obtained from the BMSA and $e(x, y)$ has exactly $t=\left\lfloor\frac{d-1}{2}\right\rfloor$ nonzero coefficients. The error values $e_{u}$ can be found from using any $t$ independent equations of the $n-k$ possible equations,

$$
\begin{equation*}
e\left(\alpha^{a}, \alpha^{b}\right)=\sum e_{u} \alpha^{r a} \alpha^{s b}=\sum_{i=0}^{n} r_{i} x_{i}^{a} y_{i}^{b}=S_{(a, b)} \quad a+b \leq J \tag{5.10}
\end{equation*}
$$

Solving the $t$ equations for $e_{u}$ then gives the error values. Using equation (5.10) is straightforward if the error locations are in the bicyclic plane. Recall the bicyclic plane is a subset of an affine plane with points having no zero coordinates.
For the previous example $t=1$ and the error location $\left(\alpha, \alpha^{2}\right)$ is in the bicyclic plane. We have the bivariate error polynomial as,

$$
e(x, y)=e_{0} x y^{2}
$$

since the error location from the BMSA is ( $\alpha, \alpha^{2}$ ). Choosing $a=b=0$ we have,

$$
\begin{aligned}
e\left(\alpha^{0}, \alpha^{0}\right) & =e_{0}=S_{(0,0)} \\
& =\alpha
\end{aligned}
$$

thus the error vector is

$$
e=\left[\begin{array}{llllllll}
0 & 0 & 0 & 0 & 0 & \alpha & 0 & 0
\end{array}\right]
$$

Only bicyclic Hermitian codes are treated in Section 5.5.2 and for these codes the procedure above is sufficient to obtain the error values. For the case of Hermitian codes with error locations that have a zero coordinate (i.e. defined in the affine plane), Liu (1999) presents a procedure for finding these error values. The method requires knowledge of syndromes,

$$
S_{(a, b)} \quad a \leq q-1, b \leq q-1
$$

Also for affine AG codes Leonard (1996) presents a generalized Forney formula for finding the error values.

### 5.2.1.4 Decoding Reed Solomon Codes

The algorithm (Sakata, 2010) is given in detail by Algorithm 5.2. In Section 4.6.1 it is shown how Reed Solomon codes can be constructed as AG codes. In this section the classical decoding of Berlekamp and Massey as applied to RS codes is presented. Terminology already established in Section 4.6 .1 where decoding of AG codes was implemented in two dimensions is used. This style of presentation follows (Sakata, 2010). The Berlekamp Massey Algorithm (BMA) can be viewed as a one dimensional version of the SBMA. A key difference between the two algorithms is that in the BMA the syndromes of a received sequence are sufficient to completely determine the error locator polynomial whereas in the SBMA more syndromes need to be found using majority voting in order to get an error polynomial with the required roots. The single minimal polynomial $f$ and an interior polynomial $g$ are defined first. Other important parameters are given as,

$$
s=\operatorname{deg}(f), \delta_{f}=\operatorname{discrepancy}(f), \delta_{g}=\operatorname{discrepancy}(g), \operatorname{span}(g), \Delta=\text { footprint }
$$

The syndrome vector is given as the FT of the received sequence,

$$
S=\sum_{i=0}^{n-1} r_{i} \omega^{(i j)} \quad j=0,1, . ., n-1
$$

where $\omega$ is an $n$th root of unity in the field $\mathbb{F}_{q}$. The discrepancy of a minimal polynomial at stage $r$ is calculated using the recursive relationship,

$$
\delta_{f}=\sum_{i=0}^{s} f_{i} S_{i+(r-s)}
$$

The BMA decoding on the $(7,5,3)_{8}$ single error correcting RS codes is used as an example. Let $\mathbb{F}_{8}$ be a finite field defined with primitive polynomial $x^{3}=x+1$ with the element $\alpha$ as a root. The roots of a generator polynomial of the code as $\{1, \alpha\}$ are chosen. Suppose the transmitted codeword $\bar{c}$, the received vector $\bar{r}$ and the error vector $\bar{e}$ are given as

$$
\begin{aligned}
& \bar{c}=\left[\begin{array}{lllllll}
1 & 0 & 0 & 0 & 0 & \alpha & \alpha^{3}
\end{array}\right] \\
& \bar{r}=\left[\begin{array}{lllllll}
1 & 1 & 0 & 0 & 0 & \alpha & \alpha^{3}
\end{array}\right] \\
& \bar{e}=\left[\begin{array}{lllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
\end{aligned}
$$

The syndrome vector is given by,

$$
S=\left[\begin{array}{lllllll}
1 & \alpha & * & * & * & * & *
\end{array}\right]
$$

where the syndrome values denoted by * are not relevant since they are not indexed by the orders of the roots of the code. At step $r=0$,

$$
\begin{aligned}
& \delta_{f}=\sum_{i}^{s} f_{i} S_{i+(r-s)} \\
& \delta_{f}=1 \cdot 1=1
\end{aligned}
$$

and $\operatorname{span}(f)=r-s=0-0$ is not in the footprint $\Delta$, therefore the update rule of Algorithm 5.2 line 9 is applied. Since 0 is the maximum element in the footprint $s=0+1=1$

$$
\dot{f}=x^{1-0}=x
$$

At step $r=1$ the discrepancy is,

$$
\delta_{f}=0 \cdot 1+1 \cdot \alpha=\alpha
$$

and $\operatorname{span}(f)=r-s=1-1=0$ is already in the footprint. The update for this case is given by line 5 of the algorithm,

$$
\begin{aligned}
f & =x+\frac{\alpha}{1} x^{1-(1-0)} \cdot 1 \\
& =x+\alpha
\end{aligned}
$$

The algorithm terminates here since the number of roots of $f$ is equal to the error correction limit of the code $t=1$. The root of $f$ is $\alpha$ which has order 1 and therefore points to index 1 of the received vector as an error. The error value can be obtain by simply evaluating the received polynomial at the inverse of the error location $\alpha$.

$$
\begin{aligned}
r\left(\alpha^{-1}\right) & =1+\alpha^{-1}+\alpha^{-5} \cdot \alpha+\alpha^{-6} \cdot \alpha^{3} \\
& =1
\end{aligned}
$$

### 5.3 Maximum Likehood Erasure Decoding

A linear code of minimum distance $d$ is guaranteed to correct $d-1$ erasures but will also correct some erasure patterns greater than $d-1$ (MacWilliams and Sloane, 1983). An analysis of the number of correctable error patterns was presented by (Tomlinson et al., 2007) and was found to be dependent on the weight distribution of low weight codewords. The procedure is akin to the erasure method of finding the minimum distance of linear code described in Section 2.5.1. The first steps involve testing for solvability in column co-ordinates of the parity check matrix that correspond to the erased symbols. If the erasures are solvable the erasures are then solved using back substitution or any other means of solving homogeneous
equations. On the other hand, unsolvable erasure patterns are left unaltered. The procedure is described algorithmically in 5.3. At the step 9 of the algorithm, the submatrix formed by the columns of $\mathbf{H}$ corresponding to the positions of erasures and the rows of $\mathbf{H}$ will be in upper triangular form.

### 5.4 Ordered Reliability Decoding

In erasure decoding an error correction capability of $d_{\text {min }}-1$ erasures is guaranteed however sometimes more errors can be corrected. However in error correction of codes, bounded distance decoding only guarantees $\left\lfloor\frac{d_{\text {min }}-1}{2}\right\rfloor$ errors that can be corrected. In errors-only decoding a natural disadvantage is that the decoder has no knowledge of the error locations. In an ideal scenario it would be desirable to have the locations of error and each error could be treated as an erasure and correct many more errors. However this is not possible. A midway solution is to use channel information and attempt to determine the reliability of the individual elements of the received sequence and based on some preferred criterion select the least reliable elements and treat as erasures. Estimates of reliability from channel information are not perfect and in soft decision decoding of linear block codes the decoding procedure for each received sequence will have to be repeated a number of times so that a list of candidate codewords is created with each decoding. A codeword from the list that minimizes error is then chosen.

In AWGN channels using binary phase shift keying the reliability of the elements of the received sequence is known to be proportional to the a-priori likelihood ratio. At the $i$ th position of the received sequence $\bar{y}$ given that a codeword $\bar{c}$ was sent the log-Likehood ratio is given,

$$
\begin{align*}
L_{i} & =\log \left(\frac{P_{r}\left(y_{i} \mid c_{i}=0\right)}{P_{r}\left(y_{i} \mid c_{i}=1\right)}\right) \\
& =\log \left(\frac{\frac{1}{\sqrt{2 \pi \sigma}} e^{-\left(y_{i}+1\right)^{2} / 2 \sigma^{2}}}{\frac{1}{\sqrt{2 \pi \sigma}} e^{-\left(y_{i}-1\right)^{2} / 2 \sigma^{2}}}\right)  \tag{5.11}\\
& =-\frac{2}{\sigma^{2}} y_{i}
\end{align*}
$$

therefore the probability of the $i$ th element of the received sequence $\bar{y}$ being correct is proportional to $\left|y_{i}\right|$ (Tjhai, 2007). Reliability based soft decision procedures utilize these reliability values to order the received sequence $\bar{y}$ in order of reliability and attempt to correct errors. Notable reliability based decoding algorithms are the generalized minimum distance decoding introduced by Forney, the Chase type algorithms and the ordered statistics decoding. The first two algorithms exploit the fact a linear code can correct up to ( $2 \times$ number of errors + number of erasures $\leq d_{\text {min }}-1$ ) combinations of errors and erasures while the latter exploits an earlier observation that a code can correct up to $d_{\text {min }}-1$ erasures and sometimes more. Soft deci-
sion decoding using ordered reliability decoding is essentially the ordered statistics decoder of Fossorier and Lin (1995) without the statistics and optional stopping criterion suggested therein.
The procedure is described assuming binary codes and then later adjustments are made to non-binary codes. A code with message length $k$ and length $n$ has a received/corrupted sequence $\bar{y}$ is ordered according to decreasing reliability $\left|y_{i}\right|$ so that a new sequence $\bar{z}$ has $r_{i}>r_{i+1}$ for all $i$. The $i$ th column of the generator matrix $G$ is also ordered according to the reliability of $y_{i}$. The new generator matrix $G_{\bar{z}}$ is then expressed in reduced row echelon form by Gaussian elimination and if column interchanges are necessary then these index changes are applied on the sequence $\bar{z}$ to produce a new sequence $\bar{b}$ and a new generator matrix $G_{\bar{b}}$. The real valued sequence $\bar{b}$ is then hard decided using BPSK demodulation into binary values and and a bit valued sequence $\bar{s}$ is formed. The sequence is then partitioned into two; the most reliable part (MRP) which includes the first $k$ most reliable symbols and the least reliable part (LRP) which is the $n-k$ least reliable symbols of the sequence. Decoding then involves deleting the $n-k$ least reliable positions of $\bar{s}$ and re-encoding using $G_{\bar{b}}$. If the number of errors in the sequence is $\leq d-1$ and the reliability measure is accurate enough to guess all the error locations, then the new codeword is the codeword closest to the received codeword. However these two conditions are not always met and additional reprocessing is needed in order to eliminate errors in the MRP. This reprocessing is simply subtracting error vectors systematically from the received binary sequence $\bar{s}$ and re-encoding until codeword with minimum euclidean distance from $\bar{s}$ is found. For all combination of $i$ errors in the MRP results in,

$$
\binom{k}{i}
$$

possible error vectors.
There are two ways to implement ordered reliability decoding on non-binary codes; firstly by using the binary image expansion of the code and secondly by using symbol based decoding. Symbol based decoding is used in this case and some slight adjustments are made to the procedure. Firstly, the symbols of the codeword in the field $\mathbb{F}_{q^{m}}$ prior to transmission are mapped to binary using a suitable basis so that each unique element is represented by $m$ bits. Re-encoding is done in $\mathbb{F}_{q^{m}}$. Since each symbol is represented by $m$ bits, it is also represented by $m$ reliability values. In order to sort the symbols of the received sequence according to reliability, for each symbol a representative reliability value is chosen from the $m$ possible choices. A natural choice of a representative is the element from the $m$ values with the least reliability since it only takes a single value to be in error in an $m$ block in order for the symbol the block represents to also be in error. These chosen reliability values now represent the $m$ blocks and consequently a symbol in the sequence and can be
used to order the sequence of symbols as in the binary case. Euclidean distance is however still measured using the binary representation of the codewords.

For the case of non-binary codes the reprocessing involves non-binary symbols as well and for all combinations of $i$ errors results in,

$$
\binom{k}{i}(q-1)^{i}
$$

possible error vectors. Reprocessing for all possible combinations so as to achieve maximum likelihood decoding is difficult and will involve,

$$
\sum_{i=0}^{k}\binom{k}{i}(q-1)^{i}
$$

possible error vectors. Therefore the procedure is terminated after $J$ possible candidate codewords have been produced and then choose one with the smallest euclidean distance from the received sequence as the most likely codeword.

```
Algorithm 5.2 Berlekamp Massey Algorithm
Require: Syndrome, \(S\)
    Initialize \(r=0, f=1, g=0, \operatorname{span}(g)=-1, \Delta=\varnothing\)
    Compute the discrepancy \(\delta_{f}\)
    if \(\delta_{f} \neq 0\) then
        if \(\operatorname{span}(f)=r-s \in \Delta\) then
            Update \(f=f+\frac{\delta_{f}}{\delta_{g}} x^{s-(r-\operatorname{span}(g))}\)
        end if
        if \(\operatorname{span}(f)=r-s \notin \Delta\) then
            Append \(r-s\) to \(\Delta\)
            Let \(l\) be the largest element in \(\Delta\), set \(s=l+1\)
            Update \(f=x^{\delta-s}+\frac{\delta_{f}}{\delta_{g}} g\)
            Set \(g=f, \operatorname{span}(g)=\operatorname{span}(f)\)
        end if
    end if
    \(\mathrm{r}=\mathrm{r}+1\)
    if number of roots of \(f=\mathrm{t}\) then
        Stop
    else
        Go to 2
    end if
```

```
Algorithm 5.3 Maximum Likehood Erasure Decoding
Require: \(\mathbf{H}, c_{1}, c_{2}, \ldots, c_{e}=\) erasure positions
    for \(i: e\) do
        Choose co-ordinate \(\mathbf{H}_{i, c_{i}}\) of the \(\mathbf{H}\) matrix
        if \(H_{i, c_{i}}=0\) and \(\exists H_{k, c_{i}} \neq 0 \forall k>i\) then
            Interchange row \(i\) with row \(k\) of \(\mathbf{H}\)
        else if \(H_{i, c_{i}}=0\) and \(\nexists H_{k, c_{i}} \neq 0 \forall k>i\) then
            Exit \{erasures cannot be solved\}
        end if
    8: Perform gaussian elimination on the rows of \(\mathbf{H}\) so that all positions \(\mathbf{H}_{k, c_{i}}=\)
        \(0 \forall k>i\)
    end for
    Use reduced \(\mathbf{H}\) to solve for the erasures
```

```
Algorithm 5.4 Ordered reliability decoding for non-binary codes
Require: A received sequence \(\bar{a}\), generator matrix \(G\)
    1: For each \(m\) block in \(\bar{a}\) associate a reliability value \(r_{i}\) corresponding to the small-
    est reliability value
    Perform BPSK demodulation on \(\bar{a}\) to form a binary sequence \(\bar{b}\)
    Form a sequence of symbols \(\bar{v}\) with elements from \(\mathbb{F}_{q^{m}}\) from \(\bar{b}\) using the selected
    basis
    4: Order \(\bar{v}\) in order of decreasing reliability , apply the corresponding changes to
    columns of \(G\) and the \(m\) blocks of \(\bar{\alpha}\)
    Express \(G\) in systematic form and apply the same column interchanges that
    occurred as result (if any) to \(\bar{v}\)
    for \(l=0: i\) do
        for \(j=\binom{k}{i}(q-1)^{i}\) do
        Subtract an error vector of weight \(l\) from \(\bar{v}\) to form \(\bar{c}\)
        Delete the \(n-k\) least reliable positions of \(\bar{c}\) and re-encode with \(G\) to form \(\bar{w}\)
        Store the euclidean distance between the BPSK modulation of \(\bar{w}\) and the
        ordered \(\bar{a}\)
        end for
    end for
    Select the codeword with the minimum euclidean distance
```


### 5.5 Performance of Algebraic Geometry Codes

Performance comparison of AG codes and RS codes in previous literature (Johnston and Carrasco, 2005) compare these two types of codes defined in the same finite field and having similar rates but the codes have unequal lengths since RS codes are by definition shorter. Subfield subcodes of RS codes (namely BCH codes) contain all those codewords of an original RS code that have alphabets in a smaller field. In this aspect, AG codes and BCH codes are similar. In comparing AG and BCH codes, the shortening of BCH codes may be necessary so that the codes have equivalent lengths without loss in performance. An epicyclic Hermitian ${ }^{1}$ code defined in $\mathbb{F}_{q^{2}}$ has length $n=q\left(q^{2}-1\right)$ ) with message length $k$ has minimum distance $d=n-k-$ $g+1$ where $g$ is the genus of the defining curve. Table 5.4 shows the parameters of some Hermitian codes.

A Reed Solomon code of codeword length $n$ and message length $k$ is described using a defining set which is a set of $n-k$ consecutive elements of a finite field as roots of its generator polynomial. BCH codes are formed by first defining a smaller field and then picking those codewords of the RS code that have elements only in that field. For each root of an RS generator polynomial, a BCH code generator polynomial will have additional roots that fall within the same conjugacy class in the smaller field. This has the effect of reducing the rate of the code but not increasing the minimum distance accordingly. The result is that RS codes have greater minimum distances than BCH codes. BCH codes therefore have minimum distance $d=n-k-\delta+1$ where $\delta>0$. Table 5.5 shows some BCH codes shortened to have equal lengths and rates as the Hermitian codes. In the comparison, the $(60,45,10)_{16}$ bicyclic hermitian code is chosen and its performance compared with the $(60,45,9)_{16}$ BCH code over the additive white Gaussian noise AWGN and the erasure channel.

### 5.5.1 Encoding

The dual of the hermitian code defined by the divisor $D=20 P_{\infty}$ and divisors $T=$ $P_{1}+\cdots+P_{60}$ in $\mathbb{F}_{16}$ where $P_{i}$ are the 60 points of the hermitian code in the bicyclic

[^8]| $q$ | $n$ | $k$ | $d$ |
| :---: | :---: | :---: | :---: |
| 4 | 60 | 50 | 5 |
| 4 | 60 | 45 | 10 |
| 4 | 60 | 40 | 15 |
| 8 | 504 | 432 | 45 |

Table 5.4: Epicyclic Hermitian codes

| $q$ | $n$ | $k$ | $n_{\text {short }}$ | $k_{\text {short }}$ | $d$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | 255 | 245 | 60 | 50 | 6 |
| 4 | 255 | 240 | 60 | 45 | 9 |
| 4 | 255 | 235 | 60 | 40 | 11 |
| 8 | 4096 | 4024 | 504 | 432 | 37 |

Table 5.5: BCH codes
plane is used. The Hermitian code has parameters $[60,15,40]_{16}$ while its dual has parameters $[60,45,10]_{16}$. The parity check matrix of the dual Hermitian code is given by,

$$
\mathbf{H}=\left[\begin{array}{cccc}
f_{1}\left(P_{1}\right) & f_{1}\left(P_{2}\right) & \ldots & f_{1}\left(P_{n}\right) \\
f_{2}\left(P_{1}\right) & f_{2}\left(P_{2}\right) & \ldots & f_{2}\left(P_{n}\right) \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
f_{15}\left(P_{1}\right) & f_{15}\left(P_{2}\right) & \ldots & f_{15}\left(P_{n}\right)
\end{array}\right]
$$

where $\left\{f_{1}, \ldots, f_{15}\right\}$ are basis rational functions of the Riemann-Roch space $L\left(20 P_{\infty}\right)$. For the BCH code an RS code is defined in $\mathbb{F}_{2^{8}}$ and the subfield subcode in $\mathbb{F}_{2^{4}}$ is found. The subfield subcode is chosen to have a similar rates to the Hermitian code. The Hermitian code has redundancy $n-k=15$ and this number of roots is easily chosen for the generator polynomial of the BCH code. From Section 2.1 it is known that conjugacy classes with at most $\frac{8}{4}=2$ members are obtainable. The first 8 conjugacy classes will suffice,

$$
\begin{array}{cccc}
(1) & \left(\alpha, \alpha^{16}\right) & \left(\alpha^{2}, \alpha^{32}\right) & \left(\alpha^{3}, \alpha^{48}\right) \\
\left(\alpha^{4}, \alpha^{64}\right) & \left(\alpha^{5}, \alpha^{80}\right) & \left.\alpha^{6}, \alpha^{96}\right) & \left(\alpha^{7}, \alpha^{112}\right) .
\end{array}
$$

The union of these classes has eight consecutive finite field elements and the BCH code generated by a polynomial with the union as roots will have designed $d_{\text {min }}=$ $8+1=9$. This will produce a $(255,240,9)_{16}$ code. However the symbol elements of the codewords in the new code are still in $\mathbf{F}_{2^{8}}$ but are isomorphic to $\mathbb{F}_{2^{4}}$ and a choice of a defining primitive polynomial for the field $\mathbb{F}_{2^{4}}$ that preserves this isomorphism is $x^{4}+x+1=0$. The elements of the two fields that are present in the codewords symbols can now be mapped one to one. Finally the code is shortened by deleting 195 information symbols to $(60,45,9)_{16}$.

### 5.5.2 AWGN Channel with Hard Decision Decoding

The general procedure used for hard decision decoding both codes is explained here in detail. The symbols of each codeword is represented by $m=4$ bits using the basis
defined by the primitive polynomial used to obtain the field $\mathbb{F}_{2}$. The binary bits are then modulated using binary phase shift keying (BPSK) in which the mapping from bits to real values is given by [1] $\rightarrow[-1]$ and $[0] \rightarrow[1]$. The modulated sequence is passed through a simulated AWGN channel with variance $\sigma^{2}$ and mean $\mu=0$. The ratio of energy per bit to the noise spectral density $E_{b} / N_{o}$ is specified in decibels dB and the mapping to the channel variance is given by,

$$
\sigma^{2}=\frac{1}{2 \cdot \frac{E_{b}}{N_{o}} \cdot \text { rate }}
$$

The sequence output from the channel is then demodulated using BPSK demodulation so that if the sequence is of length $l$ and is denoted by $v$ then, a new binary sequence $w$ is

$$
w_{i}= \begin{cases}1 & \text { if } v_{i}<0 \\ 0 & \text { if } v_{i} \geq 0\end{cases}
$$

The sequence $w$ is then partitioned into $l / 4$ parts of 4 bits each and each part is mapped to field symbols using a basis defined by the primitive polynomial used obtain the field. In order to test for a errors, a syndrome test is carried out to check for the presence of errors. If errors are found the received sequence is passed to the appropriate hard decision decoder which attempts to correct the errors. The entire process is repeated a number of times for each $E_{b} / N_{o}$ value until 100 symbol errors are encountered and the probability of error is then computed. The results in Figure 5.3 show that the performance of the two codes is similar in the AWGN channel. This is expected because the error correction capability of the two codes is the same,

$$
\begin{aligned}
t & =\left\lfloor\frac{d_{\text {min }}-1}{2}\right\rfloor \\
t_{H E R} & =\left\lfloor\frac{10-1}{2}\right\rfloor=4 \\
t_{B C H} & =\left\lfloor\frac{9-1}{2}\right\rfloor=4
\end{aligned}
$$

The theoretical probability of frame error is obtained from the following expression (Peterson and Weldon, 1972),

$$
P_{f}=1-\left(1-P_{e}\right)^{(45 \times 4)}
$$

where $P_{e}$ is the probability of bit error for BPSK modulation in the AWGN channel given by (Proakis, 2008),

$$
P_{e}=Q\left(\sqrt{\frac{2 E_{b}}{N_{o}}}\right)
$$



Fig. 5.3: Hard Decision Decoding for Hermitian and BCH Codes

It is also worth mentioning that the BCH codes are decoded in the field $\mathbf{F}_{256}$ since they do not contain any meaningful roots in the field $\mathbf{F}_{16}$ (and will not satisfy the syndrome equations).

### 5.5.3 Erasure Channel



Fig. 5.4: Erasure Decoding for Hermitian and BCH Codes

In simulating the erasure channel the channel erasure probability $p$ and a real valued uniform random generator producing values within the range $0 \leq x \leq 1$ sim-


Fig. 5.5: Ordered Reliability Decoding for Hermitian and BCH Codes at order 2
ulates the randomness in the channel are specified. The codeword symbols are erased when the randomly generated value $x$ falls within the range $1-p \leq x \leq 1$ and left are unaltered otherwise. The corrupted codewords are then decoded with Algorithm 5.3 which tests for solvability. If the erasures can be corrected the solution to the homogeneous equations is determined otherwise the corrupted codeword is left unaltered. For each chosen channel probability $p$ the procedure is repeated until 100 erasures are unsolved and the frame erasure/error rate is computed. The performance of hermitian and BCH codes is compared in Figure 5.4. performance of the codes that the hermitian codes have a performance that surpasses the BCH codes. In the region where the probability of channel erasure is low i.e. just around $p=0.1$ it is clear that the performances of the two codes are similar since the number of erasures are likely to be below the erasure correction capability of the codes. However at a very large probability of erasure (above $p=0.2$ ) the average number of erasures exceeds the error correction capability of both codes and thus their performances are similar. In the region in between the Hermitian code has better performance than the BCH code.

### 5.5.4 AWGN channel with Soft Decision Decoding

The ordered reliability decoding (symbol based) described in Section 5.4 is used. Figure 5.5 shows the performance of the two codes using ordered reliability decoding with order 2 reprocessing. From the figure the performance of the Hermitian code surpasses the BCH code in particular for energy per bit to noise spectral density ratio within the range $3-5 \mathrm{~dB}$ the Hermitian $(60,45,10)_{16}$ code corrects more
errors than the $\mathrm{BCH}(60,45,9)_{16}$ code. There is also a slight improvement in performance beyond 5 dB .

### 5.6 Summary

In this chapter the BMSA for AG codes is presented. The BMSA is a hard decision decoding algorithm that can be used to correct errors up to the bounded distance error correcting limit of the code. The algorithm finds the error locations of a corrupted received vector. In addition the well known Berlekamp Massey decoding algorithm for BCH and RS codes was presented. While the BMSA is an algorithm designed for AG codes, a generic algorithm is presented for erasure correction. This is called the in-place algorithm (Cai et al., 2005) and solves for erasures in an efficient manner. Similarly for soft decision decoding a generic ordered reliability decoding was presented. The performance of non-binary BCH codes and Hermitian codes in the AWGN and erasure channels was compared. The results show that the Hermitian code gives a slightly better performance in the AWGN channel with hard decision decoding and in the AWGN channel with ordered reliability decoding. In the erasure channel the Hermitian code outperforms the non-binary BCH codes for a range of probability of erasure. This behaviour is most likely due to the Hermitian code having a more favorable weight structure. It is difficult however to confirm this as computing the weight distribution of the two codes is difficult.

## Part III

## Search For New Codes

## 6. INTRODUCTION

### 6.1 Maximising the Minimum Distance

Claude E. Shannon's deduced in a nonconstructive way that there exist good linear codes under certain conditions that can help achieve error-free communications over a chosen channel. It did not take long to realize that the definition of a good code is one with a good minimum distance. Consider the case of the binary symmetric channel (BSC) with channel probability $p$, the probability of decoding error for the channel is given by

$$
P_{e}=1-\sum_{i=0}^{t}\binom{n}{i} p^{i}(1-p)^{n-i}
$$

for a code of length $n$ and minimum distance $d$ (MacWilliams and Sloane, 1983). The expression for $P_{e}$ assumes bounded distance decoding with the code able to correct $\left.t=\frac{\lfloor d-1}{2}\right\rfloor$ errors. For a fixed channel probability $p$ and code length $n$ increasing the minimum distance will increase the number of errors the code can correct and decrease the probability the decoded codeword will be in error. If maximum likelihood hard decision decoding on the BSC is assumed then the expression for $P_{e}$ becomes,

$$
P_{e}=1-\sum_{i=0}^{t}\binom{n}{i} p^{i}(1-p)^{n-i}-a_{t+1} p^{t+1}(1-p)^{n-t-1}
$$

where $a_{i}$ is the number of coset leaders with weight $i$ (MacWilliams and Sloane, 1983). Again the effect on an increased minimum distance $d$ on $P_{e}$ is evident. Consider the additive white Gaussian noise channel (AWGN) ${ }^{1}$ the union bound on the probability decoding error using maximum likelihood soft decision decoding is given by,

$$
P_{e} \leq e^{-\frac{d}{4 N_{0}}}
$$

in a channel with noise spectral density $N_{0}$ using a code with minimum distance $d$ (Proakis, 2008). Again the role of the minimum distance $d$ of the code can be observed from the union bound since $P_{e}$ exponentially decreases with an increasing

[^9]$d$.

### 6.2 Tables of Best Known Codes

A fundamental question in coding theory is "Given a length $n$, a dimension $k$ and a finite field of cardinality $q$, what is the best possible minimum distance $d$ obtainable from any code?". The tables in (Grassl, 2007) and (Schimd and Shurer, 2004) contain upper bounds on the best possible minimum distance of a linear codes with parameters $[n, k, d]_{q}$. These upper bounds are derived from several different combinatorial bounds. The tables also contain lower bounds of the minimum distance of best known codes. The lower bounds are constructive i.e. there exist known linear codes with parameters $[n, k, d]_{q}$ for which $d$ has been verified either computationally or mathematically. The goal in this part of the thesis is to obtain codes with a minimum distance greater than that of codes in these tables that have the same length and dimension. The first catalog of best known codes was presented by Cal-

| Finite Field | Range |
| :---: | :--- |
| $\mathbb{F}_{2}$ | $1 \leq k \leq n \leq 256$ |
| $\mathbb{F}_{3}$ | $1 \leq k \leq n \leq 243$ |
| $\mathbb{F}_{4}$ | $1 \leq k \leq n \leq 128$ |
| $\mathbb{F}_{5}$ | $1 \leq k \leq n \leq 100$ |
| $\mathbb{F}_{7}$ | $1 \leq k \leq 10$ |
|  | $1 \leq n \leq 50$ |
| $\mathbb{F}_{8}$ | $1 \leq k \leq 40$ |
|  | $1 \leq n \leq 85$ |
| $\mathbb{F}_{9}$ | $1 \leq k \leq 20$ |
|  | $1 \leq n \leq 121$ |

Table 6.1: Ranges for codes in (Brouwer, 1998)
abi and Myrvaagnes (1964) containing binary codes of length $n$ and dimension $k$ in the range $1 \leq k \leq n \leq 24$. (Sloane, 1972) later presented an updated version of the tables. Helgert and Stinaff (1973) improved the tables in (Calabi and Myrvaagnes, 1964) and presented bounds on binary codes in the range $1 \leq k \leq n \leq 127$. Verhoeff (1987) updated the tables in Helgert and Stinaff (1973) and Brouwer and Verhoeff (1993) subsequently made further updates. The tables at the time contained bounds on binary codes in the range $1 \leq k \leq n \leq 127$. Brouwer (1998) subsequently presented a comprehensive update to the tables which included codes with finite fields up to size 9 with the ranges for $k$ and $n$ given in Table 6.1. At present Grassl (2007) maintains a significantly updated version of the tables in (Brouwer, 1998). The tables now contain codes with $k$ and $n$ in ranges from Table 6.2. A database of the codes in (Grassl, 2007) is included in computer algebra system Magma (Bosma et al., 1997). Finally, Schimd and Shurer (2004) provide a online database for optimal parameters of $(t, m, s)$-nets, $(t, s)$-sequences, orthogonal arrays, linear codes,

| Finite Field | Range |
| :---: | :---: |
| $\mathbb{F}_{2}$ | $1 \leq k \leq n \leq 256$ |
| $\mathbb{F}_{3}$ | $1 \leq k \leq n \leq 243$ |
| $\mathbb{F}_{4}$ | $1 \leq k \leq n \leq 256$ |
| $\mathbb{F}_{5}$ | $1 \leq k \leq n \leq 130$ |
| $\mathbb{F}_{7}$ | $1 \leq k \leq n \leq 100$ |
| $\mathbb{F}_{8}$ | $1 \leq k \leq n \leq 130$ |
| $\mathbb{F}_{9}$ | $1 \leq k \leq n \leq 130$ |

Table 6.2: Ranges for codes in (Grassl, 2007)
and ordered orthogonal arrays. These are relatively new tables give the best known codes up to finite fields of size 256. The tables place a restriction on the length of code such that $n \leq 1 \times 10^{6}$ and put a restriction on $n-k$ for different fields.

### 6.3 Methodology and Approach

Improvements to the tables in (Grassl, 2007) can be made using an adhoc approach. For any two parameters from $n, k$ and $d$ one searches the tables and identifies possible room for improvement. This room for improvement usually manisfests as a plateau in a plot of the parameters of the codes (within a range) in the tables. Also worth taking into consideration is the gap between the lower bounds and upper bounds for the parameters of the codes in the tables. A large gap suggests that a code can be improved. For example in the finite field $\mathbb{F}_{4}$ for a fixed dimension $k=35$, consider the plot of distance $d$ versus length $n$ for $55 \leq n \leq 100$ in Figure 6.1 of codes in (Grassl, 2007). The plot shows the [81, 35,23$]_{4}$ code which is at one edge of a plateau with the second edge at $[77,35,23]_{4}$. There is an increase in length of 4 symbols whilst the distance remains unchanged. Furthermore the gap between the upper and lower bounds on the minimum distance of the code with length 81 and dimension 35 is significant. Clearly there is room for improvement for $n=81$ and $k=35$ in $\mathbb{F}_{4}$. One can then use the different methods of constructing good codes from existing ones for codes of length 81 and dimension 35 to produce improved codes. This approach is quite difficult as the tables in (Grassl, 2007) are well maintained and include computer routines that do this automatically. A different approach is to use an efficient method of producing good codes and utilize computer programs to find codes with better minimum distance than codes in the (Grassl, 2007). This approach is less intuitive and more generic than the adhoc approach. Also as mentioned earlier most of the known methods are incorporated in (Grassl, 2007). In the course of searching for new codes it became clear that methods that extend the length of the code while increasing the distance in some linear manner have the most potential to produce codes that improve on the best known codes. This is because the distance of the codes in the tables does not increase proportionally as the length increases for a fixed dimension. It is also helpful if the


Fig. 6.1: Minimum distance against length for best known codes with dimension 35 in $\mathbb{F}_{4}$
method produces codes with a known lower bound as one need only construct the codes and can skip the tedious procedure of verifying the minimum distance of the code.
At first the search for new codes began by using AG codes. A catalog of good curves was obtained from a table of curves with many curves maintained by Van Der Geer in (Geer et al., 2009). Using these curves, AG codes were constructed and generic code constructions were applied in the search for new codes. Some of the generic constructions include but are not limited to,

- Construction X
- Construction X3
- Construction X4
- Code concatenation
- Blokh-Zyabolov (Zinoviev) generalised code concatenation
- Subfield subcode, subfield image and trace constructions
- $(u, u+v)$ construction
- Grassl special puncturing (Grassl and White, 2004)

Details of these methods can be found in (MacWilliams and Sloane, 1983). No improvements were found using these methods with AG codes. However some best known codes were found. Table 6.3 shows some best known codes from AG codes using the trace construction. Table 6.4 gives some best known codes in $\mathbb{F}_{4}$ from hermitian codes in $\mathbb{F}_{16}$ using concatenation.

| Best Code | Method | AG code | AG Description | Curve | Points | Genus |
| :---: | :---: | :---: | :---: | :--- | :---: | :---: |
| $[64,41,8]_{2}$ | Trace | $[64,21,30]_{8}$ | AG(34P) | $x^{8}+x+y^{10}+y^{3}$ | 65 | 14 |
| $[64,44,8]_{2}$ | Trace | $[64,24,24]_{8}$ | AG(37P) | $x^{8}+x+y^{10}+y^{3}$ | 65 | 14 |
| $[64,53,4]_{2}$ | Trace | $[64,30,21]_{8}$ | AG(43P) | $x^{8}+x+y^{10}+y^{3}$ | 65 | 14 |
| $[64,56,4]_{2}$ | Trace | $[64,34,17]_{8}$ | AG(47P) | $x^{8}+x+y^{10}+y^{3}$ | 65 | 14 |
| $[64,57,4]_{2}$ | Trace | $[64,36,15]_{8}$ | AG(49P) | $x^{8}+x+y^{10}+y^{3}$ | 65 | 14 |
| $[64,13,24]_{2}$ | Trace | $[64,6,54]_{16}$ | AG(10P) | $x^{5}+y^{4}+y$ | 65 | 6 |
| $[64,55,4]_{2}$ | Trace | $[64,28,31]_{16}$ | AG(33P) | $x^{5}+y^{4}+y$ | 65 | 6 |
| $[64,59,2]_{2}$ | Trace | $[64,30,29]_{16}$ | AG(35P) | $x^{5}+y^{4}+y$ | 65 | 6 |
| $[64,63,2]_{2}$ | Trace | $[64,38,21]_{16}$ | AG(43P) | $x^{5}+y^{4}+y$ | 65 | 6 |
| $[32,13,12]_{4}$ | Trace | $[32,8,23]_{16}$ | AG(9P) | $\alpha^{10} x^{8}+\alpha^{5} x^{4} y+\alpha^{10} x^{4}+$ <br> $x^{3} y^{2}+\alpha^{5} x^{2} y+\alpha^{10} x^{2}+$ <br> $\alpha^{10} x y^{2}+\alpha^{5} x y+y^{4}+y^{3}+y^{2}$ | 33 | 2 |
| $[32,14,12]_{4}$ | Trace | $[32,9,22]_{16}$ | AG(10P) | $\alpha^{10} x^{8}+\alpha^{5} x^{4} y+\alpha^{10} x^{4}+$ <br> $x^{3} y^{2}+\alpha^{5} x^{2} y+\alpha^{10} x^{2}+$ <br> $\alpha^{10} x y^{2}+\alpha^{5} x y+y^{4}+y^{3}+y^{2}$ | 33 | 2 |
| $[32,18,8]_{4}$ | Trace | $[32,11,20]_{16}$ | AG(12P) | $\alpha^{10} x^{8}+\alpha^{5} x^{4} y+\alpha^{10} x^{4}+$ <br> $x^{3} y^{2}+\alpha^{5} x^{2} y+\alpha^{10} x^{2}+$ <br> $\alpha^{10} x y^{2}+\alpha^{5} x y+y^{4}+y^{3}+y^{2}$ | 33 | 2 |

Table 6.3: Some best known codes from AG codes using Trace Construction

| Best code | Inner Code | Outer Code |
| :---: | :---: | :---: |
| $[192,38,80]_{4}$ | $[64,19,40]_{16}$ | $[3,2,2]_{4}$ |
| $[195,38,82]_{4}$ | $[65,19,41]_{16}$ | $[3,2,2]_{4}$ |
| $[195,40,80]_{4}$ | $[65,20,40]_{16}$ | $[3,2,2]_{4}$ |
| $[195,42,78]_{4}$ | $[64,21,39]_{16}$ | $[3,2,2]_{4}$ |

Table 6.4: Best codes in $\mathbb{F}_{4}$ from Hermitian codes using concatenation

More complicated constructions were then used in larger fields and in particular the generalised AG code construction by Xing et al. (1999a); Xing and Yeo (2007) was used effectively to obtain many new improvements in the finite field $\mathbb{F}_{16}$. Chapter 7 presents these results and give details of the construction. Codes from the database in MAGMA (Bosma et al., 1997) (other than AG codes) were also used together with the aforementioned constructions but only best known codes were found. Figure 6.5 shows some best known codes in $\mathbb{F}_{8}$ obtained from puncturing best known linear codes (BKLC) in MAGMA. The coordinates of the codes are assumed to be indexed as [1..n]. In Chapter 8 many improvements to codes in (Grassl, 2007) in $\mathbf{F}_{7}, \mathbf{F}_{8}$, and $\mathbf{F}_{9}$ using a construction of extended Goppa codes are presented.

| Best Code | Puncturing Coordinates | BKLC in MAGMA |
| :---: | :--- | :---: |
| $[28,10,15]_{8}$ | $[1,2]$ | $[30,10,16]_{8}$ |
| $[31,10,16]_{8}$ | $[1,2,3,4]$ | $[35,10,19]_{8}$ |
| $[86,10,58]_{8}$ | $[1,2,3,4,5,6,8,9,10]$ | $[95,10,66]_{8}$ |
| $[17,10,6]_{8}$ | $[1,2,3,4]$ | $[21,10,9]_{8}$ |
| $[86,10,58]_{8}$ | $[1,2,3,4,5,6,8]$ | $[93,10,64]_{8}$ |
| $[86,10,58]_{8}$ | $[1,2,3,4,5,6,8,10]$ | $[94,10,65]_{8}$ |
| $[86,10,58]_{8}$ | $[1,2,3,4,5,6,8,9,10]$ | $[95,10,66]_{8}$ |
| $[87,10,59]_{8}$ | $[1,2,3,4,5,6,8,9,10]$ | $[96,10,67]_{8}$ |
| $[87,10,59]_{8}$ | $[1,2,3,4,5,6,7,8,9,10]$ | $[97,10,68]_{8}$ |
| $[92,10,63]_{8}$ | $[1,2,3,4,5,6,8,12]$ | $[100,10,70]_{8}$ |
| $[92,10,63]_{8}$ | $[1,2,3,4,5,6,12]$ | $[99,10,69]_{8}$ |
| $[92,10,63]_{8}$ | $[1,2,3,4,5,6,8,12]$ | $[100,10,70]_{8}$ |
| $[92,10,63]_{8}$ | $[1,2,3,4,5,6,7,8,9,10,12]$ | $[103,10,73]_{8}$ |

Table 6.5: Some best known codes from puncturing in $\mathbb{F}_{8}$

## 7. Improved Codes From Generalised AG Codes

### 7.1 Introduction

The minimum distance of a code is an important measure of performance in coding theory. It is always desirable to obtain an error correcting code with the maximum possible minimum distance $d$, given a code length $n$ and code dimension $k$. In 1981, Goppa (Goppa, 1988) introduced a family of codes with very good properties using principles from algebraic geometry. These codes were later shown to include a class of asymptotically good codes in (Tsfasman et al., 1982) that beat the GilbertVarshamov bound for all fields with sizes both square and greater or equal to 49 . Algebraic geometry codes and codes obtained from them feature prominently in the databases of best known codes (Grassl, 2007) and (Schimd and Shurer, 2004) for an appreciable range of code lengths for different field sizes $q$. Generalised algebraic geometry codes were first presented by Niederreiter et al. (1999); Xing et al. (1999b). A subsequent paper by Ozbudak and Stichtenoth (1999) shed more light on the construction. AG codes as defined by Goppa utilised places of degree one or rational places. Generalised AG codes however were constructed by Xing et al using places of higher degree (including places of degree one). In (Xing et al., 1999a), the authors presented a method of constructing generalised AG codes which uses a concatenation concept. The paper showed that best known codes were obtainable via this construction. In (Ding et al., 2000) it was shown that the method can be effective in constructing new codes and the authors presented 59 codes in finite fields $\mathbb{F}_{4}, \mathbb{F}_{8}$ and $\mathbb{F}_{9}$ better than the codes in (Grassl, 2007). In (Leung et al., 2002), the authors presented a construction method based on (Xing et al., 1999a) that uses a subfield image concept and obtained new binary codes as a result. In (Xing and Yeo, 2007) the authors presented some new curves as well as 129 new codes in $\mathbb{F}_{8}$ and $\mathbb{F}_{9}$. In this Chapter we present 237 new improvements to codes defined in $\mathbb{F}_{16}$ in the tables in (Schimd and Shurer, 2004) from a generalised construction of AG codes by Xing et al. (1999a). In addition many improvements to constructible codes in (Schimd and Shurer, 2004) are also presented.

### 7.2 Concept of Places of Higher Degree

Recall from Chapter 4 that a two dimensional affine space $\mathbb{A}^{2}\left(\mathbb{F}_{q}\right)$ is given by the set of points

$$
\left\{(\alpha, \beta): \alpha, \beta \in \mathbb{F}_{q}\right\}
$$

while its projective closure $\mathbb{P}^{2}\left(\mathbb{F}_{q}\right)$ is given by the set of equivalence points

$$
\left\{\{(\alpha: \beta: 1)\} \cup\{(\alpha: 1: 0)\} \cup\{(1: 0: 0)\}: \alpha, \beta \in \mathbb{F}_{q}\right\} .
$$

Given a homogeneous polynomial $F(x, y, z)$, a curve $\mathscr{X} / \mathbb{F}_{q}$ defined in $\mathbb{P}^{2}\left(\mathbb{F}_{q}\right)$ is a set of distinct points

$$
\mathscr{X} / \mathbb{F}_{q}=\left\{T \in \mathbb{P}^{2}\left(\mathbb{F}_{q}\right): F(T)=0\right\}
$$

Let $\mathbb{F}_{q^{\ell}}$ be an extension of the field $\mathbb{F}_{q}$, the Frobenius automorphism is given as

$$
\begin{aligned}
& \phi_{q, \ell}: \mathbb{F}_{q} \rightarrow \mathbb{F}_{q^{\ell}} \\
& \phi_{q, \ell}(\beta)=\beta^{q} \quad \beta \in \mathbb{F}_{q^{\ell}}
\end{aligned}
$$

and its action on a projective point $(x: y: z)$ in $\mathbb{F}_{q^{\ell}}$ is

$$
\phi_{q, \ell}((x: y: z))=\left(x^{q}: y^{q}: z^{q}\right) .
$$

7.1 Definition (Place of Degree from (Walker, 2000)). A place of degree $\ell$ is a set of $\ell$ points of a curve defined in the extension field $\mathbb{F}_{q^{\ell}}$ denoted by $\left\{T_{0}, T_{1}, \ldots, T_{\ell-1}\right\}$ where each $T_{i}=\phi_{q, l}^{i}\left(T_{0}\right)$. Places of degree one are called rational places.

Example 7.1: Consider the curve in $\mathbb{F}_{4}$ defined as,

$$
F(x, y, z)=x
$$

The curve has the following projective rational points (points of degree 1),

$$
\begin{aligned}
& (0: 0: 1) \quad(0: 1: 1) \quad(0: \alpha: 1) \quad\left(0: \alpha^{2}: 1\right) \\
& (0: 1: 0)
\end{aligned}
$$

where $\alpha$ is the primitive polynomial of $\mathbb{F}_{4}$. The curve has the following places of degree 2,

$$
\begin{array}{cc}
\left\{(0: \beta: 1),\left(0: \beta^{4}: 1\right)\right\} & \left\{\left(0: \beta^{2}: 1\right),\left(0: \beta^{8}: 1\right)\right\} \\
\left\{\left(0: \beta^{3}: 1\right),\left(0: \beta^{12}: 1\right)\right\} & \left\{\left(0: \beta^{6}: 1\right),\left(0: \beta^{9}: 1\right)\right\} \\
\left\{\left(0: \beta^{7}: 1\right),\left(0: \beta^{13}: 1\right)\right\} & \left\{\left(0: \beta^{11}: 1\right),\left(0: \beta^{14}: 1\right)\right\}
\end{array}
$$

where $\beta$ is the primitive element of $\mathbb{F}_{16}$.

### 7.3 Generalised Construction I

This section gives details of the construction of generalised AG codes as described in (Xing et al., 1999a). Two maps that are useful in the construction of generalised AG codes are now described. Observe that $\mathbb{F}_{q}$ is a subfield of $\mathbb{F}_{q^{\ell}}$ for all $\ell \geq 2$. It is then possible to map $\mathbb{F}_{q}$ to an $\ell$-dimensional vector space with elements from $\mathbb{F}_{q}$ using a suitable basis. The map $\pi_{\ell}$ is defined as such,

$$
\begin{aligned}
& \pi_{\ell}: \mathbb{F}_{q^{\ell}} \rightarrow \mathbb{F}_{q}^{\ell} \\
& \pi_{\ell}(\beta)=\left(c_{1} c_{2} \ldots c_{\ell}\right) \quad \beta \in \mathbb{F}_{q^{\ell}}, c_{i} \in \mathbb{F}_{q} .
\end{aligned}
$$

Suppose $\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{\ell}\right)$ forms a suitable basis of the vector space $\mathbb{F}_{q}^{\ell}$, then $\beta=c_{1} \gamma_{1}+$ $c_{2} \gamma_{2}+\cdots+c_{\ell} \gamma_{\ell}$. Finally the map $\sigma_{\ell, n}$ is used to represent an encoding map from an $\ell$-dimensional message space in $\mathbb{F}_{q}$ to an $n$-dimensional code space,

$$
\sigma_{\ell, n}: \mathbb{F}_{q}^{\ell} \rightarrow \mathbb{F}_{q}^{n}
$$

with $\ell \leq n$.
A description of generalised AG codes as presented in (Ding et al., 2000; Xing et al., 1999a; Xing and Yeo, 2007) is now presented. Let $F=F(x, y, z)$ be a homogeneous polynomial defined in $\mathbb{F}_{q}$. Let $g$ be the genus of the curve $\mathscr{X} / \mathbb{F}_{q}$ corresponding to the polynomial $F$. Also let $P_{1}, P_{2}, \ldots, P_{r}$ be $r$ distinct places of $\mathscr{X} / \mathbb{F}_{q}$ and $k_{i}=\operatorname{deg}\left(P_{i}\right)$ (deg is degree of). $W$ is a divisor of the curve $\mathscr{X} / \mathbb{F}_{q}$ such that $W=P_{1}+P_{2}+\cdots+P_{r}$ and $G$ a divisor so that $\operatorname{supp}(W) \cap \operatorname{supp}(G)=\varnothing$. More specifically $G=m(Q-R)$ where $\operatorname{deg}(Q)=\operatorname{deg}(R)+1$ for arbitrary divisors $Q$ and $R$. Associated with the divisor $G$ is a Riemann-Roch space $\mathscr{L}(G)$ with $m=\operatorname{deg}(G)$ ) an integer, $m \geq 0$. From the Riemann-Roch theorem it is known that the dimension of $\mathscr{L}(G)$ is given by $l(G)$ and

$$
l(G) \geq m-g+1
$$

with equality when $m \geq 2 g-1$. Also associated with each $P_{i}$ is a $q$-ary code $C_{i}$ with parameters $\left[n_{i}, k_{i}=\operatorname{deg}\left(P_{i}\right), d_{i}\right]_{q}$ with the restriction that $d_{i} \leq k_{i}$. Let $\left\{f_{1}, f_{2}, . ., f_{k}\right.$ : $\left.f_{l} \in \mathscr{L}(G)\right\}$ denote a set of $k$ linearly independent elements of $\mathscr{L}(G)$ that form a basis. A generator matrix for a generalised AG code is given as such,

| $\#$ | $P_{i}$ | $\operatorname{deg}\left(P_{i}\right)$ |
| :---: | :---: | :---: |
| $P_{1}$ | $(0: 1: 0)$ | 1 |
| $P_{2}$ | $(0: 0: 1)$ | 1 |
| $P_{3}$ | $(1: 0: 1)$ | 1 |
| $P_{4}$ | $(1: 1: 1)$ | 1 |
| $P_{5}$ | $\left\{(\alpha: 1: 1),\left(\alpha^{2}: 1: 1\right)\right\}$ | 2 |
| $P_{6}$ | $\left\{(\alpha: \alpha+1: 1),\left(\alpha^{2}: \alpha: 1\right)\right\}$ | 2 |

Table 7.1: Places of $\mathscr{X} / \mathbb{F}_{2}$

$$
M=\left[\begin{array}{ccc}
\sigma_{k_{1}, n_{1}}\left(\pi_{k_{1}}\left(f_{1}\left(P_{1}\right)\right)\right) & \cdots \cdots & \sigma_{k_{r}, n_{r}}\left(\pi_{k_{r}}\left(f_{1}\left(P_{r}\right)\right)\right) \\
\sigma_{k_{1}, n_{1}}\left(\pi_{k_{1}}\left(f_{2}\left(P_{1}\right)\right)\right) & \cdots \cdots & \sigma_{k_{r}, n_{r}}\left(\pi_{k_{r}}\left(f_{2}\left(P_{r}\right)\right)\right) \\
\vdots & \ddots & \vdots \\
\sigma_{k_{1}, n_{1}}\left(\pi_{k_{1}}\left(f_{k}\left(P_{1}\right)\right)\right) & \cdots \cdots & \sigma_{k_{r}, n_{r}}\left(\pi_{k_{r}}\left(f_{k}\left(P_{r}\right)\right)\right)
\end{array}\right]
$$

where $f_{l}\left(P_{i}\right)$ is an evaluation of a polynomial and basis element $f_{l}$ at a point $P_{i}, \pi_{k_{i}}$ is a mapping from $\mathbb{F}_{q^{k_{i}}}$ to $\mathbb{F}_{q}$ and $\sigma_{k_{i}, n_{i}}$ is the encoding of a message vector in $\mathbb{F}_{q}^{k_{i}}$ to a code vector in $\mathbb{F}_{q}^{n_{i}}$. It is desirable to choose the maximum possible minimum distance for all codes $C_{i}$ so that $d_{i}=k_{i}$. The same code is used in the map $\sigma_{k_{i}, n_{i}}$ for all points of the same degree $k_{i}$ i.e. the code $C_{j}$ has parameters $\left[n_{j}, j, d_{j}\right]_{q}$ for a place of degree $j$. Let $A_{j}$ be an integer denoting the number of places of degree $j$ and $B_{j}$ be an integer such that $0 \leq B_{j} \leq A_{j}$. If $t$ is the maximum degree of any place $P_{i}$ that is chosen in the construction, then the generalised AG code is represented as a $C_{1}\left(k ; t ; B_{1}, B_{2}, \ldots, B_{t} ; d_{1}, d_{2}, \ldots, d_{t}\right)$. Let $[n, k, d]_{q}$ represent a linear code in $\mathbb{F}_{q}$ with length $n$, dimension $k$ and minimum distance $d$, then a generalised AG code is given by the parameters (Xing et al., 1999a),

$$
\begin{aligned}
& k=l(G) \geq m-g+1 \\
& n=\sum_{i=1}^{r} n_{i}=\sum_{j=1}^{t} B_{j} n_{j} \\
& d \geq \sum_{i=1}^{r} d_{i}-g-k+1=\sum_{j=1}^{t} B_{j} d_{j}-g-k+1 .
\end{aligned}
$$

Example 7.2: Let $F(x, y, z)=x^{3}+x y z+x z^{2}+y^{2} z$ (Xing et al., 1999a) be a polynomial in $\mathbb{F}_{2}$. The curve $\mathscr{X} / \mathbb{F}_{2}$ has genus $g=1$ and $A_{1}=4$ places of degree 1 and $A_{2}=2$ places of degree 2. Table 7.1 gives the places of $\mathscr{X} / \mathbb{F}_{2}$ up to degree 2 . The field $\mathbb{F}_{2^{2}}$ is defined by a primitive polynomial $s^{2}+s+1$ with $\alpha$ as its primitive element. Points $R=\left(1: a^{3}+a^{2}: 1\right)$ as a place of degree 4 and $Q=\left(1: b^{4}+b^{3}+b^{2}: 1\right)$ as a place of degree 5 are also chosen while $a$ and $b$ are primitive elements of $\mathbb{F}_{2^{4}}$ (defined by the polynomial $s^{4}+s^{3}+s^{2}+s+1$ ) and $\mathbb{F}_{2^{5}}$ (defined by the polynomial $s^{5}+s^{2}+1$ ) respectively. The divisor $W$ is $W=P_{1}+\cdots+P_{6}$. The basis of the Riemann-Roch
space $\mathscr{L}(2 D)$ with $D=Q-R$ and $m=2$ is obtained with computer algebra software MAGMA (Bosma et al., 1997) as,

$$
\begin{aligned}
f_{1}= & \left(x^{7}+x^{3}+x\right) /\left(x^{10}+x^{4}+1\right) y \\
& +\left(x^{10}+x^{9}+x^{7}+x^{6}+x^{5}+x+1\right) /\left(x^{10}+x^{4}+1\right) \\
f_{2}= & \left(x^{8}+x^{7}+x^{4}+x^{3}+x+1\right) /\left(x^{10}+x^{4}+1\right) y \\
& +\left(x^{8}+x^{4}+x^{2}\right) /\left(x^{10}+x^{4}+1\right)
\end{aligned}
$$

For the map $\sigma_{k_{i}, n_{i}}$ the codes; $c_{1}$ a $[1,1,1]_{2}$ cyclic code for places of degree 1 and $c_{2}$ a [3,2,2] $]_{2}$ cyclic code for places of degree 2 are used. For the map $\pi_{2}$ which applies to places of degree 2 a polynomial basis $\left[\gamma_{1}, \gamma_{2}\right]=[1, \alpha]$ is used. Only the first point in the place $P_{i}$ for $\operatorname{deg}\left(P_{i}\right)=2$ in the evaluation of $f_{1}$ and $f_{2}$ at $P_{i}$ is utilised. The generator matrix $M$ of the resulting $[10,2,6]_{2}$ generalised AG code over $\mathbb{F}_{2}$ is,

$$
M=\left[\begin{array}{llllllllll}
1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 1
\end{array}\right]
$$

Example 7.3: Consider again the polynomial $F(x, y, z)=x^{3}+x y z+x z^{2}+y^{2} z$ with coefficients from $\mathbb{F}_{2}$ whose curve (with genus equal to 1 ) has places up to degree 2 as in Table 7.1. An element $f$ of the Riemann Roch space defined by the divisor $G=(R-Q)$ with $Q=\left(a: a^{3}+a^{2}: 1\right)$ and $R=\left(b: b^{4}+b^{3}+b^{2}+b+1: 1\right)$ where $a$ and $b$ primitive elements of $\mathbb{F}_{2^{4}}$ and $\mathbb{F}_{2^{5}}$ (since the curve has no place of degree 3) respectively, is given by,

$$
\begin{aligned}
f= & \left(x^{3} x+x^{2} z^{2}+z^{4}\right) y /\left(x^{5}+x^{3} z^{2}+z^{5}\right) \\
& +\left(x^{5}+x^{4} z+x^{3} z^{2}+z^{3} x^{2}+x z^{4}+z^{5}\right) /\left(x^{5}+x^{3} z^{2}+z^{5}\right)
\end{aligned}
$$

Evaluating $f$ at all the 5 places $\mathscr{P}_{i}$ from the Table 7.1 and using the map $\pi_{\operatorname{deg}\left(P_{i}\right)}$ that maps all evaluations to $\mathbb{F}_{2}$ results in,

$$
[\overbrace{1|1| 0|1|}^{\left.\left.f\left(\mathscr{P}_{i}\right)\right|_{\operatorname{deg}\left(\mathscr{P}_{i}\right)}\right)=1} \underbrace{]}_{\left.f\left(\mathscr{P}_{i}\right)\right|_{\operatorname{deg}\left(\mathscr{P}_{i}\right)=2} ^{1 \mid \alpha^{2}}}
$$

This forms the code $[6,1,5]_{4}{ }^{1}$. In $\mathbb{F}_{2}$ this becomes,

$$
[1|1| 0|1| \underbrace{10}_{1} \mid \underbrace{11}_{\alpha^{2}}]
$$

[^10]which forms the code $[8,1,5]_{2}$. Short auxiliary codes $[1,1,1]_{2}$ to encode $\left.f\left(\mathscr{P}_{i}\right)\right|_{\operatorname{deg}\left(\mathscr{P}_{i}\right)=1}$ and $[3,2,2]_{2}$ to encode $\left.f\left(\mathscr{P}_{i}\right)\right|_{\operatorname{deg}\left(\mathscr{P}_{i}\right)=2}$ are used. The resulting codeword of a generalised AG code is ,
\[

\left[$$
\begin{array}{lll|l|llllll}
1 \mid & 0 \mid & 1 \mid & 0 & 1 \mid & 1 & 1 & 0
\end{array}
$$\right] .
\]

This forms the code $[10,1,7]_{2}$.

### 7.3.1 Results

Four polynomials and their associated curves are used to obtain codes in $\mathbb{F}_{16}$ better than the best known codes in (Schimd and Shurer, 2004). The four polynomials are given in Table 7.2 while Table 7.3 gives a summary of the properties of their associated curves (with $t=4$ ). $w$ is the primitive element of $\mathbb{F}_{16}$. The number of places of degree $j, A_{j}$, is determined by computer algebra system MAGMA (Bosma et al., 1997). The best known linear codes from (Schimd and Shurer, 2004) over $\mathbb{F}_{16}$ with $j=d_{j}$ for $1 \leq j \leq 4$ are

$$
[1,1,1]_{16} \quad[3,2,2]_{16} \quad[5,3,3]_{16} \quad[7,4,4]_{16}
$$

which correspond to $C_{1}, C_{2}, C_{3}$ and $C_{4}$ respectively. Since $t=4$ for all the codes in this paper and

$$
\left[d_{1}, d_{2}, d_{3}, d_{4}\right]=[1,2,3,4]
$$

The representation $C_{1}\left(k ; t ; B_{1}, B_{2}, \ldots, B_{t} ; d_{1}, d_{2}, \ldots, d_{t}\right)$ is shortened as such,

$$
C_{1}\left(k ; t ; B_{1}, B_{2}, \ldots, B_{t} ; d_{1}, d_{2}, \ldots, d_{t}\right) \equiv C_{1}\left(k ; B_{1}, B_{2}, \ldots, B_{t}\right) .
$$

Tables 7.4-7.5 gives new codes that improve on both constructible codes in (Schimd and Shurer, 2004). Tables $7.6-7.7$ show new codes with better minimum distance than codes in (Schimd and Shurer, 2004). It is also worth noting that codes of the form $C_{1}(k ; N, 0,0,0)$ are simply Goppa codes (defined with only rational points). The symbol \# in the Tables 7.4-7.7 denotes the number of new codes from each generalised AG code $C_{1}\left(k ; B_{1}, B_{2}, \ldots, B_{t}\right)$. The tables in (Geer et al., 2009) contain curves known to have the most number of rational points for a given genus. Over $\mathbb{F}_{16}$ the curve with the highest number of points with genus $g=12$ from (Geer et al., 2009) has 88 rational points, was constructed using class field theory and is not defined by an explicit polynomial. On the other hand the curve $\mathscr{X}_{1} / \mathbb{F}_{16}$ obtained by Kummer covering of the projective line in (Shabat, 2001) has $A_{1}=83$ rational points and genus $g=12$ and is explicitly presented. Codes from this curve represent the best constructible codes in $\mathbb{F}_{16}$ with code length 83 . The curve $\mathscr{X}_{2} / \mathbb{F}_{16}$ is defined by the well-known Hermitian polynomial.

Tables 7.4-7.8 give the new codes obtained from $\mathscr{X}_{2} / \mathbb{F}_{16}, \mathscr{X}_{3} / \mathbb{F}_{16}$ and $\mathscr{X}_{4} / \mathbb{F}_{16}$.

| $F_{1}=x^{5} z^{10}+x^{3} z^{12}+x z^{14}+y^{15}$ |
| :--- |
| $F_{2}=x^{5}+y^{4} z+y z^{4}$ |
| $F_{3}=x^{16}+x^{4} y^{15}+x^{4}+x y^{15}+w^{4} y^{15}+w^{4}$ |
| $F_{4}=x^{28}+w x^{20}+x^{18}+w^{10} x^{17}+w^{10} x^{15}+$ |
| $w^{4} x^{14}+w^{3} x^{13}+w^{3} x^{12}+w x^{11}+x^{10}+$ |
| $w^{11} x^{9}+w^{12} x^{8}+w^{14} x^{7}+w^{13} x^{6} y^{2}+w^{9} x^{6} y+$ |
| $w^{6} x^{6}+w^{2} x^{5} y^{2}+w^{13} x^{5} y+w^{14} x^{5}+w^{14} x^{4} y^{4}+$ |
| $w^{7} x^{4} y^{2}+w^{6} x^{4} y+w^{9} x^{4}+w^{8} x^{3} y^{4}+w^{11} x^{3} y+$ |
| $w^{4} x^{3}+w^{11} x^{2} y^{4}+w^{11} x^{2} y^{2}+w x^{2} y+w^{5} x^{2}+$ |
| $w^{8} x y^{4}+w^{6} x y^{2}+w^{9} x y+w^{11} y^{8}+y^{4}+w^{2} y^{2}+$ |
| $w^{3} y$ |

Table 7.2: Polynomials in $\mathbb{F}_{16}$

| Curve | Genus | $A_{1}$ | $A_{2}$ | $A_{3}$ | $A_{4}$ | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathscr{X}_{1}$ | 12 | 83 | 60 | 1320 | 16140 | (Shabat, 2001) |
| $\mathscr{X}_{2}$ | 6 | 65 | 0 | 1600 | 15600 | Hermitian curve |
| $\mathscr{X}_{3}$ | 40 | 225 | 0 | 904 | 16920 | (Garcia and Quoos, 2001) |
| $\mathscr{X}_{4}$ | 13 | 97 | 16 | 1376 | 15840 | (Geer and Vlugt, 2000) via (Grassl, 2010) |

Table 7.3: Properties of $\mathscr{X}_{i} / \mathbb{F}_{16}$

| Codes | $k$ Range | Description | $\#$ |
| :--- | :---: | :--- | :---: |
| $[83, k, d \geq 72-k]_{16}$ | $8 \leq k \leq 52$ | $C_{1}(k ;[83,0,0,0])$ | 45 |
| $[89, k, d \geq 76-k]_{16}$ | $9 \leq k \leq 54$ | $C_{1}(k ;[83,2,0,0])$ | 46 |
| $[94, k, d \geq 79-k]_{16}$ | $10 \leq k \leq 57$ | $C_{1}(k ;[83,2,1,0])$ | 48 |
| $[92, k, d \geq 78-k]_{16}$ | $9 \leq k \leq 57$ | $C_{1}(k ;[83,3,0,0])$ | 49 |
| $[98, k, d \geq 82-k]_{16}$ | $11 \leq k \leq 59$ | $C_{1}(k ;[83,5,0,0])$ | 49 |

Table 7.4: Best Constructible Codes from $\mathscr{X}_{1} / \mathbb{F}_{16}$

| Codes | $k$ Range | Description | $\#$ |
| :--- | :---: | :--- | :---: |
| $[72, k, d \geq 64-k]_{16}$ | $11 \leq k \leq 50$ | $C_{1}(k ;[65,0,0,1])$ | 40 |
| $[79, k, d \geq 68-k]_{16}$ | $11 \leq k \leq 48$ | $C_{1}(k ;[65,0,0,2])$ | 38 |
| $[77, k, d \geq 67-k]_{16}$ | $10 \leq k \leq 51$ | $C_{1}(k ;[65,0,1,1])$ | 42 |
| $[75, k, d \geq 66-k]_{16}$ | $9 \leq k \leq 51$ | $C_{1}(k ;[65,0,2,0])$ | 43 |

Table 7.5: Best Constructible Codes from $\mathscr{X}_{2} / \mathbb{F}_{16}$

| Codes | $k$ Range | Description | $\#$ |
| :--- | :---: | :--- | :---: |
| $[70, k, d \geq 63-k]_{16}$ | $10 \leq k \leq 50$ | $C_{1}(k ;[65,0,1,0])$ | 41 |

Table 7.6: New Codes from $\mathscr{X}_{2} / \mathbb{F}_{16}$

| Code | $k$ Range | Description | $\#$ |
| :---: | :---: | :---: | :---: |
| $[232, k, 190-k]$ | $102 \geq k \geq 129$ | $C_{1}(k ;[225,0,0,1])$ | 28 |
| $[230, k, 189-k]$ | $100 \geq k \geq 129$ | $C_{1}(k ;[225,0,1,0])$ | 30 |
| $[235, k, 192-k]$ | $105 \geq k \geq 121$ | $C_{1}(k ;[225,0,2,0])$ | 17 |

Table 7.7: New Codes from $\mathscr{X}_{3} / \mathbb{F}_{16}$

| Codes | $k$ Range | Description | $\#$ |
| :--- | :---: | :--- | :---: |
| $[102, k, 88-k]$ | $8 \leq k \leq 66$ | $C(k ;[97,0,1,0])$ | 59 |
| $[103, k, 89-k]$ | $8 \leq k \leq 68$ | $C(k ;[97,2,0,0])$ | 61 |
| $[106, k, 91-k]$ | $k=8$ | $C(k ;[97,3,0,0])$ | 1 |

Table 7.8: New Codes from $\mathscr{X}_{4} / \mathbb{F}_{16}$

### 7.4 Generalised Construction II

This section describes the construction of generalised AG codes as described in (Leung et al., 2002). This method is a variation of the first method in (Xing et al., 1999a) and codes constructed from this construction can be seen as subfield image codes. Suppose $\mathbb{F}_{q} \subset \mathbb{F}_{q^{e}} \subset \mathbb{F}_{q^{e \ell}}$ with $\ell \geq 2$ and $e>1$. It is then possible to map $\mathbb{F}_{q^{e \ell}}$ to an $e \ell \times e \ell$ - matrix with elements from $\mathbb{F}_{q}$ (see Section 2.3.3.1). The map $\psi_{e \ell}$ is defined as such,

$$
\psi_{e \ell}: \mathbb{F}_{q^{e \ell}} \rightarrow \mathbb{F}_{q}^{e \ell \times e \ell}
$$

The map $\psi_{e \ell}$ acts on a vector $a=\left(a_{1}, \ldots, a_{u}\right)$ as such,

$$
\psi_{e \ell}\left(\left(a_{1}, \ldots, a_{u}\right)\right)=\psi_{e \ell}\left(a_{1}\right)|\ldots| \psi_{e \ell}\left(a_{u}\right) \quad a_{i} \in \mathbb{F}_{q^{e \ell}}
$$

where $\mid$ denotes matrix concatenation. The map $\sigma_{e \ell, n}$ is also defined,

$$
\begin{aligned}
& \sigma_{e \ell, n}: \mathbb{F}_{q}^{e \ell \times e \ell} \rightarrow \mathbb{F}_{q}^{e \ell \times n} \\
& \sigma_{e \ell, n}(M)=M \times G
\end{aligned}
$$

where $M$ is matrix with dimension $e \ell \times e \ell$ and $G$ is the generator matrix of a code with dimension $e \ell$ and length $n$. Let $F=F(x, y, z)$ be a homogeneous polynomial defined in $\mathbb{F}_{q^{e}}$. Let $g$ be the genus of the curve $\mathscr{X} / \mathbb{F}_{q^{e}}$ corresponding to the polynomial $F$. Also let $P_{1}, P_{2}, \ldots, P_{r}$ be $r$ distinct places of $\mathscr{X} / \mathbb{F}_{q^{e}}$ and $k_{i}=\operatorname{deg}\left(P_{i}\right)(d e g$ is degree of). $W$ is a divisor of the curve $\mathscr{X} / \mathbb{F}_{q^{e}}$ such that $W=P_{1}+P_{2}+\cdots+P_{r}$ and $G$ a divisor so that

$$
\sup p(W) \cap \operatorname{supp}(G)=\varnothing .
$$

More specifically $G=m(Q-R)$ where $\operatorname{deg}(Q)=\operatorname{deg}(R)+1$. Associated with the divisor $G$ is a Riemann-Roch space $\mathscr{L}(G)$ with $m=\operatorname{deg}(G)$ ) an integer, $m \geq 0$. From the Riemann-Roch theorem it is known that the dimension of $\mathscr{L}(G)$ is given by $l(G)$ and

$$
l(G) \geq m-g+1
$$

with equality when $m \geq 2 g-1$. Also associated with each $P_{i}$ is a $q$-ary code $C_{i}$ with parameters $\left[n_{i}, e k_{i}=e \cdot \operatorname{deg}\left(P_{i}\right), d_{i}\right]_{q}$ with the restriction that $d_{i} \leq e k_{i}$. Let $\left\{f_{1}, f_{2}, . ., f_{k}: f_{l} \in \mathscr{L}(G)\right\}$ denote a set of $k$ linearly independent elements of $\mathscr{L}(G)$
that form a basis. A generator matrix for a generalised AG code is given as such,

$$
M=\left[\begin{array}{ccc}
\sigma_{e k_{1}, n_{1}}\left(\psi_{e k_{1}}\left(\pi_{k_{1}}\left(f_{1}\left(P_{1}\right)\right)\right)\right) & \cdots \cdots & \sigma_{e k_{r}, n_{r}}\left(\psi_{e k_{r}}\left(\pi_{k_{r}}\left(f_{1}\left(P_{r}\right)\right)\right)\right) \\
\sigma_{e k_{1}, n_{1}}\left(\psi_{e k_{1}}\left(\pi_{k_{1}}\left(f_{2}\left(P_{1}\right)\right)\right)\right) & \cdots \cdots & \sigma_{e k_{r}, n_{r}}\left(\psi_{e k_{r}}\left(\pi_{k_{r}}\left(f_{2}\left(P_{r}\right)\right)\right)\right) \\
\vdots & \ddots & \vdots \\
\sigma_{e k_{1}, n_{1}}\left(\psi_{e k_{1}}\left(\pi_{k_{1}}\left(f_{k}\left(P_{1}\right)\right)\right)\right) & \cdots \cdots & \sigma_{e k_{r}, n_{r}}\left(\psi_{e k_{r}}\left(\pi_{k_{r}}\left(f_{k}\left(P_{r}\right)\right)\right)\right)
\end{array}\right]
$$

It is desirable to choose the maximum possible minimum distance for all codes $C_{i}$ so that $d_{i}=e k_{i}$. The same code is used in the map $\sigma_{e k_{i}, n_{i}}$ for all points of the same degree $k_{i}$ i.e. the code $C_{j}$ has parameters $\left[n_{j}, e j, d_{j}\right]_{q}$ for a place of degree $j$. Let $A_{j}$ be an integer denoting the number of places of degree $j$ and $B_{j}$ be an integer such that $0 \leq B_{j} \leq A_{j}$. If $t$ is the maximum degree of any place $P_{i}$ chosen in the construction, then the generalised AG code is represented as a $C_{2}\left(k ; t ; B_{1}, B_{2}, \ldots, B_{t} ; d_{1}, d_{2}, \ldots, d_{t}\right)$. Let $[n, k, d]_{q}$ represent a linear code in $\mathbb{F}_{q}$ with length $n$, dimension $k$ and minimum distance $d$, then a generalised type II AG code is given by the parameters (Leung et al., 2002),

$$
\begin{aligned}
& k=e \cdot l(G) \geq e(m-g+1) \\
& n=\sum_{i=1}^{r} n_{i}=\sum_{j=1}^{t} B_{j} n_{j} \\
& d \geq \sum_{i=1}^{r} d_{i}-e \cdot \operatorname{deg}(G)=\sum_{i=1}^{r} d_{i}-k
\end{aligned}
$$

No improvements were obtained using this method however many best known codes have been obtained.

### 7.5 Summary

The concept of place of higher degrees of curves was presented. This notion was used in the construction of two types of generalised AG codes. Using the generalised Construction I 237 improvements to the tables in (Schimd and Shurer, 2004) were found. Further results are also obtainable from trivial modifications on the new codes like shortening, padding and puncturing. In addition many improvements on constructible codes in the table in (Schimd and Shurer, 2004) are presented. Finding curves with many places of small degree and small genera will result in many new codes using these methods. Tables in (Schimd and Shurer, 2004) can be improved via these methods using curves with many points in large finite fields.

## 8. Improved Codes From Goppa Codes

### 8.1 Introduction

Goppa introduced a class of linear codes in (Goppa, 1972) and (Goppa, 1971) commonly referred to as Goppa codes or $\Gamma(L, G)$ codes. These codes form an important subclass of alternant codes and meet the famous Gilbert-Varshamov bound. $\Gamma(L, G)$ codes have good properties and some of these codes have the best known minimum distance of any known codes with the same length and rate. The codes are mainly defined in a finite field $\mathbb{F}_{q}$ and are sub-field sub-codes of generalised Reed Solomon codes defined in an extension field of $\mathbb{F}_{q}$. Goppa in a subsequent paper (Goppa, 1972) showed several methods of extending the length of $\Gamma(L, G)$ codes. Similarly Sugiyama et al (Sugiyama et al., 1976) presented binary codes derived from $\Gamma(L, G)$ codes by extending their length and produced some good codes as a result. In this chapter a construction of extended nonbinary Goppa codes and some improved codes that have better minimum distance than the best known codes in the tables from (Grassl, 2007) with the same length and dimension are presented. This construction is a generalisation of the method in (Sugiyama et al., 1976) for binary Goppa codes.
Section 8.2 gives a brief background on Goppa codes and a definition that suits the purposes of this chapter. Section 8.3 gives a generalisation of Construction P (Sugiyama et al., 1976) for binary codes and establishes the parameters of nonbinary codes obtained therefrom. Section 8.4 shows that certain extended Goppa Codes can be seen as BCH codes and an instance of the construction from Section 8.3 is used to present improved codes. And finally, Section 8.6 gives a summary of the codes found using the construction method and further results from nested codes using construction X.

### 8.2 Goppa Codes

Recall the description of Goppa codes from Section 3.4. In designing Goppa codes, it is usually desirable to obtain codes as long as possible and hence the Goppa polynomial $G(x)$ is commonly chosen to have no roots in the field $\mathbb{F}_{q^{m}}$, in which case the length of the code is equal to the size of the field i.e. $n=q^{m}$. For our purposes
we are interested in Goppa codes whose polynomial has roots in the field $\mathbb{F}_{q^{m}}$. A useful relationship between the parity check matrix of a Goppa code (defined with a polynomial with roots in its coefficient field) and the Cauchy matrix was presented in (Sugiyama et al., 1976) and more explicitly in (Tzeng and Zimmermann, 1975).
8.1 Theorem (From (Tzeng and Zimmermann, 1975, Appendix)). A $\Gamma(L, G)$ defined by a polynomial $G(x)=\prod_{\mu=1}^{\ell}\left(x-\beta_{\mu}\right)^{r_{\mu}}$ with each $\beta_{\mu}$ distinct, $r_{\mu}>0$ and $\beta_{\mu} \in \mathbb{F}_{q^{m}}$ satisfies the parity equations

$$
\sum_{i=0}^{n-1} \frac{c_{i}}{\left(\beta_{\mu}-\alpha_{i}\right)^{j}}=0 \quad \text { for } j=1, \ldots, r_{\mu}, \mu=1, \ldots, \ell
$$

The parity check matrix of the code can be expressed as

$$
H=\left[\begin{array}{c}
H_{r_{1}}  \tag{8.1}\\
H_{r_{2}} \\
\vdots \\
H_{r_{\ell}}
\end{array}\right] \text {, }
$$

where

$$
H_{r_{\mu}}=\left[\begin{array}{cccc}
\frac{1}{\left(\beta_{\mu}-\alpha_{0}\right)} & \frac{1}{\left(\beta_{\mu}-\alpha_{1}\right)} & \cdots & \frac{1}{\left(\beta_{\mu}-\alpha_{n-1}\right)}  \tag{8.2}\\
\frac{1}{\left(\beta_{\mu}-\alpha_{0}\right)^{2}} & \frac{1}{\left(\beta_{\mu}-\alpha_{1}\right)^{2}} & \cdots & \frac{1}{\left(\beta_{\mu}-\alpha_{n-1}\right)^{2}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{\left(\beta_{\mu}-\alpha_{0}\right)^{r} \mu} & \frac{1}{\left(\beta_{\mu}-\alpha_{1}\right)^{r} \mu} & \cdots & \frac{1}{\left(\beta_{\mu}-\alpha_{n-1}\right)^{r \mu}}
\end{array}\right] .
$$

This code with symbols in $\mathbb{F}_{q}$ and defining set $L=\mathbb{F}_{q^{m}} \backslash\left\{\beta_{1}, \ldots, \beta_{\ell}\right\}=\left\{\alpha_{0}, \ldots, \alpha_{n-1}\right\}$ has parameters

$$
\begin{array}{ll}
\text { length: } & n=|L|, \\
\text { redundancy: } & n-k \leq m\left(\sum_{\mu=1}^{\ell} r_{\mu}\right) \\
\text { distance: } & d \geq \sum_{\mu=1}^{\ell} r_{\mu}+1
\end{array}
$$

A special case is when $r_{\mu}=1$ for all $\mu$ when the parity matrix of the $\Gamma(L, G)$ code becomes

$$
H=\left[\begin{array}{cccc}
\frac{1}{\beta_{1}-\alpha_{0}} & \frac{1}{\beta_{1}-\alpha_{1}} & \cdots & \frac{1}{\beta_{1}-\alpha_{n-1}} \\
\frac{1}{\beta_{2}-\alpha_{0}} & \frac{1}{\beta_{2}-\alpha_{1}} & \cdots & \frac{1}{\beta_{2}-\alpha_{n-1}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{\beta_{\ell}-\alpha_{0}} & \frac{1}{\beta_{\ell}-\alpha_{1}} & \cdots & \frac{1}{\beta_{\ell}-\alpha_{n-1}}
\end{array}\right],
$$

which is equivalent to a Cauchy matrix. It is also the parity check matrix of a separable Goppa code.

### 8.2.1 Modified Goppa Codes

In (Goppa, 1971), Goppa defined modified Goppa codes. He showed that adding a row of all 1's to the parity check matrix of a Goppa code increases both the minimum distance and the redundancy by one.
8.2 Theorem (From (Goppa, 1971, Theorem 3)). A modified Goppa code $\tilde{\mathscr{C}}$ with the parity check matrix

$$
\tilde{H}=\left[\begin{array}{c}
11 \ldots 1 \\
H
\end{array}\right]
$$

where $H$ is the parity check matrix of a $\Gamma(L, G)$ code with a Goppa polynomial $G(x)$ with degree $r$ defined with coefficients in $\mathbb{F}_{q^{m}}$, has parameters

$$
\begin{array}{ll}
\text { length: } & n=|L|, \\
\text { redundancy: } & n-k \leq m r+1, \\
\text { distance: } & d \geq r+2 .
\end{array}
$$

The use of modified Goppa codes is most effective when the codes have symbols in the field $\mathbb{F}_{q}$ for which $q \neq 2$. It is possible to extend a modified Goppa code by adding a parity check on the row with all 1's

$$
\tilde{H}_{e}=\left[\begin{array}{cc}
11 \ldots 1 & 1  \tag{8.3}\\
H & 0
\end{array}\right] .
$$

This extended and modified Goppa code has parameters

$$
\begin{array}{ll}
\text { length: } & n^{\prime}=|L|+1 \\
\text { redundancy: } & n^{\prime}-k^{\prime} \leq m r+1
\end{array}
$$

8.3 Theorem. The minimum distance of an extended and modified Goppa code defined with a polynomial $G(x)$ of degree $r$ is lower bounded by $d^{\prime} \geq r+2$.

Proof. Let $\mathbf{c}=\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)$ be a non-zero codeword of the Goppa code $\mathscr{C}$ defined by $G(x)$ of degree $r$ and the parity check matrix $H$ in (8.3). A codeword of an extended and modified Goppa code is then of the form

$$
\mathbf{c}_{e}=\left(c_{0}, c_{1}, \ldots, c_{n-1},-\sum_{i=0}^{n-1} c_{i}\right) .
$$

If $c_{n}=-\sum_{i=0}^{n-1} c_{i}=0$, then $\mathbf{c}$ is a codeword of the modified Goppa code of Theo-
rem 8.2 and its weight is at least $r+2$. Otherwise, $c_{n} \neq 0$ and hence

$$
\operatorname{wgt}\left(\mathbf{c}_{e}\right)=\operatorname{wgt}(\mathbf{c})+1 \geq r+2 .
$$

In the literature, these extended and modified Goppa codes are simply called extended Goppa codes (MacWilliams and Sloane, 1983).

### 8.3 Code Construction

The construction presented below is a generalisation of Construction P in (Sugiyama et al., 1976) from binary to nonbinary codes.

We start with extended and modified Goppa codes defined in the previous section and a Goppa polynomial with roots exclusively in $\mathbb{F}_{q^{m}}$. Consider the Goppa polynomial

$$
\begin{equation*}
G(x)=\prod_{\mu=1}^{\ell}\left(x-\beta_{\mu}\right)^{r_{\mu}} \tag{8.4}
\end{equation*}
$$

of degree $r=\sum_{\mu=1}^{\ell} r_{\mu}$ with distinct roots $\beta_{\mu} \in \mathbb{F}_{q^{m}}$ and $r_{\mu}>0$. The codes $\mathscr{C}_{\mathrm{P}}$ are defined via with parity check matrix

$$
H_{\mathrm{P}}=\left[\begin{array}{cccccc}
11 \ldots 1 & 1 & 0 & 0 & \cdots & 0  \tag{8.5}\\
H_{r_{1}} & 0 & H_{\mathrm{I}_{1}} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
H_{r_{\ell}} & 0 & 0 & 0 & \cdots & H_{\mathrm{I}_{\ell}}
\end{array}\right]
$$

The first $q^{m}-\ell+1$ columns of $H_{\mathrm{P}}$ contain the parity check matrix $\tilde{H}_{e}$ of the extended and modified Goppa code given in (8.3), where the matrices $H_{r_{\mu}}$ are defined in (8.2). For each of the matrices $H_{r_{\mu}}$, we add an $r_{\mu} \times m$ matrix $H_{\mathrm{I} \mu}$ of the form

$$
H_{\mathrm{I}_{\mu}}=\left[\begin{array}{ccccc}
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 \\
1 & \alpha & \alpha^{2} & \cdots & \alpha^{m-1}
\end{array}\right]
$$

where $\alpha$ is a primitive element of the field $\mathbb{F}_{q^{m}}$. Clearly the code $\mathscr{C}_{\mathrm{P}}$ has length and redundancy

$$
\begin{array}{ll}
\text { length: } & n=q^{m}-\ell+m \ell+1, \\
\text { redundancy: } & n-k \leq m r+1
\end{array}
$$

To obtain a lower bound on the minimum distance of the codes $\mathscr{C}_{\mathrm{P}}$, we can basically follow the logic and presentation of the proof of Theorem 7 in (Sugiyama et al., 1976).
8.4 Theorem. The minimum distance of the code $\mathscr{C}_{P}$ is lower bounded by $d \geq r+2$.

Proof. Let $\mathbf{c}=\left(\mathbf{c}_{0}, \mathbf{c}_{1}, \ldots, \mathbf{c}_{\ell}\right)$ be a codeword of $\mathscr{C}_{\mathrm{P}}$, where

$$
\mathbf{c}_{0}=\left(a_{1}, a_{2}, \ldots, a_{q^{m}-\ell}, a_{q^{m}-\ell+1}\right)
$$

is a codeword of a modified and extended Goppa code $\tilde{\mathscr{C}}_{e}$ with Goppa polynomial given in Equation (8.4), and $\mathbf{c}_{\mu} \in \mathbb{F}_{q}^{m}$ for $1 \leq \mu \leq \ell$. If at least one of these vectors $\mathbf{c}_{\mu}$ for $1 \leq \mu \leq \ell$ is non-zero, then $\mathbf{c}_{0}$ must be non-zero as well since the columns of the submatrices $H_{\mathrm{I} \mu}$ are linearly independent over $\mathbb{F}_{q}$.

Therefore, assume that $\mathbf{c}_{0}$ is non-zero. Furthermore, let $U_{\mathrm{Z}}$ and $U_{\mathrm{N}}$ be the sets of integers $\mu$ such that $\mathbf{c}_{\mu}, \mu \geq 1$ is zero or non-zero, respectively. For $\mu \in U_{\mathrm{N}}$, by definition $\mathbf{c}_{\mu} \neq \mathbf{0}$, and $\mathbf{c}_{\mu}$ has weight at least 1 . Hence the weight of $\mathbf{c}$ is lower bounded by $\operatorname{wgt}\left(\mathbf{c}_{0}\right)+\left|U_{\mathrm{N}}\right|$.

In order to obtain a bound on the weight of $\mathbf{c}_{0}$ first note that $\mathbf{c}_{\mu} \neq \mathbf{0}$ implies that the parity check given by the last row of $H_{\mu}$ in $H_{\mathrm{P}}$ does not hold for $\mathbf{c}_{0}$, but the other parity check equations are fulfilled. Hence $\mathbf{c}_{0}$ is a codeword of the extended and modified Goppa code with Goppa polynomial

$$
\tilde{G}(x)=\prod_{\mu \in U_{\mathrm{N}}}\left(x-\beta_{\mu}\right)^{r_{\mu}-1} \prod_{\mu \in U_{Z}}\left(x-\beta_{\mu}\right)^{r_{\mu}} .
$$

The degree of $\tilde{G}(x)$ is $r-\left|U_{\mathrm{N}}\right|$, and hence by Theorem $8.3 \operatorname{wgt}\left(\mathbf{c}_{0}\right) \geq r-\left|U_{\mathrm{N}}\right|+2$. In summary we get $\operatorname{wgt}(\mathbf{c}) \geq \operatorname{wgt}\left(\mathbf{c}_{0}\right)+\left|U_{\mathrm{N}}\right| \geq r+2$.

An alternative view of the codes $\mathscr{C}_{\mathrm{P}}$ is that each codeword $\mathbf{c}=\left(\mathbf{c}_{0}, \mathbf{c}_{1}, \ldots, \mathbf{c}_{\ell}\right) \in \mathscr{C}_{\mathrm{P}}$ consists of a vector $\mathbf{c}_{0}$ over the field $\mathbb{F}_{q}$, while $\mathbf{c}_{\mu}, 1 \leq \mu \leq \ell$ are elements of the extension field $\mathbb{F}_{q^{m}}$ which are mapped to $m$ symbols in $\mathbb{F}_{q}$ using a basis ( $1, \alpha, \ldots, \alpha^{m-1}$ ).

## 8.4 $\mathscr{C}_{\mathrm{P}}$ As Extended BCH Codes

A subset of the codes $\mathscr{C}_{\mathrm{P}}$ can be seen as extended BCH codes in which case a better lower bound on the dimension of the codes can be obtained. In this case the Goppa polynomial in (8.4) is defined with $r_{1}>1$ and $r_{\mu}=1$ for $2 \leq \mu \leq \ell$, i.e.,

$$
\begin{equation*}
G(x)=\left(x-\beta_{1}\right)^{r_{1}} \prod_{\mu=2}^{\ell}\left(x-\beta_{\mu}\right) . \tag{8.6}
\end{equation*}
$$

8.5 Theorem (see (MacWilliams and Sloane, 1983, Ch. 12. §3, Problem (6))). A

Goppa code $\Gamma(L, G)$ defined with the polynomial $G(x)=(x-\beta)^{r}, \beta \in \mathbb{F}_{q^{m}}$, and the set $L=\mathbb{F}_{q^{m}} \backslash\{\beta\}$ corresponds to a BCH code defined in $\mathbb{F}_{q}$ with length $n=q^{m}-1$.

For simplicity we choose $\beta=0$. Then the BCH code $\Gamma\left(L, x^{r}\right)$ has consecutive roots $\left\{\alpha^{-1}, \alpha^{-2}, \ldots, \alpha^{-r}\right\}$ in $\mathbb{F}_{q^{m}}$. If we choose $\beta_{1}=0$ in Equation (8.6), the parity check matrix of the modified Goppa code defined with the polynomial in (8.6) and location set $L=\left\{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}\right\}$ is given by

$$
\tilde{H}=\left[\begin{array}{c}
11 \ldots 1  \tag{8.7}\\
H_{r_{1}} \\
H_{r_{2}} \\
\vdots \\
H_{r_{\ell}}
\end{array}\right]=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\frac{1}{\alpha_{0}} & \frac{1}{\alpha_{1}} & \cdots & \frac{1}{\alpha_{n-1}} \\
\frac{1}{\alpha_{0}^{2}} & \frac{1}{\alpha_{1}^{2}} & \cdots & \frac{1}{\alpha_{n-1}^{2}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{\alpha_{0}^{r_{1}}} & \frac{1}{\alpha_{1}^{r_{1}}} & \cdots & \frac{1}{\alpha_{n-1}^{r_{1}}} \\
\frac{1}{\beta_{2}-\alpha_{0}} & \frac{1}{\beta_{2}-\alpha_{1}} & \cdots & \frac{1}{\beta_{2}-\alpha_{n-1}} \\
\frac{1}{\beta_{3}-\alpha_{0}} & \frac{1}{\beta_{3}-\alpha_{1}} & \cdots & \frac{1}{\beta_{3}-\alpha_{n-1}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{\beta_{\ell}-\alpha_{0}} & \frac{1}{\beta_{\ell}-\alpha_{1}} & \cdots & \frac{1}{\beta_{\ell}-\alpha_{n-1}}
\end{array}\right] .
$$

Suppose $\mathbf{c}_{0}=\left(a_{1}, a_{2}, \ldots, a_{q^{m}-\ell}\right)$ is a codeword of the Goppa code $\Gamma\left(L, x^{r_{1}-1}\right)$ with $L=$ $\left\{\beta \in \mathbb{F}_{q^{m}}: G(\beta) \neq 0\right\}$ corresponding to a shortened BCH code ${ }^{1}$ with roots $\left\{\alpha^{-1}, \ldots, \alpha^{-r_{1}+1}\right\}$ in $\mathbb{F}_{q^{m}}$. As noted at the end of the previous section, we can represent $\mathbf{c} \in \mathscr{C}_{\mathrm{P}}$ in the form

$$
\begin{equation*}
\mathbf{c}=\left(a_{1}, \ldots, a_{q^{m}-\ell}, a_{q^{m}-\ell+1}, \mathbf{c}_{1}, \mathbf{c}_{2}, \ldots, \mathbf{c}_{\ell}\right) \tag{8.8}
\end{equation*}
$$

where $a_{j} \in \mathbb{F}_{q}$ and $^{2} \mathbf{c}_{\mu} \in \mathbb{F}_{q^{m}}$. We have

$$
\begin{aligned}
a_{q^{m}-\ell+1} & =-\sum_{i=1}^{q^{m}-\ell} a_{i}, \\
\mathbf{c}_{1} & =-\sum_{i=1}^{q^{m}-\ell} a_{i} \alpha_{i}^{-r_{1}}, \\
\text { and } \quad \mathbf{c}_{\mu} & =-\sum_{i=1}^{q^{m}-\ell} \frac{a_{i}}{\beta_{\mu}-\alpha_{i}} \quad \text { for } \mu>1 .
\end{aligned}
$$

Hence the codes $\mathscr{C}_{\mathrm{P}}$ defined with $G(x)$ in (8.6) can be seen as extending the BCH code $\Gamma\left(L, x^{r_{1}-1}\right)$. In many cases the redundancy of the codes is smaller than what is predicted by the bound Section 8.3. Suppose $r_{\mathrm{BCH}}$ is the redundancy of the BCH

[^11]code $\Gamma\left(L, x^{r_{1}-1}\right)$ then the parameters of the code $\mathscr{C}_{\mathrm{P}}$ defined by the Goppa polynomial in Equation (8.6) are
\[

$$
\begin{array}{ll}
\text { length: } & n=|L|+m \ell+1, \\
\text { redundancy: } & n-k \leq m \ell+r_{\mathrm{BCH}}+1, \\
\text { distance: } & d \geq r_{1}+\ell+1=r+2 .
\end{array}
$$
\]

### 8.4.1 Example

We use as an illustration of the construction a polynomial $G(x)=x^{2}(x+1)(x+\alpha)(x+$ $\alpha^{2}$ ) with coefficients from $\mathbb{F}_{16}$ to define an extended Goppa code in $\mathbb{F}_{4}$. The finite field $\mathbb{F}_{16}$ is defined with the primitive polynomial $s^{4}+s+1$ and has $\alpha$ as a primitive element. The set $L$ corresponding to $G(x)$ is then given by

$$
L=\mathbb{F}_{16} \backslash\left\{0,1, \alpha, \alpha^{2}\right\}, \quad|L|=12 .
$$

From (8.7) the parity matrix $\tilde{H}$ of the modified Goppa code over $\mathbb{F}_{16}$ is given as

$$
\tilde{H}=\left[\begin{array}{cccccccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\alpha^{12} & \alpha^{11} & \alpha^{10} & \alpha^{9} & \alpha^{8} & \alpha^{7} & \alpha^{6} & \alpha^{5} & \alpha^{4} & \alpha^{3} & \alpha^{2} & \alpha^{1} \\
\alpha^{9} & \alpha^{7} & \alpha^{5} & \alpha^{3} & \alpha^{1} & \alpha^{14} & \alpha^{12} & \alpha^{10} & \alpha^{8} & \alpha^{6} & \alpha^{4} & \alpha^{2} \\
\alpha^{1} & \alpha^{14} & \alpha^{5} & \alpha^{2} & \alpha^{6} & \alpha^{13} & \alpha^{8} & \alpha^{10} & \alpha^{3} & \alpha^{4} & \alpha^{9} & \alpha^{12} \\
\alpha^{6} & \alpha^{0} & \alpha^{13} & \alpha^{4} & \alpha^{1} & \alpha^{5} & \alpha^{12} & \alpha^{7} & \alpha^{9} & \alpha^{2} \alpha^{3} & \alpha^{8} \\
\alpha^{9} & \alpha^{5} & \alpha^{14} & \alpha^{12} & \alpha^{3} & \alpha^{0} & \alpha^{4} & \alpha^{11} & \alpha^{6} & \alpha^{8} & \alpha^{1} & \alpha^{2}
\end{array}\right] .
$$

$\mathscr{C}_{\mathrm{P}}$ is defined by the parity check matrix $H_{\mathrm{P}}$ over $\mathbb{F}_{4}$, given by

$$
H_{\mathrm{P}}=\left[\begin{array}{c}
111111111111100000000 \\
10 \bar{\omega} \omega \bar{\omega} \bar{\omega} 0 \omega 1 \omega \omega 0000000000 \\
\bar{\omega} \bar{\omega} 0 \omega 1 \omega \omega 01 \bar{\omega} 11000000000 \\
\omega \bar{\omega} \omega \omega 0 \bar{\omega} 1 \bar{\omega} 01 \omega 010000000 \\
\omega \omega 0 \bar{\omega} \bar{\omega} \bar{\omega} 01 \omega 11001000000 \\
0 \bar{\omega} \omega \omega 01 \bar{\omega} \omega 1 \omega 1000100000 \\
1 \bar{\omega} 01 \omega \omega 10 \bar{\omega} 1 \omega \bar{\omega} 000010000 \\
01110 \omega 1 \bar{\omega} \omega \omega \omega \bar{\omega} 000001000 \\
\omega 0 \omega 110 \bar{\omega} \omega \omega 1 \bar{\omega} 1000000100 \\
\omega \omega \bar{\omega} 1 \omega 1100 \bar{\omega} \omega 000000010 \\
\omega 0 \bar{\omega} \bar{\omega} 00 \bar{\omega} 1000000000001
\end{array}\right],
$$

Table 8.1: New Codes $\mathscr{C}_{P}$ over $\mathbb{F}_{7}$

| $\#$ | $q^{m}$ | $m$ | $r_{1}$ | $\ell$ | $\Gamma\left(L, x^{r_{1}-1}\right)$ | Codes $\mathscr{C}_{\mathrm{P}}$ | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | ---: | :---: | :---: | :---: | :---: |
| $\mathscr{C}_{1}$ | 49 | 2 | 9 | 3 | $[46,33,9]_{7}$ | $[53,33,13]_{7}$ | $[53,33,12]_{7}$ |
| $\mathscr{C}_{2}$ | 49 | 2 | 17 | 3 | $[46,22,17]_{7}$ | $[53,22,21]_{7}$ | $[53,22,20]_{7}$ |
| $\mathscr{C}_{3}$ | 49 | 2 | 9 | 4 | $[45,32,9]_{7}$ | $[54,32,14]_{7}$ | $[54,32,13]_{7}$ |
| $\mathscr{C}_{4}$ | 49 | 2 | 17 | 4 | $[45,21,17]_{7}$ | $[54,21,22]_{7}$ | $[54,21,21]_{7}$ |
| $\mathscr{C}_{5}$ | 49 | 2 | 1 | 5 | $[44,44,1]_{7}$ | $[55,44,7]_{7}$ | $[55,44,6]_{7}$ |
| $\mathscr{C}_{6}$ | 49 | 2 | 9 | 5 | $[44,31,9]_{7}$ | $[55,31,15]_{7}$ | $[55,31,14]_{7}$ |
| $\mathscr{C}_{7}$ | 49 | 2 | 1 | 9 | $[40,40,1]_{7}$ | $[59,40,11]_{7}$ | $[59,40,10]_{7}$ |

where $\omega$ is a primitive element of $\mathbb{F}_{4}$. The parity check matrix of $\mathscr{C}_{\mathrm{P}}$ in reduced echelon form is thus

$$
H_{\mathrm{P}}=\left[\begin{array}{c}
10000000000 \bar{\omega} 01 \bar{\omega} 11 \omega 0 \omega \bar{\omega} \\
01000000000 \omega 110 \bar{\omega} 0 \omega 1 \omega 1 \\
00100000000 \omega \omega \bar{\omega} 10 \omega 00 \omega \omega \\
000100000000 \omega 0 \omega \omega \omega \omega \omega 01 \\
00001000000 \omega \bar{\omega} \omega 11 \omega 1 \bar{\omega} 0 \omega \\
0000010000001 \bar{\omega} \bar{\omega} \omega 1 \bar{\omega} \omega \bar{\omega} \\
00000010000 \bar{\omega} 00 \omega 1 \omega \omega 1 \omega \omega \\
0000000100010000010 \omega \omega \\
00000000100 \bar{\omega} 01 \bar{\omega} \bar{\omega} \bar{\omega} 0 \omega 0 \\
00000000010 \omega \omega \bar{\omega} 1 \omega \bar{\omega} 110 \omega \\
00000000001 \bar{\omega} 00 \omega \omega \bar{\omega} \omega \bar{\omega} \omega \omega
\end{array}\right] .
$$

Since $\operatorname{deg} G(x)=5, m=2, \ell=4$ and $|L|=12$, the code has parameters $[21,10,7]_{4}$. The minimum weight of the code was confirmed by direct computation using Magma (Bosma et al., 1997). Observe that the code $\mathscr{C}_{\mathrm{P}}$ is an extension of the shortened BCH code $[12,10,2]_{4}$ defined with Goppa polynomial $x$ and the set $L$.

### 8.5 Nested Structure From Codes $\mathscr{C}_{\mathrm{r}}$

Consider the code $\mathscr{C}_{\text {R }}$ defined with the Goppa polynomial

$$
G(x)=x^{r_{1}} \prod_{i=0}^{\ell-2}\left(x-\alpha^{i}\right)
$$

and the parity check matrix

Table 8.2: New Codes $\mathscr{C}_{P}$ over $\mathbb{F}_{8}$

| $\#$ | $q^{m}$ | $m$ | $r_{1}$ | $\ell$ | $\Gamma\left(L, x^{r_{1}-1}\right)$ | Codes $\mathscr{C}_{\mathrm{P}}$ | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | ---: | ---: | :---: | :---: | :---: |
| $\mathscr{C}_{8}$ | 64 | 2 | 10 | 3 | $[61,46,10]_{8}$ | $[68,46,14]_{8}$ | $[68,46,13]_{8}$ |
| $\mathscr{C}_{9}$ | 64 | 2 | 19 | 3 | $[61,33,19]_{8}$ | $[68,33,23]_{8}$ | $[68,33,22]_{8}$ |
| $\mathscr{C}_{10}$ | 64 | 2 | 28 | 3 | $[61,22,28]_{8}$ | $[68,22,32]_{8}$ | $[68,22,31]_{8}$ |
| $\mathscr{C}_{11}$ | 64 | 2 | 10 | 4 | $[60,45,10]_{8}$ | $[69,45,15]_{8}$ | $[69,45,14]_{8}$ |
| $\mathscr{C}_{12}$ | 64 | 2 | 19 | 4 | $[60,32,19]_{8}$ | $[69,32,24]_{8}$ | $[69,32,23]_{8}$ |
| $\mathscr{C}_{13}$ | 64 | 2 | 10 | 5 | $[59,44,10]_{8}$ | $[70,44,16]_{8}$ | $[70,44,15]_{8}$ |
| $\mathscr{C}_{14}$ | 64 | 2 | 19 | 5 | $[59,31,19]_{8}$ | $[70,31,25]_{8}$ | $[70,31,24]_{8}$ |
| $\mathscr{C}_{15}$ | 64 | 2 | 10 | 6 | $[58,43,10]_{8}$ | $[71,43,17]_{8}$ | $[71,43,16]_{8}$ |
| $\mathscr{C}_{16}$ | 64 | 2 | 19 | 6 | $[58,30,19]_{8}$ | $[71,30,26]_{8}$ | $[71,30,25]_{8}$ |
| $\mathscr{C}_{17}$ | 64 | 2 | 10 | 7 | $[57,42,10]_{8}$ | $[72,42,18]_{8}$ | $[72,42,17]_{8}$ |
| $\mathscr{C}_{18}$ | 64 | 2 | 1 | 8 | $[56,56,1]_{8}$ | $[73,56,10]_{8}$ | $[73,56,9]_{8}$ |
| $\mathscr{C}_{19}$ | 64 | 2 | 1 | 10 | $[54,54,1]_{8}$ | $[75,54,12]_{8}$ | $[75,54,11]_{8}$ |
| $\mathscr{C}_{20}$ | 64 | 2 | 1 | 11 | $[53,53,1]_{8}$ | $[76,53,13]_{8}$ | $[76,53,12]_{8}$ |
| $\mathscr{C}_{21}$ | 64 | 2 | 1 | 12 | $[52,52,1]_{8}$ | $[77,52,14]_{8}$ | $[77,52,13]_{8}$ |
| $\mathscr{C}_{22}$ | 64 | 2 | 1 | 13 | $[51,51,1]_{8}$ | $[78,51,15]_{8}$ | $[78,51,14]_{8}$ |

$$
H_{\mathrm{R}}=\left[\begin{array}{cccccc}
11 \ldots 1 & 1 & 0 & 0 & \cdots & 0  \tag{8.9}\\
H_{r_{1}} & 0 & 0 & 0 & \cdots & 0 \\
H_{0} & 0 & h_{0} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
H_{\ell-2} & 0 & 0 & 0 & \cdots & h_{\ell-2}
\end{array}\right] .
$$

The submatrices $H_{i}, 0 \leq i \leq \ell-2$ are $1 \times q^{m}-\ell$ rows of the form

$$
H_{i}=\left[\begin{array}{lllll}
\frac{1}{\alpha^{\ell-1}-\alpha^{i}} & \frac{1}{\alpha^{\ell}-\alpha^{i}} & \frac{1}{\alpha^{\ell+1}-\alpha^{i}} & \cdots & \frac{1}{\alpha^{q^{m}-2}-\alpha^{i}}
\end{array}\right],
$$

where $\alpha$ is a primitive element of the field $\mathbb{F}_{q^{m}}$ and the submatrices $h_{i}, 0 \leq i \leq \ell-2$ are $1 \times m$ rows of the form

$$
h_{i}=\left[\begin{array}{lllll}
1 & \alpha & \alpha^{2} & \cdots & \alpha^{m-1}
\end{array}\right] .
$$

Table 8.3: New Codes $\mathscr{C}_{P}$ over $\mathbb{F}_{9}$

| \# | $q^{m}$ | $m$ | $r_{1}$ | $\ell$ | $\Gamma\left(L, x^{r_{1}-1}\right)$ | Codes $\mathscr{C}_{\text {P }}$ | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathscr{C}_{23}$ | 81 | 2 | 11 | 3 | $[78,61,11]_{9}$ | $[85,61,15]_{9}$ | $[85,61,14]_{9}$ |
| $\mathscr{C}_{24}$ | 81 | 2 | 21 | 3 | $[78,46,21]_{9}$ | $[85,46,25]_{9}$ | [85, 46, 24] ${ }_{9}$ |
| $\mathscr{C}_{25}$ | 81 | 2 | 31 | 3 | $[78,33,31]_{9}$ | $[85,33,35]_{9}$ | $[85,33,34]_{9}$ |
| $\mathscr{C}_{26}$ | 81 | 2 | 41 | 3 | $[78,22,41]_{9}$ | $[85,22,45]_{9}$ | [85,22, 44$]_{9}$ |
| $\mathscr{C}_{27}$ | 81 | 2 | 11 | 4 | $[77,60,11]_{9}$ | $[86,60,16]_{9}$ | [86,60, 15] ${ }_{9}$ |
| $\mathscr{C}_{28}$ | 81 | 2 | 21 | 4 | $[77,45,21]_{9}$ | $[86,45,26]_{9}$ | [86,45, 25$]_{9}$ |
| $\mathscr{C}_{29}$ | 81 | 2 | 31 | 4 | $[77,32,31]_{9}$ | $[86,32,36]_{9}$ | [86, 32, 35] 9 |
| $\mathscr{C}_{30}$ | 81 | 2 | 1 | 5 | $[76,76,1]_{9}$ | $[87,76,7]_{9}$ | $[87,76,6]_{9}$ |
| $\mathscr{C}_{31}$ | 81 | 2 | 11 | 5 | $[76,59,11]_{9}$ | $[87,59,17]_{9}$ | [87,59, 16] ${ }_{9}$ |
| $\mathscr{C}_{32}$ | 81 | 2 | 21 | 5 | $[76,44,21]_{9}$ | $[87,44,27]_{9}$ | [87,44, 26$]_{9}$ |
| $\mathscr{C}_{33}$ | 81 | 2 | 31 | 5 | $[76,31,31]_{9}$ | $[87,31,37]_{9}$ | [87,31,36] ${ }_{9}$ |
| $\mathscr{C}_{34}$ | 81 | 2 | 1 | 6 | $[75,75,1]_{9}$ | $[88,75,8]_{9}$ | $[88,75,7]_{9}$ |
| $\mathscr{C}_{35}$ | 81 | 2 | 11 | 6 | $[75,58,11]_{9}$ | $[88,58,18]_{9}$ | [88,58, 17] ${ }_{9}$ |
| $\mathscr{C}_{36}$ | 81 | 2 | 21 | 6 | $[75,43,21]_{9}$ | $[88,43,28]_{9}$ | [88, 43, 27] 9 |
| $\mathscr{C}_{37}$ | 81 | 2 | 1 | 7 | $[74,74,1]_{9}$ | [89, 74, 9$]_{9}$ | [89, 74,8$]_{9}$ |
| $\mathscr{C}_{38}$ | 81 | 2 | 11 | 7 | $[74,57,11]_{9}$ | $[89,57,19]_{9}$ | [89, 57, 18] ${ }_{9}$ |
| $\mathscr{C}_{39}$ | 81 | 2 | 21 | 7 | $[74,42,21]_{9}$ | $[89,42,29]_{9}$ | [89, 42, 28$]_{9}$ |
| $\mathscr{C}_{40}$ | 81 | 2 | 1 | 8 | $[73,73,1]_{9}$ | $[90,73,10]_{9}$ | $[90,73,9]_{9}$ |
| $\mathscr{C}_{41}$ | 81 | 2 | 11 | 8 | $[73,56,11]_{9}$ | $[90,56,20]_{9}$ | [90,56, 19] ${ }_{9}$ |
| $\mathscr{C}_{42}$ | 81 | 2 | 1 | 9 | $[72,72,1]_{9}$ | $[91,72,11]_{9}$ | [91, 72,10$]_{9}$ |
| $\mathscr{C}_{43}$ | 81 | 2 | 1 | 10 | $[71,71,1]_{9}$ | $[92,71,12]_{9}$ | [92, 71, 11] ${ }_{9}$ |
| $\mathscr{C}_{44}$ | 81 | 2 | 1 | 11 | $[70,70,1]_{9}$ | $[93,70,13]_{9}$ | [93, 70,12$]_{9}$ |
| $\mathscr{C}_{45}$ | 81 | 2 | 1 | 12 | $[69,69,1]_{9}$ | $[94,69,14]_{9}$ | $[94,69,13]_{9}$ |
| $\mathscr{C}_{46}$ | 81 | 2 | 1 | 13 | $[68,68,1]_{9}$ | $[95,68,15]_{9}$ | [95,68, 14] ${ }_{9}$ |
| $\mathscr{C}_{47}$ | 81 | 2 | 1 | 14 | $[67,67,1]_{9}$ | $[96,67,16]_{9}$ | [96,67, 15] 9 |
| $\mathscr{C}_{48}$ | 81 | 2 | 1 | 15 | $[66,66,1]_{9}$ | $[97,66,17]_{9}$ | $[97,66,16]_{9}$ |

Observe from Equations (8.5) and (8.9) that $\mathscr{C}_{\mathrm{R}}$ is simply a shortened form of $\mathscr{C}_{\mathrm{P}}$. Thus if $\mathscr{C}_{\mathrm{R}}$ and $\mathscr{C}_{\mathrm{P}}$ are defined with the same Goppa polynomial $G(x)$ then $H_{\mathrm{R}}$ corresponds to $H_{\mathrm{P}}$ with the submatrix $H_{\mathrm{I} 1}$ removed. The codes $\mathscr{C}_{\mathrm{R}}$ have parameters,

$$
\begin{array}{ll}
\text { length: } & n=|L|+m(\ell-1)+1, \\
\text { redundancy: } & n-k \leq m \ell+r_{\mathrm{BCH}}+1, \\
\text { distance: } & d \geq r_{1}+\ell+1=r+2
\end{array}
$$

Suppose $\mathscr{C}_{\mathrm{R} 1}$ is defined with $G_{1}(x)=x^{a} \prod_{i=0}^{\ell-2}\left(x-\alpha^{i}\right)$ and $\mathscr{C}_{\mathrm{R} 2}$ is defined with $G_{2}(x)=$ $x^{b} \prod_{i=0}^{\ell-2}\left(x-\alpha^{i}\right)$ with $a<b$, then

$$
\mathscr{C}_{\mathrm{R} 2} \subset \mathscr{C}_{\mathrm{R} 1}
$$

holds ${ }^{3}$. It is well known code that nested codes can be extended using Construction X. Recall Construction X from Theorem 2.1.
8.6 Theorem (Construction $\boldsymbol{X}$ (Sloane et al., 1972)). If a linear code $\mathscr{C}_{1}$ with parameters $\left[n_{1}, k_{1}, d_{1}\right]_{q}$ has a subcode $\mathscr{C}_{2}$ with parameters $\left[n_{2}, k_{2}, d_{2}\right]_{q}$, then $\mathscr{C}_{1}$ is extendable to a code with parameters $\left[n_{1}+n, k_{1}, \min \left\{d_{1}+\delta, d_{2}\right\}\right]_{q}$ using an auxiliary code $\left[n, k_{1}-k_{2}, \delta\right]_{q}$.

Table 8.4: New Codes From Construction $X$ in $\mathbb{F}_{7}$

| $\#$ | $\mathscr{C}_{2}$ |  |  |  | $\mathscr{C}_{1}$ |  |  |  | Auxiliary <br> codes |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| New Codes | Codes in (Grassl, 2007) |  |  |  |  |  |  |  |  |
|  | $r_{1}$ | $\ell$ | Codes | $r_{1}$ | $\ell$ | Codes |  |  |  |
| $\mathscr{C}_{49}$ | 8 | 5 | $[53,31,14]_{7}$ | 10 | 5 | $[53,27,16]_{7}$ | $[5,4,2]_{7}$ | $[58,31,16]_{7}$ | $[58,31,15]_{7}$ |

### 8.6 Results

In this section we present results on codes obtained from the two construction methods.

### 8.6.1 New Codes From $\mathscr{C}_{\text {P }}$

We use Goppa polynomials with coefficients in $\mathbb{F}_{q^{m}}$ of the form

$$
G(x)=x^{r_{1}} \prod_{i=0}^{\ell-2}\left(x-\alpha^{i}\right)
$$

where $\alpha$ is a primitive element of $\mathbb{F}_{q^{m}}$. The Goppa polynomial has $\operatorname{deg} G(x)=r=$ $r_{1}+\ell-1$. Hence from Theorem 8.4 the codes $\mathscr{C}_{\mathrm{P}}$ have minimum distance $d \geq r_{1}+$ $\ell+1$. The codes presented in Tables 8.1-8.3 have minimum distances better than

[^12]Table 8.5: New Codes From Construction $X$ in $\mathbb{F}_{8}$

| $\#$ | $\mathscr{C}_{\mathrm{R} 1}$ |  |  |  | $\mathscr{C}_{\mathrm{R} 2}$ |  |  | Auxiliary <br> codes | New Codes |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | Codes in (Grassl, 2007)

the codes with the same length and dimension in (Grassl, 2007). The codes are represented in the form $[n, k, d]_{q}$. The dimensions of the codes in Tables 8.1-8.3 are obtained by expressing their respective parity check matrices in reduced echelon form.

### 8.6.2 New Codes From $\mathscr{C}_{R}$

Using Construction X on the codes $\mathscr{C}_{\mathrm{R} 1}$ and $\mathscr{C}_{\mathrm{R} 2}$ as defined in Section 8.5 and short optimal auxiliary codes, we are able to obtain 30 improvements to the tables in (Grassl, 2007) for the fields $\mathbb{F}_{7}, \mathbb{F}_{8}$ and $\mathbb{F}_{9}$. The results are shown in Tables 8.4-8.6. In addition to the 79 codes presented in Tables 8.1-8.6 many codes that improve the tables in (Grassl, 2007) can be obtained by shortening and puncturing codes in Tables 8.1-8.6.

### 8.7 Further Extensions of the Codes $\mathscr{C}_{\mathrm{P}}$

The codes $\mathscr{C}_{\text {P }}$ defined by the parity check matrix in Equation (8.5) can be denoted as $\mathscr{C}_{\mathrm{P}}[L, G]$ since they are defined for a coordinate set $L$ and a Goppa polynomial $G(x)$. In (Tomlinson et al., 2011) the authors show that it is possible to extend the coordinate set $L$ and produced new binary codes as a result. The method is applied for the case of nonbinary codes. A new coordinate set $\tilde{L}$ is defined,

$$
\tilde{L}=R \cup L \quad R \subseteq\left\{\alpha^{i}: G\left(\alpha^{i}\right)=0, \alpha^{i} \in \mathbb{F}_{2^{m}} \backslash\{0\}\right\} .
$$

which contains a subset of the roots of $G(x)$ except 0 . This has the effect of increasing both the length and dimension of the code by $|R|$. A modified parity check matrix with the set $\tilde{L}$ and $G(x)$ is formed,

$$
H_{\mathrm{P}[\tilde{L}, G]}=\left[\begin{array}{cccccc}
11 . .1 & 1 & 0 & 0 & \cdots & 0  \tag{8.10}\\
H_{r_{1}} & 0 & H_{\mathrm{I}} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
H_{r_{\ell}} & 0 & 0 & 0 & \cdots & H_{\mathrm{I}}
\end{array}\right]
$$

where the row matrices $H_{\mathrm{I}}$ are as previously defined. As a consequence of modifying the coordinate set the matrices $H_{r_{\mu}}$ for $\mu$ such that $\beta_{\mu} \in R$ will each have an entry $\frac{1}{\beta_{\mu}-\beta_{\mu}}$ which is replaced with a zero. Normally each coordinate corresponding to $\beta_{u} \in R$ is deleted from all parity check equations of $H_{P}$. Replacing $\frac{1}{\beta_{u}-\beta_{u}}$ with a zero deletes the coordinates only for the affected parity check equations $H_{u}, \beta_{u} \in R$ by multiplying these coordinates by zero. The codes $\mathscr{C}_{\mathrm{P}}$ are labelled as intermediate codes.
8.7 Theorem. If the coordinate set of the code $\mathscr{C}_{P}$ is appended with a set $R$ and undefined entries $\left(\frac{1}{\beta_{\mu}-\beta_{\mu}}\right)$ of the intermediate parity check matrix are replaced with a zero, the intermediate binary code $\mathscr{C}_{P[\tilde{L}, G]}$ has minimum distance $d \geq d_{P}-|R|$ where $d_{P}$ is the minimum distance of $\mathscr{C}_{P}$. Furthermore all codewords of weight $w$ such that $d_{P}-|R| \leq w<d_{P}$ are nonzero in at least one of the coordinates in $R$.

Proof. From the proof of Theorem 8.4, it is clear that any $v$ rows $H_{r_{\mu}}$ of the parity check matrix of $\mathscr{C}_{\mathrm{P}}$ contribute $v$ to the distance of the code $d_{\mathrm{P}}$. Consider the intermediate code, all codewords that are zero in the coordinates specified by $R$ in the intermediate parity check are codewords of the original code $\mathscr{C}_{\mathrm{P}}$ and have distance $d_{\mathrm{P}}$. All codewords that are nonzero in at least one coordinate in $R$ are not in the original code $\mathscr{C}_{\text {P }}$ thus for these codewords the rows of the intermediate parity check matrix that have an entry $\frac{1}{\beta_{\mu}-\beta_{\mu}}$ replaced with a zero are not guaranteed to contribute to their minimum weight. There are $|R|$ of such rows, hence the minimum weight is $\geq d_{\mathrm{P}}-|R|$.

With the knowledge that all codewords of weight $<d_{\mathrm{P}}$ in the intermediate code $\mathscr{C}_{P[\tilde{L}, G]}$ are nonzero in at least one of the coordinates specified by $R$, it is possible to extend the minimum distance of $\mathscr{C}_{P[\tilde{L}, G]}$ by simply repeating each of these coordinates in $R$ so that the minimum distance is increased to $d_{\mathrm{P}}$ and the length is
increased by $|R|$. The new code is called a modified code denoted by $\mathscr{C}_{P_{m}}$. These modified codes $\mathscr{C}_{P_{m}}$ have parameters,

$$
\begin{array}{ll}
\text { length: } & n \leq|L|+m \ell+1+2|R|=|\tilde{L}|+m \ell+1+|R| \\
\text { redundancy: } & n-k \leq m \operatorname{deg} G(x)+1+|R| \\
\text { distance: } & d \geq \operatorname{deg} G(x)+2
\end{array}
$$

It is evident from Tables 8.7-8.8 that all the codes obtainable for this method are also obtainable from Construction X and codes with the same parameters can be found in Tables 8.4-8.5.

### 8.8 Summary

Construction P by Sugiyama et al. (1976) for binary Goppa codes was generalised to the case of nonbinary codes. The concept of an extended Goppa code was used to obtain improvements to the tables of best known codes in (Grassl, 2007). These codes can be seen as extended BCH codes and the method can be considered as an efficient construction of extended BCH codes. In total 48 new codes with better minimum distances than any known codes with the same length and dimension were obtained in finite fields $\mathbb{F}_{7}, \mathbb{F}_{8}$ and $\mathbb{F}_{9}$. In addition 30 new codes were found from further extensions using Construction X. Many more codes can be obtained from the new codes by simple modifications like shortening and puncturing codes in Tables 8.1-8.6.

Table 8.6: New Codes From Construction $X$ in $\mathbb{F}_{9}$

| \# | $\mathscr{C}_{\text {R1 }}$ |  |  | $\mathscr{C}_{\text {R2 }}$ |  |  | Auxiliary codes | New Codes | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $r_{1}$ | $\ell$ | Codes | $r_{1}$ | $\ell$ | Codes |  |  |  |
| $\mathscr{C}_{59}$ | 10 | 3 | $[83,61,14]_{9}$ | 12 | 3 | $[83,57,16]_{9}$ | $[5,4,2]_{9}$ | $[88,61,16]_{9}$ | $[88,61,15]_{9}$ |
| $\mathscr{C}_{60}$ | 10 | 3 | $[83,61,14]_{9}$ | 13 | 3 | $[83,55,17]_{9}$ | $[8,6,3]_{9}$ | $[91,61,17]_{9}$ | $[91,61,16]_{9}$ |
| $\mathscr{C}_{61}$ | 15 | 3 | $[83,51,19]_{9}$ | 20 | 3 | $[83,46,24]_{9}$ | $[9,5,5]_{9}$ | $[92,51,24]_{9}$ | $[92,51,23]_{9}$ |
| $\mathscr{C}_{62}$ | 20 | 3 | $[83,46,24]_{9}$ | 22 | 3 | $[83,42,26]_{9}$ | $[5,4,2]_{9}$ | $[88,46,26]_{9}$ | $[88,46,25]_{9}$ |
| $\mathscr{C}_{63}$ | 20 | 3 | $[83,46,24]_{9}$ | 23 | 3 | [83, 40, 27] ${ }_{9}$ | $[8,6,3]_{9}$ | $[91,46,27]_{9}$ | $[91,46,26]_{9}$ |
| $\mathscr{C}_{64}$ | 24 | 3 | $[83,38,28]_{9}$ | 30 | 3 | $[83,33,34]_{9}$ | $[10,5,6]_{9}$ | $[93,38,34]_{9}$ | $[93,38,33]_{9}$ |
| $\mathscr{C}_{65}$ | 30 | 3 | $[83,33,34]_{9}$ | 32 | 3 | $[83,29,36]_{9}$ | $[5,4,2]_{9}$ | $[88,33,36]_{9}$ | $[88,33,35]_{9}$ |
| $\mathscr{C}_{66}$ | 10 | 4 | $[84,60,15]_{9}$ | 12 | 4 | $[84,56,17]_{9}$ | $[5,4,2]_{9}$ | $[89,60,17]_{9}$ | $[89,60,16]_{9}$ |
| $\mathscr{C}_{67}$ | 10 | 4 | $[84,60,15]_{9}$ | 13 | 4 | $[84,54,18]_{9}$ | $[8,6,3]_{9}$ | $[92,60,18]_{9}$ | $[92,60,17]_{9}$ |
| $\mathscr{C}_{68}$ | 11 | 4 | $[84,58,16]_{9}$ | 14 | 4 | $[84,52,19]_{9}$ | $[8,6,3]_{9}$ | $[92,58,19]_{9}$ | $[92,58,18]_{9}$ |
| $\mathscr{C}_{69}$ | 15 | 4 | $[84,50,20]_{9}$ | 20 | 4 | $[84,45,25]_{9}$ | $[9,5,5]_{9}$ | $[93,50,25]_{9}$ | $[93,50,24]_{9}$ |
| $\mathscr{C}_{70}$ | 19 | 4 | $[84,46,24]_{9}$ | 23 | 4 | $[84,39,28]_{9}$ | $[10,7,4]_{9}$ | $[94,46,28]_{9}$ | $[94,46,27]_{9}$ |
| $\mathscr{C}_{71}$ | 20 | 4 | $[84,45,25]_{9}$ | 22 | 4 | $[84,41,27]_{9}$ | $[5,4,2]_{9}$ | $[89,45,27]_{9}$ | $[89,45,26]_{9}$ |
| $\mathscr{C}_{72}$ | 20 | 4 | $[84,45,25]_{9}$ | 23 | 4 | $[84,39,28]_{9}$ | $[8,6,3]_{9}$ | $[92,45,28]_{9}$ | $[92,45,27]_{9}$ |
| $\mathscr{C}_{73}$ | 10 | 5 | $[85,59,16]_{9}$ | 12 | 5 | $[85,55,18]_{9}$ | $[5,4,2]_{9}$ | $[90,59,18]_{9}$ | $[90,59,17]_{9}$ |
| $\mathscr{C}_{74}$ | 10 | 5 | $[85,59,16]_{9}$ | 13 | 5 | $[85,53,19]_{9}$ | $[8,6,3]_{9}$ | $[93,59,19]_{9}$ | $[93,59,18]_{9}$ |
| $\mathscr{C}_{75}$ | 20 | 5 | $[85,44,26]_{9}$ | 22 | 5 | $[85,40,28]_{9}$ | $[5,4,2]_{9}$ | $[90,44,28]_{9}$ | $[90,44,27]_{9}$ |
| $\mathscr{C}_{76}$ | 10 | 6 | [86,58, 17] ${ }_{9}$ | 12 | 6 | $[86,54,19]_{9}$ | $[5,4,2]_{9}$ | $[91,58,19]_{9}$ | $[91,58,18]_{9}$ |
| $\mathscr{C}_{77}$ | 20 | 6 | $[86,43,27]_{9}$ | 22 | 6 | $[86,39,29]_{9}$ | $[5,4,2]_{9}$ | $[91,43,29]_{9}$ | $[91,43,28]_{9}$ |
| $\mathscr{C}_{78}$ | 10 | 7 | $[87,57,18]_{9}$ | 12 | 7 | $[87,53,20]_{9}$ | $[5,4,2]_{9}$ | $[92,57,20]_{9}$ | $[92,57,19]_{9}$ |
| $\mathscr{C}_{79}$ | 10 | 8 | [88,56, 19]9 | 12 | 8 | $[88,52,21]_{9}$ | $[5,4,2]_{9}$ | $[93,56,21]_{9}$ | $[93,56,20]_{9}$ |


| $\#$ | $q^{m}$ | $m$ | $r_{1}$ | $\ell$ | Codes $\mathscr{C}_{\mathrm{P}}$ | $\|R\|$ | Codes $\mathscr{C}_{P_{m}}$ | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathscr{C}_{1}$ | 49 | 2 | 9 | 6 | $[56,30,16]_{7}$ | 1 | $[58,31,16]_{7}$ | $[58,31,15]_{7}$ |

Table 8.7: New Codes $\mathscr{C}_{P_{m}}$ in $\mathbb{F}_{7}$

| $\#$ | $q^{m}$ | $m$ | $r_{1}$ | $\ell$ | Codes $\mathscr{C}_{\mathrm{P}}$ | $\|R\|$ | Codes $\mathscr{C}_{P_{m}}$ | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathscr{C}_{2}$ | 64 | 2 | 10 | 4 | $[69,45,15]_{8}$ | 1 | $[71,46,15]_{8}$ | $[71,46,14]_{8}$ |
| $\mathscr{C}_{3}$ | 64 | 2 | 11 | 4 | $[69,43,16]_{8}$ | 1 | $[71,44,16]_{8}$ | $[71,44,15]_{8}$ |
| $\mathscr{C}_{4}$ | 64 | 2 | 19 | 4 | $[69,32,24]_{8}$ | 1 | $[71,33,24]_{8}$ | $[71,33,23]_{8}$ |
| $\mathscr{C}_{5}$ | 64 | 2 | 20 | 4 | $[69,30,25]_{8}$ | 1 | $[71,31,25]_{8}$ | $[71,31,24]_{8}$ |
| $\mathscr{C}_{6}$ | 64 | 2 | 10 | 5 | $[70,44,16]_{8}$ | 1 | $[72,45,16]_{8}$ | $[72,45,15]_{8}$ |
| $\mathscr{C}_{7}$ | 64 | 2 | 10 | 5 | $[70,44,16]_{8}$ | 2 | $[74,46,16]_{8}$ | $[74,46,15]_{8}$ |
| $\mathscr{C}_{8}$ | 64 | 2 | 11 | 5 | $[70,42,17]_{8}$ | 1 | $[72,43,17]_{8}$ | $[72,43,16]_{8}$ |
| $\mathscr{C}_{9}$ | 64 | 2 | 19 | 5 | $[70,31,25]_{8}$ | 1 | $[72,32,25]_{8}$ | $[72,32,24]_{8}$ |
| $\mathscr{C}_{10}$ | 64 | 2 | 19 | 5 | $[70,31,25]_{8}$ | 2 | $[74,33,25]_{8}$ | $[74,33,24]_{8}$ |
| $\mathscr{C}_{11}$ | 64 | 2 | 10 | 6 | $[71,43,17]_{8}$ | 1 | $[73,44,17]_{8}$ | $[73,44,16]_{8}$ |

Table 8.8: New Codes $\mathscr{C}_{P_{m}}$ in $\mathbb{F}_{8}$
$\left.\begin{array}{c|c|c|c|c|c|c|c||c}\hline \# & q^{m} & m & r_{1} & \ell & \text { Ecodes } \mathscr{C}_{\mathrm{P}} & |R| & \text { Ecodes } \mathscr{C}_{P_{m}} & \text { Ecodes in (Grassl, 2007) } \\ \hline \mathscr{C}_{12} & 81 & 2 & 11 & 4 & {[86,60,16]_{9}} & 1 & {[88,61,16]_{9}} & {[88,61,15]_{9}} \\ \hline \mathscr{C}_{13} & 81 & 2 & 12 & 4 & {[86,58,17]_{9}} & 1 & {[88,59,17]_{9}} & {[88,59,16]_{9}} \\ \hline \mathscr{C}_{14} & 81 & 2 & 14 & 4 & {[86,54,19]_{9}} & 1 & {[88,55,19]_{9}} & {[88,55,18]_{9}} \\ \hline \mathscr{C}_{15} & 81 & 2 & 21 & 4 & {[86,45,26]_{9}} & 1 & {[88,46,26]_{9}} & {[88,46,25]_{9}} \\ \hline \mathscr{C}_{16} & 81 & 2 & 22 & 4 & {[86,43,27]_{9}} & 1 & {[88,44,27]_{9}} & {[88,44,26]_{9}} \\ \hline \mathscr{C}_{17} & 81 & 2 & 31 & 4 & {[86,32,36]_{9}} & 1 & {[88,33,36]_{9}} & {[88,33,35]_{9}} \\ \hline \mathscr{C}_{18} & 81 & 2 & 11 & 5 & {[87,59,17]_{9}} & 1 & {[89,60,17]_{9}} & {[89,60,16]_{9}} \\ \hline \mathscr{C}_{19} & 81 & 2 & 11 & 5 & {[87,59,17]_{9}} & 2 & {[91,61,17]_{9}} & {[91,61,16]_{9}} \\ \hline \mathscr{C}_{20} & 81 & 2 & 12 & 5 & {[87,57,18]_{9}} & 1 & {[89,58,18]_{9}} & {[89,58,17]_{9}} \\ \hline \mathscr{C}_{21} & 81 & 2 & 12 & 5 & {[87,57,18]_{9}} & 2 & {[91,59,18]_{9}} & {[91,59,17]_{9}} \\ \hline \mathscr{C}_{22} & 81 & 2 & 13 & 5 & {[87,55,19]_{9}} & 2 & {[91,57,19]_{9}} & {[91,57,18]_{9}} \\ \hline \mathscr{C}_{23} & 81 & 2 & 21 & 5 & {[87,44,27]_{9}} & 1 & {[89,45,27]_{9}} & {[89,45,26]_{9}} \\ \hline \mathscr{C}_{24} & 81 & 2 & 21 & 5 & {[87,44,27]_{9}} & 2 & {[91,46,27]_{9}} & {[91,46,26]_{9}} \\ \hline \mathscr{C}_{25} & 81 & 2 & 22 & 5 & {[87,42,28]_{9}} & 1 & {[89,43,28]_{9}} & {[89,43,27]_{9}} \\ \hline \mathscr{C}_{26} & 81 & 2 & 22 & 5 & {[87,42,28]_{9}} & 2 & {[91,44,28]_{9}} & {[91,44,27]_{9}} \\ \hline \mathscr{C}_{27} & 81 & 2 & 11 & 6 & {[88,58,18]_{9}} & 1 & {[90,59,18]_{9}} & {[90,59,17]_{9}} \\ \hline \mathscr{C}_{28} & 81 & 2 & 11 & 6 & {[88,58,18]_{9}} & 2 & {[92,60,18]_{9}} & {[92,60,17]_{9}} \\ \hline \mathscr{C}_{29} & 81 & 2 & 12 & 6 & {[88,56,19]_{9}} & 1 & {[90,57,19]_{9}} & {[90,57,18]_{9}} \\ \hline \mathscr{C}_{30} & 81 & 2 & 12 & 6 & {[88,56,19]_{9}} & 2 & {[92,58,19]_{9}} & {[92,58,18]_{9}} \\ \hline \mathscr{C}_{31} & 81 & 2 & 21 & 6 & {[88,43,28]_{9}} & 1 & {[90,44,28]_{9}} & {[90,44,27]_{9}} \\ \hline \mathscr{C}_{42} & 81 & 81 & 2 & 11 & 9 & {[91,55,21]_{9}} & 1 & {[93,56,21]_{9}}\end{array}\right][93,56,20]_{9}$.

Table 8.9: New Codes $\mathscr{C}_{P_{m}}$ in $\mathbb{F}_{8}$

## 9. A Special Case of Shortening Linear Codes

### 9.1 Introduction

The minimum distance of a linear error correcting code is an important measure of performance of the code. Therefore it is desirable to obtain a linear code with the maximum possible minimum distance $d$, given a code length $n$ and code dimension $k$. Linear codes in tables (Grassl, 2007) and (Schimd and Shurer, 2004) have the best known minimum distance of any known codes with the same length and dimension. Many of the codes in these tables are obtained from other good codes using well known methods of constructing new codes from existing ones. New codes can be obtained from existing ones by examining the low weight codewords of known optimal codes. Previous methods that have used this approach include Grassl and White (Grassl and White, 2004) in which a method of puncturing codes which uses the notion of a hitting set was presented and extending the length of codes by Kohnert (Kohnert, 2009) using a method that solves a set of Diophantine equations. In this Chapter a method of shortening linear codes in carefully chosen coordinates obtained by examining low weight codewords is presented. It is shown that this shortening method produces codes with parameters $[n-l, k-l, \geq d+\delta+1]$ when there are $l$ deleted coordinates for some $\delta$. It is also shown that these $l$ coordinates can be used to extend the codes so that they form codes with parameters $[n+(\delta+1) l, k, d+\delta+1]$. The method is most efficient when the codes have a special structure. Recent results from Bezzateev and Shekhunova (Bezzateev and Shekhunova, 2008) on chains of binary Goppa codes provides codes with such a structure. Using the relationship between shortening and lengthening, four new binary codes with parameters $[243,124,33]_{2},[244,124,34]_{2},[245,124,35]_{2}$, and $[246,124,36]_{2}$ are presented.

### 9.2 Background

Shortened codes are obtained by deleting information symbols of a longer codes. A shortening method that has proved effective in producing good codes is constructions Y1 (MacWilliams and Sloane, 1983). Construction Y1 produces a shortened $[n-l, k-l+1, \geq d]_{q}$ code from a code $\mathscr{C}$ with parameters $[n, k, d]_{q}$ length $n$, dimension $k$ and minimum distance $d$, defined in a finite field with cardinality $q$ if the
dual of $\mathscr{C}$ has a codeword with weight $l$. In (Lim and Guan, 2006) a code shortening technique was presented for binary BCH codes and product codes. By discarding all the minimum weight codewords of a code with parameters $[n, k, d]_{q}$ the authors were able to produce a shortened code with parameters $[n-l, k-l, d+1]_{q}$. A code with parameters $[n, k, d]_{q}$ punctured in $s$ coordinates has new parameters $[n-s, k, d-s]_{q}$. Grassl and White(Grassl and White, 2004) presented a puncturing scheme which in its simplest form punctures the code in coordinates that coincide with only zero symbols of any minimum weight codeword thus forming an $[n-s, k, d-s+1]_{q}$ code. By examining codewords of weight $\leq d+j$ the authors presented a generalised puncturing method that produced codes with parameters $[n-s, k, d-s+j]_{q}$ and as a result many new codes that have better distances than codes in (Grassl, 2007) with the same code rate were presented. Kohnert (Kohnert, 2009) presented a code extension scheme which extends a code $[n, k, d]_{q}$ to a code with parameters $[n+l, k, d+1]_{q}$. The appended $l$ coordinates are simply repeated coordinates of the original code and coincide with at least one non-zero symbol in any minimum weight codewords. Kohnert (Kohnert, 2009) suggests that the presented lengthening scheme can be seen as an inverse of the puncturing scheme by Grassl (Grassl and White, 2004). In this Chapter a shortening scheme which can be seen as a generalisation of the method in (Lim and Guan, 2006) is presented. This method produces an $[n-l, k-l, \geq d+\delta+1]_{q}$ code from a $[n, k, d]_{q}$ code by examining codewords of weight up to $d+\delta$. In addition the set of $l$ coordinates used in this method can be used to extend the original code to form an $[n+l, k, d+\delta+1]$ code. Using this relationship and some well studied Goppa codes from (Bezzateev and Shekhunova, 2008) improvements to the tables in (Grassl, 2007) are presented.

### 9.3 Code Shortening and Extension

Let $\mathscr{C}$ be a linear code of length $n$, dimension $k$ and minimum distance $d$. Let the set $\{0, \ldots, n-1\}$ be the coordinates of the code $\mathscr{C}$. Shortening involves deleting $l<k$ information coordinates from the set $\{0, \ldots, n-1\}$. These $l<k$ information coordinates correspond to any linearly independent columns of the parity check matrix of $\mathscr{C}$. To ensure that the deleted coordinates are in fact information symbols Theorem 9.1 is employed.
9.1 Theorem (From (MacWilliams and Sloane, 1983)). A code with minimum distance $d$ has every combination of $d-1$ or less columns of its parity check matrix linearly independent.

By constraining the number of deleted coordinates $l$ such that $l<k$ and $l<d$ it is ensured that these $l$ coordinates are information coordinates. Let $\mathbf{c} \in \mathscr{C}$ a codeword
of $\mathscr{C}$ then the support of $\mathbf{c}$ is defined as,

$$
\operatorname{supp}(\mathbf{c})=\left\{i: i \in\{0, \ldots, n-1\} \mid c_{i} \neq 0\right\}
$$

Let $d$ be the minimum distance of the code and the weight of a codeword be the cardinality of its support,

$$
\text { weight }(\mathbf{c})=|\operatorname{supp}(\mathbf{c})| .
$$

Let $M \subset \mathscr{C}$ be the set of minimum weight codewords

$$
M=\{\mathbf{c} \in \mathscr{C}: \text { weight }(c)=d\}
$$

and $W$ a set of sets satisfying,

$$
\begin{equation*}
W=\{\operatorname{supp}(\mathbf{c}): \forall \mathbf{c} \in M\} . \tag{9.1}
\end{equation*}
$$

9.1 Definition (From (Grassl and White, 2004)). A hitting set $\mathscr{J} \subseteq\{0, \ldots, n-1\}$ of the set $W$ is any set such that every set $w \in W$ intersects $\mathscr{J}$. Formally,

$$
|\mathscr{J} \cap w| \geq 1 \quad \forall w \in W
$$

The hitting set $\mathscr{J}$ for the set $W$ is a set containing coordinates such that every codeword of minimum weight in $\mathscr{C}$ is non-zero in at least one of the coordinates contained in $\mathscr{J}$.

### 9.3.1 Code Shortening

9.2 Theorem. If $\mathscr{J}$ is a hitting set of the set $W$, shortening the code $\mathscr{C}$ in coordinates specified by $\mathscr{J}$ will produce a linear code with parameters $[n-l, k-l, \geq d+1]$ where $l=|\mathscr{J}|, l<k$ and $l<d$.

Proof. Since every codeword of minimum weight in $\mathscr{C}$ is non-zero in at least one coordinate contained $\mathscr{J}$ and coordinates of $\mathscr{J}$ contain only information coordinates, all the minimum weight codewords of $\mathscr{C}$ are discarded as a result of shortening. Thus the shortened code $\mathscr{C}_{s}$ has minimum weight $\geq d+1$.

An observation from Theorem 9.2 is that all codewords (not necessarily of minimum weight) that are nonzero in at least one coordinate in $\mathscr{J}$ are also no longer in the shortened code.

$$
\text { if } \mathbf{c} \in D \text { then } \mathbf{c} \notin \mathscr{C}_{s}
$$

This suggests that it is possible to extend the definition of the hitting set to include codewords of $\mathscr{C}$ with weight at most $d+\delta$ for some $\delta$. The sets $M_{i}$ are first defined as,

$$
M_{i}=\{\mathbf{c} \in \mathscr{C}: \text { weight }(c)=d+i\}
$$

and the sets $\tilde{M}$ and $\tilde{W}$ as,

$$
\begin{aligned}
& \tilde{M}=\bigcup_{i=0}^{\delta} M_{i} \\
& \tilde{W}=\{\operatorname{supp}(\mathbf{c}): \forall \mathbf{c} \in \tilde{M}\} .
\end{aligned}
$$

Let $\mathscr{J}_{\delta}$ denote the hitting set of $\tilde{W}$.

$$
\left|\mathscr{J}_{\delta} \cap w\right| \geq 1 \quad \forall w \in \tilde{W}
$$

9.1 Corollary (Generalized Shortening). If $\mathscr{J}_{\delta}$ is a hitting set of the set $\tilde{W}$, shortening the code $\mathscr{C}$ in coordinates specified by $\mathscr{J}_{\delta}$ will produce a linear code with parameters $[n-l, k-l, \geq d+\delta+1]$ where $l=\left|\mathscr{J}_{\delta}\right|, l<k$ and $l<d$.

### 9.3.2 Code Extension

A code $\mathscr{C}$ with parameters $[n, k, d]$ can be extended by appending $l$ new coordinates so that the extended code $\mathscr{C}_{e}$ has parameters $[n+l, k, d+1]$, if every codeword of minimum weight $d$ in $\mathscr{C}$ has a weight at least one in the appended $l$ coordinates. It is possible to extend a code in this manner by examining all codewords of minimum weight. Let $\mathscr{J}$ define the hitting set of the set $W$ as in Section 9.3 with $l=|\mathscr{J}|$. By repeating the $l$ coordinates of $\mathscr{C}$ contained in $\mathscr{J}$ for every codeword of $\mathscr{C}$, it is possible to increase the minimum distance to $\geq d+1$.
9.3 Theorem (From (Kohnert, 2009)). If $\mathscr{J}$ is a hitting set of the set $W$, extending the code $\mathscr{C}$ by repeating coordinates specified by $\mathscr{J}$ will produce a linear code with
parameters $[n+l, k, d+1]$ where $l=|\mathscr{J}|$.

Proof. Since every codeword of minimum weight in $\mathscr{C}$ is nonzero in at least one coordinate in $\mathscr{J}$, repeating the $l$ coordinates contained in $\mathscr{J}$ ensures that the weight of any of these codewords increases to at least $d+1$.

Suppose $\mathbf{G}=\left[\mathbf{g}_{j}\right], j=[0, \ldots, n-1]$ is the generator matrix of $\mathscr{C}$ where $\mathbf{g}_{j}$ is a column of $\mathbf{G}$. A generator matrix of the extended code $\mathbf{G}_{e}$ with parameters $[n+l, k, d+1]$ can be formed as such,

$$
\mathbf{G}_{e}=\mathbf{G} \mid \mathbf{G} \text { where } \mathbf{G}=\left[\mathbf{g}_{j}\right], j \in \mathscr{J}
$$

and | denotes matrix concatenation. This idea was presented in (Kohnert, 2009) in which the authors refer to this type of extension as an $(l, 1)$-extension. It is possible to generalise this extension by examining codewords of weight up do $d+\delta$ of the code $\mathscr{C}$. Let $\mathscr{J}_{\delta}$ and $\tilde{W}$ be defined as in Section 9.3.1.
9.4 Theorem. If $\mathscr{J}_{\delta}$ is a hitting set of the set $\tilde{W}$, extending the code $\mathscr{C}$ by repeating coordinates specified by $\mathscr{J}_{\delta}$ a number of $p$ times will produce a linear code with parameters $[n+p l, k, d+p]$ where $l=\left|\mathscr{J}_{\delta}\right|$ and $1 \leq p \leq \delta+1$.

Proof. Since all codewords of $\mathscr{C}$ of weight $w, d \leq w \leq d+\delta$ are nonzero in at least one coordinate in $\mathscr{J}_{\delta}$, repeating the $l$ coordinates $p$ times ensures that these codewords have weight at least $w+p$. The minimum of these weights is $d+p$, thus the extended code has minimum weight $d+p$.

The extended code $\mathscr{C}_{e}$ has generator matrix $G_{e}$ as,

$$
\begin{aligned}
& \mathbf{G}_{e}=\mathbf{G}\left|\dot{\mathbf{G}}_{1}\right| \cdots \mid \dot{\mathbf{G}}_{p} \\
& \text { where } \dot{\mathbf{G}}_{i}=\left[\mathbf{g}_{j}\right], i=[1, \ldots, p] \text { and } j \in \mathscr{J} \delta
\end{aligned}
$$

9.2 Corollary. If a code $\mathscr{C}$ with parameters $[n, k, d]$ can be shortened to a code $\mathscr{C}_{s}$ with parameters $[n-l, k-l, \geq d+\delta+1]$ with a coordinate set $\mathscr{J}_{\delta}$, then $\mathscr{C}$ can also be extended to a code $\mathscr{C}_{e}$ with parameters $[n+p l, k, d+p], 1 \leq p \leq \delta+1$ using the same coordinate set.

Equation (9.2) gives a summary of Corollary 9.2 given an $[n, k, d]$ code and a set $\mathscr{J}_{\delta}$.
$\left[n-\left|\mathscr{J}_{\delta}\right|, k-\left|\mathscr{J}_{\delta}\right|, \geq d+\delta+1\right] \xrightarrow{\text { Shortening }}[n, k, d] \xrightarrow{\text { Extending }}\left[n+(\delta+1)\left|\mathscr{J}_{\delta}\right|, k, d+\delta+1\right]$

TABLE I
Codes $\Gamma\left(L_{1}, G_{1}\right)$ and $\Gamma\left(L_{2}, G_{1}\right)$

| Codes | $G(x)$ | $L$ | Length | Dimension | Distance |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\Gamma\left(L_{1}, G_{1}\right)$ | $x^{t-1}+1$ | $\left\{\mathbb{F}_{t^{2}} \backslash \mathbb{F}_{t}\right\} \cup\{0\}$ | $t^{2}-t+1$ | $t^{2}-t-2 \ell\left(t-\frac{3}{2}\right)$ | $2 t-1$ |
| $\Gamma\left(L_{2}, G_{1}\right)$ | $x^{t-1}+1$ | $\left\{\mathbb{F}_{t^{2}} \backslash \mathbb{F}_{t}\right\}$ | $t^{2}-t$ | $t^{2}-t-2 \ell\left(t-\frac{3}{2}\right)-1$ | $2 t+4$ |

Example 9.1: Consider the Hermitian code $\mathscr{C}_{\mathrm{H}}$ defined in $\mathbb{F}_{16}$ with parameters $[64,6,24]_{16}$. The code is defined with divisors $D$ and $G$ given as

$$
\begin{aligned}
& G=m P_{\infty}=11 P_{\infty} \\
& D=P_{0}+P_{2}+\cdots+P_{63}
\end{aligned}
$$

The trace code of $\mathscr{C}_{\mathrm{H}}$ in $\mathbb{F}_{2}$ is denoted by $\mathscr{C}_{\mathrm{T}}$. This code has parameters [64,13,24] ${ }_{2}$ and is optimal (see tables in Grassl, 2007). The $\mathscr{C}_{\mathrm{T}}$ code has weight enumerator

$$
x^{64}+368 x^{40} y^{24}+2560 x^{36} y^{28}+2334 x^{32} y^{32}+2560 x^{28} y^{36}+368 x^{24} y^{40}+y^{64} .
$$

Using a random search on the supports of the minimum weight codewords of $\mathscr{C}_{\mathrm{T}}$ the set $\mathscr{J}_{0}=\{0,6,8,11,12,14,46,50,54\}$ with $\left|\mathscr{J}_{0}\right|=9$ was found. Note that $\mathscr{J}_{0}$ may not be unique even for a fixed ordering of the points $P_{i}$. Shortening $\mathscr{C}_{\mathrm{T}}$ in these coordinates using Theorem 9.2 produces a code with parameters [55,4,28] $]_{2}$ which is also optimal. It can be observed that the shortened code has minimum distance much greater than the lower bound which is 25 since the next available weight (from the weight enumerator) is 28 . Extending the code using Theorem 9.3 and $\mathscr{J}_{0}$ we obtain a $[73,13,25]_{2}$ code.

Example 9.2: Consider the $\mathrm{BCH}[63,18,21]_{2}$ code. A random search on the supports of the codewords of this code with weights 21 and 22 produces the set

$$
\mathscr{J}_{1}=\{10,11,28,30,32,33,36,38,57,58,59\}
$$

with $\left|\mathscr{\mathscr { F }}_{1}\right|=11$. Shortening the BCH code in these coordinates produces a code with parameters $[57,7,23]_{2}$.

| $\ell$ | $\mathbb{F}_{t^{2}}$ | $\Gamma\left(L_{1}, G_{1}\right)$ | $\Gamma\left(L_{2}, G_{1}\right)$ |
| :---: | :---: | :---: | :---: |
| 2 | $\mathbb{F}_{16}$ | $[13,2,7]_{2}$ | $[12,1,12]_{2}$ |
| 3 | $\mathbb{F}_{64}$ | $[57,17,15]_{2}$ | $[56,16,20]_{2}$ |
| 4 | $\mathbb{F}_{256}$ | $[241,124,31]_{2}$ | $[240,123,36]_{2}$ |
| 5 | $\mathbb{F}_{1024}$ | $[993,687,63]_{2}$ | $[992,686,68]_{2}$ |

Table 9.2: Codes $\Gamma\left(L_{1}, G_{1}\right)$ and $\Gamma\left(L_{2}, G_{1}\right)$ for $2 \leq \ell \leq 5$

### 9.4 Goppa Codes

Recall the definition and description of Goppa codes from Section 3.4. A Goppa code is called separable if its defining polynomial has distinct non-repeated roots. Separable Goppa codes with Goppa polynomials with coefficients in the finite field $\mathbb{F}_{t^{2}}$ and $t=2^{\ell}$ are of particular interest. These codes are defined in the finite field $\mathbb{F}_{2}$, a subfield of $\mathbb{F}_{t^{2}}$. In (Bezzateev and Shekhunova, 1995) Bezzateev and Shekhunova present results on Goppa codes defined by $G_{1}(x)=x^{t-1}+1$ and showed that the minimum distance of these codes is exactly $d=2 t-1$. The dimension of these codes was proven in (Véron, 2005) to be,

$$
k=t^{2}-t-2 \ell\left(t-\frac{3}{2}\right)
$$

and the codes have length $n=t^{2}-t+1$. These codes have a location set $L_{1}=$ $\left\{\mathbb{F}_{t^{2}} \backslash \mathbb{F}_{t}\right\} \cup\{0\}$. These codes are denoted as $\Gamma\left(L_{1}, G_{1}\right)$. In a separate paper (Bezzateev and Shekhunova, 2008), Bezzateev and Shekhunova showed that shortened codes $\Gamma\left(L_{2}, G_{1}\right)$ obtained from $\Gamma\left(L_{1}, G_{1}\right)$ with a set $L_{2}=\left\{\mathbb{F}_{t^{2}} \backslash \mathbb{F}_{t}\right\}$ have minimum distance $d=2 t+4$. These binary shortened codes have parameters $[n-1, k-1,2 t+4]_{2}$. Table I gives the parameters of these two codes. Table 9.2 shows the parameters of these two codes in the range $2 \leq \ell \leq 5$. The codes $\Gamma\left(L_{1}, G_{1}\right)$ may be extended using Corollary 9.2. Using this approach,

$$
\mathscr{C}=\Gamma\left(L_{1}, G_{1}\right) \quad \mathscr{C}_{s}=\Gamma\left(L_{2}, G_{1}\right) \quad \delta=2 t+4-(2 t-1)-1=4
$$

in addition,

$$
\mathscr{J}_{\delta}=\mathscr{J}_{4}=\{0\} \quad l=1
$$

if it is assumed that the location set is ordered such that $L_{1}=\left\{0, \alpha_{1}, \ldots, \alpha_{n-1}\right\}$ where $\alpha_{0}=0$. This means that shortening the codes $\Gamma\left(L_{1}, G_{1}\right)$ with minimum distance $2 t-1$ in the coordinate $\mathscr{J}_{4}=\{0\}$ will increase the distance of the shortened code to $2 t+4$. From Section 9.3.1 and Corollary 9.1 it is clear that all codewords of $\Gamma\left(L_{1}, G_{1}\right)$ of weight $w$ such that $2 t-1 \leq w \leq 2 t+3$ are nonzero in location $\{0\}$. Consequently the code $\Gamma\left(L_{1}, G_{1}\right)$ can be extended using Corollary 9.2 to obtain codes $\mathscr{C}_{e}$ with pa-

| $\ell$ | $\mathbb{F}_{t^{2}}$ | $\Gamma\left(L_{1}, G_{1}\right)$ | $p$ | $\mathscr{C}_{e}$ | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $\mathbb{F}_{16}$ | $[13,2,7]_{2}$ | 1 | $[14,2,8]_{2}$ | $[14,2,9]_{2}$ |
|  |  |  | 2 | [15,2,9] ${ }_{2}$ | $[15,2,10]_{2}$ |
|  |  |  | 3 | $[16,2,10]_{2}$ | $[16,2,10]_{2}$ |
|  |  |  | 4 | $[17,2,11]_{2}$ | [17,2,11] |
|  |  |  | 5 | [18,2,12] ${ }_{2}$ | [18,2,12] ${ }_{2}$ |
| 3 | $\mathbb{F}_{64}$ | $[57,17,15]_{2}$ | 1 | $[58,17,16]_{2}$ | $[58,17,18]_{2}$ |
|  |  |  | 2 | [59,17, 17] ${ }_{2}$ | $[59,17,19]_{2}$ |
|  |  |  | 3 | [60,17,18] ${ }_{2}$ | $[60,17,20]_{2}$ |
|  |  |  | 4 | [61,17,19] ${ }_{2}$ | $[61,17,20]_{2}$ |
|  |  |  | 5 | [62,17,20] ${ }_{2}$ | [62,17,21] ${ }_{2}$ |
| 4 | $\mathbb{F}_{256}$ | $[241,124,31]_{2}$ | 1 | $[242,124,32]_{2}$ | [242, 124, 32$]_{2}$ |
|  |  |  | 2 | $[243,124,33]_{2}$ | $[243,124,32]_{2}$ |
|  |  |  | 3 | $[244,124,34]_{2}$ | $[244,124,33]_{2}$ |
|  |  |  | 4 | $[245,124,35]_{2}$ | $[245,124,34]_{2}$ |
|  |  |  | 5 | $[246,124,36]_{2}$ | $[246,124,35]_{2}$ |
| 5 | $\mathbb{F}_{1024}$ | [993,687,63] ${ }_{2}$ | 1 | $[994,687,64]_{2}$ | - |
|  |  |  | 2 | $[995,687,65]_{2}$ | - |
|  |  |  | 3 | $[996,687,66]_{2}$ | - |
|  |  |  | 4 | $[997,687,67]_{2}$ | - |
|  |  |  | 5 | [998,687,68] ${ }_{2}$ | - |

Table 9.3: Codes $\mathscr{C}_{e}$ for $2 \leq \ell \leq 5,1 \leq p \leq 5$
rameters,

$$
\left[t^{2}-t+1+p l, t^{2}-t-2 \ell\left(t-\frac{3}{2}\right), 2 t-1+p\right]_{2} \quad 1 \leq p \leq 5
$$

Example 9.3 (An Example in $\mathbb{F}_{64}$ ): Let $\ell=3$, the code $\Gamma\left(L_{1}, G_{1}\right)$ is defined with a Goppa polynomial with coefficients in $\mathbb{F}_{64}$. The Goppa code has parameters [57, 17, 15] . Examining all the codewords of this code of weight $w$ such that $15 \leq w \leq 19$ using the computer algebra system MAGMA (Bosma et al., 1997), it is evident that all of these codewords are nonzero in the location $\{0\}$. Shortening the code at location $\{0\}$ produced a $[56,16,20]_{2}$ code. By repeating the coordinate $\{0\}$ of the code $[57,17,15]_{2}$ up to 5 times the minimum distances of the codes $[58,17,16]_{2},[59,17,17]_{2},[60,17,18]_{2}$, $[61,17,19]_{2}$ and $[61,17,20]_{2}$ are verified.

Table 9.3 shows the extended codes $\mathscr{C}_{e}$ obtainable from the codes $\Gamma\left(L_{1}, G_{1}\right)$ for $1 \leq \ell \leq 5$. The codes in bold font have better minimum distances than codes in the tables (Grassl, 2007) with the same length and dimension. To obtain good codes one needs to find the weight distribution and an optimal hitting set (one with the least possible size). Finding the minimum distance of a code in the simplest of finite fields $\mathbb{F}_{2}$ was shown to be an NP-hard problem in (Vardy, 1997). Thus computing
the weight distribution of a code, a related problem, can also be considered difficult. Furthermore, computing the hitting set was shown in (Garey and Johnson, 1979) to be an NP-complete problem. For example computing the weight distribution of the $[241,124,31]_{2}$ code will require enumerating $2^{124}=2.1268 \times 10^{37}$ codewords. However there is no need to do this using Corollary 9.2 and results from (Bezzateev and Shekhunova, 1995) (Bezzateev and Shekhunova, 2008) in order to obtain improved codes.

### 9.5 Alternative Method

The code extension method in Section 9.3.2 may not be the most efficient code extension method since every $\left|\mathscr{J}_{\delta}\right|$ increase in length increases the minimum distance by 1 . Using the ubiquitous construction X it is possible to obtain better extensions. Construction X (Sloane et al., 1972) (described in Section 2.1) uses a code and its subcode to extend the original code. It is enough to show that any shortened code is a subcode of the original code in order to obtain codes from construction X for this case.
9.5 Theorem. If a code $\mathscr{C}$ can be shortened to a code $\mathscr{C}_{s}$ in coordinates $R \subset\{0, \ldots, n-1\}$, then the code $\mathscr{C}_{p}$ obtained by inserting a 0 (padding) in every deleted coordinate in $R$ for every codeword in $\mathscr{C}_{s}$ is a subcode of $\mathscr{C}$.

The proof of the theorem is straightforward since every codeword in $\mathscr{C}$ satisfies the parity check equations of the code $\mathscr{C}_{p}$. Suppose a code $\mathscr{C}$ with parameters [ $n, k, d$ ] is shortened to a code $\mathscr{C}_{s}$ using Corollary 9.1 to a code with parameters [ $n-\left|\mathscr{J}_{\delta}\right|, k-\left|\mathscr{J}_{\delta}\right|, d_{s}$ ] where $d_{s} \geq d+\delta+1$, then a padded code $\mathscr{C}_{p}$ can be formed by inserting zeros in every coordinate in $\mathscr{J}_{\delta}$ for every codeword in $\mathscr{C}_{s}$. As $\mathscr{C}_{p} \subset \mathscr{C}$ it is possible to extend $\mathscr{C}$ to a code with parameters $[n+\dot{n}, k, d+\dot{d}]$ with construction X using an auxiliary code $\left[\tilde{n}, \mathscr{J}_{\delta}, d\right]$ provided $d \leq d_{s}-d$. For the case of the Goppa codes in Section 9.4, it is possible to pad the codewords of $\Gamma\left(L_{2}, G_{1}\right)$ with parameters [ $\left.n-\left|\mathscr{J}_{\delta}\right|, k-\left|\mathscr{\mathscr { F }}_{\delta}\right|, 2 t+4\right]_{2}$ in the coordinate $\mathscr{J}_{4}=\{0\}$ to form a code $\mathscr{C}_{p}$ with parameters $\left[n-\left|\mathscr{J}_{\delta}\right|+1, k-\left|\mathscr{J}_{\delta}\right|, 2 t+4\right]_{2}$. Consequently $\mathscr{C}_{p} \subset \Gamma\left(L_{1}, G_{1}\right)$ where $\Gamma\left(L_{1}, G_{1}\right)$ has parameters $[n, k, 2 t-1]_{2}$. Using Construction X with auxiliary repetition codes [ń, $1, n]_{2}$ up to $1 \leq n ́ n 5$ will produce the codes in Table 9.3 with dimension $k$. The two extension methods will produce the same results for the case when $\left|\mathscr{\mathscr { V }}_{\delta}\right|=1$ since the size is minimal. However as $\left|\mathscr{J}_{\delta}\right|$ increases, construction X will produce better extensions.

### 9.6 Summary

A method of shortening linear codes whilst improving the minimum distance by examining low weight codewords of the code is presented. The relationship between shortening and extending linear codes is examined. Using this relationship four new binary codes from a well studied Goppa code are obtained with parameters $[243,124,33]_{2},[244,124,34]_{2},[245,124,35]_{2}$ and $[246,124,36]_{2}$. Since shortened codes can be viewed as subcodes of the original code, the shortening method is then a method of obtaining good subcodes of a linear code.

## Part IV

## More On Algebraic Codes

## 10. On Extending BCH Codes

Wolf (1969) showed that Reed Solomon codes can be extended by adding at most two columns to their parity check matrices. An $[n, k, d]_{q}$ RS code can be extended to a singly extended RS code with parameters $[n+1, k+1, d]_{q}$ code or a doubly extended RS code with parameters $[n+2, k+2, d]_{q}$ code. The motivation behind this Chapter was to find out the extendability of the subfield subcodes of RS codes namely BCH codes. It turns out that the extendability of a BCH code depends on its subcodes. The necessary conditions under which a BCH code defined in a finite field $\mathbb{F}_{q}$ with an extension field $\mathbb{F}_{q^{m}}$ having a code length $n$, dimension $k$ and minimum distance $d$ is extendable to a code of length $n+p(m+1)$, dimension $k$ and minimum distance $d+\delta$ for some $p>1$ and $\delta>0$ are presented.

### 10.1 The Method

First a criterion on extending the length of any linear code $\mathscr{C}$ by adding a single parity check on a set of co-ordinates of $\mathscr{C}$ so that the minimum distance of the code increases by 1 is established. A linear code of length $n$ is an $n$-dimensional vector space and has a set of co-ordinates $\{0,1, \ldots n-1\}$. If the code $\mathscr{C}$ has minimum distance $d$ and the set $S$ is defined as,

$$
S=\{\mathbf{c}: \mathbf{c} \in \mathscr{C} \text { and weight }(\mathbf{c})=d\}
$$

where supp and weight denote the support and weight of a codeword of $\mathscr{C}$ respectively.
10.1 Theorem. If there exists a set of co-ordinates $l \subseteq\{0,1, \ldots n-1\}$ of a linear code $\mathscr{C}$ with length $n$, dimension $k$ and minimum distance $d$ (and thus has parameters [ $n, k, d]$ ), such that every codeword of minimum weight has weight exactly 1 in these $l$ co-ordinates, then by adding a single parity check on the $l$ co-ordinates the code $\mathscr{C}$ can be extended to an $[n+1, k, d+1]$ code.

Proof. The proof is straight forward. Since for all the minimum weight codewords the $l$ co-ordinates have only 1 co-ordinate non-zero, a parity check on only these $l$
co-ordinates will also be non-zero for every codeword of minimum weight. Consequently all codewords of previous weight $d$ will have weight $d+1$.

### 10.2 BCH Codes

Recall the well known BCH bound (MacWilliams and Sloane, 1983) for cyclic codes without proof. Let $\mathbb{F}_{q}$ be a finite field and $\mathbb{F}_{q^{m}}$ as its extension field. Let $\alpha$ be the primitive element of the extension field $\mathbb{F}_{q^{m}}$
10.2 Theorem (BCH Bound from (MacWilliams and Sloane, 1983)). A cyclic code $\mathscr{C}$ having defined with $d-1$ cyclically consecutive elements of a finite field $\mathbb{F}_{q^{m}}$ as roots of the form,

$$
\left\{\alpha^{b}, \alpha^{b+1}, \ldots, \alpha^{b+d-2}\right\} \quad \alpha \in \mathbb{F}_{q^{m}}
$$

has minimum distance at least $d$.

The BCH bound in Theorem 10.2 describes a lower bound on the weight of any codewords $\mathbf{c} \in \mathscr{C}$. Given any codeword $\mathbf{c} \in \mathscr{C}$, the BCH bound can be used to obtain a lower bound on the weight of $\mathbf{c}$.
10.1 Corollary. Any codeword $\mathbf{c} \in \mathscr{C}$ having the set of cyclically consecutive elements of finite field $\mathbb{F}_{q^{m}}$ as

$$
\left\{\alpha^{b}, \alpha^{b+1}, \ldots, \alpha^{b+w-2}\right\} \quad \alpha \in \mathbb{F}_{q^{m}}
$$

as roots has weight at least $w$.

Consider the parity check matrix of a Reed Solomon code with redundancy $r$ and length $n$ defined in a field $\mathbb{F}_{q^{m}}$ with $\alpha$ as a primitive element,

$$
H_{\mathrm{RS}}=\left[\begin{array}{ccccc}
1 & \alpha^{b} & \alpha^{2 b} & \cdots & \alpha^{(n-1) b}  \tag{10.1}\\
1 & \alpha^{b+1} & \alpha^{2(b+1)} & \cdots & \alpha^{(n-1)(b+1)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha^{b+r} & \alpha^{2(b+r)} & \cdots & \alpha^{(n-1)(b+r)}
\end{array}\right]
$$

The RS code has a set of cyclically consecutive roots $V=\left\{\alpha^{b}, \alpha^{b+1}, \ldots, \alpha^{b+r}\right\}$ with cardinality $r$. A subfield subcode of this RS code is a BCH code restricted to $\mathbb{F}_{q}$. In addition to the consecutive roots of the RS code, the BCH code will have additional roots that are co-members with the consecutive roots in conjugacy classes defined by the Frobenius automorphism. Recall the definition of a conjugacy class. A conjugacy
class of an element $\beta$ of a finite field $\mathbb{F}_{q^{m}}$ is given as the set,

$$
\begin{equation*}
C(\beta)=\left\{\beta, \beta^{q}, \beta^{q^{2}}, \ldots, \beta^{q^{(e-1)}}\right\} \beta \in \mathbb{F}_{q^{m}} \tag{10.2}
\end{equation*}
$$

where $e$ is the smallest positive integer such that $\beta^{q^{e}}=\beta$. The set of roots of a BCH code are given by

$$
\begin{equation*}
R=\bigcup_{\beta \in V} C(\beta), \tag{10.3}
\end{equation*}
$$

the codes have redundancy $|R|$ and dimension $k=n-|R|$. Clearly $V \subset R$ and the minimum distance of BCH codes is at least $|V|+1=r+1$. Often $R$ contains one or more roots that are cyclically consecutive to the set of roots in $V$. Let $T \subset R$ denote these additional set of consecutive roots with $T \nsubseteq V$ then the minimum distance of the BCH code is

$$
d \geq|V|+|T|+1
$$

from the BCH bound. The notations $\sim$ and $\nsim$ are used to denote whether elements of a set are cyclically consecutive. Thus

$$
\sim A
$$

means that all elements in a set $A$ are cyclically consecutive and

$$
\nsim A
$$

means that not all elements in $A$ are cyclically consecutive. Similarly these notations are used to denote whether the union of two sets has all its elements cyclically consecutive. Thus $A$ is consecutive to $B$ is expressed as,

$$
A \sim B \text { if and only if } C=A \cup B \text { and } \sim C
$$

Clearly if $A \sim B$ then $B \sim A$. Also

$$
A \nsim B \text { if and only if } C=A \cup B \text { and } \nsim C
$$

Let a gap root $\beta$ of the sets $A$ and $B$ be defined as a root neither in the set $A$ nor in the set $B$ but one which when included in either set makes the elements of the two sets consecutive. Formally,

$$
\begin{aligned}
& \text { if } A \nsim B, \beta \notin A, \beta \notin B \\
& \text { then }(A \cup\{\beta\}) \sim B \\
& \text { or }(B \cup\{\beta\}) \sim A
\end{aligned}
$$

From the definition of a conjugacy class in Equation (10.2), it is possible express the parity check matrix of the BCH code $H_{\text {BCH }}$ as in Equation (10.4),

$$
H_{\mathrm{BCH}}=\left[\begin{array}{ccccc}
1 & \alpha^{b} & \alpha^{2 b} & \cdots & \alpha^{(n-1) b}  \tag{10.4}\\
1 & \alpha^{b q} & \alpha^{2 b q} & \cdots & \alpha^{(n-1) b q} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha^{b\left(q^{m-1}\right)} & \alpha^{2 b\left(q^{m-1}\right)} & \cdots & \alpha^{(n-1) b q^{m-1}} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha^{b+r} & \alpha^{2(b+r)} & \cdots & \alpha^{(n-1)(b+r)} \\
1 & \alpha^{(b+r) q} & \alpha^{2(b+r) q} & \cdots & \alpha^{(n-1)(b+r) q} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha^{(b+r)\left(q^{m-1}\right)} & \alpha^{2(b+r)\left(q^{m-1}\right)} & \cdots & \alpha^{(n-1)(b+r) q^{m-1}}
\end{array}\right]
$$

$H_{\text {BCH }}$ is the parity matrix obtained by restricting $H_{\text {RS }}$ to $\mathbb{F}_{q}$. Let

$$
V=\left\{\alpha^{b}, \alpha^{b+1}, \ldots, \alpha^{b+r}\right\}
$$

be the set of consecutive roots of the RS code $C_{\mathrm{RS}}, R$ the set defined in Equation (10.3) and $T \subset R, T \nsubseteq V$ be a set such that $V \sim T$. The parameters of $\mathscr{C}_{\text {всн }}$ are denoted as $[n, k, d]_{q}$. For the sake of clarity we recall from Section 3.3 some important sets for $\mathscr{C}_{\text {всн }}$ that will be continually referred to. The set $V$ contains consecutive roots of the RS code in $\mathbb{F}_{q^{m}}$ that defines $\mathscr{C}_{\text {всн }}$ in $\mathbb{F}_{q}$, the set $T$ is obtained from elements in the conjugacy classes of all the elements in $V$ and has all its elements consecutive to the elements in $V$, and finally a set $D=V \cup T$. The BCH code $\mathscr{C}_{\text {всн }}$ has minimum distance $d \geq|D|+1$.

### 10.3 Single Extension

It is possible to extend the BCH code in the same manner as singly extended RS codes (Wolf, 1969). Consider the parity check matrix of a singly extended BCH code with an additional row and column as in Equation (10.5). A codeword $\mathbf{c}$ of $\mathscr{C}_{\text {вСн }}$ is represented as a polynomial in a univariate polynomial ring,

$$
\mathbf{c}(x)=c_{0}+c_{1} x+\cdots+c_{n-1} x^{n-1}
$$

therefore a codeword $\mathbf{c}$ of $\mathscr{C}_{\text {Eвсн }}$ will be

$$
\dot{\mathbf{c}}(x)=c_{0}+c_{1} x+\cdots+c_{n-1} x^{n-1}+x^{n} c_{n}
$$

$$
H_{\text {EBCH }}=\left[\begin{array}{cccccc}
1 & \alpha^{b} & \alpha^{2 b} & \cdots & \alpha^{(n-1) b} & 0  \tag{10.5}\\
1 & \alpha^{b q} & \alpha^{2 b q} & \cdots & \alpha^{(n-1) b q} & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & \alpha^{b\left(q^{m-1}\right)} & \alpha^{2 b\left(q^{m-1}\right)} & \cdots & \alpha^{(n-1) b q^{m-1}} & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & \alpha^{b+r} & \alpha^{2(b+r)} & \cdots & \alpha^{(n-1)(b+r)} & 0 \\
1 & \alpha^{(b+r) q} & \alpha^{2(b+r) q} & \cdots & \alpha^{(n-1)(b+r) q} & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & \alpha^{(b+r)\left(q^{m-1}\right)} & \alpha^{2(b+r)\left(q^{m-1}\right)} & \cdots & \alpha^{(n-1)(b+r) q^{m-1}} & 0 \\
\mathbf{1} & \alpha^{\mathbf{b}+\mathbf{r}+\mathbf{1}} & \alpha^{\mathbf{2 ( b} \mathbf{b}+\mathbf{1})} & \cdots & \alpha^{(\mathbf{n}-\mathbf{1})(\mathbf{b}+\mathbf{r}+\mathbf{1})} & \mathbf{1}
\end{array}\right]
$$

with

$$
\begin{equation*}
c_{n}=\sum_{i=0}^{n-1} c_{i}\left(\alpha^{b+r+1}\right)^{i} \tag{10.6}
\end{equation*}
$$

from the last row of the parity check matrix of $H_{\text {Ebch }}$. For the purpose of this construction it is required that

$$
\begin{equation*}
\alpha^{b+r+1} \notin D=V \cup T \tag{10.7}
\end{equation*}
$$

or more precisely $\alpha^{b+r+1} \notin T$. This is an essential requirement for Theorem 10.3. For Theorem 10.4 the condition in 10.7 ensures that $\alpha^{b+r+1}$ is a gap root of the two sets $D$ and $P$ where,

$$
P \subset R \text { and } \sim P
$$

### 10.4 Construction

Consider a codeword of the single extended BCH code $\mathscr{C}_{\text {Евсн }}$,

$$
\dot{\mathbf{c}}(x)=c_{0}+c_{1} x+\cdots+c_{n-1} x^{n-1}+x^{n} c_{n}
$$

with $c_{n}$ defined in (10.6). Our construction involves restricting co-ordinates of $\mathscr{C}_{\text {EBCH }}$ in the range $[0 \ldots n-1]$ (i.e those that form codewords of $\mathscr{C}_{\mathrm{BCH}}$ ) to the subfield $\mathbb{F}_{q}$ while on the additional co-ordinate $n$ no such restriction is applied. In this way the symbol defined by $c_{n}$ is in $\mathbb{F}_{q^{m}}$ and is represented as an $m$-length vector in $\mathbb{F}_{q}$. This is possible since $\mathbb{F}_{q^{m}}$ can be expressed as an $m$-dimensional vector space in $\mathbb{F}_{q}$ using a suitable map (Lidl and Niederreiter, 1986). The map $\pi_{m}$ is defined as such,

$$
\begin{aligned}
& \pi_{m}: \mathbb{F}_{q^{m}} \rightarrow \mathbb{F}_{q}^{m} \\
& \pi_{m}\left(\alpha^{j}\right)=\left(a_{1}, a_{2}, \ldots, a_{m}\right)^{\mathrm{T}} \quad \alpha^{j} \in \mathbb{F}_{q^{m}}, a_{i} \in \mathbb{F}_{q}
\end{aligned}
$$

which maps elements of $\mathbf{F}_{q^{m}}$ Suppose $\left[\gamma_{1}, \gamma_{2}, \ldots, \gamma_{m}\right.$ ] forms a suitable basis of the vector space $\mathbb{F}_{q}^{m}$, then $\alpha^{j}=a_{1} \gamma_{1}+a_{2} \gamma_{2}+\cdots+a_{m} \gamma_{m}$. A common choice for the basis is the normal basis.

$$
\left[\alpha, \alpha^{q}, \ldots, \alpha^{q^{m-1}}\right] \beta \in \mathbb{F}_{q^{m}}
$$

which exists for any subfield of $\mathbb{F}_{q^{m}}$ (Lidl and Niederreiter, 1986). We define another map $\sigma_{m}$, Let $p(x)$ be a primitive polynomial of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$. The companion matrix of a polynomial $f(x)=a_{0}+a_{1} x+\cdots+a_{m-1} x^{m-1}+x^{m}$ is defined as in Subsection 2.3.3.

The map $\sigma_{m}$ is given by,

$$
\begin{aligned}
& \sigma_{m}: \mathbb{F}_{q^{m}} \rightarrow \mathbb{F}_{q}^{m \times m} \\
& \psi_{m}\left(\alpha^{j}\right)=C^{j}, \quad \alpha^{j} \in \mathbb{F}_{q^{m}} \backslash\{0\} .
\end{aligned}
$$

where $\alpha$ is the primitive element of $\mathbb{F}_{q^{m}}$. This map is denoted by $\sigma_{m}$,

$$
\sigma_{m}: \mathbb{F}_{q^{m}} \rightarrow \mathbb{F}_{q}^{m \times m}
$$

In summary each symbol in $\mathbb{F}_{q^{m}}$ can be represented by a unique $m \times m$ matrix. The parity check matrix of $\mathscr{C}_{\text {EBCH }}$ can then be expressed as,

$$
H_{\text {EBCH }}=\left[\begin{array}{ccccc}
\pi_{m}(1) & \pi_{m}\left(\alpha^{b}\right) & \cdots & \pi_{m}\left(\alpha^{(n-1) b}\right) & \sigma_{m}(0)  \tag{10.8}\\
\pi_{m}(1) & \pi_{m}\left(\alpha^{b+1}\right) & \cdots & \pi_{m}\left(\alpha^{(n-1)(b+1)}\right) & \sigma_{m}(0) \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\pi_{m}(1) & \pi_{m}\left(\alpha^{b+r}\right) & \cdots & \pi_{m}\left(\alpha^{(n-1)(b+r)}\right) & \sigma_{m}(0) \\
\pi_{m}(1) & \pi_{m}\left(\alpha^{b+r+1}\right) & \cdots & \pi_{m}\left(\alpha^{(n-1)(b+r+1)}\right) & \sigma_{m}(1)
\end{array}\right]
$$

10.3 Theorem (Single Extension). The minimum weight of the code $\mathscr{C}_{\text {ЕВСН }}$ is $d+1$, where $d$ is the minimum weight of $\mathscr{C}_{\text {вСН }}$.

Proof. Consider again the codeword of $\mathscr{E}_{\text {евсн }}$

$$
\begin{aligned}
\dot{\mathbf{c}}(x) & =c_{0}+c_{1} x+\cdots+c_{n-1} x^{n-1}+x^{n} \sum_{i=0}^{n-1} c_{i}\left(\alpha^{b+r+1}\right)^{i} \\
& =\mathbf{c}(x)-x^{n} \sum_{i=0}^{n-1} c_{i}\left(\alpha^{b+r+1}\right)^{i}
\end{aligned}
$$

with $\mathbf{c} \in \mathscr{C}_{\text {всн }}$. Clearly the symbol,

$$
-c_{n}=\sum_{i=0}^{n-1} c_{i}\left(\alpha^{b+r+1}\right)^{i}=\mathbf{c}\left(\alpha^{b+r+1}\right)
$$

is an evaluation of the codewords of $\mathscr{C}_{\text {вСн }}$ at the root $\alpha^{b+r+1}$. Let $\mathbf{c} \in S$ i.e. weight $(\mathbf{c})=$ $d$ then,

$$
-c_{n}=\mathbf{c}\left(\alpha^{b+r+1}\right)=\sum_{i=0}^{n-1} c_{i}\left(\alpha^{b+r+1}\right)^{i} \neq 0
$$

since from Equation 10.7 it is known that $\alpha^{b+r+1}$ is not a root of the code $\mathscr{C}_{\text {BCH }}$ i.e. $\alpha^{b+r+1} \notin D$. Suppose $\alpha^{b+r+1}$ were a root of $\mathscr{C}_{\text {BCH }}$, then from the BCH bound in Theorem 10.2 the code $\mathscr{C}_{\text {всн }}$ will have minimum weight $d+1$ which is not the case. This means that all codewords of minimum weight $d$ in $\mathscr{C}_{\text {BCH }}$ are extended to codewords of minimum weight $\geq d+1$ in $\mathscr{C}_{\text {евСН }}$ (since the symbol on the co-ordinate $n$ of a codeword of $\mathscr{C}_{\text {हВСн }}$ is mapped to an $m$ length vector representing $c_{n}$ ). If we assume that $\mathbf{c} \in \mathscr{C}_{\text {всн }}$ is not a codeword of minimum weight i.e. weight $(c) \geq d+1$ then,

$$
\mathbf{c}\left(\alpha^{b+r+1}\right)=\sum_{i=0}^{n-1} c_{i}\left(\alpha^{b+r+1}\right)^{i}=0
$$

for codewords $\mathbf{c}$ which have $D \cup\left\{\alpha^{b+r+1}\right\}$ as roots. From Corollary 10.1 these codewords have weight at least $d+1$ since $\left\{\alpha^{b+r+1}\right\} \sim D$ and $\left|D \cup\left\{\alpha^{b+r+1}\right\}\right|=d$. Therefore the minimum weight codewords of $\mathscr{C}_{\text {हВСН }}$ consist of;
(1) Codewords $\mathbf{c} \in \mathscr{C}_{\text {всн }}$ that have weight $d$ appended with an $m$-length vector representing $c_{n}$ with weight exactly $1^{1}$.
(2) Codewords $\mathbf{c} \in \mathscr{C}_{\text {BCH }}$ that have weight $d+1, \alpha^{b+r+1}$ as a root and appended with an $m$-length vector representing $c_{n}$ having weight exactly zero.

The minimum weight of $\mathscr{C}_{\text {EBCH }}$ is thus $d+1$.

Example 10.1: Consider the code restricted to $\mathbb{F}_{2}$ from the $R S$ code defined in $\mathbb{F}_{32}$ therefore $m=5$. The RS code has a set of defining roots

$$
V=\left\{1, \alpha, \alpha^{2}, \alpha^{3}, \alpha^{4}, \alpha^{5}, \alpha^{6}\right\} .
$$

[^13]The conjugacy classes $\mathbb{F}_{32}$ over $\mathbb{F}_{2}$ are ,
\{1\}

$$
\begin{aligned}
& \left\{\alpha, \alpha^{2}, \alpha^{4}, \alpha^{8}, \alpha^{16}\right\} \\
& \left\{\alpha^{3}, \alpha^{6}, \alpha^{12}, \alpha^{24}, \alpha^{17}\right\} \\
& \left\{\alpha^{5}, \alpha^{10}, \alpha^{20}, \alpha^{9}, \alpha^{18}\right\} \\
& \left\{\alpha^{7}, \alpha^{14}, \alpha^{28}, \alpha^{25}, \alpha^{19}\right\} \\
& \left\{\alpha^{11}, \alpha^{22}, \alpha^{13}, \alpha^{26}, \alpha^{21}\right\} \\
& \left\{\alpha^{15}, \alpha^{30}, \alpha^{29}, \alpha^{27}, \alpha^{23}\right\}
\end{aligned}
$$

where $\alpha$ is the primitive element of $\mathbb{F}_{32}$. The set $R$ for the BCH code is thus,

$$
R=\left\{1, \alpha, \alpha^{2}, \alpha^{4}, \alpha^{8}, \alpha^{16}, \alpha^{3}, \alpha^{6}, \alpha^{12}, \alpha^{24}, \alpha^{17}, \alpha^{5}, \alpha^{10}, \alpha^{20}, \alpha^{9}, \alpha^{18}\right\}
$$

with $|R|=16$ and $T=\varnothing$. The set $D$ is

$$
\begin{aligned}
D & =V \cup T=V \\
\text { and }|D| & =7 .
\end{aligned}
$$

The BCH code has length $n=q^{m}-1=31$, dimension $k=n-|R|=15$ and minimum distance $d=|D|+1=8$. The parity check matrix of $\mathscr{C}_{\text {हВСН }}$ is,

$$
H_{\mathrm{EBCH}}=\left[\begin{array}{ccccc}
\pi_{5}(1) & \pi_{5}(1) & \ldots & \pi_{5}(1) & \sigma_{5}(0) \\
\pi_{5}(1) & \pi_{5}(\alpha) & \ldots & \pi_{5}\left(\alpha^{30}\right) & \sigma_{5}(0) \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\pi_{5}(1) & \pi_{5}\left(\alpha^{6}\right) & \ldots & \pi_{5}\left(\alpha^{25}\right) & \sigma_{5}(0) \\
\pi_{5}(1) & \pi_{5}\left(\alpha^{7}\right) & \ldots & \pi_{5}\left(\alpha^{24}\right) & \sigma_{5}(1)
\end{array}\right]
$$

which maps to
and reduces to

> 100000000000000000000110100000101000 010000000000000000000101110000111111 001000000000000000000100011000100011 000100000000000000000100101100101111 000010000000000000000100110110101101 000001000000000000000100111011110111 000000100000000000000100111101010100 000000010000000000000010011110111011 000000001000000000000111101111110110 000000000100000000000101010111001001
> $H_{\mathrm{EBCH}}=000000000010000000000010101011101010$ 000000000001000000000111110101000101 000000000000100000000011111010101000 000000000000010000000111011101111111 000000000000001000000101001110000011 000000000000000100000010100111000111 000000000000000010000001010011110010 000000000000000001000110001001011100 000000000000000000100011000100101100 000000000000000000010111000010101010 000000000000000000001101000001100101
in echelon form. The code has length $n+m=36$ and dimension $k=15$. The minimum distance of this code was verified using computer algebra system MAGMA (Bosma et al., 1997) to be 9 . This result agrees with Theorem 10.3. The code $\mathscr{C}_{\text {Ebch }}$ has parameters $[36,15,9]_{2}$ and is an extension of the code $\mathscr{C}_{\text {BCH }}$ with parameters $[31,15,8]_{2}$.

The code $\mathscr{C}_{\text {евСн }}$ is therefore an $[n+m, k, d+1]_{q}$ code. The necessary conditions for which an $[n+m+1, k, d+2]_{q}$ code can be obtained from $\mathscr{C}_{\text {EBCH }}$ by adding a parity
check on the appended $m$ length vector representing $c_{n}$ are now looked at. Ideally a situation where $c_{n}$ is non-zero ${ }^{2}$ for all the minimum weight codewords of $\mathscr{C}_{\text {EBCH }}$ is desirable so that Theorem 10.1 can be applied.
10.4 Theorem (Single Extension with Parity Check). The extended BCH code $\mathscr{C}_{\text {EBCH }}$ with parameters $[n+m, k, d+1]_{q}$ can be further extended to an $[n+m+1, k, d+2]_{q}$ code by adding a parity check on the appended m-length vector representing $c_{n}$ of every codeword of $\mathscr{C}_{\text {EBCH }}$ if the original BCH code $\mathscr{C}_{\text {BCH }}$ has $\alpha^{b+r+2}$ as a root.

Proof. For the sake of clarity recall from Theorem 10.3 the minimum weight codewords of $\mathscr{C}_{\text {हвсн }}$,
(1) Codewords $\mathbf{c} \in \mathscr{C}_{\text {всн }}$ that have weight $d$ with an appended $m$-length vector representing $c_{n}$ with weight exactly 1 .
(2) Codewords $\mathbf{c} \in \mathscr{C}_{\text {всн }}$ that have weight $d+1, \alpha^{b+r+1}$ as a root and appended with an $m$-length vector representing $c_{n}$ having weight exactly zero.

If $\mathscr{C}_{\text {всн }}$ also contains $\alpha^{b+r+2}$ as a root i.e. all codewords have this root, then the set of minimum weight codewords corresponding to (2) above that have $\alpha^{b+r+1}$ as a root will have $\alpha^{b+r+2}$ as a root also. From Corollary 10.1, these codewords will have weight equal to $d+2$ since $D \sim\left\{\alpha^{b+r+1}, \alpha^{b+r+2}\right\}$ and $\left|D \cup\left\{\alpha^{b+r+1}, \alpha^{b+r+2}\right\}\right|=d+1$. Since $\mathscr{C}_{\text {EВсн }}$ has minimum weight $d+1$, all codewords of minimum weight in $\mathscr{C}_{\text {Евсн }}$ will be from the set (1) above. These codewords have the appended $m$-length vector representing $c_{n}$ having weight exactly 1 . From Theorem 10.1 , it is evident that $\mathscr{C}_{\text {EBCH }}$ can then be extended to an $[n+m+1, k, d+2]_{q}$ code by adding a single parity check on the $m$-length vector.

Example 10.2: Consider again the BCH code described in Example 10.1. We see that the gap root is $\alpha^{b+r+1}=\alpha^{7}$ and by examining the set $R$ it can be observed that $\alpha^{8} \in R$, thus $P=\left\{\alpha^{8}\right\}$. From Theorem 10.4 it should be possible to extend the code $\mathscr{C}_{\text {EВСн }}$ from a $[36,15,9]_{2}$ code to a $[37,15,10]_{2}$ code by adding a single parity check on the last $m=5$ coordinates since $D \sim\left\{\alpha^{7}, \alpha^{8}\right\}$. The parity check matrix $H$ is that of the extended code $\mathscr{C}_{\text {Eвсн }}$ with a single parity check on the $m$-length vector representing the last symbol,

[^14]1000000000000000001101000001010000 01000000000000000001011100001111110 00100000000000000001000110001000110 00010000000000000001001011001011110 00001000000000000001001101101011010 00000100000000000001001110111101110 00000010000000000001001111010101000 00000001000000000000100111101110110 0000000100000000001111011111101100 000000000100000000001010101110010010 00000000001000000001111101010001010 00000000000100000000111110101010000 00000000000010000001110111011111110 000000000000010000001010011100000110 00000000000000100000101001110001110 0000000000000010000010100111100100 00000000000000010001100010010111000 00000000000000001000110001001011000 0000000000000000101110000101010100 00000000000000000011010000011001010 0000000000000000000000000000111111

the resulting code was verified to be a $[37,15,10]_{2}$ code which coincides with the best known code from the tables in (Grassl, 2007).
10.5 Theorem (Multiple Extensions). If the code $\mathscr{C}_{B C H}$ contains elements of the set

$$
P=\left\{\alpha^{b+r+2}, \alpha^{b+r+3}, \ldots, \alpha^{b+r+\delta+1}\right\}, P \subset R,|P|=\delta \text { and } \sim P
$$

as roots then each codeword of $\mathbf{c}$ of $\mathscr{C}_{\text {ВС }}$ can be extended to

$$
\dot{\mathbf{c}}(x)=\mathbf{c}(x)+x^{n} c_{n}+x^{n+1} c_{n+1}+\cdots+x^{n+t-1} c_{n+t-1}
$$

where

$$
c_{n}=c_{n+1}=\cdots=c_{n+t-1}=-\sum_{i=0}^{n-1} c_{i}\left(\alpha^{b+r+1}\right)^{i}
$$

$1 \leq t \leq \delta+1$ and $\dot{\mathbf{c}} \in \mathscr{C}_{\text {евсн }}$ with the extended code $\mathscr{C}$ having length $n+m t$, dimension $k$ and minimum distance at least $d+t$.

Proof. It is assumed as before that each $c_{j}, j \geq n$ is restricted to $\mathbb{F}_{q^{m}}$ and maps to an $m$-length vector in $\mathbb{F}_{q}$. Henceforth each $c_{j}, j \geq n$ is referred as $c_{n}$ since they are all equal. Every codeword $\mathbf{c} \in \mathscr{C}_{\text {всн }}$ has the elements of $P$ as roots, thus any codeword of $\mathscr{C}_{\text {всн }}$ having $\alpha^{b+r+1}$ as a root will have the set $D \cup\left(\left\{\alpha^{b+r+1}\right\} \cup P\right)$ as a set of consecutive roots. From Corollary 10.1 this codeword will have weight at least $d+\delta+1$ since $\left|D \cup\left(\left\{\alpha^{b+r+1}\right\} \cup P\right)\right|=d+\delta$, therefore all codewords of $\mathscr{C}_{\text {всн }}$ of weight $w$ such that
$d \leq w \leq d+\delta$ cannot have $c_{n}$ equal to zero. Thus for $1 \leq t \leq \delta$ each $c_{n}$ is an $m$-length vector having weight exactly 1 and $\mathscr{C}_{\text {EвCH }}$ has minimum weight codewords of weight $d+t$ consisting of minimum weight codewords of $\mathscr{C}_{\text {вСН }}$ of weight $d$ appended with $t m$-length vectors each representing $c_{n}$ with weight exactly 1 . Thus $\mathbf{c}$ has weight $d+t$. If $t=\delta+1$, the minimum weight codewords of $\mathscr{C}_{\text {ЕВСН }}$ consists of codewords of $\mathscr{C}_{\text {BCH }}$ with weight $d+\delta+1$ having roots $D \cup\left(\left\{\alpha^{b+r+1}\right\} \cup P\right)$ and appended with $\delta+1$ $m$-length vectors representing $c_{n}$ each all zero, and minimum weight codewords of $\mathscr{C}_{\text {всн }}$ appended with $\delta+1 \mathrm{~m}$-length vectors representing $c_{n}$ with weight exactly 1 . Thus $\mathbf{c}$ has weight $d+\delta+1$. For $t>\delta+1$ no improvement on the minimum distance is possible since codewords with roots $D \cup\left(\left\{\alpha^{b+r+1}\right\} \cup P\right)$ cannot be extended because they have $\alpha^{b+r+1}$ as a root. Therefore given any $t$ in the range $1 \leq t \leq \delta+1$ the code $\mathscr{C}_{\text {Eвс }}$ has minimum weight at least $d+t$.

Example 10.3: Using the BCH code in Example 10.1, it can be observed that the set $R$ contains the set $P=\left\{\alpha^{8}, \alpha^{9}, \alpha^{10}\right\}$ and $D\left(\left\{\alpha^{7}\right\} \cup P\right)$. Thus $\delta=|P|=3$. Theorem 10.5 says it is possible to obtain codes $[36,15,9]_{2}$ if $t=1,[41,15,10]_{2}$ if $t=2$, $[46,15,11]_{2}$ if $t=3$ and $[51,15,12]_{2}$ if $t=4$. Since the $t=1$ coincides with Example 10.1 , codes for $t \geq 2$ are constructed. If $t=2$, the parity check matrix of $\mathscr{C}_{\text {EBCH }}$ is given by,

$$
H_{\text {EBCH }}=\left[\begin{array}{cccccc}
\pi_{5}(1) & \pi_{5}(1) & \ldots & \pi_{5}(1) & \sigma_{5}(0) & \sigma_{5}(0) \\
\pi_{5}(1) & \pi_{5}(\alpha) & \ldots & \pi_{5}\left(\alpha^{30}\right) & \sigma_{5}(0) & \sigma_{5}(0) \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\pi_{5}(1) & \pi_{5}\left(\alpha^{6}\right) & \ldots & \pi_{5}\left(\alpha^{25}\right) & \sigma_{5}(0) & \sigma_{5}(0) \\
\pi_{5}(1) & \pi_{5}\left(\alpha^{7}\right) & \ldots & \pi_{5}\left(\alpha^{24}\right) & \sigma_{5}(1) & \sigma_{5}(0) \\
\pi_{5}(1) & \pi_{5}\left(\alpha^{7}\right) & \ldots & \pi_{5}\left(\alpha^{24}\right) & \sigma_{5}(0) & \sigma_{5}(1)
\end{array}\right]
$$

this code was verified to be a $[41,15,10]_{2}$ code. If $t=3, H_{\text {EBCH }}$ is

$$
H_{\mathrm{EBCH}}=\left[\begin{array}{ccccccc}
\pi_{5}(1) & \pi_{5}(1) & \ldots & \pi_{5}(1) & \sigma_{5}(0) & \sigma_{5}(0) & \sigma_{5}(0) \\
\pi_{5}(1) & \pi_{5}(\alpha) & \ldots & \pi_{5}\left(\alpha^{30}\right) & \sigma_{5}(0) & \sigma_{5}(0) & \sigma_{5}(0) \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
\pi_{5}(1) & \pi_{5}\left(\alpha^{6}\right) & \ldots & \pi_{5}\left(\alpha^{25}\right) & \sigma_{5}(0) & \sigma_{5}(0) & \sigma_{5}(0) \\
\pi_{5}(1) & \pi_{5}\left(\alpha^{7}\right) & \ldots & \pi_{5}\left(\alpha^{24}\right) & \sigma_{5}(1) & \sigma_{5}(0) & \sigma_{5}(0) \\
\pi_{5}(1) & \pi_{5}\left(\alpha^{7}\right) & \ldots & \pi_{5}\left(\alpha^{24}\right) & \sigma_{5}(0) & \sigma_{5}(1) & \sigma_{5}(0) \\
\pi_{5}(1) & \pi_{5}\left(\alpha^{7}\right) & \ldots & \pi_{5}\left(\alpha^{24}\right) & \sigma_{5}(0) & \sigma_{5}(0) & \sigma_{5}(1)
\end{array}\right]
$$

this is a $[46,15,11]_{2}$ code. Finally if $t=4$,

$$
H_{\text {EBCH }}=\left[\begin{array}{cccccccc}
\pi_{5}(1) & \pi_{5}(1) & \ldots & \pi_{5}(1) & \sigma_{5}(0) & \sigma_{5}(0) & \sigma_{5}(0) & \sigma_{5}(0) \\
\pi_{5}(1) & \pi_{5}(\alpha) & \ldots & \pi_{5}\left(\alpha^{30}\right) & \sigma_{5}(0) & \sigma_{5}(0) & \sigma_{5}(0) & \sigma_{5}(0) \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\pi_{5}(1) & \pi_{5}\left(\alpha^{6}\right) & \ldots & \pi_{5}\left(\alpha^{25}\right) & \sigma_{5}(0) & \sigma_{5}(0) & \sigma_{5}(0) & \sigma_{5}(0) \\
\pi_{5}(1) & \pi_{5}\left(\alpha^{7}\right) & \ldots & \pi_{5}\left(\alpha^{24}\right) & \sigma_{5}(1) & \sigma_{5}(0) & \sigma_{5}(0) & \sigma_{5}(0) \\
\pi_{5}(1) & \pi_{5}\left(\alpha^{7}\right) & \ldots & \pi_{5}\left(\alpha^{24}\right) & \sigma_{5}(0) & \sigma_{5}(1) & \sigma_{5}(0) & \sigma_{5}(0) \\
\pi_{5}(1) & \pi_{5}\left(\alpha^{7}\right) & \ldots & \pi_{5}\left(\alpha^{24}\right) & \sigma_{5}(0) & \sigma_{5}(0) & \sigma_{5}(1) & \sigma_{5}(0) \\
\pi_{5}(1) & \pi_{5}\left(\alpha^{7}\right) & \ldots & \pi_{5}\left(\alpha^{24}\right) & \sigma_{5}(0) & \sigma_{5}(0) & \sigma_{5}(0) & \sigma_{5}(1)
\end{array}\right]
$$

which results in a $[51,15,12]_{2}$ code.

In Theorem 10.4, $\alpha^{b+r+1}$ is a gap root of the sets $D$ and $P=\left\{\alpha^{b+r+2}\right\}$. Cases where $\alpha^{b+r+1}$ is a gap root to sets $D$ and $P$ with $|P| \geq 1$ are now treated.
10.6 Theorem (Multiple Extensions with Parity Checks). If the code $\mathscr{C}_{\text {всн }}$ contains elements of the set

$$
P=\left\{\alpha^{b+r+2}, \alpha^{b+r+3}, \ldots, \alpha^{b+r+\delta+1}\right\}, P \subset R,|P|=\delta \text { and } \sim P
$$

as roots then each codeword of $\mathbf{c}$ of $\mathscr{C}_{\text {BСн }}$ can be extended to

$$
\dot{\mathbf{c}}(x)=\mathbf{c}(x)+x^{n} c_{n}+x^{n+1} c_{n+1}+\cdots+x^{n+t-1} c_{n+t-1}
$$

where

$$
c_{n}=c_{n+1}=\cdots=c_{n+t-1}=-\sum_{i=0}^{n-1} c_{i}\left(\alpha^{b+r+1}\right)^{i}
$$

$1 \leq t \leq \delta$ and $\mathbf{c} \in \mathscr{C}_{\text {ЕВСн }}$ with the extended code $\mathscr{C}$ having length $n+m t+l$, dimension $k$ and minimum distance at least min $\{d+t+l, d+\delta+1\}$ by adding $l$ single parity checks on any of the m-length vectors representing $c_{j}, j \geq n$.

Proof. From the proof of Theorem 10.5, it can be observed that for $1 \leq t \leq \delta$ all minimum weight codewords of $\mathscr{C}_{\text {евсн }}$ have $m$-length vectors representing $c_{j}, j \geq n$ each with weight exactly 1 . Thus by Theorem 10.1 each $c_{j}, j \geq n$ is a candidate for extension by adding a single parity check on any $l m$-length vectors. It can also be observed that no extensions are possible for codewords with weight $d+\delta+1$ with roots $D \cup\left(\left\{\alpha^{b+r+1}\right\} \cup P\right)$, therefore the maximum possible minimum distance of any extension of the code $\mathscr{C}_{\text {всн }}$ with Theorem 10.6 is $d+\delta+1$. Thus the minimum distance of the code is $\min \{d+\delta+1, d+t+l\}$.

Example 10.4: Using the sets $R, D$ and $P$ of BCH code in Example 10.3, $t=3$ and $l=3$ are chosen. For $t=3$ from Example 10.3 a $[46,15,9]_{2}$ code is obtained which is then extended by adding $l=3$ single parity checks to each $c_{j}, j \geq n$. $H$ is the parity check matrix of the extended code obtained from $\mathscr{C}_{\text {ВСН }}$ using Theorem 10.6
1000000000000000000001101000001000000000001000000
0100000000000000000001011100001000000000000000001
0010000000000000000001000110001000000000000011000
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$H=\quad 0000000000000000100000010100111000000000001101001$
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0000000000000000000000000000000010000000001000000
0000000000000000000000000000000001000000000100000
0000000000000000000000000000000000100000000010000
0000000000000000000000000000000000010000000001000
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0000000000000000000000000000000000000000100001000
0000000000000000000000000000000000000000011111001
0000000000000000000000000000000000000000000000101
0000000000000000000000000000000000000000000000011
in echelon form. The code has parameters $[49,15,12]_{2}$.

Example 10.5: Consider the code restricted to $\mathbb{F}_{4}$ from the RS code defined in $\mathbb{F}_{64}$ with $m=3$. The RS code has a set of defining roots

$$
V=\left\{\alpha^{k}: k \in[41 . .62]\right\}
$$

The conjugacy classes $\mathbb{F}_{64}$ over $\mathbb{F}_{4}$ are,

$$
\begin{aligned}
& \{1\}, \\
& \left\{\alpha, \alpha^{4}, \alpha^{16}\right\}, \\
& \left\{\alpha^{2}, \alpha^{8}, \alpha^{32}\right\}, \\
& \left\{\alpha^{3}, \alpha^{12}, \alpha^{48}\right\}, \\
& \left\{\alpha^{5}, \alpha^{20}, \alpha^{17}\right\}, \\
& \left\{\alpha^{6}, \alpha^{24}, \alpha^{33}\right\}, \\
& \left\{\alpha^{7}, \alpha^{28}, \alpha^{49}\right\}, \\
& \left\{\alpha^{9}, \alpha^{36}, \alpha^{18}\right\}, \\
& \left\{\alpha^{10}, \alpha^{40}, \alpha^{34}\right\}, \\
& \left\{\alpha^{11}, \alpha^{44}, \alpha^{50}\right\}, \\
& \left\{\alpha^{13}, \alpha^{52}, \alpha^{19}\right\}, \\
& \left\{\alpha^{14}, \alpha^{56}, \alpha^{35}\right\}, \\
& \left\{\alpha^{15}, \alpha^{60}, \alpha^{51}\right\}, \\
& \left\{\alpha^{21}\right\}, \\
& \left\{\alpha^{22}, \alpha^{25}, \alpha^{37}\right\}, \\
& \left\{\alpha^{23}, \alpha^{29}, \alpha^{53}\right\}, \\
& \left\{\alpha^{26}, \alpha^{41}, \alpha^{38}\right\}, \\
& \left\{\alpha^{27}, \alpha^{45}, \alpha^{54}\right\}, \\
& \left\{\alpha^{30}, \alpha^{57}, \alpha^{39}\right\}, \\
& \left\{\alpha^{31}, \alpha^{61}, \alpha^{55}\right\}, \\
& \left\{\alpha^{42}\right\}, \\
& \left\{\alpha^{43}, \alpha^{46}, \alpha^{58}\right\}
\end{aligned}
$$

where $\alpha$ is the primitive element of $\mathbb{F}_{64}$. The set $R$ for the BCH code is thus,

$$
\begin{aligned}
R= & \left\{\alpha^{3}, \alpha^{7}, \alpha^{11}, \alpha^{12}, \alpha^{13}, \alpha^{14}, \alpha^{15}, \alpha^{19}, \alpha^{23}, \alpha^{26}, \alpha^{27}, \alpha^{28}, \alpha^{29},\right. \\
& \alpha^{30}, \alpha^{31}, \alpha^{35}, \alpha^{38}, \alpha^{39}, \alpha^{41}, \alpha^{42}, \alpha^{43}, \alpha^{44}, \alpha^{45}, \alpha^{46}, \alpha^{47}, \alpha^{48}, \\
& \left.\alpha^{49}, \alpha^{50}, \alpha^{51}, \alpha^{52}, \alpha^{53}, \alpha^{54}, \alpha^{55}, \alpha^{56}, \alpha^{57}, \alpha^{58}, \alpha^{59}, \alpha^{60}, \alpha^{61}, \alpha^{62}\right\}
\end{aligned}
$$

with $|R|=40$ and $T=\varnothing$. The set $D$ is

$$
\begin{aligned}
D & =V \cup T=V \\
\text { and }|D| & =22 .
\end{aligned}
$$

The BCH code has length $n=q^{m}-1=63$, dimension $k=n-|R|=23$ and minimum distance $d=|D|+1=23$. By studying $R$ it is clear that $\alpha^{40}$ is a gap root of the sets
$D$ and $P=\left\{\alpha^{38}, \alpha^{39}\right\}$. The parity check matrix of $\mathscr{C}_{\text {हВС }}$ is,

$$
H_{\text {EBCH }}=\left[\begin{array}{ccccccc}
\pi_{3}(1) & \pi_{3}\left(\alpha^{62}\right) & \ldots & \pi_{3}(\alpha) & \sigma_{3}(0) & \ldots & \sigma_{3}(0) \\
\pi_{3}(1) & \pi_{3}\left(\alpha^{61}\right) & \ldots & \pi_{3}\left(\alpha^{2}\right) & \sigma_{3}(0) & \ldots & \sigma_{3}(0) \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
\pi_{3}(1) & \pi_{3}\left(\alpha^{41}\right) & \ldots & \pi_{3}\left(\alpha^{22}\right) & \sigma_{3}(0) & \ldots & \sigma_{3}(0) \\
\pi_{3}(1) & \pi_{3}\left(\alpha^{40}\right) & \ldots & \pi_{3}\left(\alpha^{23}\right) & \sigma_{3}(1) & \ldots & \sigma_{3}(0)
\end{array}\right]
$$

which is a $[66,23,24]_{4}$ code. Applying Theorem 10.6 a $[67,23,25]_{4}$ code is obtained which corresponds to the best known code from the tables in (Grassl, 2007).

### 10.5 Observations

If it is assumed that an overall parity check is included for each $m$ extended symbols, this method can be seen as extending a BCH code with parameters $[n, k, d]_{q}$ ,

$$
[n, k, d]_{q} \rightarrow[n+t(m+1), k, \min (d+\delta+1, d+2 t)]
$$

where $\delta=|P|$ and $t \geq 1$. Clearly the minimum distance of the extended code is upper bounded by the $d+\delta+1$ which is the minimum distance of the subcode of the original $[n, k, d]_{q}$ code with parameters $[n, k-m, d+\delta+1]_{q}$. A well known method that extends a code based on the parameters of its subcode is Construction X (Sloane et al., 1972) (see also Theorem 2.1). Construction X extends a code $[n, k, d]_{q}$ with a subcode $[n, k-m, d+\delta+1]_{q}$ to form a code with parameters $[n+n, k, \min (d+\delta+1, d+$ $s)]_{q}$ using an auxiliary code $[n, m, s]_{q}$. A best known code is usually chosen as the auxiliary code. Codes obtainable from the two constructions are now compared. For an extended code $[n+t(m+1), k, \min (d+\delta+1, d+2 t)]$ obtained from extending BCH codes, it is assumed that $\delta$ is arbitrarily large. The best known auxiliary code for construction X with length $t(m+1)$ and dimension $m$ is obtained from the database in MAGMA (Bosma et al., 1997). Thus by comparing $2 t$ and $s$ the possible increase in distance from the two different methods for extended codes of the same length can be seen. Figures 10.1-10.4 show the extensions possible from the previously presented method of extending BCH codes and construction X for codes in different fields. The plots show the effect of $m$ and $q$ on the two extension methods. When $m$ and $q$ are small the two methods are similar as the length of the extended code increases. When $m$ is small and $q$ is large, construction X produces codes with much better parameters. This is because the auxiliary codes used in construction X get better as the field size increases. When $q$ is small and $m$ is large construction X produces much better codes as the length of the extended code increases. When $q$ is large and $m$ is small, the two methods seem to produce codes with similar distances


Fig. 10.1: BCH extension compared with Construction $X$ in $\mathbb{F}_{2}$ for different $m$


Fig. 10.2: BCH extension compared with Construction $X$ in $\mathbb{F}_{3}$ for different $m$


Fig. 10.3: BCH extension compared with Construction $X$ in $\mathbb{F}_{4}$ for different $m$


Fig. 10.4: BCH extension compared with Construction $X$ in $\mathbb{F}_{8}$ for different $m$
when the difference between the length of the extended code and the original code is small. In the figures the difference in distance between the original code and the extended codes is allowed to go up to 30 . In practice this difference is quite small as was seen in previous examples and the extended codes have lengths not much longer than the original codes. In summary when $m$ is small this method of extending BCH codes produces similar results with construction X provided $q$ is relatively small as well.

### 10.6 Summary

It was shown that it is possible to extend BCH codes by adding in some cases more than two columns to their parity check matrices whereas with RS codes it is only possible to add at most two columns. The extension method was shown to be as good as construction X in producing codes in some cases however as the field size increases the efficacy of the method deteriorates in comparison to construction X . The method has provided insight into the extendability of BCH codes. It has also provided insight into the inner workings of the method of extending Goppa codes in Chapter 8.

## 11. Improved Codes From Goppa Codes II

### 11.1 Introduction

In this chapter an alternative construction to the codes to the extended Goppa codes in Chapter 8 is given. Recall that the extended Goppa codes in Chapter 8 can be seen as extended BCH codes. The main advantage of the construction presented here to that in Chapter 8 is that it is possible extend non narrow-sense BCH codes. A drawback however is that for the codes in Chapter 8 with parameters $[n, k, d]_{q}$ the codes using the construction in this chapter will produce $[n-1, k-1, d]_{q}$ codes. In other words codes presented in this Chapter are shortened when compared with codes from Chapter 8. This is because the codes in Chapter 8 use the concept of a modified Goppa code. It is not known at present if this concept can be applied to the construction in this Chapter. The method presented here can be used for any BCH code (not just narrow sense BCH codes) thus providing better flexibility. The codes in the strict sense are not Goppa codes but alternant codes (a super-class of Goppa codes).

### 11.2 Goppa Codes

Recall the definition and description of Goppa codes from Section 3.4 and Section 8.2. In this chapter we assume the coordinate set $L$ is indexed such that $L=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ and codewords of the Goppa code are indexed $c=\left(c_{1}, \ldots, c_{n}\right)$. The code defined in $\mathbb{F}_{q^{m}}$ which contains all the codewords of a Goppa code is a generalised Reed Solomon code and is maximum distance separable (MacWilliams and Sloane, 1983). The parity check matrix of a Goppa code, which by definition is restricted to $\mathbb{F}_{q}$, can be expressed with elements from $\mathbb{F}_{q}$. It is possible to represent $\mathbb{F}_{q^{m}}$ as an $m$-dimensional vector space with elements from $\mathbb{F}_{q}$ using a suitable basis. Let $\pi_{m}$ define the map,

$$
\begin{aligned}
& \pi_{m}: \mathbb{F}_{q^{m}} \rightarrow \mathbb{F}_{q}^{m} \\
& \pi_{m}(\beta)=\left[a_{1}, a_{2}, \ldots, a_{m}\right] \quad \beta \in \mathbb{F}_{q^{m}}, a_{i} \in \mathbb{F}_{q} .
\end{aligned}
$$

Suppose $\left[\gamma_{1}, \gamma_{2}, \ldots, \gamma_{m}\right]$ forms a suitable basis of the vector space $\mathbb{F}_{q}^{m}$, then $\beta=a_{1} \gamma_{1}+$ $a_{2} \gamma_{2}+\cdots+a_{m} \gamma_{m}$. A common choice for the basis is the normal basis,

$$
\left[\beta, \beta^{q}, \ldots, \beta^{q^{m-1}}\right] \beta \in \mathbb{F}_{q^{m}}
$$

which exists for any subfield of $\mathbb{F}_{q^{m}}$ (Lidl and Niederreiter, 1986). Given a parity check matrix defined in $\mathbb{F}_{q^{m}}$,

$$
H=\left[\begin{array}{cccc}
h_{1,1} & h_{1,2} & \ldots & h_{1, n} \\
h_{2,1} & h_{2,2} & \ldots & h_{2, n} \\
\vdots & \vdots & \ddots & \vdots \\
h_{r, 1} & h_{r, 2} & \ldots & h_{r, n}
\end{array}\right]
$$

it is possible to replace each $h_{i, j}$ in $H$ with an $m$-tuple column vector $\left[h_{i, j, 1}, h_{i, j, 2}, \ldots, h_{i, j, m}\right]^{T}$ . Finally performing row reductions on the $m r \times n$ matrix obtains a parity check matrix in $\mathbb{F}_{q}$ (MacWilliams and Sloane, 1983). The new matrix is a parity check matrix of the Goppa code in $\mathbb{F}_{q}$.

### 11.3 Construction

### 11.3.1 Preliminary: Cauchy and Vandermonde Matrices

Reed Solomon codes are maximum distance separable (MDS) codes and have the maximum achievable minimum distance. Their generator and parity check matrices are defined by a Vandermonde matrix. The parity check matrix of an RS code of length $n=\left|\mathbb{F}_{q}-1\right|$, dimension $k$ and minimum distance $d$ defined in a finite field $\mathbb{F}_{q}$ with $\alpha$ as a primitive element is given by,

$$
H_{\mathrm{RS}}=\left[\begin{array}{ccccc}
1 & \alpha^{b} & \alpha^{2 b} & \cdots & \alpha^{(n-1) b}  \tag{11.1}\\
1 & \alpha^{b+1} & \alpha^{2(b+1)} & \cdots & \alpha^{(n-1)(b+1)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha^{b+n-k-1} & \alpha^{2(b+n-k-1)} & \cdots & \alpha^{(n-1)(b+n-k-1)}
\end{array}\right]
$$

for some integer $b$. The parity check matrix of a doubly extended Reed Solomon (RS) code was shown by Wolf (1969) and Kasami et al (1966) to be

$$
H_{\mathrm{ERS}}=\left[\begin{array}{ccccccc}
1 & \alpha^{b} & \alpha^{2 b} & \cdots & \alpha^{(n-1) b} & 1 & 0  \tag{11.2}\\
1 & \alpha^{b+1} & \alpha^{2(b+1)} & \cdots & \alpha^{(n-1)(b+1)} & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
1 & \alpha^{b+n-k-1} & \alpha^{2(b+n-k-1)} & \cdots & \alpha^{(n-1)(b+n-k-1)} & 0 & 1
\end{array}\right]
$$

Doubly extended RS codes have length $n+2$, dimension $k+2$ and distance $d$. Wolf (Wolf, 1969) proved the minimum distance of the codes defined by $H_{\text {ERS }}$ have distance $d$ by showing that each $d-1 \times d-1$ determinant of the matrix is non-zero. This follows from the definition of minimum distance; all $d-1 \times d-1$ submatrices of a parity check matrix of a code with minimum distance $d$ must have a nonzero determinant. The determinant of any $d-1 \times d-1$ submatrix of the Vandermonde matrix $H_{\mathrm{RS}}$ (Wolf, 1969) is given by,

$$
\begin{align*}
\operatorname{det}\left|\begin{array}{cccc}
\alpha^{b j_{1}} & \alpha^{b j_{2}} & \cdots & \alpha^{b j_{d-1}} \\
\alpha^{(b+1) j_{1}} & \alpha^{(b+1) j_{2}} & \cdots & \alpha^{(b+1) j_{d-1}} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha^{(b+n-k-1)\left(j_{1}\right)} & \alpha^{(b+n-k-1) j_{2}} & \cdots & \alpha^{(b+n-k-1) j_{d-1}}
\end{array}\right|  \tag{11.3}\\
=\alpha^{b\left(j_{1}+j_{2}+\cdots+j_{d-1}\right)} \operatorname{det}\left|\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\alpha^{j_{1}} & \alpha^{j_{2}} & \cdots & \alpha^{j_{d-1}} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha^{j_{1}} & \alpha^{j_{2}} & \cdots & \alpha^{j_{d-1}}
\end{array}\right| \tag{11.4}
\end{align*}
$$

for any columns $j_{1}, j_{2}, \ldots, j_{d-1}$. The determinant in 11.3 is called a Vandermonde determinant and is known to have a nonzero determinant for any columns $j_{1}, j_{2}, \ldots, j_{d-1}$. If $H_{\text {ERS }}$ in 11.2 is considered, any $d-1 \times d-1$ determinant of the matrix with columns $j_{1}, j_{2}, \ldots, j_{d-1}$ from the submatrix $H_{\mathrm{RS}}$ of $H_{\mathrm{ERS}}$ is nonzero. There is also a need to cater for determinants that include the appended columns to prove the minimum distance of the code defined by $H_{\text {ERS }}$. Consider the determinant that includes the first appended column of $H_{\text {ERS }}$ in $j_{1}, j_{2}, \ldots, j_{d-1}$ chosen columns,

$$
\operatorname{det}\left|\begin{array}{ccccc}
\alpha^{b j_{1}} & \alpha^{b j_{2}} & \cdots & \alpha^{b j_{d-2}} & 1  \tag{11.5}\\
\alpha^{(b+1) j_{1}} & \alpha^{(b+1) j_{2}} & \cdots & \alpha^{(b+1) j_{d-2}} & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\alpha^{(b+n-k-1)\left(j_{1}\right)} & \alpha^{(b+n-k-1) j_{2}} & \cdots & \alpha^{(b+n-k-1) j_{d-2}} & 0
\end{array}\right|
$$

expanding about the appended column gives Equation 11.5 as,

$$
=1 \cdot \operatorname{det}\left|\begin{array}{ccc}
\alpha^{(b+1) j_{1}} & \cdots & \alpha^{(b+1) j_{d-2}} \\
\vdots & \ddots & \vdots \\
\alpha^{(b+n-k-1)\left(j_{1}\right)} & \cdots & \alpha^{(b+n-k-1) j_{d-2}}
\end{array}\right|
$$

The determinant in 11.5 reduces to a $d-2 \times d-2$ determinant of a Vandermonde matrix and is therefore nonzero. This proves that adding the appended column to
$H_{\text {ERS }}$ does not decrease the minimum distance from $d$. Similarly the determinant which includes the second appended column in $H_{\text {ERS }}$ reduces to,

$$
\operatorname{det}\left|\begin{array}{ccc}
\alpha^{b j_{1}} & \cdots & \alpha^{b j_{d-2}}  \tag{11.6}\\
\vdots & \ddots & \vdots \\
\alpha^{(b+n-k-2)\left(j_{1}\right)} & \cdots & \alpha^{(b+n-k-2) j_{d-2}}
\end{array}\right|
$$

which is also a Vandermonde determinant and is nonzero. Any $d-1 \times d-1$ determinant that contains both of the appended columns will also result in,

$$
\operatorname{det}\left|\begin{array}{ccc}
\alpha^{(b+1) j_{1}} & \cdots & \alpha^{(b+1) j_{d-2}}  \tag{11.7}\\
\vdots & \ddots & \vdots \\
\alpha^{(b+n-k-2)\left(j_{1}\right)} & \cdots & \alpha^{(b+n-k-2) j_{d-2}}
\end{array}\right|
$$

after expansion about either of the appended columns. This is also a Vandermonde determinant and is nonzero. Thus every $d-1 \times d-1$ determinant of $H_{\text {ERS }}$ is nonzero and the doubly extended RS code has distance $d$. Notice however that any $d-1 \times$ $d-1$ determinant of the matrix in 11.8,

$$
H_{\mathrm{E}}=\left[\begin{array}{cccccc}
1 & \alpha^{b} & \alpha^{2 b} & \cdots & \alpha^{(n-1) b} & 0  \tag{11.8}\\
1 & \alpha^{b+1} & \alpha^{2(b+1)} & \cdots & \alpha^{(n-1)(b+1)} & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & \alpha^{b+n-k-1} & \alpha^{2(b+n-k-1)} & \cdots & \alpha^{(n-1)(b+n-k-1)} & 0
\end{array}\right]
$$

which includes the appended column is as in 11.9,

$$
\operatorname{det}\left|\begin{array}{ccccc}
\alpha^{b j_{1}} & \alpha^{b j_{2}} & \cdots & \alpha^{b j_{d-2}} & 0  \tag{11.9}\\
\alpha^{(b+1) j_{1}} & \alpha^{(b+1) j_{2}} & \cdots & \alpha^{(b+1) j_{d-2}} & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\alpha^{(b+n-k-1)\left(j_{1}\right)} & \alpha^{(b+n-k-1) j_{2}} & \cdots & \alpha^{(b+n-k-1) j_{d-2}} & 0
\end{array}\right|
$$

The determinant in 11.9 after expansion about the appended column reduces to;

$$
\operatorname{det}\left|\begin{array}{ccc}
\alpha^{b j_{1}} & \cdots & \alpha^{b j_{d-2}}  \tag{11.10}\\
\alpha^{(b+2) j_{1}} & \cdots & \alpha^{(b+2) j_{d-2}} \\
\vdots & \ddots & \vdots \\
\alpha^{(b+n-k-2)\left(j_{1}\right)} & \cdots & \alpha^{(b+n-k-2) j_{d-2}}
\end{array}\right|
$$

which is not a Vandermonde determinant ${ }^{1}$ therefore is not guaranteed to be nonzero. Appending columns with a 1 in any position except the first and the last, with 0's

[^15]elsewhere will result in determinants that are not guaranteed to be nonzero. This completes Wolf's (Wolf, 1969) observation. In summary, only the two columns that were appended in 11.2 will guarantee an MDS code from a Vandermonde matrix the only known exception (MacWilliams and Sloane, 1983) being the case where there are 3 rows which allows appending a $3 \times 3$ identity matrix ${ }^{2}$.
From the previous discussion it can be observed that a Vandermonde matrix has the property that any square submatrix is non-singular (has a nonzero determinant). Another matrix that shares this property with the Vandermonde matrix is the Cauchy matrix (MacWilliams and Sloane, 1983). A Cauchy matrix in a finite field $\mathbb{F}_{q}$ is formed from two mutually disjoint sets $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right\}$ and $\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{l}\right\}$ and is given by
\[

H_{\mathrm{C}}=\left[$$
\begin{array}{cccc}
\frac{1}{\alpha_{1}-\beta_{1}} & \frac{1}{\alpha_{1}-\beta_{2}} & \cdots & \frac{1}{\alpha_{1}-\beta_{l}}  \tag{11.11}\\
\frac{1}{\alpha_{2}-\beta_{1}} & \frac{1}{\alpha_{2}-\beta_{2}} & \cdots & \frac{1}{\alpha_{2}-\beta_{l}} \\
\vdots & \vdots & \cdots & \vdots \\
\frac{1}{\alpha_{r}-\beta_{1}} & \frac{1}{\alpha_{r}-\beta_{2}} & \cdots & \frac{1}{\alpha_{r}-\beta_{l}}
\end{array}
$$\right]
\]

such that $r+l \leq\left|\mathbb{F}_{q}\right|, \alpha_{i}, \beta_{j} \in \mathbb{F}_{q}$ and $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right\} \cap\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{l}\right\}=\varnothing$. The codes defined by $H_{\mathrm{c}}$ are also MDS. Appending a column to $H_{\mathrm{c}}$ in the same manner as singly extended RS codes results in a parity check matrix of an extended Cauchy code with $d=r+1$ of the form,

$$
H_{\mathrm{EC}}=\left[\begin{array}{ccccc}
\frac{1}{\alpha_{1}-\beta_{1}} & \frac{1}{\alpha_{1}-\beta_{2}} & \cdots & \frac{1}{\alpha_{1}-\beta_{l}} & 1  \tag{11.12}\\
\frac{1}{\alpha_{2}-\beta_{1}} & \frac{1}{\alpha_{2}-\beta_{2}} & \cdots & \frac{1}{\alpha_{2}-\beta_{l}} & 0 \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
\frac{1}{\alpha_{r}-\beta_{1}} & \frac{1}{\alpha_{r}-\beta_{2}} & \cdots & \frac{1}{\alpha_{r}-\beta_{l}} & 0
\end{array}\right]
$$

A $d-1 \times d-1$ determinant of $H_{\mathrm{EC}}$ with any columns $j_{1}, j_{2}, \ldots, j_{d-2}$ and the appended column is given by 11.13 ,

$$
\operatorname{det}\left|\begin{array}{ccccc}
\frac{1}{\alpha_{1}-\beta_{j_{1}}} & \frac{1}{\alpha_{1}-\beta_{j_{2}}} & \cdots & \frac{1}{\alpha_{1}-\beta_{j_{d-2}}} & 1  \tag{11.13}\\
\frac{1}{\alpha_{2}-\beta_{j_{1}}} & \frac{1}{\alpha_{2}-\beta_{j_{2}}} & \cdots & \frac{1}{\alpha_{2}-\beta_{j_{d-2}}} & 0 \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
\frac{1}{\alpha_{r}-\beta_{j_{1}}} & \frac{1}{\alpha_{r}-\beta_{j_{2}}} & \cdots & \frac{1}{\alpha_{r}-\beta_{j_{d-2}}} & 0
\end{array}\right|
$$

which reduces to 11.14,

$$
\operatorname{det}\left|\begin{array}{cccc}
\frac{1}{\alpha_{2}-\beta_{j_{1}}} & \frac{1}{\alpha_{2}-\beta_{j_{2}}} & \cdots & \frac{1}{\alpha_{2}-\beta_{j_{d-2}}}  \tag{11.14}\\
\vdots & \vdots & \cdots & \vdots \\
\frac{1}{\alpha_{r}-\beta_{j_{1}}} & \frac{1}{\alpha_{r}-\beta_{j_{2}}} & \cdots & \frac{1}{\alpha_{r}-\beta_{j_{d-2}}}
\end{array}\right|
$$

[^16]after expansion about the appended column. Clearly the determinant in 11.14 is a Cauchy determinant formed from the sets $\left\{\alpha_{2}, \ldots, \alpha_{r}\right\} \cap\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{l}\right\}$ and is therefore nonzero. It is also clear that any appended column with a single nonzero entry on any row of $H_{\text {EC }}$ will also result in a Cauchy determinant. This is because there is no criterion for ordering of the elements of the two defining sets of the Cauchy matrix i.e. any set of mutually distinct elements will suffice. It is possible append any column with a single nonzero entry to $H_{\mathrm{EC}}$ and obtain a Cauchy determinant. In general it is possible to add an identity matrix to the parity check of a Cauchy code and still have minimum distance $d=r+1$. This may appear as a disadvantage for Vandermonde codes when the two codes are compared. However it has to be taken into account that Cauchy codes defined by $H_{\mathrm{c}}$ are always in shortened form since the set $\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{l}\right\}$ which determines the length of the Cauchy code cannot contain any members of the set $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right\}$. Appending an identity matrix to $H_{C}$ will make up for the difference in length between the two types of codes. In effect, in terms of code length there is nothing to choose from between the Vandermonde codes and the extended Cauchy codes. In the next section this key difference is taken advantage of so as to extend Goppa codes and obtain new codes.

### 11.3.2 Construction of Extended Length Goppa Codes

The Goppa polynomial of the form,

$$
\begin{equation*}
\dot{G}(x)=x^{r_{1}}\left(x-\beta_{2}\right)\left(x-\beta_{3}\right) \cdots\left(x-\beta_{\ell}\right) \tag{11.15}
\end{equation*}
$$

is used, with $\ell$ distinct roots and the set,

$$
\dot{L}=\left\{\mathbb{F}_{q^{m}} \backslash\left\{\beta_{1}, \ldots, \beta_{\ell}\right\}\right\}
$$

which is an instance of the Goppa polynomial from Equation (8.4) in Section 8.2 with $r_{\mu}=1$ when $\mu>1$ and with $\beta_{1}=0$. From Equation (8.2) in Section 8.2 the parity check matrix of the $\Gamma(\dot{L}, \dot{G})$ code defined by $\dot{G}(x)$ is,

$$
\dot{H}=\left[\begin{array}{c}
H_{r_{1}}  \tag{11.16}\\
H_{r_{2}} \\
\vdots \\
H_{r_{\ell}}
\end{array}\right]=\left[\begin{array}{cccc}
\frac{1}{\alpha_{1}} & \frac{1}{\alpha_{2}} & \cdots & \frac{1}{\alpha_{n}} \\
\frac{1}{\alpha_{1}^{2}} & \frac{1}{\alpha_{2}^{2}} & \cdots & \frac{1}{\alpha_{n}^{2}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{\alpha_{1}^{r_{1}}} & \frac{1}{\alpha_{2}^{r_{1}}} & \cdots & \frac{1}{\alpha_{n}^{r_{1}}} \\
\frac{1}{\beta_{2}-\alpha_{1}} & \frac{1}{\beta_{2}-\alpha_{2}} & \cdots & \frac{1}{\beta_{2}-\alpha_{n}} \\
\frac{1}{\beta_{3}-\alpha_{1}} & \frac{1}{\beta_{3}-\alpha_{2}} & \cdots & \frac{1}{\beta_{3}-\alpha_{n}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{\beta_{\ell}-\alpha_{1}} & \frac{1}{\beta_{\ell}-\alpha_{2}} & \cdots & \frac{1}{\beta_{\ell}-\alpha_{n}}
\end{array}\right]
$$

It is clear from Equation (11.16) and Theorem 3.2 that $H_{r_{1}}$, the parity check matrix corresponding to the factor of the Goppa polynomial $x^{r_{1}}$ from Equation (11.15), is a parity check matrix of a BCH code. The method used to obtain new codes in this thesis involves extending the length of the code by adding columns to the parity check matrix $\dot{H}$ of the code $\Gamma(\dot{L}, \dot{G})$. The matrix $\dot{H}$ is partitioned into two; the parity check matrix of a BCH code defined by $x^{r_{1}}$ and a Cauchy matrix. The Cauchy matrix with $\ell-1$ rows is the parity check matrix corresponding to all distinct factors of $\dot{G}(x)$ excluding $x^{r_{1}}$.

$$
H_{\mathrm{Y}}=\left[\begin{array}{cccccccc}
\frac{1}{\alpha_{1}} & \frac{1}{\alpha_{2}} & \cdots & \frac{1}{\alpha_{n}} & 0 & 0 & \cdots & 0  \tag{11.17}\\
\frac{1}{\alpha_{1}^{2}} & \frac{1}{\alpha_{2}^{2}} & \cdots & \frac{1}{\alpha_{n}^{2}} & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{1}{\alpha_{1}^{r_{1}}} & \frac{1}{\alpha_{2}^{r_{1}}} & \cdots & \frac{1}{\alpha_{n}^{r_{1}}} & 0 & 0 & \cdots & 0 \\
\frac{1}{\beta_{2}-\alpha_{1}} & \frac{1}{\beta_{2}-\alpha_{2}} & \cdots & \frac{1}{\beta_{2}-\alpha_{n}} & 1 & 0 & \cdots & 0 \\
\frac{1}{\beta_{3}-\alpha_{1}} & \frac{1-\alpha_{2}}{\beta_{3}-\alpha_{2}} & \cdots & \frac{1}{\beta_{3}-\alpha_{n}} & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{1}{\beta_{\ell}-\alpha_{1}} & \frac{1}{\beta_{\ell}-\alpha_{2}} & \cdots & \frac{1}{\beta_{\ell}-\alpha_{n}} & 0 & 0 & \cdots & 1
\end{array}\right]
$$

The parity check matrix $H_{\mathrm{Y}}$ of the lengthened code is given by (11.17). An allzeros matrix is appended to $H_{r_{1}}$ while an identity matrix is appended to the Cauchy matrix. In order to represent the matrix $H_{\mathrm{Y}}$ with elements from the subfield $\mathbb{F}_{q}$ the map $\pi_{m}$ is applied to elements of the sub-matrix $H$ of $H_{\mathrm{Y}}$ while the 0 's in the appended columns map to $m \times m$ zero matrices and the 1's map to $m \times m$ identity matrices. Each extended symbol of a codeword of $\mathscr{C}_{\mathrm{Y}}$ in $\mathbb{F}_{q^{m}}$ corresponding to an appended column is therefore an alphabet in $\mathbb{F}_{q^{m}}$ expanded ${ }^{3}$ to an $m$-tuple in $\mathbb{F}_{q}$. It is clear that the codes defined by $H_{\mathrm{Y}}$ have parameters,

$$
\begin{align*}
\text { Length, } n & =|\dot{L}|+m(\ell-1) \\
\text { Dimension, } k & \geq n-\left(m r_{1}+m(\ell-1)\right)  \tag{11.18}\\
& \geq|\dot{L}|-m r_{1}
\end{align*}
$$

11.1 Theorem. The minimum distance $d$ of the lengthened Goppa code denoted by $\mathscr{C}_{Y}$ with a parity check matrix $H_{Y}$ is $d \geq \operatorname{deg}(\dot{G}(x))+1$.

Proof. In order to obtain a lower bound on the minimum distance of the code $\mathscr{C}_{\mathrm{Y}}$ it is enough to show that minimum distance of the code defined by $H_{\mathrm{Y}}$ in the parent field ${ }^{4} \mathbb{F}_{q^{m}}$ is $d=\operatorname{deg}(\dot{G}(x))+1$. This means that the appended columns in $H_{\mathrm{Y}}$ do not

[^17]deteriorate the minimum distance of the code such that it is less than the distance of the code defined by $H$.
Recall that a linear code has minimum distance $d$ if any $d-1$ or less columns of its parity check matrix are linearly independent. Alternatively, a code has distance $d$ if any $d-1 \times d-1$ sub-matrix formed from its parity check matrix has a nonzero determinant. Consider Equation (11.17), any $d-1 \times d-1$ matrix (with $d=$ $\operatorname{deg}(\dot{G}(x))+1)$ formed from the matrix $H_{\mathrm{Y}}$ that does not include any of the appended columns is a sub-matrix of $\dot{H}$ (a Vandermonde matrix) and hence has a non-zero determinant. Any $d-1 \times d-1$ sub-matrix of $H_{\mathrm{Y}}$ which includes a single appended column having a 1 on a row of $H_{\mathrm{Y}}$ corresponding to a root $\beta_{\mu}$ of $\dot{G}(x)$ for any $\mu>1$ and zeros elsewhere will have a $d-2 \times d-2$ determinant after expansion about the appended column in question. This $d-2 \times d-2$ determinant is formed from the columns of a parity check matrix of a Goppa code defined with a Goppa polynomial with all the roots of $\dot{G}(x)$ except $\beta_{\mu}$ and hence has distance $d-1$. The $d-2 \times d-2$ determinant is therefore non-zero. Similarly any $d-1 \times d-1$ sub-matrix of $H_{\mathrm{Y}}$ that includes any two of the appended columns having 1's in rows corresponding to roots $\beta_{\mu}$ and $\beta_{v}$ of $\dot{G}(x)$ with $v, \mu>1$ and zeros elsewhere has a $d-3 \times d-3$ determinant after expansion about the columns in question. This determinant is formed from the columns of a Goppa code with a defining polynomial having all the roots of $\dot{G}(x)$ except $\beta_{\mu}$ and $\beta_{v}$. The code has distance $d-2$ therefore the $d-3 \times d-3$ determinant is non-zero. Applying this reasoning successively until all $\ell-1$ appended columns in (11.17) are considered, it can be concluded that any $d-1 \times d-1$ columns of the matrix $H_{\mathrm{Y}}$ defined in $\mathbb{F}_{q^{m}}$ are linearly independent hence the code $\mathscr{C}_{\mathrm{Y}}$ defined in $\mathbb{F}_{q}$ has distance $d \geq \operatorname{deg}(\dot{G}(x))+1$.

The approach used in the proof of Theorem 11.1 is similar to the one used by Wolf in (Wolf, 1969) to determine the minimum distance of doubly-extended Reed Solomon codes. It is known from (MacWilliams and Sloane, 1983) that Vandermonde and Cauchy matrices both have the property that any square sub-matrix is non-singular. The proof relies on the observation that a Cauchy matrix with $r$ rows may have an $r \times r$ identity matrix appended to it and still retain the property that any $r \times r$ sub-matrix is non-singular. This is not possible with Vandermonde matrices as at most two columns can be appended (as is the case with doubly extended Reed Solomon codes) whilst retaining this property.

### 11.3.3 Codes with Better Dimensions

From (11.18) it can be observed that the exact dimension of the codes $\mathscr{C}_{\mathrm{Y}}$ depends on the dimension of the BCH code defined by $x^{r_{1}}$. The dimension of a BCH code can be completely determined by examining its defining roots. A parity check matrix of a BCH code defined as a Goppa code with polynomial $x^{r_{1}}$ is given (11.19). By observing (11.19) it is possible to see that if $\alpha$ is a primitive element of $\mathbb{F}_{q^{m}}$, the defining
roots of the BCH in $\mathbb{F}_{q}$ consist of the elements of the set $A=\left\{\alpha^{q^{m}-2}, \alpha^{q^{m}-3}, \ldots, \alpha^{q^{m}-1-r_{1}}\right\}$ and all their conjugates.

$$
H_{r_{1}}=\left[\begin{array}{cccc}
\alpha_{1}^{\left(q^{m}-2\right)} & \alpha_{2}^{\left(q^{m}-2\right)} & \cdots & \alpha_{n}^{\left(q^{m}-2\right)}  \tag{11.19}\\
\alpha_{1}^{\left(q^{m}-3\right)} & \alpha_{2}^{\left(q^{m}-3\right)} & \cdots & \alpha_{n}^{\left(q^{m}-3\right)} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{1}^{\left(q^{m}-1-r_{1}\right)} & \alpha_{2}^{\left(q^{m}-1-r_{1}\right)} & \cdots & \alpha_{n}^{\left(q^{m}-1-r_{1}\right)}
\end{array}\right]
$$

Recall the definition of a conjugacy class. A conjugacy class of an element $\beta$ of a finite field $\mathbb{F}_{q^{m}}$ is given as the set,

$$
C(\beta)=\left\{\beta, \beta^{q}, \beta^{q^{2}}, \ldots, \beta^{q^{(e-1)}}\right\} \quad \beta \in \mathbb{F}_{q^{m}}
$$

where $e$ is the smallest positive integer such that $\beta^{q^{e}}=\beta$. The set of roots of a BCH code are given by

$$
R=\bigcup_{\beta \in A} C(\beta),
$$

the codes have redundancy $|R|$ and dimension $k=n-|R|$.

To obtain the best possible dimension it is desirable the BCH code defined by (11.19) to be narrow sense. Narrow sense BCH codes tend to have the cardinality $|R|$ to be comparatively small when $|A|=r_{1}$ is also small. It is possible to shift the roots of the sub-matrix $H_{r_{1}}$ in $\dot{H}$ from (11.16) so that the BCH code is narrow sense. We can accomplish this by multiplying $H$ with a matrix $M$.

$$
M=\left[\begin{array}{cccc}
\alpha_{1}^{-\left(q^{m}-1-r_{1}\right)} & 0 & \cdots & 0 \\
0 & \alpha_{2}^{-\left(q^{m}-1-r_{1}\right)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \alpha_{n}^{-\left(q^{m}-1-r_{1}\right)}
\end{array}\right]
$$

$$
\begin{equation*}
\ddot{H}=\dot{H} \times M \tag{11.20}
\end{equation*}
$$

and

$$
\ddot{H}=\left[\begin{array}{cccc}
\alpha_{1}^{\left(r_{1}-1\right)} & \alpha_{2}^{\left(r_{1}-1\right)} & \cdots & \alpha_{n}^{\left(r_{1}-1\right)}  \tag{11.21}\\
\alpha_{1}^{\left(r_{1}-2\right)} & \alpha_{2}^{\left(r_{1}-2\right)} & \cdots & \alpha_{n}^{\left(r_{1}-2\right)} \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \cdots & 1 \\
\frac{\alpha_{1}^{\left(-\left(q^{m}-1-r_{1}\right)\right.}}{\beta_{2}-\alpha_{1}} & \frac{\alpha_{2}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{2}-\alpha_{2}} & \cdots & \frac{\alpha_{n}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{2}-\alpha_{n}} \\
\frac{\alpha_{1}^{\left(-\left(q^{m}-1-r_{1}\right)\right.}}{\beta_{3}-\alpha_{1}} & \frac{\alpha_{2}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{3}-\alpha_{2}} & \cdots & \frac{\alpha_{n}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{3}-\alpha_{n}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\alpha_{1}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{\ell}-\alpha_{1}} & \frac{\alpha_{2}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{\ell}-\alpha_{2}} & \cdots & \frac{\alpha_{n}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{\ell}-\alpha_{n}}
\end{array}\right]
$$

11.2 Theorem. The code defined by $\ddot{H}$ restricted to $\mathbb{F}_{q}$ has minimum distance $d \geq$ $\operatorname{deg}(\dot{G}(x))+1$.

Proof. Recall the definition of generalised Reed Solomon (GRS) codes from (MacWilliams and Sloane, 1983). A GRS code, denoted by $\operatorname{GRS}_{k}(\alpha, \mathbf{v})$, consists of all the vectors,

$$
\left.\left(v_{1} F\left(\alpha_{1}\right), v_{2} F\left(\alpha_{2}\right), \ldots, v_{n} F\left(\alpha_{n}\right)\right)\right)
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ consists of distinct elements of $\mathbb{F}_{q^{m}}$, a template $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ consists of arbitrary elements from $\mathbb{F}_{q^{m}}$ none of which is zero and $F(x)$ is a polynomial of degree at most $k-1$. Also from (MacWilliams and Sloane, 1983) it is known that Goppa codes defined by some $G(x)$ of degree $r$ and the set $L=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\}$ are subfield subcodes of $\operatorname{GRS}_{n-r}(\alpha, \mathbf{v})$ with $k=n-r$ and,

$$
\begin{equation*}
v_{i}=\frac{G\left(\alpha_{i}\right)}{\prod_{j \neq i}\left(\alpha_{i}-\alpha_{j}\right)}, \quad i=1, \ldots, n \tag{11.2}
\end{equation*}
$$

Again from (MacWilliams and Sloane, 1983) it is observed that dual code of a $\operatorname{GRS}_{k}(\alpha, \mathbf{v})$ code is also a GRS code of the form $\operatorname{GRS}_{n-k}(\alpha, \mathbf{v})$ for some template $\dot{\mathbf{v}}$. Clearly the code defined by $\ddot{H}$ in $\mathbb{F}_{q^{m}}$ is a GRS code of the form $\operatorname{GRS}_{n-\operatorname{deg}(G \in(x))}(\alpha, \mathbf{u v})$ where $\mathbf{v}$ is defined as in (11.22) and

$$
\dot{\mathbf{u}}=\left(\alpha_{1}^{-\left(q^{m}-1-r_{1}\right)}, \alpha_{2}^{-\left(q^{m}-1-r_{1}\right)}, \ldots, \alpha_{n}^{-\left(q^{m}-1-r_{1}\right)}\right)
$$

Since the code defined by $\ddot{H}$ in $\mathbb{F}_{q}$ is a subfield subcode it has minimum distance at least that of the code defined in $\mathbb{F}_{q^{m}}$. GRS codes are maximum distance separable and in this case the code defined in $\mathbb{F}_{q^{m}}$ has distance $\operatorname{deg}(\dot{G}(x))+1$, therefore its subfield subcode has distance $d \geq \operatorname{deg}(\dot{G}(x))+1$.

Codes defined by $\ddot{H}$ in $\mathbb{F}_{q}$, denoted by $\ddot{\mathscr{O}}_{\mathrm{X}}$, have a better dimension but the same minimum distance was the code defined by $\dot{H}$. It is possible to add columns to the parity-check matrix of the code defined by $\ddot{H}$ in $\mathbb{F}_{q}$ in the same manner as in (11.17). Equation (11.27) shows the parity check matrix of the lengthened code. As with codes defined by $H_{\mathrm{Y}}$ the length, dimension and minimum distance of the codes are,

$$
\left.\left.\begin{array}{c}
\text { Length, } n=|\dot{L}|+m(\ell-1) \\
\text { Dimension, } k \geq|\dot{L}|-m r_{1} \\
\text { Distance, } d \geq \operatorname{deg}(\dot{G}(x))+1
\end{array}\right] \begin{array}{cccccc}
\alpha_{1}^{\left(r_{1}-1\right)} & \ldots & \alpha_{n}^{\left(r_{1}-1\right)} & 0 & \ldots & 0 \\
\alpha_{1}^{\left(r_{1}-2\right)} & \ldots & \alpha_{n}^{\left(r_{1}-2\right)} & 0 & \ldots & 0  \tag{11.24}\\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & \ldots & 1 & 0 & \ldots & 0 \\
\ddot{H}_{\mathrm{Y}}=\left[\begin{array}{c}
1
\end{array}\right. \\
\frac{\alpha_{1}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{2}-\alpha_{1}} & \ldots & \frac{\alpha_{n}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{2}-\alpha_{n}} & 1 & \ldots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\frac{\alpha_{1}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{\ell}-\alpha_{1}} & \ldots & \frac{\alpha_{n}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{\ell}-\alpha_{n}} & 0 & \ldots & 1
\end{array}\right] .
$$

It is straight forward to show that codes defined by $\ddot{H}_{\mathrm{Y}}$ have distance at least $\operatorname{deg}(\dot{G}(x))+1$ by using the same reasoning as in Theorem 11.1.

### 11.3.4 An Example

As an illustration of the construction, a polynomial $\dot{G}(x)=x^{2}(x+1)$ with coefficients from $\mathbb{F}_{8}$ is used to define an extended Goppa code in $\mathbb{F}_{2}$. The finite field $\mathbb{F}_{8}$ is defined with the primitive polynomial $s^{3}+s+1$ and has $\alpha$ as a primitive element. The set $\dot{L}$ corresponding to $G(x)$ is then given by,

$$
\dot{L}=\left[\begin{array}{llllll}
\alpha & \alpha^{2} & \alpha^{3} & \alpha^{4} & \alpha^{5} & \alpha^{6}
\end{array}\right]
$$

and from (11.16) the matrix $\hat{H}$ is,

$$
\dot{H}=\left[\begin{array}{cccccc}
\alpha^{6} & \alpha^{5} & \alpha^{4} & \alpha^{3} & \alpha^{2} & \alpha \\
\alpha^{5} & \alpha^{3} & \alpha & \alpha^{6} & \alpha^{4} & \alpha^{2} \\
\alpha^{4} & \alpha & \alpha^{6} & \alpha^{2} & \alpha^{3} & \alpha^{5}
\end{array}\right]
$$

For this example clearly $\ell=2, r_{1}=2,|\dot{L}|=6$ and $m=3$. To make the BCH part of $\dot{H}$ narrow sense it is multiplied with the matrix $M$,

$$
M=\left[\begin{array}{cccccc}
\alpha^{2} & 0 & 0 & 0 & 0 & 0 \\
0 & \alpha^{4} & 0 & 0 & 0 & 0 \\
0 & 0 & \alpha^{6} & 0 & 0 & 0 \\
0 & 0 & 0 & \alpha & 0 & 0 \\
0 & 0 & 0 & 0 & \alpha^{3} & 0 \\
0 & 0 & 0 & 0 & 0 & \alpha^{5}
\end{array}\right]
$$

and this results in the matrix $\ddot{H}$,

$$
\ddot{H}=\dot{H} \times M=\left[\begin{array}{cccccc}
\alpha & \alpha^{2} & \alpha^{3} & \alpha^{4} & \alpha^{5} & \alpha^{6} \\
1 & 1 & 1 & 1 & 1 & 1 \\
\alpha^{6} & \alpha^{5} & \alpha^{5} & \alpha^{3} & \alpha^{6} & \alpha^{3}
\end{array}\right]
$$

adding a single column the matrix $\ddot{H}_{\mathrm{Y}}$ in $\mathbb{F}_{8}$ is obtained.

$$
\ddot{H}_{\mathrm{Y}}=\left[\begin{array}{ccccccc}
\alpha & \alpha^{2} & \alpha^{3} & \alpha^{4} & \alpha^{5} & \alpha^{6} & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 0 \\
\alpha^{6} & \alpha^{5} & \alpha^{5} & \alpha^{3} & \alpha^{6} & \alpha^{3} & 1
\end{array}\right]
$$

$\ddot{H}_{\mathrm{Y}}$ is then expressed in $\mathbb{F}_{2}$ as,

$$
\ddot{H}_{\mathrm{Y}}=\left[\begin{array}{lllllllll}
0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 1
\end{array}\right]
$$

The matrix $\ddot{H}_{\mathrm{Y}}$ is the parity check matrix of the extended length Goppa code and
after row reductions the code has parameters $[9,2,5]_{2}$.

$$
\ddot{H}_{\mathrm{Y}}=\left[\begin{array}{lllllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{array}\right]
$$

It can be observed that the minimum distance of the code is one more than the lower bound i.e. $\operatorname{deg}(G(x))+1=4$. Results on codes obtained from the construction method are presented. These codes have minimum distances better than the codes in (Grassl, 2007) with same length and rate. They are derived from Goppa codes defined by the polynomial in (11.15). Goppa polynomials with coefficients in $\mathbb{F}_{q^{m}}$ of the form,

$$
G(x)=x^{r_{1}} \prod_{i=0}^{\ell-2}\left(x-\alpha^{i}\right)
$$

where $\alpha$ is the primitive element of $\mathbb{F}_{q^{m}}$ are used. Tables 11.1-11.3 give a summary of the results of new codes in $\mathbb{F}_{7}, \mathbb{F}_{8}$ and $\mathbb{F}_{9}$ which are subfield subcodes of codes defined in $\mathbb{F}_{49}, \mathbb{F}_{64}$, and $\mathbb{F}_{81}$ respectively. The codes are represented in the form $[n, k, d]_{q}$. The dimensions of the codes are confirmed by expressing their parity check matrices in reduced echelon form. It is worth noting that some of the codes in Tables 11.1-11.3 can be obtained from other codes in the tables by shortening in one or more positions. For example $\mathscr{C}_{37}$ can be obtained from $\mathscr{C}_{38}$ by shortening in one position.

| $0 \#$ | $q^{m}$ | $m$ | $r_{1}$ | $\ell$ | Codes | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | ---: | :---: | :---: | :---: |
| $\mathscr{C}_{1}$ | 49 | 2 | 2 | 5 | $[52,41,7]_{7}$ | $[52,41,6]_{7}$ |
| $\mathscr{C}_{2}$ | 49 | 2 | 9 | 6 | $[53,29,15]_{7}$ | $[53,29,14]_{7}$ |

Table 11.1: New Codes in $\mathbb{F}_{7}$

| $\#$ | $q^{m}$ | $m$ | $r_{1}$ | $\ell$ | Codes | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | ---: | ---: | :---: | :---: |
| $\mathscr{C}_{3}$ | 64 | 2 | 1 | 9 | $[71,54,10]_{8}$ | $[71,54,9]_{8}$ |
| $\mathscr{C}_{4}$ | 64 | 2 | 1 | 12 | $[74,51,13]_{8}$ | $[74,51,12]_{8}$ |
| $\mathscr{C}_{5}$ | 64 | 2 | 1 | 13 | $[75,50,14]_{8}$ | $[75,50,13]_{8}$ |
| $\mathscr{C}_{6}$ | 64 | 2 | 10 | 6 | $[68,42,16]_{8}$ | $[68,42,15]_{8}$ |
| $\mathscr{C}_{7}$ | 64 | 2 | 10 | 7 | $[69,41,17]_{8}$ | $[69,41,16]_{8}$ |
| $\mathscr{C}_{8}$ | 64 | 2 | 11 | 6 | $[68,40,17]_{8}$ | $[68,40,16]_{8}$ |

Table 11.2: New Codes in $\mathbb{F}_{8}$

| $\#$ | $q^{m}$ | $m$ | $r_{1}$ | $\ell$ | Codes | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | ---: | ---: | :---: | :---: |
| $\mathscr{C}_{9}$ | 81 | 2 | 1 | 6 | $[85,74,7]_{9}$ | $[85,74,6]_{9}$ |
| $\mathscr{C}_{10}$ | 81 | 2 | 2 | 6 | $[85,72,8]_{9}$ | $[85,72,7]_{9}$ |
| $\mathscr{C}_{11}$ | 81 | 2 | 3 | 6 | $[85,70,9]_{9}$ | $[85,70,8]_{9}$ |
| $\mathscr{C}_{12}$ | 81 | 2 | 4 | 6 | $[85,68,10]_{9}$ | $[85,69,9]_{9}$ |
| $\mathscr{C}_{13}$ | 81 | 2 | 11 | 6 | $[85,57,17]_{9}$ | $[85,57,16]_{9}$ |
| $\mathscr{C}_{14}$ | 81 | 2 | 12 | 6 | $[85,55,18]_{9}$ | $[85,55,17]_{9}$ |
| $\mathscr{C}_{15}$ | 81 | 2 | 21 | 6 | $[85,42,27]_{9}$ | $[85,42,26]_{9}$ |
| $\mathscr{C}_{16}$ | 81 | 2 | 22 | 6 | $[85,40,28]_{9}$ | $[85,40,27]_{9}$ |
| $\mathscr{C}_{17}$ | 81 | 2 | 1 | 7 | $[86,73,8]_{9}$ | $[86,73,7]_{9}$ |
| $\mathscr{C}_{18}$ | 81 | 2 | 2 | 7 | $[86,71,9]_{9}$ | $[86,71,8]_{9}$ |
| $\mathscr{C}_{19}$ | 81 | 2 | 3 | 7 | $[86,69,10]_{9}$ | $[86,69,9]_{9}$ |
| $\mathscr{C}_{20}$ | 81 | 2 | 11 | 7 | $[86,56,18]_{9}$ | $[86,56,17]_{9}$ |
| $\mathscr{C}_{21}$ | 81 | 2 | 12 | 7 | $[86,54,19]_{9}$ | $[86,54,18]_{9}$ |
| $\mathscr{C}_{22}$ | 81 | 2 | 21 | 7 | $[86,41,28]_{9}$ | $[86,41,27]_{9}$ |
| $\mathscr{C}_{23}$ | 81 | 2 | 2 | 8 | $[87,70,10]_{9}$ | $[87,70,9]_{9}$ |
| $\mathscr{C}_{24}$ | 81 | 2 | 11 | 8 | $[87,55,19]_{9}$ | $[87,55,18]_{9}$ |
| $\mathscr{C}_{25}$ | 81 | 2 | 1 | 9 | $[88,71,10]_{9}$ | $[88,71,9]_{9}$ |
| $\mathscr{C}_{26}$ | 81 | 2 | 2 | 9 | $[88,69,11]_{9}$ | $[88,69,1]_{9}$ |
| $\mathscr{C}_{27}$ | 81 | 2 | 10 | 9 | $[88,55,19]_{9}$ | $[88,55,18]_{9}$ |
| $\mathscr{C}_{28}$ | 81 | 2 | 11 | 9 | $[88,54,20]_{9}$ | $[88,54,19]_{9}$ |
| $\mathscr{C}_{29}$ | 81 | 2 | 1 | 10 | $[89,70,11]_{9}$ | $[89,70,10]_{9}$ |
| $\mathscr{C}_{30}$ | 81 | 2 | 1 | 11 | $[90,69,12]_{9}$ | $[90,69,11]_{9}$ |
| $\mathscr{C}_{31}$ | 81 | 2 | 1 | 12 | $[91,68,13]_{9}$ | $[91,68,12]_{9}$ |
| $\mathscr{C}_{32}$ | 81 | 2 | 2 | 12 | $[91,66,14]_{9}$ | $[91,66,13]_{9}$ |
| $\mathscr{C}_{33}$ | 81 | 2 | 1 | 13 | $[92,67,14]_{9}$ | $[92,67,13]_{9}$ |
| $\mathscr{C}_{34}$ | 81 | 2 | 2 | 13 | $[92,65,15]_{9}$ | $[92,65,14]_{9}$ |
| $\mathscr{C}_{35}$ | 81 | 2 | 1 | 15 | $[94,65,16]_{9}$ | $[94,65,15]_{9}$ |
| $\mathscr{C}_{36}$ | 81 | 2 | 2 | 15 | $[94,63,17]_{9}$ | $[94,63,16]_{9}$ |
| $\mathscr{C}_{37}$ | 81 | 2 | 2 | 13 | $[92,65,15]_{9}$ | $[92,65,14]_{9}$ |
| $\mathscr{C}_{38}$ | 81 | 2 | 1 | 14 | $[93,66,15]_{9}$ | $[93,66,14]_{9}$ |
| $\mathscr{C}_{39}$ | 81 | 2 | 1 | 15 | $[94,65,16]_{9}$ | $[94,65,15]_{9}$ |
| $\mathscr{C}_{40}$ | 81 | 2 | 2 | 15 | $[94,63,17]_{9}$ | $[94,63,16]_{9}$ |

Table 11.3: New Codes in $\mathbb{F}_{9}$

### 11.3.5 Adding One More Column

It is possible to add a single column to the parity-check matrix $H_{\mathrm{Y}}$ in the same manner as singly extended Reed Solomon codes (Wolf, 1969). A parity-check matrix $H_{\mathrm{P}}$,

$$
H_{\mathrm{P}}=\left[\begin{array}{cccccccc}
0 & \frac{1}{\alpha_{1}} & \cdots & \frac{1}{\alpha_{n}} & 0 & 0 & \cdots & 0  \tag{11.25}\\
0 & \frac{1}{\alpha_{1}^{2}} & \cdots & \frac{1}{\alpha_{n}^{2}} & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \frac{1}{\alpha_{1}^{r_{1}}} & \cdots & \frac{1}{\alpha_{n}^{r_{1}}} & 0 & 0 & \cdots & 0 \\
0 & \frac{1}{\beta_{2}-\alpha_{1}} & \cdots & \frac{1}{\beta_{2}-\alpha_{n}} & 1 & 0 & \cdots & 0 \\
0 & \frac{1}{\beta_{3}-\alpha_{1}} & \cdots & \frac{1}{\beta_{3}-\alpha_{n}} & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \frac{1}{\beta_{\ell}-\alpha_{1}} & \cdots & \frac{1}{\beta_{\ell}-\alpha_{n}} & 0 & 0 & \cdots & 1
\end{array}\right]
$$

is formed which leads to the next theorem.
11.3 Theorem. The linear code $\mathscr{C}_{P}$ defined by the parity-check matrix $H_{P}$ in $\mathbb{F}_{q}$ has

$$
\begin{aligned}
\text { Length } & =n+1 \\
\text { Dimension } & =k+1 \\
\text { Distance } & =d
\end{aligned}
$$

where $\mathscr{C}_{Y}$ is a code of length $n$, dimension $k$ and distance $d$ defined by the paritycheck matrix $H_{Y}$ from (11.17).

Proof. As in Theorem 11.1 it is sufficient to prove that appending the column does not cause the distance of $\mathscr{C}_{\mathrm{P}}$ to be less than that of $\mathscr{C}_{\mathrm{Y}}$. The length and dimension of the codes $\mathscr{C}_{\mathrm{P}}$ are 1 more than that of $\mathscr{C}_{\mathrm{Y}}$ since the parity check matrix $H_{\mathrm{P}}$ has an additional column.
Since $H_{\mathrm{Y}}$ has already been established in Theorem 11.1 to have all $d-1$ columns linearly independent and thus $\mathscr{C}_{\mathrm{Y}}$ has minimum distance $d \geq \operatorname{deg}(\dot{G}(x))+1$, the case where $d-1$ random chosen columns of $H_{\mathrm{P}}$ include the new appended column is considered. The determinant of a $d-1 \times d-1$ submatrix of $H_{\mathrm{P}}$ that includes the new appended column can be found by expanding about the column in question. This $d-1 \times d-1$ determinant of $H_{\mathrm{P}}$ which includes the appended column will have a 1 on a row of $H_{\mathrm{P}}$ corresponding to the defining root of the BCH code $\alpha^{r_{1}}$ i.e. the last row of the Vandermonde matrix defined by $x^{r_{1}}$ and is zero elsewhere thus forming a $d-2 \times d-2$ determinant. This $d-2 \times d-2$ determinant is formed from the columns of a parity check matrix of a Goppa code defined with a Goppa polynomial defined
by

$$
\begin{equation*}
x^{r_{1}-1}\left(x-\beta_{2}\right) \cdots\left(x-\beta_{\ell}\right) \tag{11.26}
\end{equation*}
$$

and hence has a non-zero determinant. All $d-1 \times d-1$ determinants of $H_{\mathrm{P}}$ are non-zero, therefore $\mathscr{C}_{\mathrm{P}}$ defined in $\mathbb{F}_{q}$ has minimum distance $d \geq \operatorname{deg}(\dot{G}(x))+1$.

Every $\mathscr{C}_{\mathrm{Y}}$ is a code shortened from $\mathscr{C}_{\mathrm{P}}$ in one coordinate. It is possible to shift the roots of the BCH part of the matrix $H_{\mathrm{P}}$ in the same way as (11.20) so that better dimensions are obtained by multiplying $H_{\mathrm{P}}$ with a matrix $M$,

$$
M=\left[\begin{array}{ccccc}
1 & 0 & 0 & \cdots & 0 \\
0 & \alpha_{1}^{-\left(q^{m}-1-r_{1}\right)} & 0 & \cdots & 0 \\
0 & 0 & \alpha_{2}^{-\left(q^{m}-1-r_{1}\right)} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \alpha_{n}^{-\left(q^{m}-1-r_{1}\right)}
\end{array}\right]
$$

corresponding to a template,

$$
\mathbf{v}=\left\{1, \alpha_{1}^{-\left(q^{m}-1-r_{1}\right)}, \alpha_{2}^{-\left(q^{m}-1-r_{1}\right)}, \ldots, \alpha_{n}^{-\left(q^{m}-1-r_{1}\right)}\right\}
$$

so that $\ddot{H}_{\mathrm{P}}=H_{\mathrm{P}} \times M$ which results in,

$$
\ddot{H}_{\mathrm{P}}=\left[\begin{array}{ccccccc}
0 & \alpha_{1}^{\left(r_{1}-1\right)} & \ldots & \alpha_{n}^{\left(r_{1}-1\right)} & 0 & \ldots & 0  \tag{11.27}\\
0 & \alpha_{1}^{\left(r_{1}-2\right)} & \ldots & \alpha_{n}^{\left(r_{1}-2\right)} & 0 & \ldots & 0 \\
0 & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & \ldots & 1 & 0 & \ldots & 0 \\
& & & & & & \\
0 & \frac{\alpha_{1}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{2}-\alpha_{1}} & \ldots & \frac{\alpha_{n}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{2}-\alpha_{n}} & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \frac{\alpha_{1}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{\ell}-\alpha_{1}} & \ldots & \frac{\alpha_{n}^{-\left(q^{m}-1-r_{1}\right)}}{\beta_{\ell}-\alpha_{n}} & 0 & \ldots & 1
\end{array}\right]
$$

It is clear that one can easily choose the template $v$ so that the BCH code is defined with any set of roots. Let $\ddot{\mathscr{C}}_{\mathrm{P}}$ denote the code defined by $\ddot{H}_{\mathrm{P}}$. Clearly, Theorem 11.3 describes the parameters of $\ddot{\mathscr{C}}_{\text {p }}$. New codes obtained from this construction of the form $\ddot{\mathscr{C}}_{\mathrm{P}}$ are now given. Tables 11.4-11.6 give new codes of the form $\ddot{\mathscr{C}}_{\mathrm{P}}$. As with codes obtained previously the dimension of each of the codes is confirmed using row reductions while their minimum distances are obtained from the bound in Theorem 11.3 .

| $\#$ | $q^{m}$ | $m$ | $r_{1}$ | $\ell$ | Codes | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | ---: | :---: | :---: | :---: |
| $\mathscr{C}_{41}$ | 49 | 2 | 2 | 5 | $[53,42,7]_{7}$ | $[53,42,6]_{7}$ |
| $\mathscr{C}_{42}$ | 49 | 2 | 9 | 5 | $[53,31,14]_{7}$ | $[53,31,13]_{7}$ |
| $\mathscr{C}_{43}$ | 49 | 2 | 17 | 5 | $[53,20,22]_{7}$ | $[53,20,21]_{7}$ |
| $\mathscr{C}_{44}$ | 49 | 2 | 1 | 6 | $[54,43,7]_{7}$ | $[54,43,6]_{7}$ |
| $\mathscr{C}_{45}$ | 49 | 2 | 9 | 6 | $[54,30,15]_{7}$ | $[54,30,14]_{7}$ |

Table 11.4: New Codes $\ddot{\mathscr{C}}_{P}$ in $\mathbb{F}_{7}$

| $\#$ | $q^{m}$ | $m$ | $r_{1}$ | $\ell$ | Codes | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | ---: | ---: | :---: | :---: |
| $\mathscr{C}_{46}$ | 64 | 2 | 10 | 5 | $[68,44,15]_{8}$ | $[68,44,14]_{8}$ |
| $\mathscr{C}_{47}$ | 64 | 2 | 12 | 5 | $[68,40,17]_{8}$ | $[68,40,16]_{8}$ |
| $\mathscr{C}_{48}$ | 64 | 2 | 19 | 5 | $[68,31,24]_{8}$ | $[68,31,23]_{8}$ |
| $\mathscr{C}_{49}$ | 64 | 2 | 20 | 5 | $[68,29,25]_{8}$ | $[68,29,24]_{8}$ |
| $\mathscr{C}_{50}$ | 64 | 2 | 10 | 6 | $[68,43,16]_{8}$ | $[68,43,15]_{8}$ |
| $\mathscr{C}_{51}$ | 64 | 2 | 19 | 6 | $[69,30,25]_{8}$ | $[69,30,24]_{8}$ |
| $\mathscr{C}_{52}$ | 64 | 2 | 10 | 7 | $[70,42,17]_{8}$ | $[70,42,16]_{8}$ |
| $\mathscr{C}_{53}$ | 64 | 2 | 10 | 8 | $[71,41,18]_{8}$ | $[71,41,17]_{8}$ |
| $\mathscr{C}_{54}$ | 64 | 2 | 1 | 9 | $[72,55,10]_{8}$ | $[72,55,10]_{8}$ |
| $\mathscr{C}_{55}$ | 64 | 2 | 1 | 12 | $[75,52,13]_{8}$ | $[75,53,12]_{8}$ |
| $\mathscr{C}_{56}$ | 64 | 2 | 1 | 13 | $[76,51,14]_{8}$ | $[76,51,13]_{8}$ |

Table 11.5: New Codes $\ddot{\mathscr{C}}_{P}$ in $\mathbb{F}_{8}$

| $\#$ | $q^{m}$ | $m$ | $r_{1}$ | $\ell$ | Codes | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | ---: | ---: | :---: | :---: |
| $\mathscr{C}_{57}$ | 81 | 2 | 11 | 5 | $[85,59,16]_{9}$ | $[85,59,15]_{9}$ |
| $\mathscr{C}_{58}$ | 81 | 2 | 21 | 5 | $[85,44,26]_{9}$ | $[85,44,25]_{9}$ |
| $\mathscr{C}_{59}$ | 81 | 2 | 31 | 5 | $[85,31,36]_{9}$ | $[85,31,35]_{9}$ |
| $\mathscr{C}_{60}$ | 81 | 2 | 1 | 6 | $[86,75,7]_{9}$ | $[86,75,6]_{9}$ |
| $\mathscr{C}_{61}$ | 81 | 2 | 11 | 6 | $[86,58,17]_{9}$ | $[86,58,16]_{9}$ |
| $\mathscr{C}_{62}$ | 81 | 2 | 21 | 6 | $[86,43,27]_{9}$ | $[86,43,26]_{9}$ |
| $\mathscr{C}_{63}$ | 81 | 2 | 1 | 7 | $[87,74,8]_{9}$ | $[87,74,7]_{9}$ |
| $\mathscr{C}_{64}$ | 81 | 2 | 11 | 7 | $[87,57,18]_{9}$ | $[87,57,17]_{9}$ |
| $\mathscr{C}_{65}$ | 81 | 2 | 21 | 7 | $[87,42,28]_{9}$ | $[87,42,27]_{9}$ |
| $\mathscr{C}_{66}$ | 81 | 2 | 1 | 8 | $[88,73,9]_{9}$ | $[88,73,8]_{9}$ |
| $\mathscr{C}_{67}$ | 81 | 2 | 11 | 8 | $[88,56,19]_{9}$ | $[88,56,18]_{9}$ |
| $\mathscr{C}_{68}$ | 81 | 2 | 21 | 8 | $[88,41,29]_{9}$ | $[88,41,28]_{9}$ |
| $\mathscr{C}_{69}$ | 81 | 2 | 1 | 9 | $[89,72,10]_{9}$ | $[89,72,9]_{9}$ |
| $\mathscr{C}_{70}$ | 81 | 2 | 11 | 9 | $[89,55,20]_{9}$ | $[89,55,19]_{9}$ |
| $\mathscr{C}_{71}$ | 81 | 2 | 1 | 10 | $[90,71,11]_{9}$ | $[90,71,10]_{9}$ |
| $\mathscr{C}_{72}$ | 81 | 2 | 1 | 11 | $[91,70,12]_{9}$ | $[91,70,11]_{9}$ |
| $\mathscr{C}_{73}$ | 81 | 2 | 1 | 12 | $[92,69,13]_{9}$ | $[92,69,12]_{9}$ |
| $\mathscr{C}_{74}$ | 81 | 2 | 1 | 13 | $[93,68,14]_{9}$ | $[93,68,13]_{9}$ |
| $\mathscr{C}_{75}$ | 81 | 2 | 1 | 14 | $[94,67,15]_{9}$ | $[94,67,14]_{9}$ |
| $\mathscr{C}_{76}$ | 81 | 2 | 1 | 15 | $[95,66,16]_{9}$ | $[95,66,15]_{9}$ |
| $\mathscr{C}_{77}$ | 81 | 2 | 1 | 16 | $[96,65,17]_{9}$ | $[96,65,16]_{9}$ |

Table 11.6: New Codes $\ddot{\mathscr{C}}_{P}$ in $\mathbb{F}_{9}$

### 11.4 Nested Structure and Construction $X$

It is possible to form a chain of nested codes from this construction. A linear code $\mathscr{C}_{1}$ is a subcode of a linear code $\mathscr{C}_{2}$ if all the codewords of $\mathscr{C}_{1}$ are contained in $\mathscr{C}_{2}$. Suppose these codes have parity check matrices $H_{1}$ and $H_{2}$ respectively, then the vector space defined by $H_{1}$ contains the vector space defined by $H_{2}$.

$$
\mathscr{C}_{1} \subset \mathscr{C}_{2} \text { iff } H_{2} \subset H_{1}
$$

The difference between the dimensions of a code and its subcode is called co-dimension.
11.4 Theorem. Any extended Goppa code $\Gamma\left(\dot{L}, \dot{G}_{1}\right)$ defined by a Goppa polynomial,

$$
\dot{G}_{1}(x)=x^{s}\left(x-\beta_{2}\right)\left(x-\beta_{3}\right) \cdots\left(x-\beta_{\ell}\right)
$$

is a subcode (of co-dimension $t-s$ ) of the Goppa code $\Gamma\left(\dot{L}^{\prime}, \dot{G}_{2}\right)$ defined by the Goppa polynomial,

$$
\dot{G}_{2}(x)=x^{t}\left(x-\beta_{2}\right)\left(x-\beta_{3}\right) \cdots\left(x-\beta_{\ell}\right)
$$

provided $t<s$ and $\beta_{i} \in \mathbb{F}_{q^{m}}$.

Proof. Implied in Theorem 11.4, $\dot{G}_{1}$ and $\dot{G}_{2}$ must have exactly the same roots not necessarily with the same multiplicity. If $H_{Y_{1}}$ is parity check matrix of the extended Goppa code defined by $\dot{G}_{1}$ and $H_{Y_{2}}$ is the parity check matrix of the extended Goppa code defined by $G_{2}$ then from Equation 11.17 it is clear that,

$$
H_{Y_{2}} \subset H_{Y_{1}}
$$

thus $\mathscr{C}_{Y_{1}} \subset \mathscr{C}_{Y_{2}}$.
11.1 Corollary. Any code $\ddot{\mathscr{C}}_{Y_{1}}$ derived from a Goppa code with polynomial $\dot{G}_{1}$ is subcode of the code $\ddot{\mathscr{C}}_{Y_{2}}$ derived from a Goppa code with polynomial $\dot{G}_{2}$ provided both codes are defined with the same template $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$.

Clearly if codes $\ddot{\mathscr{C}}_{Y_{1}}$ and $\ddot{\mathscr{C}}_{Y_{2}}$ have different templates then the codewords of $\ddot{\mathscr{C}}_{Y_{1}}$ will not satisfy the parity check equations of $\ddot{\mathscr{C}}_{\mathrm{Y}_{2}}$. Corollary 11.1 leads to a well known method of extending linear codes, Construction X as presented in Theorem 2.1. Tables 11.7-11.9 give new codes obtained from construction X with complete
information on the codes $\mathscr{C}_{2}$, their corresponding subcodes $\mathscr{C}_{1}$ and auxiliary codes. The template $\mathbf{v}$ is fixed for codes $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$ such that,

$$
\mathbf{v}=\left\{\alpha_{1}^{-\left(q^{m}-2\right)}, \alpha_{2}^{-\left(q^{m}-2\right)}, \ldots, \alpha_{n}^{-\left(q^{m}-2\right)}\right\}
$$

| $\#$ | $\mathscr{C}_{2}$ |  |  | $\mathscr{C}_{1}$ |  |  | Auxiliary codes | New Codes | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $r_{1}$ | $\ell$ | Codes | $r_{1}$ | $\ell$ | Codes |  |  |  |
| $\mathscr{C}_{78}$ | 9 | 5 | $[54,31,14]_{7}$ | 11 | 5 | $[58,28,16]_{7}$ | $[4,3,2]_{7}$ | $[58,31,16]_{7}$ | $[53,31,15]_{7}$ |

Table 11.7: New Codes From Construction X in $\mathbb{F}_{7}$

| $\#$ | $\mathscr{C}_{2}$ |  |  |  | $\mathscr{C}_{1}$ |  |  | Auxiliary codes | New Codes |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Codes in (Grassl, 2007) |  |  |  |  |  |  |  |  |  |
|  | $r_{1}$ | $\ell$ | Codes | $r_{1}$ | $\ell$ | Codes |  |  |  |
| $\mathscr{C}_{79}$ | 10 | 4 | $[66,44,14]_{8}$ | 12 | 4 | $[66,40,16]_{8}$ | $[5,4,2]_{8}$ | $[71,44,16]_{8}$ | $[71,44,15]_{8}$ |
| $\mathscr{C}_{80}$ | 11 | 4 | $[66,42,15]_{8}$ | 13 | 4 | $[66,38,17]_{8}$ | $[5,4,2]_{8}$ | $[71,42,17]_{8}$ | $[71,42,16]_{8}$ |
| $\mathscr{C}_{81}$ | 10 | 4 | $[66,44,14]_{8}$ | 12 | 4 | $[66,40,16]_{8}$ | $[5,4,2]_{8}$ | $[71,44,16]_{8}$ | $[71,44,15]_{8}$ |
| $\mathscr{C}_{82}$ | 19 | 4 | $[66,31,23]_{8}$ | 21 | 4 | $[66,27,25]_{8}$ | $[5,4,2]_{8}$ | $[71,31,25]_{8}$ | $[71,31,24]_{8}$ |

Table 11.8: New Codes From Construction $X$ in $\mathbb{F}_{8}$

| $\#$ | $\mathscr{C}_{2}$ |  |  | $\mathscr{C}_{1}$ |  |  | Auxiliary codes | New Codes | Codes in (Grassl, 2007) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $r_{1}$ | $\ell$ | Codes | $r_{1}$ | $\ell$ | Codes |  |  |  |
| $\mathscr{C}_{83}$ | 11 | 4 | $[83,59,15]_{9}$ | 13 | 4 | $[83,55,17]_{9}$ | $[5,4,2]_{9}$ | $[88,59,17]_{9}$ | $[88,59,16]_{9}$ |
| $\mathscr{C}_{84}$ | 11 | 4 | $[83,59,15]_{9}$ | 14 | 4 | $[83,53,18]_{9}$ | $[8,6,3]_{9}$ | $[91,59,18]_{9}$ | $[91,59,17]_{9}$ |
| $\mathscr{C}_{85}$ | 12 | 4 | $[83,57,16]_{9}$ | 14 | 4 | $[83,53,18]_{9}$ | $[5,4,2]_{9}$ | $[88,57,18]_{9}$ | $[88,57,17]_{9}$ |
| $\mathscr{C}_{86}$ | 12 | 4 | $[83,57,16]_{9}$ | 15 | 4 | $[83,51,19]_{9}$ | $[8,6,3]_{9}$ | $[91,57,19]_{9}$ | $[91,57,18]_{9}$ |
| $\mathscr{C}_{87}$ | 13 | 4 | $[83,55,17]_{9}$ | 15 | 4 | $[83,51,19]_{9}$ | $[5,4,2]_{9}$ | $[88,55,19]_{9}$ | $[88,55,18]_{9}$ |
| $\mathscr{C}_{88}$ | 21 | 4 | $[83,44,25]_{9}$ | 23 | 4 | $[83,40,27]_{9}$ | $[5,4,2]_{9}$ | $[88,44,27]_{9}$ | $[88,44,26]_{9}$ |
| $\mathscr{C}_{89}$ | 21 | 4 | $[83,44,25]_{9}$ | 24 | 4 | $[83,38,28]_{9}$ | $[8,6,3]_{9}$ | $[91,44,28]_{9}$ | $[91,44,27]_{9}$ |
| $\mathscr{C}_{90}$ | 22 | 4 | $[83,42,26]_{9}$ | 24 | 4 | $[83,38,28]_{9}$ | $[5,4,2]_{9}$ | $[88,42,28]_{9}$ | $[88,42,27]_{9}$ |
| $\mathscr{C}_{91}$ | 11 | 5 | $[84,58,16]_{9}$ | 13 | 5 | $[84,54,18]_{9}$ | $[5,4,2]_{9}$ | $[89,58,18]_{9}$ | $[89,58,17]_{9}$ |
| $\mathscr{C}_{92}$ | 11 | 5 | $[84,58,16]_{9}$ | 14 | 5 | $[84,52,19]_{9}$ | $[8,6,3]_{9}$ | $[92,58,19]_{9}$ | $[92,58,18]_{9}$ |
| $\mathscr{C}_{93}$ | 12 | 5 | $[84,56,17]_{9}$ | 14 | 5 | $[84,52,19]_{9}$ | $[5,4,2]_{9}$ | $[89,56,19]_{9}$ | $[89,56,18]_{9}$ |
| $\mathscr{C}_{94}$ | 21 | 5 | $[84,43,26]_{9}$ | 23 | 5 | $[84,39,28]_{9}$ | $[5,4,2]_{9}$ | $[89,43,28]_{9}$ | $[89,43,27]_{9}$ |
| $\mathscr{C}_{95}$ | 11 | 6 | $[85,57,17]_{9}$ | 13 | 6 | $[85,53,19]_{9}$ | $[5,4,2]_{9}$ | $[90,57,19]_{9}$ | $[90,57,18]_{9}$ |
| $\mathscr{C}_{96}$ | 11 | 7 | $[86,56,18]_{9}$ | 13 | 7 | $[86,52,20]_{9}$ | $[5,4,2]_{9}$ | $[91,56,20]_{9}$ | $[91,56,19]_{9}$ |

Table 11.9: New Codes From Construction X in $\mathbb{F}_{9}$

### 11.5 Summary

An alternative construction of extended Goppa codes is given. The first construction in Chapter 8 uses the concept of a modified Goppa code (Goppa, 1971) and thus produces longer codes than the method in this Chapter. The method presented in this Chapter utilises the fact that Goppa codes defined in the parent field are GRS codes. Since the codes are extensions of BCH codes, one can choose a template that extends any type of BCH code. Both methods are generalisations of Construction P by Sugiyama et al. (1976).

## 12. Summary and Future Research

### 12.1 Summary and Contributions

Research has focused mainly on finding improved algebraic codes with better properties than any known codes. Two important classes of codes invented by V.D Goppa namely Goppa codes and AG codes feature prominently. AG codes were studied indepth and their advantages and benefits in comparison to some best known codes are investigated. Decoding performance of AG and nonbinary BCH codes is compared in the AWGN using soft and hard decision decoding and erasure channels using maximum likelihood decoding. The BMSA decoding was presented for the bounded distance decoding of AG codes while the classic BMA was presented for BCH codes for transmission in the AWGN channel. Symbol based ordered reliability decoding was carried out for soft decision decoding in the AWGN channel for both AG and BCH codes. Finally maximum-likelihood erasure decoding (in-place) is presented for decoding these codes in the erasure channel. Soft and hard decision performance in the AWGN channel shows that the codes have similar performance. In the erasure channel AG codes show superior performance at low probabilities of erasure, an indication of a more favourable low weight distribution. Research naturally lead to finding improved codes from AG codes. A construction of generalised AG codes that utilised places of degree larger than one and a concatenation concept was presented. Using this method 237 codes in the finite field $\mathbb{F}_{16}$ from four curves with better minimum distances than any known codes were presented. Many improvements on constructible codes were also presented. The search for new codes was then extended to Goppa codes. A construction of extended binary Goppa codes was generalised to nonbinary codes. The concept of an extended Goppa code was used to obtain improved codes. In total 48 new codes in finite fields $\mathbb{F}_{7}, \mathbb{F}_{8}$ and $\mathbb{F}_{9}$ were presented directly from this method. Using construction $\mathrm{X}, 30$ further improvements were also obtained. More improvements are also possible from simple modifications of the obtained codes. Finally an alternative method of obtaining these codes is given. A method of shortening linear codes whilst increasing the minimum distance is analysed and generalised. The method works by examining the low weight codewords of a code. A link between this shortening method and meth-
ods of extending codes was presented. Codes with a special structure from Goppa codes are used to obtain 4 new binary codes. A method of extending BCH codes was then presented. The method is shown to be as good as an optimal method of constructing codes; construction X , in cases when the field size is small. The method provides an insight into extending algebraic codes and can be used to obtain best known codes. The major contributions are summarised below,

- Algebraic geometry codes are studied in great detail with special attention given to their construction and decoding. The practical performance of these codes is evaluated and compared with previously known codes in different communication channels.
- Furthermore many new codes that have better minimum distance than the best known codes with the same length and dimension are presented from a generalised construction of algebraic geometry codes.
- A construction of binary extended Goppa codes is generalised to codes with nonbinary alphabets and as a result many new codes are found. This construction is shown as an efficient way to extend another well known class of algebraic codes, BCH codes.
- A generic method of shortening codes whilst increasing the minimum distance is generalised. An analysis of this method reveals a close relationship with methods of extending codes. Some new codes from Goppa codes are found by exploiting this relationship.
- Finally an extension method for BCH codes is presented and this method is shown be as good as a well known method of code extension in certain cases.


### 12.2 Future Research Directions

Xing's generalised construction of algebraic geometry codes holds promise of producing new codes. However this hinges on finding constructible curves with many places of small degree and small genera. Further contributions to the tables in (Schimd and Shurer, 2004) from generalised AG codes are possible for larger fields if one scours the literature for constructible curves with good genera. The extension method for Goppa which is a generalisation of construction $P$ for nonbinary codes can be extended to other alternant codes like Srivastava codes. A thorough search may well reveal some new codes. An extensive search of the database of best known codes in MAGMA for improved codes from shortening can be carried out if sufficient computational resources are available ${ }^{1}$. If best known codes by shortening are found it may be useful not to rely on the lower bound (as the distance may

[^18]be larger) on minimum distance of codes produced by shortening instead one can find the minimum distance by brute force. In a more general context, a method of constructing algebraic codes with bad dual codes is an appealing area of research. These type of codes can be used to construct good LDPC codes as not much is known on the structural properties of LDPC codes aside from their sparseness.

## Part V

## Back Matter

## 13. APPENDIX

### 13.1 Construction P For Binary Goppa Codes From (Sugiyama et al., 1976)

Let $G(x)$ be a polynomial of degree $2 t$ with coefficients from $\mathbb{F}_{2^{m}}$ such that the factorisation over $\mathbb{F}_{2^{m}}[x]$ is given by

$$
\begin{equation*}
G(x)=\prod_{u=1}^{s_{0}}\left(x-\beta_{u}\right)^{b_{u}} \prod_{u=s_{0}+1}^{s}\left(g_{u}(x)\right)^{b_{u}} \tag{13.1}
\end{equation*}
$$

where $\beta_{u}, u=1, \ldots, s_{0}$ are distinct elements of $\mathbb{F}_{2^{m}} ; b_{u}, u=1, \ldots, s$ are even integers; and $s_{0}$ satisfies $0 \leq s_{0} \leq t$. In addition, for $u=s_{0}+1, \ldots, s$ the roots of the irreducible factors $g_{u}(x)$ are not in $\mathbb{F}_{2^{m}}$. Let $L=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ denote the elements of $\mathbb{F}_{2^{m}}$ that are not roots of the Goppa polynomial $G(x)$. The parity check matrix of the code $\mathscr{C}_{P}$ is given by

$$
H_{P[L, G]}=\left[\begin{array}{ccccc}
H_{\mathbf{0}} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0}  \tag{13.2}\\
H_{1} & H_{I} & \mathbf{0} & \cdots & \mathbf{0} \\
H_{2} & \mathbf{0} & H_{I} & \cdots & \mathbf{0} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
H_{s_{0}} & \mathbf{0} & \mathbf{0} & \cdots & H_{I} \\
\mathbf{0} & H_{J} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & H_{J} & \cdots & \mathbf{0} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & H_{J}
\end{array}\right] .
$$

Here $H_{0}$ is the parity check matrix of the Goppa code defined by the polynomial

$$
\prod_{u=1}^{s_{0}}\left(x-\beta_{u}\right)^{\max \left\{b_{u}-3,0\right\}} \prod_{u=s_{0}+1}^{s}\left(g_{u}(x)\right)^{b_{u}-1} .
$$

The matrices $H_{u}, u=1, \ldots, s_{0}$ are single-row matrices of the form

$$
H_{u}=\left[\begin{array}{llll}
\frac{1}{\left(\beta_{u}-\alpha_{1}\right)^{b_{u}-1}} & \frac{1}{\left(\beta_{u}-\alpha_{2}\right)^{b_{u}-1}} & \cdots & \frac{1}{\left(\beta_{u}-\alpha_{n}\right)^{b_{u}-1}}
\end{array}\right],
$$

the matrix $H_{I}$ is a single row matrix of the form

$$
H_{I}=\left[\begin{array}{lllll}
1 & \alpha & \cdots & \alpha^{m-1} & 0
\end{array}\right]
$$

where $\alpha$ is a primitive element of $\mathbb{F}_{2^{m}}$, and finally the matrix $H_{J}$ is a row matrix of length $m+1$ of the form,

$$
H_{J}=\left[\begin{array}{lllll}
1 & 1 & \cdots & 1 & 1
\end{array}\right] .
$$

The code $\mathscr{C}_{P}$ has length $n=2^{m}+m s_{0}$, redundancy $n-k \leq m t+s_{0}$, and distance $d \geq 2 t+1$ (Sugiyama et al., 1976). See Chapters 8 and 11.
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## ACRONYMS

AG algebraic geometry. 6-8, 45, 85, 175
AWGN additive white Gaussian noise. 4, 8, 10, 11, 26, 61, 175

BCH Bose Chaudhari Hocquenghem. 6, 10, 35
BEC binary erasure channel. 26
BMA Berlekamp Massey algorithm. 8, 10, 61, 175
BMSA Berlekamp Massey Sakata algorithm. 8, 10, 61, 62, 85, 175
BSC binary symmetric channel. 26

CPU central processing unit. 30

DMC discrete memoryless channel. 25

GRS generalised Reed Solomon. 36, 43

LDPC low density parity check. 7, 8, 177

MDS maximum distance separable. 36

RAM random access memory. 30
RS Reed Solomon. 6, 10, 35, 61
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dual, 17
generalised Reed Solomon, 36
Goppa, 41
linear, 16
puncturing, 19
Reed Solomon, 38
shortening, 21
space, 16
subcode, 19
subfield image, 21
subfield subcode, 23
codes
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curve
affine, 49
irreducible, 51
nonsingular, 51
smooth, 51
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distance
hamming, 18
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effective, 52
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trace, 24
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genus, 48
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parity check, 17
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[^0]:    ${ }^{1}$ In general the channel encoder need not be a binary encoder and can process non-binary symbols.

[^1]:    ${ }^{2} \mathrm{~A}$ code is said to be asymptotically good if its minimum distance increases proportionately as the length becomes arbitrarily large. This means that an extremely long code will have a good minimum distance.

[^2]:    ${ }^{1}$ Feasibility as used here means that an exhaustive search is possible in a reasonable amount of time using a single computer.

[^3]:    ${ }^{2}$ The minimum distance of a code is equal to the least number of linear dependent columns of its parity check matrix.

[^4]:    ${ }^{1}$ Singleton bound is $d \leq n-k+1$

[^5]:    ${ }^{1}$ Each term in the polynomial has degree equal to $d$.

[^6]:    ${ }^{2}$ A rational point is a point of degree one. See Chapter 7 for the definition of the degree of point on a curve.

[^7]:    ${ }^{3} \mathrm{An}$ intersection divisor is a divisor that contains information on the points of intersection of two curves.

[^8]:    ${ }^{1}$ Epicyclic hermitian codes are hermitian codes defined in the bicyclic plane.

[^9]:    ${ }^{1}$ A specific type of the BSC when binary transmission is used.

[^10]:    ${ }^{1}$ From Bezout's $d_{\text {min }}=n-m=n-k-g+1$

[^11]:    ${ }^{1}$ This shortened BCH code has $n=q^{m}-\ell, n-k \leq m\left(r_{1}-1\right)$, and $d \geq r_{1}$
    ${ }^{2} \mathbf{c}_{\mu}$ maps to a vector in $\mathbb{F}_{q}^{m}$ using the basis ( $1, \alpha, \ldots, \alpha^{m-1}$ ).

[^12]:    ${ }^{3}$ Notice however that $\mathscr{C}_{\mathrm{P} 2} \nsubseteq \mathscr{C}_{\mathrm{P} 1}$ since $\mathscr{C}_{\mathrm{P} 2} H_{\mathrm{P} 1}^{T} \neq \mathbf{0}$ when $\mathscr{C}_{\mathrm{P} 1}$ and $\mathscr{C}_{\mathrm{P} 2}$ are defined by $G_{1}(x)$ and $G_{2}(x)$ respectively and $T$ is the transpose operator.

[^13]:    ${ }^{1}$ If $c_{n}$ maps to an $m$-length vector of weight greater than 1 then the codeword $\mathbf{c}$ will have weight $\geq d+2$.

[^14]:    ${ }^{2}$ The corresponding $m$-length vector will have weight exactly 1 from Theorem 10.3.

[^15]:    ${ }^{1}$ Since the row with powers $b+1$ is excluded thus upsetting the sequence $b_{i}, i \in[0 . . n-k-1]$.

[^16]:    ${ }^{2}$ Codes from this construction are called triply extended RS codes.

[^17]:    ${ }^{3}$ This is referred to in literature as subfield image expansion.
    ${ }^{4}$ Since all subfield subcodes of $\mathscr{C}_{\mathrm{P}}$ have distance at least $\operatorname{deg}(\dot{G}(x))+1$.

[^18]:    ${ }^{1}$ The MAGMA software used in this research was issued under a student license and as such has limited memory capacity.

