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Abstract: 

Anthropogenic noise in the sea is now classed as a pollutant alongside chemical pollution and 
marine litter in accordance with the Marine Strategy Framework Directive. Noise from 
shipping is a major contributor to the ambient noise levels in the ocean, particularly at low 
(<300Hz) frequencies. The properties of sound propagation in shallow waters are highly 
influenced by the marine physical environment. Ocean modelling plays an important role in 
underwater noise studies since it can provide high resolution water column parameters over 
large geographic areas. This study investigates the noise patterns and their temporal 
variations in the Celtic Sea by using a coupled ocean model (POLCOMS) and an acoustic 
model (HARCAM). A method to predict noise exposure experienced by marine animals is 
then developed, following an application for diving seals.  

The ocean model is applied in the Celtic Sea to provide high-resolution 3D hourly 
temperature and salinity fields for the acoustic model. The model is validated against in-situ 
and satellite observations, giving high skills to simulate the water column structures. 
Sensitivity studies of modelled results to different atmospheric forcing are carried out in 
order to improve the accuracy of the model. The results show that the modelled sea surface 
temperature, stratification and water column structures are highly sensitive to the choice of 
surface forcing, especially in the summer time. The increase in resolution of surface forcing 
does not necessarily lead to more accurate results. The tidally frontal position is, however, 
insensitive to the forcing. 

The variability of noise propagation is studied using the coupled model, demonstrating high 
dependence on oceanographic conditions, geographic location of sound source and its depth. 
In summer, when the source of sound is on the inshore side of the bottom front, the sound 
energy is mostly concentrated in the near-bottom layer. In winter, the sound from the same 
source is distributed more evenly in the vertical. When the source is on the seaward side of 
the front, the sound level from a shallow source is nearly uniform in the vertical and the 
transmission loss is significantly greater (~16dB at 40km distance) in summer than in winter. 
In contrast, sound energy from a deep source is trapped in the bottom cold water, leading to a 
much lower transmission loss (~20dB) in summer than in winter. Note that ~10dB fluctuation 
of sound energy is found during the deterioration of the thermocline in late autumn. Shallow 
sources (e.g. ships) are sensitive to the surface heat flux as it changes significantly the 
vertical temperature gradient, while tides play an important role in determining the TL 
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variability of deeper sources (e.g. pile driving) since they cause adjustments of positions of 
subsurface fronts. 

The seasonal noise patterns radiated by a large cargo ship are modelled by relating the AIS 
ship track data and the coupled model, showing a clear influence of the seasonal thermocline 
and associated bottom fronts on shipping noise distribution. The noise propagates much 
further (tens of kilometres) in winter than in summer. The predicted shipping noise exposure 
perceived by grey seals shows strong step changes in the sound level during their 
descent/ascent through the water column. Since grey seals tend to be benthic foragers, a 
hypothesis that the step change in sound exposure may have negative impacts on their 
foraging behaviour is proposed for biological specialists.  
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(e.g. Heathershaw et al., 1990; Lam et al., 2009; Rixen et al., 2009; Xu et al., 2009 and 

Lermusiaux et al., 1999, 2006, 2010). Such coupled modelling systems offer capabilities of 

studying underwater sound propagation over various spatio-temporal scales. 

Many marine animals are very sensitive to sound as they produce and perceive sound for a 

number of activities (e.g. communication and predation). Much evidence has been found to 

suggest that elevated noise levels have great negative effects on marine animals (e.g. Parks et 

al., 2007; Wright, 2008; Jensen et al., 2009; Rolland et al., 2012). Knowledge of 

understanding the characteristics of noise and its temporal and spatial variability is, thus, of 

particular importance to the protection of marine life. 

 

Fig. 1. 1 Map of study area (red rectangle) showing the bathymetry 

The geographic area selected for this study is the Celtic Sea (see Fig. 1.1), situated in the 

southwest of the British Isles with a shape of semi-enclosed embayment. It features shallow 

bathymetry, strong seasonality of heat content, sea surface temperature (SST) and 

stratification, intense bottom fronts and density-driven currents in summer (Pingree, 1980; 
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propagation. Many studies of investigating the effects of oceanic process on sound 

propagation have been carried out in different shelf seas worldwide, but excluding the Celtic 

Sea. This project fills the gap and examines the variability of sound propagation resulted 

from changes of water column structure in the Celtic Sea. 

Anthropogenic noise is now a hot topic and sound mapping is a major step to monitor noise 

pollution in shelf seas as stated by MSFD. Development of prediction tools to map sound 

levels in oceans is on the way. A mapping tool which uses shipping AIS data and sound 

propagation models with simplified environmental inputs has been developed by Erbe et al. 

(2012) to monitor noise intensity. This project uses high resolution coupled ocean-acoustic 

modelling system and investigates spatial changes of shipping noise by predicting the noise 

patterns in different seasons, which contributes to the understanding of how the oceanic 

conditions affect the noise distribution in the Celtic Sea. The sound maps, which are very 

useful for spatial planning, can be used to identify high noise areas where anthropogenic 

activities overlap intensely with vulnerable marine ecosystem. 

The impact of noise on behaviours of animals is a particular concern as proposed by MSFD, 

however little is known about it. Studies of behavioural disturbance to animals require 

constant noise exposure experienced by animals. Previous researches (e.g. Castellote et al., 

2012; Wale et al., 2013) are focused primarily on controlled experiments, which have several 

limits (e.g. a few species, short time durations and expensive). A new method, which 

combines a coupled ocean-acoustic modelling system with shipping Automatic Identification 

System (AIS) data and seal diving data, has been developed in this study, in order to predict 

noise patterns of animals along their travelling path. Strong step changes in sound level are 

found when seals dive through the water column, which might have effects on their foraging 

behaviours. This method, which links noise intensity with animal diving behaviours, can be 
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Fig. 2. 1 Sediment distribution in the Celtic Sea with legend showing the types (reproduced 
from Duggan, 2010). 

2.2 Ocean modelling 

2.2.1 Numerical modelling in the Celtic Sea 

The ocean model used for this study is the Proudman Oceanographic Laboratory Coastal 

Ocean Modelling System (POLCOMS) developed by Holt and James (2001). It is a three-

dimensional primitive equation finite difference model that has been used successfully for 

modelling different regions of the world ocean, such as the European continental shelf (e.g. 

Holt and James, 2001; Holt and Umlauf, 2008; Holt et al., 2010), the Black Sea (Enriquez, et 

al., 2005) and the Celtic Sea (Shapiro, 2011). POLCOMS has been also used operationally by 

the UK Met Office for the European shelf seas (Bell, 2012). Although it is being largely 

superseded by NEMO (Nucleus for European Modelling of the Ocean) for the operational 

usage, POLCOMS is still an advanced model used widely for other applications. For instance, 



CHAPTER 2. LITERATURE REVIEW 

13 
 

it is coupled with biological models to investigate the potential effects of climate change on 

ecological systems (e.g. Holt et al., 2014). 

The Celtic Sea has been intensively studied for several decades using numerical modelling. 

Pingree and Maddock (1977) were the first to develop a numerical model of tides in this area 

and reproduced the primary tidal features of the Celtic Sea. A three dimensional model 

developed by Davies and Jones (1992) using various parameterisations of eddy viscosity 

reproduced successfully the spatial distribution of tides covering the Celtic Sea. This model 

can simulate accurately the elevation over the entire domain. The Proudman Oceanographical 

Laboratory Three-Dimensional Baroclinic B-grid model (POL3DB) developed by Holt and 

James (2001) demonstrated an improving capability in modelling the baroclinic processes in 

the northwest of European continental shelf, including the Celtic Sea. The seasonal cycle of 

temperature and salinity were well reproduced. It can also predict the residual currents 

reasonably. Subsequently the model errors of modelling the hydrodynamics in the Northwest 

European continental shelf were quantified by Holt et al. (2005), giving high predictive skills 

in simulating the tidal flow, SST, water column temperature and etc. This model was then 

further improved by adding the Laplacian diffusion term (with Smagorinsky (1963) algorithm) 

to the force term of the momentum equation and scalar transport equation over which eddies 

were resolved more accurately (Holt et al., 2006), and by coupling the General Ocean 

Turbulence Model (GOTM; Umlauf and Burchard, 2005) through which the accuracy of 

modelling the tidal mixing fronts and seasonal stratification was promoted (Holt and Umlauf, 

2008). Recently, a 3D regional POLCOMS model has been applied successfully in the Celtic 

Sea by Shapiro (2011) to predict the circulation pattern. POLCOMS has been also coupled 

with biological models to investigate the impacts of physical processes on ecosystem (e.g. 

Holt et al., 2014). 
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frequency of sound. At high frequencies details of the bottom are required through the upper 

few metres as sound energy can be absorbed rapidly whereas at low frequencies information 

must be provided over the whole bottom and even the underlying rocks (Jensen et al., 2011). 

Work to explore completely the geoacoustic parameters in large scales is extremely 

expensive and impractical. A single bottom type (range-independent) was, therefore, adopted 

by many previous studies (e.g. Xu et al., 2009; Lam et al., 2009) due to a lack of sediment 

parameters. However, a study from Lermusiaux et al. (2010) has revealed that the TL 

modelled by using hybrid bottom types shows much better agreement with field 

measurements compared with any single bottom simulation. Consequently, a better 

representation of the sediments either by modelling or through measurements is indispensable 

to improve the prediction of sound propagation in shallow waters.  

Underwater acoustic propagation modelling and simulation has been developed for many 

decades. Although it is a mature technique in deep oceans, the transformation from deep 

water to shallow seas encounters great challenges due to complicated variations of 

environmental conditions (Katsnelson, et al., 2012). A large number of propagation models 

exist, each of which has its own applicability and limits. Based on the underlying physical 

theory, these models are categorised as ray theory models, normal mode models and those 

using wavenumber integration techniques and parabolic equations. An extensive review of 

existing models, including the model theory, validation, advantages and disadvantages, can 

be found in Etter (2001).  

Because of the rapidly increasing number of modelled and observed ocean data, the super-

ensemble techniques which combine different model results along with the data assimilation 

have been used widely to reduce the uncertainties of coupled ocean-acoustic models, hence 

increasing the predictability (e.g. Lermusiaux, et al., 1999, 2006; Rixen, et al., 2009). A 
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observed (Abbot et al., 2003) while it was ~4-5dB in the central East China Sea, resulting 

from the fine-scale variations of a warm filament (Ramp, et al., 2004). 

Internal wave is of great importance on underwater sound propagation as it creates 

fluctuations of sound energy when sound waves cross it, in the mechanisms of changing the 

propagation path and encountering scattering (Katsnelson et al., 2012). Experiments 

conducted by Rouseff et al. (2008) have shown that a new acoustic path is generated above 

the acoustic source when the internal wave passes. This indicates that internal waves change 

the propagation path of the sound waves as they introduce step changes in sound speed at the 

interface where strong reflection occurs. Acoustic simulation results by Srideve et al. (2010) 

have revealed that sound intensity loss of eigenrays varies from 2.86dB to 15.59dB in the 

presence of internal waves in the Northern Indian Ocean. In their study the maximum of loss 

(38.48dB) is observed at the bottom due to strong bottom interactions. Scales of internal 

waves vary greatly in time and space, which creates difficulties to determine the extent in 

changes of sound intensity. In addition, in regions near coasts and strong generation areas 

internals waves are able to develop into sharp fronts and thermocline, resulting in thermocline 

being shoaled significantly by tens of meters in only a few minutes (Katsnelson et al., 2012). 

In many cases, internal waves, treated as random inhomogeneities, cause sound intensity 

biases and fluctuations by orders of 5-20dB (Lynch et al., 2006). 

The largest moribund sandbanks on the earth exist in the Celtic Sea, consisting of a number 

of linear tidal sand ridges. The linear tidal sand ridges field covers an area of 65,000km2, with 

a southeast-northwest trend in axes extending from the -200m isobaths to the southwest of the 

Isles of Scilly. The largest ridge in this region reaches 200km in length, 55m in height and 

15km in width (Scourse et al., 2009). Such large sandbanks are made primarily of sand 

sediments. Gravel occurs between the linear tidal sand ridges, with mud being accumulated 
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the biologically important sounds over the functional frequency bandwidth of animals, 

therefore affecting the ability to detect cues from conspecifics, echolocation from prey, 

echoes aided for navigation. Many marine mammals (e.g. baleen whales and seals) and fish 

have been known to be extremely sensitive to low frequency shipping noise as they emit 

similar low frequency sound for breeding, foraging and navigation; and other cetaceans (e.g. 

dolphins and porpoises) may also encounter masking when staying close to the proximity of 

shipping lanes (Southall, et al., 2007; Wright, 2008).  

There is growing evidence that noise from ships has the potential to mask the communication 

(e.g. Erbe, 2002; Clark et al., 2009), resulting in changes in behaviour such as the fluke rate 

and dive depth (e.g. Nowacek et al., 2004), increasing the amplitude of calls (Parks et al., 

2011), reducing calling rates (e.g. Lesage et al., 1999) and note duration (e.g. Castellote et al., 

2012), and leading to physiological stress (e.g. Rolland et al., 2012; Wale et al., 2013). These 

responses have great influence on energetic cost to animals for survival, hence affecting 

navigation, foraging and reproductive activities in marine habitats. 

MCZs are designed to protect the diversity of nationally rare, threatened and representative 

habitats and species. The Celtic Sea is situated within the South-West Deeps MCZ, one of 

twenty seven MCZs in UK which have been designated on 21 November 2013 (MCZs report, 

2013). This site is located to the southwest of England, protecting a total area of about 

1800km2. This site which is comprised of different sediments forms various habitats that 

support a large number of species, such as small burrowing worms living within the 

sediments and crustaceans that live on the sediment surface (McBreen et al., 2011). The 

Celtic Sea sandbanks are also protected by this MCZ due to their geological importance. 

Many activities (e.g. renewable energy) within the MCZs have been regulated through marine 
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licences and an environmental impact assessment is required before a licence decision is 

made.  

The MSFD outlines the legislative framework to the management of anthropogenic activities 

in order to achieve the Good Environmental Status by 2020 in the European marine 

environment. With regards to underwater noise, marine animals that are exposed to human-

made sound can be affected adversely in the forms of acute effect (short term) and chronic 

effect (long term). A report (Van Der Graaf et al., 2012) by MSFD has proposed the guidance 

that is used to help implement two important indicators: low and mid frequency impulsive 

noise and ambient noise. The preliminary monitoring scheme for the ambient noise suggested 

by Van Der Graaf et al. (2012) is to identify trends in the sound level within 1/3 octave bands 

63 and 125Hz centre frequencies, typical values where peak of shipping noise occurs. The 

report also indicates clearly that noise modelling is an essential complement to 

measurements, especially to examine the variability of the sound distribution resulted from 

large scale changes in climates, oceans and other factors. To meet the requirements by 

MSFD, the UK Marine Strategy (UKMS, 2014) has been developed to establish and 

implement a monitoring programme to measure progress towards achieving Good 

Environment Status, provided with detailed monitoring programmes for 11 categories. 

Importantly, there is insufficient monitoring data to support an assessment of current ambient 

noise levels or their impact on marine animal populations in UK as stated by UKMS (2014). 
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model physics can be found in Holt et al. (2001), the POLCOMS technical description1 and 

the POLCOMS user guide2, which are also summarised in Appendix 1. 

3.1.2 Model set-up 

This section presents the detailed forcing, methods and model code changes used to set up the 

model in the Celtic Sea. The flow chart (see Fig. 3.1) acting as the backbone throughout the 

section of model set-up summarises the general procedures for manipulating POLCOMS. The 

vertical column (rectangular boxes without shading) on the right hand side of Fig. 3.1 

describes the primary axis of procedures while others illustrate the auxiliary data processes 

for each procedure. The specific description for each procedure shown in Fig 3.1 will be 

described in detail. In the figure, initial data and the subsequently manipulated data are shown 

as the diamond-shaped boxes whilst processes are expressed in rectangular boxes. It is worth 

noting that this flow chart gives specific procedures suitable for this study rather than 

universal applications of POLCOMS, thus the methods used in this study would require 

modifications for their use on different projects. In order to differentiate files of POLCOMS, 

a typographic convention is defined as follows: the names of model code files, subroutines 

and modules are highlighted in bold font. 

The model set-up of POLCOMS for this study is based on the standard model developed by 

Shapiro (2011), with following differences: (i) the model domain has been extended 

westwards from 7.00°W to 7.90°W to cover a larger geographic area in the Celtic Sea. The 

northwest corner reaches the southeast coast of Ireland at a water depth of 5m. The input data 

including bathymetry, surface forcing, initial fields for temperature and salinity and open 

boundary are recalculated in order to be compatible with the new model domain. The sources   

                                                 
1 available online at http://cobs.pol.ac.uk/modl/metfcst/POLCOMS_DOCUMENTATION/node2.html 
2 available online at http://cobs.noc.ac.uk/modl/polcoms/POLCOMS_user_guide.pdf 
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is a good indicator that reflects the performance of the model. The performance of 

POLCOMS has been intensively assessed by Holt et al. (2005) where a 7km model has been 

implemented in the northwest European continental shelf. The model is forced by 6 hourly 

ECMWF meteorological data using the bulk formulae described by Holt and James (1999a). 

The modelled overall SST RMS error in their study is 1.00°C and 0.09°C for the mean, which 

is similar to that (~1.20°C and ~-0.13°C) in Holt and James (2001) where the 3 hourly U.K. 

Met Office weather prediction model date are forced to the model using the bulk formulae as 

the same as used in this study. Both a 1.8km POLCOMS model and a 7km NEMO model 

which are forced by the U.K. Met Office weather prediction model date, but using the 

COARE v3 algorithm (Fairall et al., 2003), are applied in Liverpool Bay to predict the 

temperature and salinity fields, giving an equivalent RMS errors in SST by ~1.38°C and 

1.40°C respectively. 

3.1.3 Defining open boundary tide forcing 

Barotropic tidal elevation and currents of POLCOMS are forced using the Flather open 

boundary condition, allowing adjustment to internally generated waves. In the previous 

version of POLCOMS, the total tides are the sum of 15 harmonic analysis constituents (see 

table 3.1), which are usually extracted from a larger scale POLCOMS model. This model was 

being running at the Proudman Oceanographic Laboratory (POL) and the tidal constituent 

data are usually provided by POL under permission. The data representing these 15 

constituents are the amplitudes and phase speeds, which are used to apply nodal factors and 

date corrections to give the correct tidal phase for the specified date. The calculation of nodal 

factors and date corrections is conducted internally in POLCOMS while the data of the 

amplitude and phase speed need to be prepared forehand as an external input file. 
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Table 3. 1 Tidal constituents used by POLCOMS and TPXO 7.2 Regional Inverse Tide Model 

Models Tidal constituents 

POLCOMS Q1, O1, P1, S1, K1, N2, MU2, N2, NU2, M2, L2, T2, S2, K2, M4 

TPXO 7.2 Regional Inverse Tide 
Model M2, S2, N2, K2, K1, O1, P1, Q1, M4, MS4, MN4 

  

As simulations in this study are carried out in a shallow water of the European continental 

shelf, the non-linearities of tidal constituents, such as the overtide M4 or the compound tide 

MS4 become important. An accurate shelf tidal model is, hence, indispensable to this study 

since tides are the dominant forcing of the seasonal stratification and associated tidal fronts in 

the Celtic Sea (Pingree, 1980). The European shelf tide model (hereafter referred to ES2008) 

from Oregon State University, with a resolution of 1/30° in both directions, is selected to 

provide tidal constituents for POLCOMS due to its easier accessibility and improved fits to 

measurements. ES2008 (Egbert et al., 2010) is designed to predict tides, as well as extract the 

constituents for the European continental shelf waters. Using a new variational data 

assimilation scheme for compound tides and overtides, prior solutions for M4, MS4 and MN4 

computed using inverse solutions for M2, S2, and N2 dramatically improve fits to validation 

tide gauges relative to unconstrained forward solutions (Egbert et al., 2010). This model 

considers primary and secondary tidal constituents as a coupled problem using a simple 

linearized perturbation theory for weak interactions of the dominant primary constituents, 

which gives the RMS error less than ~2cm for the validation of elevation. 

ES2008 contains 11 tidal constituents while it is 15 for the previous POLCOMS (see table 

3.1). In order to make POLCOMS compatible with ES2008 and maintain the original features 

of POLCOMS, the model was modified with the capability that POLCOMS can use both 

tidal boundary conditions. The procedures of coupling the ES2008 tidal model with 

POLCOMS are described in the following three sections. 







http://volkov.oce.orst.edu/tides/ES.html
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Firstly, generate the open boundary point files, which include boundary point information, for 

instance the number of points and the location of each point. Note that the number, latitude 

and longitude are different between UV and Z because of the usage of B-Grid. Subsequently 

combine these files and use MATLAB® to produce the input data, giving the boundary 

locations for the TMD driver. Finally run the main script (tmd.m) of TMD to extract 

constituents from the ES2008 model. 

Calculate the cosine and sine components marked with underlines in equation 3.2 for each 

constituent and rearrange the order of the data to be compatible with the internal calculations. 

This is achieved by using FORTRAN®. The procedures of producing the boundary tidal data 

are summarised in the flow chart (Fig. 3.3). 
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 Fig. 3. 3 Flow chart summarising the procedures of producing open boundary tidal data 
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3.2 The acoustic model: HARCAM 

The acoustic model used for this study is HARCAM, which is a software engine for the 

Naval Tactical Decision Aid WADER-32. It has been validated by the UK Royal Navy in 

2009 and has been utilised operationally by the Royal Navy in both deep and shallow seas. 

WADER32 system is the mandated acoustic model for use throughout the UK Royal Navy 

and is used by many other navies and research establishments worldwide (see http://bdec-

online.com/bd-cat36/c360003.pdf). 

Underwater sound propagation is the basis combined with several loss mechanisms. In 

accordance with the underlying physics, the propagation model is generally classified as a ray 

theory model, a normal mode model, or using wavenumber integration techniques and 

parabolic equations. The ray theory model is the most straightforward method to solve the 

wave equation, but is subject to the approximation in its underlying physics (see the details in 

the next section). This approach is applicable when scales of variability of oceanic processes 

are larger than the sound wave length. The ray model is, hence, generally used for higher 

frequency. It is, however, computational fast and can give the physical structure of sound 

propagation paths. The parabolic equation model is reliable model that is able to handle 

range-dependent problem, but it is not practical computationally when the frequency is higher 

than 500Hz (Etter, 2001). The normal mode model and wavenumber integration techniques 

are both applicable physically and practical computationally, they are, however, not suitable 

for range-dependent problem. The HARCAM model is a combination of ray model and 

parabolic model, which are designed for high frequency and low frequency range-dependent 

problems respectively. The optimised separation for the frequency is 150Hz which is verified 

by the Royal Navy (see http://bdec-online.com/bd-cat36/c360003.pdf). A unique feature of 

HARCAM is that the ray model is used to provide the surface and absorption data to correct 

http://bdec-online.com/bd-cat36/c360003.pdf
http://bdec-online.com/bd-cat36/c360003.pdf
http://bdec-online.com/bd-cat36/c360003.pdf
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500Hz above which it is not applicable for most active sonars (Etter, 2003). Another 

weakness of PE is that those models cannot solve interactions at boundaries very well, 

instead using a simplified reflection parameterisation to describe the boundary processes 

(Hodgson, 2011). 

3.2.3 Geoacoustic parameters 

It is well known that in shallow water the bottom reflection loss and absorption are dominant 

loss mechanisms and acoustic propagation modelling requires accurate representation of 

geoacoustic properties of the seabed (Hamilton et al., 1982). The ocean bottom sediments are 

often modelled as fluid layers which only support a compressional wave (Jensen et al., 2011). 

Reflectivity is the measure of reflection when sound propagates through the interface of two 

mediums. The critical grazing angle is the angle separation between perfect reflection and 

reflection with energy loss, below which sound does not encounter energy loss. Above the 

critical grazing angle bottom loss occurs which is a non-linear function of grazing angle. 

Real ocean bottoms are complex layered structures. A complete geoacoustic model must 

contain the sediments and basement properties through the effective acoustic penetration 

depth, depending on the frequency of the source (Jensen et al., 2011). At high frequencies 

details of the bottom are required through the upper few metres as sound energy can be 

absorbed rapidly. However, at low frequencies information must be provided over the whole 

bottom and even the underlying rocks. 

The seabed composition mapping of UK waters was conducted during the UKSeaMap 2010 

project which combines the sediment data collected in a series of surveys from 1967 to 2009 

(McBreen, et al., 2011), providing detailed maps of sediment distribution in the Celtic Sea. 

The corresponding geoacoustic parameters for HARCAM were taken from the study by 

Hamilton (1980) for muddy sand, sand and gravelly sand types of seabed, see Table 3.2. 
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These parameters were widely used in underwater acoustics, e.g. Lermusiaux et al. (2010); 

Holland and Dettmer (2013). Geoacoustic data from Hamilton (1980) do not, however, cover 

the sandy gravel, and the parameters for this type of seabed were taken from NATO Research 

Centre sonar acoustic handbook (NURC, 2008). The total sediment thickness distribution in 

the Celtic Sea was extracted from the NOAA National Geophysical Data Center (Divins, 

2003). All geoacoustic parameters for HARCAM are summarised in Table 3.2. This ensures 

that HARCAM can capture the range-dependent parameters of seabed in calculating the 

transmission loss, rather than a single bottom type which were adopted in previous studies 

(e.g. Xu et al., 2009; Lam et al., 2009). Those geoacoustic parameters in Table 3.2 are 

conditioned to HARCAM in order to generate the bottom loss vs grazing angle curves for 

different bottom types. 

In order to relate the geoacoustic data in Table 3.2 with the colour map of sediment 

distribution, a special method was adopted here to project the geoacoustic data onto the map. 

First the map was a digital image which can be stored as arrays in MATLAB®. The pixels of 

the image determine the size of array. Secondly, the locations of model grids (latitude and 

longitude) were interpolated to the locations where the pixels exist. By doing so, each pixel 

point was assigned a geographic coordinate in latitude and longitude. Thirdly, the colour map 

consists of different bottom types characterised by different colours (Fig. 2.1 for instance). 

Each colour has a specific RGB index, making it possible to differentiate bottom types 

numerically. Last geoacoustic parameters for different bottom types (see Table 3.2) were 

assigned to the image based on the RGB index. 

 

 

 

http://apps.webofknowledge.com/DaisyOneClickSearch.do?product=WOS&search_mode=DaisyOneClickSearch&colName=WOS&SID=X1oT4xFUVJNDl5zGymP&author_name=Dettmer,%20J&dais_id=16277734&excludeEventConfig=ExcludeIfFromFullRecPage
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Table 3. 2 Geoacoustic parameters for HARCAM 

Sediment type Sound speed 
ratio 

Density 
ratio 

Attenuation 
of 

longitudinal 
waves  

(dB/m/kHz) 

Reflection 
loss 

(dB/bounce) 

Claya 0.994 1.421 0.2 13.5 

Silta 1.057 1.74 0.8 12 

Muddy sanda 1.115 1.856 0.67 8.5 

Sanda 1.145 1.941 0.52 8.0 

Gravelly sanda 1.201 2.034 0.46 7.5 

Sandy Gravelb 1.250 2.1 0.4 7 

 

 

 

Chalkb 1.6 2.2 0.2 5 

Limestoneb 2.0 2.4 0.1 3.5 
aHamilton et al., 1982; bJensen et al., 2011. 

3.2.4 Configuration of HARCAM 

HARCAM is designed to calculate TL with maximum flexibility for input parameters. All 

input and output files are prescribed text files. Two input files are required to perform TL 

calculations over a two-dimensional transect: (i) the input environmental file and (ii) the 

control file. The former consists of range-dependent temperature, salinity, water depths and 

sediments data, which are specified for each water column profile. The latter must be 

accompanied with the environmental file, containing the model setup. Approaches to produce 

these two files are described in the next two sections. 

3.2.4.1 The input environmental file 

A typical waveguide for a well-mixed water column is shown in Fig. 3.4, showing a three-

layer structure: the sea surface, the water column and the sediment. The source deployed in 

the water medium generates a number of rays through different directions, propagating to the 

boundaries where reflection and refraction occur. The propagation of rays in the water is 

determined by the sound speed profile, hence the temperature, salinity and the water depth. 
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Consequently, these three properties over a water column are firstly extracted from the ocean 

model for HARCAM. For a single water column profile, the corresponding upper boundary 

(the sea surface) and lower boundary (the seabed) data are required to calculate the sea 

surface loss and bottom absorption. The former is calculated based on the sea surface wind 

speed, which was taken from the NCEP-II data set (NCEP-DOE Reanalysis-II, 2013). The 

latter are determined by the properties of sediments which are listed in Table 3.2. The water 

properties plus the upper and lower boundaries are a typical representation for a range-

independent waveguide (see Fig. 3.4). The range-dependent representation of the 

environment for a transect is the sequentially combination of such single profile. For this 

study, the resolution for the environmental profiles is 2km, which is subject to the resolution 

of the ocean model.  

 

Fig. 3. 4 Schematic diagram showing a typical waveguide in well mixed waters 

3.2.4.2 The control file 

The control file is compulsory for TL calculations in HARCAM, which is used to define the 

geometry of the waveguide, the source properties (e.g. frequency, source depth and beam 

angle), the grids of model domain and a set of functions for the optimisation of TL 
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calculations. An example of the control file is shown in Table 3.3. The vertical grid of the 

model domain is separated by 1 m and 20 m in the horizontal to ensure fine resolution. 

The ray theory model is computationally efficient and more suitable for higher frequencies 

while the parabolic equation model is more practical for low frequencies (see section 3.2.2). 

Given that the HOGDSON model (ray theory) has been verified formally for frequencies 

between 150Hz and 10kHz, in this study HOGDSON is used for calculations with 

frequencies greater than or equal to 150Hz whilst simulations with frequencies less than 

150Hz are performed using RAM (parabolic equation). Such combination is not only 

computationally efficient, but also ensures accurate TL calculations.  
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Table 3. 3 Parameters for HARCAM simulation 

Variable name Value Limit Comments 

Environmental file 
name *.txt N/A The name of environmental file 

Output file name *.txt N/A The name of output file 

Max range 40km >0.01 The maximum range of propagation 

Source depth 7m >=1 Specify the depth of source 

Max ray angle +80°C ±88 The upper ray angle 

Max ray angle -80°C ±88 The lower ray angle 

Ray angle step 0.01 >0.00001 The resolution of ray angle 

Frequency 1000Hz >=1 Specify the frequency of source 

Wind 18KTS >0 Wind speed used to calculate surface 
loss 

Number of receivers 100 2-500 Specify the number of receiver in 
vertical 

Vertical spacing of 
receivers 1m >=1 Specify the vertical resolution 

Range step 20m >1 Specify the horizontal resolution 

PH 8.1 >0 PH value used to calculate 
absorption loss 

Bottom type 2(Sand)  Used to calculate seabed 
reverberation 

Shadow mode on On/Off Optimise the TL calculations at 
shallow zones 

Spike Filter on On/Off Prevent the occurrence of excessive 
spikes 

Run mode Incoherent Incoherent/coherent Select run model 

Beam application OMNI  Define the bean pattern of source 

Smooth profiles 
below 500Hz Off On/Off Optimise the diffraction leakage 

SMH surface loss On On/Off Use SMH sea surface loss 
algorithms 

Generate ray trace 
data On On/Off Output ray trace data 
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Chapter 4 

4 Ocean modelling 

In this chapter, tidal and full model validations are performed by comparison to observational 

data. Subsequently, the sensitivity of modelled results to different atmospheric forcing is 

carried out in order to improve the predictability of POLCOMS in the Celtic Sea. 

4.1 POLCOMS validation 

4.1.1 Tidal validation 

For the simulation of tidal validation, the model was run with real bathymetry, constant 

temperature and salinity and tidal open boundary forcing for the month of July 1998. As 

introduced in section 3.1.2, a total of 11 tidal constituents extracted from the ES2008 model 

were used to condition POLCOMS. The validation data, both the u and v velocities, were also 

obtained from the ES2008 model as it has been validated against numerous tidal gauges with 

the elevation RMSe less than ~2cm (Egbert et al., 2010). As the comparison was based on the 

statistical calculations of hourly tidal velocity fields over one month, a full comparison over 

all model grids is impractical for this case due to a large dataset, which exceeds the memory 

limit of the ES2008 model. Instead, as shown in Fig 4.1, 23 points, distributed over the whole 

model domain, were selected to validate the tidal velocities. This is sufficient for statistical 

calculations. To neglecting the effect of the bottom friction, the surface velocities of the 

model were used for the validation. For each point, both u and v components were compared 

with ES2008 tidal model over the time series in July 1998.  
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high tides due to its shallow bathymetry. The magnitude of tides can reach ~1.02ms-1 when 

tides propagate to such shallow regions as shown in the figure. The u component matches 

well with ES2008, but the v component is underestimated by ~0.1ms-1. This is most likely 

caused by the different sources of bathymetry used by POLCOMS and ES2008. 

Tidal modelling has been, to a large extent, a robust technology as a component of ocean 

models. The accuracy of barotropic tidal predictions in the European shelf seas has been 

investigated in a number of studies (e.g. Davies and Jones 1992; Kwong et al., 1997; Holt et 

al., 2005). A statistical summary for the tidal comparison of this model is shown in Table 4.1. 

For the majority of areas the model can reasonably reproduce the tides with low mean errors 

and RMSe. The model appears to underestimate the overall tides since the majority of points 

show negative values. The errors are comparable to previous studies (e.g. Kwong et al., 1997; 

Holt et al., 2005) which are summarised in Table 4.1, giving an equivalent accuracy 

statistically. The errors of this model are calculated from 11 constituents over the 23 points, 

with the overall mean errors being -0.476cms-1 and -0.388cms-1 for u and v component 

respectively, while the mean errors of M2 and S2 components predicted by a ~7km model of 

the European continental shelf waters are 0.8cms-1 and 0.6cms-1 (Holt et al., 2005). The 

RMSe of this model (~2km) does not show improvements compared with either the ~7km 

model of Holt et al. (2005) or a ~12km model from Kwong et al. (1997). The mean errors of 

this model are improved whilst the RMSe are typical as previous studies (see Table 4.1). This 

suggests that the model is sufficient to predict the overall tides over this region. However, in 

extremely shallow waters and sharp bathymetry regions (e.g. point 5, 19 and 23) the errors 

are increased (see Table 4.1). This is likely due to the inaccurate representation of bathymetry, 

which is of great importance to the prediction of tidal currents as discussed by Jones and 

Davies (1996). 
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Fig. 4. 2 Comparison of u (upper) and v (lower) tidal components between ES2008 model 
and POLCOMS output at point 12 as shown in Fig. 4.1. 
























































































































































































































































































































































