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ABSTRACT

This paper presents a design methodology for equal-width RHS X-joints failing by side wall buckling, with a particular focus on the effect of a compressive chord pre-load. A slenderness parameter is thereby defined based on the elastic local buckling stress of the side wall, idealized as an infinitely long plate under a patch loading transferred from the brace member in combination with a uniform chord pre-load. A Rayleigh-Ritz approximation is used to obtain a closed form solution. The proposed design equation is verified against finite element results over a wide range of wall slenderness values and is demonstrated to yield excellent predictions. Finally, a reliability analysis is performed using the first order reliability method (FORM) within the framework of both the Eurocode and the AISC Specification to ensure the proposed equation possesses the required level of safety. The proposed equation strongly outperforms the current CIDECT design rule for side wall buckling and also further extends the range of applicability to a wall slenderness ratio of up to 50.

© 2016 Published by Elsevier Ltd.

1. Introduction

Structural hollow sections with a rectangular, square or circular cross-section are widely used in engineering structures because of their favourable properties, such as a high structural efficiency in compression and bending, a high strength and stiffness in torsion, an aesthetic appeal, a reduced exposed area and a reduced drag coefficient in fluid flow [1]. Rectangular hollow sections (RHS) are often favoured over circular sections because of the reduced complexity of manufacturing the connections. RHS have important applications in truss structures which are often found in large roof spans, pedestrian bridges, walkways and offshore structures. In the design of these trusses the joints require particular attention as they are susceptible to a number of particular failure modes. Research on welded hollow section joints has been carried out for many decades and CIDECT (Comité International pour le Développement et l’Étude de la Construction Tubulaire) has been very instrumental in this. The design rules for hollow section joints issued (and regularly upgraded) by CIDECT have been adopted by all major design standards around the world. The most recent version of the design rules can be found in [2].

This paper focuses on right angle X-joints between equal-width RHS truss members subject to brace compression and a compressive chord pre-load. It is noted that this paper follows the established CIDECT nomenclature, where $h_0$ and $h_1$ are the chord height and the brace height, respectively. $b_0$ and $b_1$ represent the chord width and the brace width, respectively, and $t_0$ and $t_1$ refer to the thicknesses of the chord wall and the brace wall, respectively (Fig. 1).

For these types of joints, side wall failure of the chord member is critical, either by buckling or by localized plastification under the brace (bearing failure). In the current CIDECT design rules, this is essentially accounted for by isolating a vertical strip in the chord side wall and designing it as a column [3]. A chord load function $Q_b$ is then applied to account for the effect of a chord pre-load. While defendable because of its simplicity, this approach obviously ignores the two-dimensional character of the side wall which acts as a plate under bi-directional stresses.

It is common in experimental work to determine the capacity of an X-joint as the minimum of either the peak load or the load corresponding to the $0.03b_0$ deformation limit [4] after carrying out a test on an isolated connection. However, recently a compelling case has been made to limit the joint capacity to the load at which side wall buckling first occurs [5,6]. This rationale is based on the observation that, in the design of CHS and RHS trusses, completely separate and uncoupled checks are carried out for the stability of the truss members on one hand and the capacity of the truss joints on the other. It is thereby entirely conceivable that a truss member is continuous over a joint (e.g. in the case of a chord member or a through-member in an X-brace) without the truss member being supported out-of-plane at that particular joint. The out-of-plane effective length of that specific truss member would thus include one or more joint locations. If side wall buckling were to take place in one of those joints, it would locally severely reduce the longitudinal compressive capacity of the side walls (theoretically in the order of 60% for the elastic case and...
idealized boundary conditions [7] and, by consequence, the out-of-plane buckling capacity of the truss member through the introduction of a weak link. Since the truss member checks are carried out based on the assumption of a ‘sound’ cross-section displaying no local buckling, a safe (although in most cases somewhat conservative) design approach consists of limiting the joint capacity to the side wall buckling load. This philosophy has been adopted in the here proposed methodology.

Furthermore, it has been known for some time that the current CIDECT design rules for chord side wall failure are quite conservative, and more so as the chord wall slenderness $h_0/t_0$ increases [8]. The aim of this paper is therefore to present an alternative design equation for chord side wall buckling, equally simple in its application as the current CIDECT rule, but founded on a rational plate buckling model and verified against numerical and experimental data.

In previous research, 31 tests on equal-width X-joints were carried out by Packer [3]. The brace members therein consisted of either RHS members or simple plates welded to the chord. Both hot-formed and cold-formed RHS tubes were considered and the wall slenderness values ($h_0/t_0$) in the tests ranged from 15.3 to 42.2. The effects of the brace member angle $\theta$ (Fig. 1) and the compressive chord pre-load were investigated and the research resulted in the proposition of a unified equation for both T- and X-joints. However, neither the chord depth ($h_0$) nor the axial chord preload were explicitly included in the equation, as they were believed to have little effect on the ultimate strength of the joints. At a later stage, Davies and Packer [9] rejected this conclusion and instead postulated that the joint strength depends on the chord slenderness ($h_0/t_0$) and the non-dimensional bearing length ($h_1/h_0$).

Wardenier [10,11] conducted tests on RHS T- and X-joints, with the brace members loaded either in tension or compression, but without a compressive load in the chord. Both hot finished and cold finished hollow sections of grades S235 and S275 were included in the programme. It was concluded that for equal-width X-joints, the compressive strength of the joint is limited by either a bearing or a buckling failure mode in the chord side walls. The authors provided a unified equation for both failure modes, in which the buckling stress is derived from the model of a pin-ended strut with an effective length of $(h_0 - 2t_0)$. This approach formed the basis of the current CIDECT design rule.

Through a series of experimental and numerical studies on RHS X-joints carried out by Yu [12], it was found that the effect of an axial chord pre-load on the ultimate capacity of an X-joint decreases with increasing $\beta$ values, where $\beta = b_1/b_0$. For full-width X-joints ($\beta = 1$) the effect was found to be very small. At the same time, however, it was discovered that the influence of the axial pre-load increases with increasing side wall slenderness. The numerical results by Yu [12] formed the basis of the chord stress function $Q_i$ for side wall failure in the CIDECT design guide [2].

Recently, experimental and numerical studies have been carried out by Becque and co-workers [5,6] to develop an alternative design equation for chord side wall failure of equal-width RHS X-joints, based on a rational plate buckling model. The proposed design equation showed excellent agreement with experimental and numerical results, but did not account for a compressive chord load. In this paper, the research is extended and a model founded on the same principles is developed which also includes the effect of a compressive chord pre-load. Detailed numerical models, first validated against experimental data, were employed to carry out parametric studies and generate numerical data. These data were subsequently used to validate the proposed design model.

2. Analytical model

A rational model was developed in which the chord side wall was idealized as an infinitely long plate simply supported along both longitudinal edges and subject to a transverse localized stress $\sigma_1$ (originating from the brace members) and a longitudinal compressive stress $\sigma_2$ (Fig. 2). The plate was assumed to be made of a linear elastic, isotropic and homogenous material with thickness $t_0$. The loads and boundary conditions were idealized as follows:

1. It was assumed that the vertical load transferred from the brace side wall is uniformly distributed over the brace width $h_1$. The total vertical load carried by the connection (two side walls) is then given by:

$$ P_1 = 2\sigma_1 t_0 h_1 $$

2. The chord preload $P_2$ is uniformly distributed over the cross-section of the chord member:

$$ P_2 = 2\sigma_2 t_0 (h_0 + b_0) $$

3. The plate is hinged along both longitudinal edges. This is a conservative assumption, neglecting any restraint provided by the chord top and bottom faces and by the welded connection with the brace member.

![Fig. 2. Idealized model.](image-url)
A Rayleigh-Ritz approach was used to approximate the critical buckling stress of the chord side wall. The exponential Gauss function was thereby chosen to represent the longitudinal shape of the buckle. This function descends to zero almost immediately when moving outside a narrow region around the origin and thus captures the localized nature of the failure mode very well. When also adopting a half-sine wave solution in the transverse direction (across the depth of the chord wall), the proposed deformed shape is expressed by the following multiplicative function:

\[
w = \Delta \cos \left( \frac{\pi y}{h_0} \right) e^{-2\Delta \xi^2}
\]  

(3)

where \(w\) is the out-of-plane displacement of the plate, and \(\Delta\) and \(B\) are presently undetermined parameters. \(\Delta\) determines the amplitude of the displacements, while \(B\) is related to the length of the local buckle. The Gauss function features prominently in statistics and from the study of the Gaussian (normal) distribution it is known that only 0.27% of the points in the distribution are more than three standard deviations removed from the average. A comparison between Eq. (3) and the standard expression of the Gaussian distribution:

\[
f(x, \mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}
\]  

(4)

where \(\mu\) is the average and \(\sigma\) is the standard deviation, yields an approximate length of the buckle:

\[
L_s = 6\sigma = \frac{3}{\sqrt{B}}
\]  

(5)

The elastic strain energy \(U\) contained in the deformed shape of the plate is given by (e.g. Timoshenko and Gere [13]):

\[
U = \frac{D}{2} \int_{x=-h_0/2}^{x=h_0/2} \int_{y=-h_0/2}^{y=h_0/2} \left\{ \frac{\partial^2 w}{\partial x^2} \right\}^2 + \left\{ \frac{\partial^2 w}{\partial y^2} \right\}^2 + 2\nu \left( \frac{\partial^2 w}{\partial x^2} \right) \left( \frac{\partial^2 w}{\partial y^2} \right) + 2\left(1-\nu\right) \left( \frac{\partial^2 w}{\partial x \partial y} \right)^2 \right\} dx dy
\]  

(6)

In the above equation, \(D\) is the flexural rigidity of the plate, given by:

\[
D = \frac{E h_0^3}{12(1-\nu^2)}
\]  

(7)

where \(E\) is the modulus of elasticity and \(\nu\) is the Poisson’s ratio. Substitution of Eq. (3) into Eq. (6) requires computation of the following integrals:

\[
\int_{-\infty}^{\infty} x^2 e^{-2\Delta \xi^2} dx = \frac{1}{16B} \sqrt{\frac{\pi}{B}}
\]  

(8)

\[
\int_{-\infty}^{\infty} x^4 e^{-2\Delta \xi^2} dx = \frac{3}{128B^2} \sqrt{\frac{\pi}{B}}
\]  

(9)

and eventually leads to the following expression for the elastic strain energy \(U\):

\[
U = \frac{\Delta^2 D}{2} \sqrt{\frac{\pi}{B}} \left( 3B^2 h_0 + B \frac{\sigma_1^2}{h_0^2} + \frac{\sigma_1^2}{4h_0^2} \right)
\]  

(10)

The potential energy of the applied stresses, on the other hand, is given by:

\[
V = -\frac{\sigma_1 t_0}{2} \int_{x=-h_0/2}^{x=h_0/2} \int_{y=-h_0/2}^{y=h_0/2} \left( \frac{\partial w}{\partial y} \right)^2 dx dy
\]  

(11)

or, after substituting Eq. (3) into Eq. (11):

\[
V = -\frac{\Delta^2 \sigma_1 t_0 h_0^2}{4h_0} \int_{x=-h_0/2}^{x=h_0/2} e^{-2\Delta \xi^2} dx - \frac{\Delta^2 \sigma_1 t_0 h_0}{4} \sqrt{\pi B}
\]  

(12)

The remaining integral in Eq. (12) has no closed form solution and can only be expressed as a series:

\[
\int_{x=-h_0/2}^{x=h_0/2} e^{-2\Delta \xi^2} dx = h_1 - \frac{h_1^3 B}{3} + \cdots
\]  

(13)

Only the first term in the series is retained, so that:

\[
V = -\frac{\Delta^2 \sigma_1 t_0 h_0^2}{4h_0} h_1 - \frac{\Delta^2 \sigma_1 t_0 h_0}{4} \sqrt{\pi B}
\]  

(14)

Neglecting the higher order terms in Eq. (13) is acceptable, provided that:

\[
\frac{h_1^3 B}{3} << h_1 \quad \text{or} \quad \frac{h_1^3 B}{3} << 1
\]  

(15)

It will be shown at a later stage (once an expression for \(B\) has been determined) that this is indeed a reasonable assumption.

In order to minimize the total energy \(U + V\), its derivatives with respect to \(B\) and \(\Delta\) are set equal to zero:

\[
\frac{\partial (U + V)}{\partial B} = 0
\]  

(16)

\[
\frac{\partial (U + V)}{\partial \Delta} = 0
\]  

(17)

Eqs. (16) and (17) eventually yield:
\[
B = \frac{1}{18} \left[ \frac{\sigma_1 t_0}{2D} - \left( \frac{\pi}{h_0} \right)^2 + \sqrt{\left[ \left( \frac{\pi}{h_0} \right)^2 - \frac{\sigma_1 t_0}{2D} \right]^2 + 9 \left( \frac{\pi}{h_0} \right)^4} \right] \right) \right)
\]

and:

\[
\sigma_{cr} = \frac{1}{2t_1 h_1} \left[ \frac{\pi}{B} \left( \frac{12D \left( \frac{h_0}{\pi} \right)^2}{B^2} + 4 \left( \frac{\pi}{h_0} \right)^2 \right) + D \left( \frac{\pi}{h_0} \right)^2 \right] \right) \right)
\]

In case \( \sigma_2 = 0 \), indicating that there is no chord preload, Eq. (18) becomes:

\[
B = \left( \frac{\sqrt{10} - 1}{18} \right) \left( \frac{\pi}{h_0} \right)^2 \frac{1.186}{h_0^2}
\]

which is consistent with the value previously obtained in [6] in the absence of chord pre-compression.

After introducing \( \frac{\sigma_2}{\sigma_1} = a \left( \frac{h_0}{A} \right)^2 \), Eqs. (17) and (18) can be more succinctly written as:

\[
B = \frac{\sqrt{9 + (1 - a)^2} - (1 - a)}{18} \left( \frac{\pi}{h_0} \right)^2
\]

\[
\sigma_{cr} = \frac{D}{2t_1 h_1} \left[ \frac{\pi}{B} \left( 12B \left( \frac{h_0}{\pi} \right)^2 + 4(1 - a)B + \left( \frac{\pi}{h_0} \right)^2 \right) \right]
\]

in which:

\[
a = \frac{\sigma_1 t_0}{2D} \left( \frac{h_0}{\pi} \right)^2
\]

Since the brace load is assumed to be uniformly distributed over the brace width \( h_1 \), the critical elastic buckling load of the X-joint is obtained from the following equation:

\[
P_{cr} = 2t_1 h_1 \sigma_{cr} = D \left[ \frac{\pi}{B} \left( \frac{h_0}{\pi} \right)^2 + 4(1 - a)B + \left( \frac{\pi}{h_0} \right)^2 \right]
\]

The condition in Eq. (15) can now be evaluated. Substituting Eq. (21) into Eq. (15) yields:

\[
\left( \frac{h_1}{h_0} \right)^2 < \frac{54}{\pi^2} \left[ \sqrt{9 + (1 - a)^2} - (1 - a) \right]
\]

The parameter \( a \) is typically smaller than 2 in practical applications, with \( a = 2 \) (corresponding, for instance, to \( h_1/h_0 = 50 \) and \( \sigma_2 = 290 \) MPa) yielding the most critical value for Eq. (25):

\[
\frac{h_1}{h_0} < 1.13
\]

Given the fact that the chord member is typically the larger member compared to the braces (or at most of equal size), \( h_1/h_0 \) usually satisfies Eq. (26) and, consequently, Eq. (15).

3. Finite element modelling

Since there is a profound lack of experimental data related to side wall failure of RHS X-joints with a compressive load applied to the chord, the Finite Element (FE) method was employed in this study to investigate the effect of a chord pre-load. The finite element model was developed in Abaqus [14] and was first benchmarked against nine experimental results X1–X9 involving equal-width RHS X-joints with no chord preload applied, obtained from [6,8].

The model incorporated the measured dimensions, geometric imperfections and weld sizes, the values of which can be found in Table 1 and [15,16]. Material properties obtained from coupon test results were included in the model. The material yield stresses \( f_y \) and ultimate strengths \( f_u \) are listed in Table 1. Note that the reported values are engineering stresses. For the weld material, a bilinear stress-strain relationship was used, based on the nominal material properties \((f_y = 460 \text{ MPa}; f_u = 600 \text{ MPa})\), as shown in Fig. 3. Fig. 3 also shows the measured stress-strain curves of the S355 steel, used to model X1–X5, and the C450 steel, used for X6–X9.

Boundary conditions consistent with the experiment were applied to the FE models. Except for specimen X6 and X7, the brace ends were fixed (prevented from lateral displacement and overall rotation), while uniform longitudinal displacements were imposed on the specimen. Specimens X6 and X7 were tested between hinged boundary conditions [8]. In those cases, rigid body constraints were used to tie all nodes in the brace end sections to the centroids of those cross-sections and rotations about the centroid were allowed. Symmetric boundary conditions were applied where possible, which typically meant 1/8 of the connection was modelled (unless asymmetric chord imperfections were measured).

‘Tie constraints’ were used to fuse the surfaces between the welds and the brace and chord members together. The weld surfaces were thereby used as the master surfaces in all constraints.

3D solid elements were employed and three elements were used in the through-thickness direction of the RHS walls. Hexahedral elements were used throughout the model, except for the welds where tetrahedral elements were chosen due to the complexity of the geometry. A global mesh size of twice the thickness of the chord was used, while a finer mesh size of about 2/3 of the chord wall thickness was chosen for the region of the chord side wall under the brace members, where side wall failure was expected to occur (Fig. 4).

The influence of the mesh size, the element type (i.e. linear vs. quadratic elements), and the analysis solver were investigated in a sensitivity study using test X7. A total of 10 models were run, cov-
Table 1
Measured dimensions.

<table>
<thead>
<tr>
<th>Label</th>
<th>Nominal chord size</th>
<th>Nominal brace size</th>
<th>$h_a$ (mm)</th>
<th>$h_b$ (mm)</th>
<th>$t_0$ (mm)</th>
<th>$r_a$ (mm)</th>
<th>$h_1$ (mm)</th>
<th>$h_2$ (mm)</th>
<th>$t_1$ (mm)</th>
<th>$r_1$ (mm)</th>
<th>$\Delta$ (left) (mm)</th>
<th>$\Delta$ (right) (mm)</th>
<th>$f_i$ (MPa)</th>
<th>$f_e$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>100 $\times$ 100 $\times$ 3</td>
<td>100 $\times$ 100 $\times$ 3</td>
<td>100.27</td>
<td>100.52</td>
<td>2.92</td>
<td>6.2</td>
<td>100.22</td>
<td>100.33</td>
<td>2.73</td>
<td>6.2</td>
<td>$-0.05$</td>
<td>$-0.05$</td>
<td>330</td>
<td>388</td>
</tr>
<tr>
<td>X2</td>
<td>100 $\times$ 100 $\times$ 4</td>
<td>100 $\times$ 100 $\times$ 4</td>
<td>100.14</td>
<td>100.36</td>
<td>3.84</td>
<td>11.5</td>
<td>100.37</td>
<td>100.19</td>
<td>3.69</td>
<td>11.5</td>
<td>$-0.05$</td>
<td>$-0.30$</td>
<td>330</td>
<td>404</td>
</tr>
<tr>
<td>X3</td>
<td>100 $\times$ 100 $\times$ 5</td>
<td>100 $\times$ 100 $\times$ 5</td>
<td>99.80</td>
<td>100.25</td>
<td>4.89</td>
<td>12.7</td>
<td>100.08</td>
<td>99.90</td>
<td>4.70</td>
<td>12.7</td>
<td>$-0.20$</td>
<td>$-0.10$</td>
<td>400</td>
<td>437</td>
</tr>
<tr>
<td>X4</td>
<td>100 $\times$ 100 $\times$ 6</td>
<td>100 $\times$ 100 $\times$ 6</td>
<td>99.61</td>
<td>99.63</td>
<td>5.80</td>
<td>12.1</td>
<td>99.76</td>
<td>99.66</td>
<td>5.46</td>
<td>12.1</td>
<td>$-0.05$</td>
<td>$-0.20$</td>
<td>370</td>
<td>425</td>
</tr>
<tr>
<td>X5</td>
<td>100 $\times$ 100 $\times$ 8</td>
<td>100 $\times$ 100 $\times$ 8</td>
<td>99.70</td>
<td>99.89</td>
<td>7.92</td>
<td>15.1</td>
<td>100.12</td>
<td>99.64</td>
<td>7.68</td>
<td>15.1</td>
<td>$-0.15$</td>
<td>$-0.15$</td>
<td>345</td>
<td>392</td>
</tr>
<tr>
<td>X6</td>
<td>150 $\times$ 150 $\times$ 5</td>
<td>150 $\times$ 150 $\times$ 5</td>
<td>250.00</td>
<td>149.77</td>
<td>5.00</td>
<td>17.7</td>
<td>150.10</td>
<td>150.10</td>
<td>4.76</td>
<td>11.4</td>
<td>3.0</td>
<td>2.0</td>
<td>463</td>
<td>513</td>
</tr>
<tr>
<td>X7</td>
<td>150 $\times$ 150 $\times$ 6</td>
<td>150 $\times$ 150 $\times$ 6</td>
<td>150.18</td>
<td>150.23</td>
<td>5.86</td>
<td>14.1</td>
<td>150.48</td>
<td>150.35</td>
<td>5.86</td>
<td>14.7</td>
<td>$-1.0$</td>
<td>$-1.0$</td>
<td>451</td>
<td>502</td>
</tr>
<tr>
<td>X8</td>
<td>350 $\times$ 250 $\times$ 10</td>
<td>250 $\times$ 250 $\times$ 10</td>
<td>350.40</td>
<td>250.70</td>
<td>9.94</td>
<td>27.0</td>
<td>248.50</td>
<td>249.00</td>
<td>9.94</td>
<td>26.6</td>
<td>0.0</td>
<td>0.0</td>
<td>468</td>
<td>534</td>
</tr>
<tr>
<td>X9</td>
<td>400 $\times$ 300 $\times$ 8</td>
<td>300 $\times$ 300 $\times$ 8</td>
<td>400.00</td>
<td>300.00</td>
<td>7.92</td>
<td>22.7</td>
<td>300.30</td>
<td>300.30</td>
<td>7.97</td>
<td>22.3</td>
<td>2.0</td>
<td>2.0</td>
<td>481</td>
<td>546</td>
</tr>
</tbody>
</table>

* $r$ = outside corner radius.

$\Delta$ is the imperfection of the chord side wall at the vertical centre line of the connection, positive when measured outwards.

![Stress-strain curves](image1)

Fig. 3. Stress-strain curves.

![Finite element mesh](image2)

Fig. 4. Finite element model of test X7.

The FE results for all nine tests X1–X9 are compared to the experimental data in Table 3 with respect to the ultimate load $P_{ult}$, the initial stiffness $K_i$, and the axial shortening $d$ at the peak load. Good agreement was generally achieved between the FE models and the test data. The average ratio of the FE predicted capacity to the measured capacity ($P_{ult,FE}/P_{ult,tex}$) was found to be 1.03 with a standard deviation of 0.1. Note that a comparison of the peak load for X8 was not included, because the peak load was not reached in the actual test.

To further illustrate the predictive capacity of the FE models, Fig. 6 shows the failure modes of specimen X1 obtained from both the experiment and the FE model, while Fig. 7 compares the predicted and measured mesh sizes ranging from 2 mm to 15 mm (in the most refined region), 8-node as well as 20-node hexahedral elements, and ‘General Static’ vs. ‘Riks’ analyses. The peak load $P_{ult}$, the axial shortening $d$ at the peak load $P_{ult}$ and the initial stiffness $K_i$ obtained from the models are compared in Table 2. Fig. 5 also plots the peak load $P_{ult}$ as a function of the mesh size. It was found that the results are quite insensitive to either the mesh size or the number of nodes in the element, as long as the mesh size is smaller than the chord wall thickness in the most refined region. However, a 20-node quadratic hexahedral element significantly increased the running time and was therefore not used in further analyses. Nevertheless, quadratic tetrahedral elements were adopted in the welds in all cases due to the occasionally high aspect ratios of these elements. A ‘Riks’ analysis did not deliver results which were significantly different from a ‘General Static’ analysis, and the Riks solver was selected because of its computational efficiency.

![Measured chord imperfection](image3)

(a) Measured chord imperfection

![Chord](image4)

(b) Finite element mesh
the elastic range. This is consistent with the work previously conducted by Platt [17]. However the compressive chord pre-load results in a more substantial effect on the ultimate capacity when joint X5 is considered, where initial buckling is interwoven with gradual material yielding. Interestingly, X5 maintains its stiffness longer (i.e. at higher load levels) when a higher compressive force is present in the chord. This can be attributed to the state of biaxial compression in the side wall which postpones material yielding until higher stress levels. However, the peak load of the X-joint is gradually reduced with increasing chord pre-load, as the post-buckling reserve capacity of the side wall is significantly reduced by the bi-axially applied load.

The proposed design methodology follows the rationale put forward in [5,6] that initial buckling of the side wall is the limiting factor in the determination of the joint capacity. This is based on the need to avoid non-linear interaction effects between flexural buckling of the members and local buckling of the joint.

The side wall buckling loads determined from all FE models are listed in Table 4. The exact point of buckling is not always easy to pinpoint from the change in axial stiffness of the specimen or the lateral side wall displacements, especially when buckling takes place in the inelastic range. The buckling load was therefore determined from the divergence point between a geometric non-linear analysis and a linear analysis (both including material non-linearity) in the load vs. axial shortening diagram (see Fig. 9). It is also noted that no results are provided in Table 4 for X6, X8 and X9 at elevated levels of chord pre-load, since these slender chord sections simply cannot sustain these compressive pre-loads and would collapse in local buckling even before any brace load is applied.

It is seen from Table 4 that, in general, the chord pre-load does not have a major effect on the buckling load. Only the very slender side walls (h6/hn = 50) show a distinct reduction in buckling load. Interestingly, a slight increase in buckling load is typically observed in the stockiest sections, which buckle inelastically. As previously discussed in relation to Fig. 8, this can be attributed to the state of biaxial compression in the side wall actually delaying yielding.

4. Proposed design method

Table 4 lists, for each specimen: the elastic critical buckling load \( P_{ce} \) obtained using Eq. (24), the inelastic buckling load \( P_{b,FEA} \) and the yield load \( \gamma \), which is taken as:

\[
P_{\gamma} = 1.2 \times 2f_s h_t = 2.4 f_s h_t
\]

Table 3 provides an overview of the FE model validation of the ultimate load, initial stiffness and axial shortening for each specimen.

After verifying the FE model, a total of 36 parametric studies were run to investigate the effect of an added compressive chord pre-load. Three levels of pre-compression were applied to X1–X9, amounting to 25%, 50% and 75% of the chord squash load. A ‘General Static’ step was first used to apply the chord compression, followed by a ‘Riks’ step with increasing brace compression while keeping the chord load constant.

As an example, Fig. 8 shows the load-axial shortening curves of joints X1 and X5, subject to various levels of chord pre-load. It is seen that the chord pre-load has only a very minor effect on the ultimate capacity and behaviour of joint X1, which initially buckles in

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Sensitivity studies.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label</td>
<td>Element type</td>
</tr>
<tr>
<td>Test</td>
<td>Hex-8</td>
</tr>
<tr>
<td>S1</td>
<td>Hex-8</td>
</tr>
<tr>
<td>S2</td>
<td>Hex-8</td>
</tr>
<tr>
<td>S3</td>
<td>Hex-8</td>
</tr>
<tr>
<td>S4</td>
<td>Hex-8</td>
</tr>
<tr>
<td>S5</td>
<td>Hex-8</td>
</tr>
<tr>
<td>S6</td>
<td>Hex-8</td>
</tr>
<tr>
<td>S7</td>
<td>Hex-8</td>
</tr>
<tr>
<td>S8</td>
<td>Hex-8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3</th>
<th>FE model validation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label</td>
<td>Ultimate load, ( P_{ce} ) (kN)</td>
</tr>
<tr>
<td>Test</td>
<td>FEA</td>
</tr>
<tr>
<td>X1</td>
<td>176</td>
</tr>
<tr>
<td>X2</td>
<td>302</td>
</tr>
<tr>
<td>X3</td>
<td>373</td>
</tr>
<tr>
<td>X4</td>
<td>560</td>
</tr>
<tr>
<td>X5</td>
<td>783</td>
</tr>
<tr>
<td>X6</td>
<td>409</td>
</tr>
<tr>
<td>X7</td>
<td>828</td>
</tr>
<tr>
<td>X8</td>
<td>2045</td>
</tr>
<tr>
<td>X9</td>
<td>1289</td>
</tr>
<tr>
<td>Avg.</td>
<td>1.03</td>
</tr>
<tr>
<td>St.</td>
<td>0.1</td>
</tr>
<tr>
<td>dev.</td>
<td>dev.</td>
</tr>
</tbody>
</table>
It is seen that, generally, a good agreement is obtained between the data and the above equation in the elastic range ($\lambda >> 1$). In order to account for the gradual transition from the elastic to the inelastic buckling range at lower slenderness values, the following equation is proposed (denoted as ‘Prediction 1’), which is deliberately aligned with the current CIDECT practice of referring to the code specifications for column buckling (e.g. EN1993-1-1 [18]):

\[
\chi = \frac{P_x}{P_y} = \frac{1}{\lambda^2}
\]  

(29)

\[P_b = \chi \cdot P_y
\]

(30)

with:

\[\chi = \frac{1}{\phi \sqrt{\phi^2 - \lambda^2}} \leq 1.0
\]

(31)

\[\phi = \frac{1}{2}[1 + \alpha(\lambda - 0.2) + \lambda^2]
\]

(32)
where $P_y$ and $\lambda$ are determined by Eqs. (27) and (28), respectively. By trial and error the value of the imperfection factor $\alpha$ was determined to be 0.08, as this results in an accurate yet conservative fit of the data. It is seen in Fig. 10 that the proposed equation agrees well with the numerically determined buckling loads $P_{b,\text{FEA}}$ both for slender side walls buckling elastically and stocky side walls buckling inelastically, although it leads to somewhat conservative results in the intermediate slenderness range. Eq. (30) is also consistent with the equation provided in [6] in the absence of a chord load. The buckling resistances predicted by the above equations are listed as $P_{\text{pred},1}$ in Table 4.

In light of the observation that the buckling loads do not vary all that significantly with different levels of chord pre-load (see Table 4), it is worth investigating whether the effect of the chord pre-load can simply be ignored in design. With $a = 0$ in Eq. (22), the methodology

![Diagram](image-url)
predictions are now occasionally slightly unsafe in the high slenderness range, with the buckling load being overestimated by 8% for X6 (h₀/t₀ = 50) with a chord pre-load of 25% of the squash load.

Table 4 also lists the ratios of the predicted buckling capacities over the numerical results, using the current CIDECT rules, as well as Prediction 1 (Fig. 10) and Prediction 2 (Fig. 11). An average ratio of 0.82 with a standard deviation of 0.14 was obtained for Prediction 1, while an average ratio of 0.87 with a standard deviation of 0.12 was achieved for Prediction 2. In order to compare the performance of the proposed design equations with that of the current CIDECT rules, it should be noted that the CIDECT equations provide factored design resistances, i.e., they already contain an implicit safety factor, which is γₚ = 1.25 for side wall buckling [11,12]. This safety factor is implemented through the use of a reduction factor of 0.8 in the CIDECT equation for the side wall buckling stress f₀ [2]. Also, the CIDECT rules impose an extra reduction factor of 0.9 on the capacity of the higher grade C450 connections (applicable to X6–X9) [2]. In order to allow an objective comparison, the CIDECT predicted design resistances Pₚ,CIDECT in Table 4 were first transformed into ‘nominal’ resistances Pₚ,1/CIDECT, by dividing away the safety factor of 0.8 and, where applicable, the extra reduction factor of 0.9. It is seen that both proposed methodologies strongly outperform the current CIDECT design rule for side wall buckling, which over the same data set features an average ratio of the predicted to the FE capacity of 0.59 with a standard deviation of 0.18. Importantly, it is also seen that the CIDECT rule does not offer a consistent margin of safety, but is more conservative for side walls with high h₀/t₀ values. In this respect, it should also be noted that the applicability of the current CIDECT rule is limited to an h₀/t₀ ratio of 40, whereas the proposed equations are based on data including sections with h₀/t₀ ratios of up to 50.

5. Reliability analysis

In this section of the paper, the reliability of the two proposed design models is assessed within the frameworks of both the Eurocode [19] and the AISC specifications [20].

In the Eurocode, the limit state function Z is defined as:

\[ Z = K_R R - K_F (G + Q) \]  

or, according to an alternative definition, which will be used in this paper, as:
\[
Z = \frac{K_g R}{K_E} - (G + Q)
\] (34)

In the above equation \(K_g\) is the model uncertainty of the resistance \(R\) and \(K_E\) is the model uncertainty of the \((G + Q)\) load effects, where \(G\) and \(Q\) denote the dead and the live load, respectively. The probability of failure \(P_f\) can then be evaluated using:

\[
P_f = P(Z \leq 0) = P \left( \frac{K_g R}{K_E} - (G + Q) \leq 0 \right) = \Phi(-\beta)
\] (35)

where \(\beta\) is the reliability index and \(\Phi\) is the cumulative distribution function of the standard normal distribution. To ensure that the structure has an acceptable level of safety with a sufficiently small probability of failure \(P_f\), the reliability index \(\beta\) should exceed a specific target value. For new structures with a design working life of 50 years and a consequence class rated as CC2 (moderate consequences of failure), the Eurocode prescribes a reliability index of 3.8 [19]. In this paper a target value of 3.8 was therefore adopted to calibrate the partial safety factor \(\gamma_M\).

The first order reliability method (FORM) was adopted to carry out the reliability analysis. The probabilistic models of the basic variables are listed in Table 5, based on literature data. Assuming that both the resistance and the load effects follow lognormal distributions, the resultant limit state function \(Z\) (Eq. (34)) will also follow a lognormal distribution. In this case the reliability index \(\beta\) can be expressed in terms of the mean values and the coefficients of variation (COV) of the resistance and the load effects as follows [21]:

\[
\beta = \frac{\mu_{ln R'} - \mu_{ln S}}{\sqrt{\sigma_{ln R'}^2 + \sigma_{ln S}^2}} - \ln \left( \frac{\mu_{ln R'}}{\mu_{ln S}} \sqrt{\frac{1 + \sigma_{ln R'}^2}{1 + \sigma_{ln S}^2}} \right)
\] (36)

where

\[
R' = \frac{K_g R}{K_E}
\] (37)

\[S = G + Q\] (38)

and \(\mu_{R'}, \mu_S, \sigma_{R'}, \sigma_S\) and \(V_{R'}, V_S\) are the mean values and COVs of the resistance \(R'\) and the load \(S\) respectively. Furthermore, \(\mu_{\ln R'}, \mu_{\ln S}, \sigma_{\ln R'}, \sigma_{\ln S}\) and \(\sigma_{\ln R'}\) and \(\sigma_{\ln S}\) are the mean values and the standard deviations of natural logarithms of the resistance \(R'\) and the load \(S\).

The mean values of \(R'\) and \(S\) are obtained as follows:

\[
\mu_{R'} = \frac{\mu_{\ln R'}}{\mu_{\ln R}} = \frac{\mu_{\ln R'}}{\mu_{\ln R}}
\] (39)

\[
\mu_S = \mu_G + \mu_Q = G_n + 0.6Q_n
\] (40)

By introducing a load ratio \(\kappa = Q_n/G_n\), Eq. (40) is transformed into:

\[
\mu_S = G_n(1 + 0.6\kappa)
\] (41)

On the other hand, design is governed by:

\[
R_d = \frac{R_n}{\gamma_M} \geq R_{Ed} = 1.35G_n + 1.5Q_n
\] (42)

where \(R_d\) is the design resistance and \(R_{Ed}\) is the design load effect. By setting \(R_d = R_{Ed}\) the following relationship emerges:

\[
\frac{R_n}{\gamma_M} = 1.35G_n + 1.5Q_n
\] (43)

or

\[
\frac{R_n}{G_n} = \gamma_M(1.35 + 1.5\kappa)
\] (44)

The assumption that \(R_d = R_{Ed}\) corresponds to a full use of the resistance, without reserve capacity. This assumption allows an assessment of the intrinsic safety level of the design equation without making any further assumptions with regards to the specific load conditions. Rearranging Eqs. (39)–(44) leads to:

\[
\frac{\mu_{R'}}{\mu_S} = \frac{\mu_{\ln R'}(1.35 + 1.5\kappa)}{\mu_{\ln R}(1 + 0.6\kappa)}
\] (45)

The COVs of \(R'\) and \(S\) are given by the following expressions:

\[
V_{R'} = \frac{\sigma_{R'}}{\mu_{R'}}
\] (46)

\[
= \sqrt{\left( \frac{\sigma_{\ln R'}}{\mu_{\ln R'}} \right)^2 + \left( \frac{\mu_G}{\mu_{\ln R'}} \right)^2}
\]

\[
= \sqrt{\left( \frac{\sigma_{\ln R'}}{\mu_{\ln R'}} \right)^2 + \left( \frac{\mu_G}{\mu_{\ln R'}} \right)^2 + \left( \frac{\mu_Q}{\mu_{\ln R'}} \right)^2}
\] (47)

Substituting Eqs. (45)–(47) in Eq. (36) eventually yields the reli-
ability index:

\[
\beta = \frac{\mu_{\text{KE}}}{\mu_{\text{tot}}} \frac{\gamma_M (1.35 + 1.5\kappa) / (1 + 0.6\kappa)}{\sqrt{\ln \left( \frac{1 + (V_{K})^2}{(V_R)^2 + (V_I)^2} \right)}}
\]

After rearranging the above equation, the partial safety factor \( \gamma_M \) is obtained as:

\[
\gamma_M = \frac{\beta}{\mu_{\text{KE}}} \left( 1.35 + 1.5\kappa \right) \sqrt{\frac{1 + (V_{K})^2}{1 + 0.6\kappa^2}} \sqrt{1 + (V_R)^2 + (V_I)^2}
\]

In order to apply Eq. (49), the statistical data presented in Table 5, is needed. The model uncertainty \( K_R \) considers the deviations of the design model compared to reality and its statistical parameters were determined by fitting a lognormal distribution to the ratios of the buckling load to the model prediction \( (P_{b\text{,FEM}}/P_{\text{pre-load}}) \). The COV of the resistance \( V_R \) was evaluated based on a Taylor approximation of Eq. (30), while retaining the first term only:

\[
V_{R}^2 = 1 + \left( \frac{\partial P}{\partial h} \sigma_h \right)^2 + \left( \frac{\partial P}{\partial t} \sigma_t \right)^2
\]

Using Eq. (49), the partial safety factor \( \gamma_M \) was calculated as a function of the load ratio \( \kappa \) for both Prediction 1 and Prediction 2, assuming a target reliability index of 3.8. Fig. 12 plots this relationship for both design models up to a load ratio of 5, which is the typical range of live to dead load ratios for metal structures [24]. It is seen that, in both cases, the partial safety factor \( \gamma_M \) displays a minimum when the load ratio is approximately equal to 2. The partial factors \( \gamma_M \) range between 1.38 and 1.43 for Prediction 1, and between 1.38 and 1.45 for Prediction 2. To ensure that the design model achieves the required level of safety for all practical load ratios, a partial safety factor \( \gamma_M = 1.45 \) is recommended for both design models.

It is noted that Eq. (36) is based on the assumption that both the resistance and the load effects follow lognormal distributions. This is not quite the case, as is seen from Table 5 and, therefore, the calculated partial safety factors are approximate. Hence, the reliability level of the two design models was more accurately assessed using Monte Carlo simulations for all nine test specimens X1–X9. The failure frequency was evaluated using:

\[
P_f = P_f (K_R R - K_R E < 0)
\]

where \( R \) is the resistance, calculated using the proposed design models, and \( E = G + Q \) is the load effect. A Matlab [25] script was developed by the authors to create random values of the variables \( h_0, h_t, t, f_y, K_R, K_E, G \) and \( Q \) according to the distributions listed in Table 5 in order to arrive at the distribution of \( R \). Sixty million simulations were run for each joint under a given chord pre-load level and load ratio \( \kappa \). Fig. 13 shows the reliability index \( \beta \) obtained from the Monte-Carlo simulations for specimen X1 at various levels of chord pre-load, using a partial safety factor \( \gamma_M = 1.45 \). The reliability index displays a local maximum when the load ratio \( \kappa \) is approximately 1 and then decreases with increasing load ratio. It is also noted that in both design models a higher chord pre-load results in a lower reliability index. However, neither design model achieves a satisfactory
reliability level of 3.8, especially at higher load ratios. As previously pointed out, this is because neither the resistance nor the loads follow the assumed lognormal distributions. For example, it is well established that the live load Q follows a Gumbel distribution, which has a higher probability of large load values occurring than a lognormal distribution. A higher safety factor should thus be used to ensure a target reliability level of 3.8.

Fig. 14 shows the reliability indices of specimen X1, obtained using a partial safety factor \( \gamma_M = 1.6 \). Both design models now reveal a satisfactory reliability level across the various chord pre-load levels and load ratios \( \kappa \).

Fig. 15 shows the reliability index for all nine test specimens using a partial safety factor \( \gamma_M = 1.6 \) and \( \kappa = 5 \). It is seen that both proposed design models provide satisfactory safety levels across all nine specimens (although Prediction 2 is minutely below the target reliability level for the most slender joints X6 and X9).

The (factored) design resistances of specimens X1–X9, resulting from both proposed design models, as well as the CIDECT rules, are listed in Table 6. The proposed models consistently predict higher design resistances than the CIDECT rules, with average increases of 17% and 26% for Prediction 1 and Prediction 2, respectively. More importantly, the proposed design models significantly reduce the conservativeness inherent in the CIDECT rules for slender joints, while still ensuring safe predictions for the stocky joints.

With respect to the North American Standards [20], a simplified approach is usually applied when carrying out the reliability assessment, in which:

\[
\beta \approx \frac{\ln(\mu_k/\mu_s)}{\sqrt{V_k^2 + V_m^2}}
\]

with

\[
\mu_k = R_x(P_m M_m F_m)
\]

and

\[
V_k = \sqrt{V_P^2 + V_M^2 + V_F^2}
\]

In the above equations, the variable \( P \) denotes the ratio of the numerically determined buckling capacity to the model predictions \( P_{b, FE}/P_{prod, 1} \) or \( P_{b, FE}/P_{prod, 2} \). It plays an equivalent role to the variable \( K_r \) in the Eurocode. The variables \( M \) and \( F \) denote the ratio of the actual to the nominal material properties and the ratio of the actual to the nominal cross-sectional dimensions, respectively. \( P_m, M_m \) and \( F_m \) are the mean values of \( P, M \) and \( F \), respectively, and \( V_P, V_M \) and \( V_F \) represent the corresponding COVs.

Compared to the Eurocode specifications, the distributions of the dead and the live loads have slightly different parameters in the North American approach, as summarized in Table 7. The design is typically governed by:

![Fig. 14. Reliability levels of specimen X1 using \( \gamma_M = 1.6 \).](image)

![Fig. 15. Reliability levels of all X-joints for a partial safety factor \( \gamma_M = 1.6 \) and a load ratio \( \kappa = 5 \).](image)
Table 6
Design resistances of all specimens.

<table>
<thead>
<tr>
<th>Label</th>
<th>$h_i/h_0$</th>
<th>Pre-load level (%)</th>
<th>$P_{y}$ (kN)</th>
<th>$P_{x_i}$ (kN)</th>
<th>$P_{\text{CIDECT}}$ (kN)</th>
<th>$P_{d,\text{predicted}}$ (kN)</th>
<th>$P_{d,\text{predicted}}/P_{\text{CIDECT}}$ (--)</th>
<th>$P_{d,\text{predicted}}/P_{\text{predicted}}$ (--)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>36.7</td>
<td>0</td>
<td>232</td>
<td>125</td>
<td>61</td>
<td>71</td>
<td>71</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td></td>
<td>232</td>
<td>116</td>
<td>59</td>
<td>66</td>
<td>71</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td></td>
<td>232</td>
<td>106</td>
<td>57</td>
<td>61</td>
<td>71</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td></td>
<td>232</td>
<td>95</td>
<td>53</td>
<td>56</td>
<td>71</td>
<td>1.05</td>
</tr>
<tr>
<td>X2</td>
<td>26.7</td>
<td>0</td>
<td>305</td>
<td>285</td>
<td>122</td>
<td>143</td>
<td>143</td>
<td>1.16</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td></td>
<td>305</td>
<td>272</td>
<td>119</td>
<td>139</td>
<td>143</td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td></td>
<td>305</td>
<td>259</td>
<td>114</td>
<td>135</td>
<td>143</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td></td>
<td>305</td>
<td>246</td>
<td>107</td>
<td>130</td>
<td>143</td>
<td>1.22</td>
</tr>
<tr>
<td>X3</td>
<td>21.2</td>
<td>0</td>
<td>469</td>
<td>594</td>
<td>236</td>
<td>250</td>
<td>250</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td></td>
<td>469</td>
<td>575</td>
<td>229</td>
<td>248</td>
<td>250</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td></td>
<td>469</td>
<td>555</td>
<td>220</td>
<td>245</td>
<td>250</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td></td>
<td>469</td>
<td>535</td>
<td>205</td>
<td>242</td>
<td>250</td>
<td>1.18</td>
</tr>
<tr>
<td>X4</td>
<td>18.1</td>
<td>0</td>
<td>513</td>
<td>995</td>
<td>319</td>
<td>297</td>
<td>297</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td></td>
<td>513</td>
<td>974</td>
<td>310</td>
<td>296</td>
<td>297</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td></td>
<td>513</td>
<td>953</td>
<td>298</td>
<td>296</td>
<td>297</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td></td>
<td>513</td>
<td>932</td>
<td>278</td>
<td>295</td>
<td>297</td>
<td>1.06</td>
</tr>
<tr>
<td>X5</td>
<td>12.9</td>
<td>0</td>
<td>654</td>
<td>2465</td>
<td>520</td>
<td>395</td>
<td>395</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td></td>
<td>654</td>
<td>2438</td>
<td>505</td>
<td>395</td>
<td>395</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td></td>
<td>654</td>
<td>2411</td>
<td>485</td>
<td>395</td>
<td>395</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td></td>
<td>654</td>
<td>2384</td>
<td>452</td>
<td>395</td>
<td>395</td>
<td>0.87</td>
</tr>
<tr>
<td>X6</td>
<td>50.0</td>
<td>0</td>
<td>834</td>
<td>243</td>
<td>75</td>
<td>144</td>
<td>144</td>
<td>1.93</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td></td>
<td>834</td>
<td>183</td>
<td>73</td>
<td>110</td>
<td>144</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td></td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td></td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>X7</td>
<td>25.6</td>
<td>0</td>
<td>953</td>
<td>652</td>
<td>285</td>
<td>358</td>
<td>358</td>
<td>1.26</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td></td>
<td>953</td>
<td>613</td>
<td>277</td>
<td>340</td>
<td>358</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td></td>
<td>953</td>
<td>572</td>
<td>266</td>
<td>321</td>
<td>358</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td></td>
<td>953</td>
<td>530</td>
<td>248</td>
<td>300</td>
<td>358</td>
<td>1.21</td>
</tr>
<tr>
<td>X8</td>
<td>35.3</td>
<td>0</td>
<td>2778</td>
<td>1364</td>
<td>482</td>
<td>784</td>
<td>784</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td></td>
<td>2778</td>
<td>1199</td>
<td>468</td>
<td>696</td>
<td>784</td>
<td>1.49</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td></td>
<td>2778</td>
<td>1024</td>
<td>450</td>
<td>601</td>
<td>784</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td></td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>X9</td>
<td>50.5</td>
<td>0</td>
<td>2745</td>
<td>604</td>
<td>227</td>
<td>362</td>
<td>362</td>
<td>1.60</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td></td>
<td>2745</td>
<td>445</td>
<td>221</td>
<td>268</td>
<td>362</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td></td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td></td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

$R_d = \phi R_a = 1.2 G_s + 1.6 Q_s$ \hspace{1cm} (55)

where $\phi$ is the resistance factor, which is to be determined. By rearranging Eqs. (52)–(55), the reliability index can be evaluated as:

$$\beta = \frac{\ln \left( \frac{M_p P_{x_i} F_m}{1.05 X_s} \right) + 1.5 + 1.6 \phi}{\sqrt{(V_p)^2 + (V_m)^2 + (V_F)^2 + (0.05 V_s)^2 + (0.05 X)^2}}$$ \hspace{1cm} (56)

and consequently:

$$\phi = \exp \left\{ \beta \sqrt{(V_p)^2 + (V_m)^2 + (V_F)^2 + (0.05 V_s)^2 + (0.05 X)^2} \right\}$$ \hspace{1cm} (57)

Fig. 16 plots the resistance factors calculated using Eq. (57) as a function of the load ratio $\kappa$. A target reliability index of 3.5 was used, which is the recommended value for connections in the North American Standard [20]. Considering that the practical range of load ratios reaches up to 5 for steel structures, the minimum resistance factor over this range is 0.7 for both models. The design equation proposed within the framework of AISC specifications thus becomes:

$$P_{d,\text{predicted}} = 0.7 \chi P_y$$ \hspace{1cm} (58)

Additional Monte-Carlo simulations were run to more accurately assess the reliability level of the two design models. The failure fre-
frequency was again evaluated using a limit state function:

\[ P_f = P_f(P - R - E < 0) \]  \hspace{1cm} (59)

where \( P \) is the ratio of the actual resistance to the design model prediction, \( R \) is the resistance predicted by the design model, and \( E = G + Q \) is the load effect. The distributions of the variables \( h_n, h_n, t, E, f_y, P, G, \) and \( Q \) were adopted from Tables 5 and 7. Fig. 17 shows the reliability index obtained from Monte-Carlo simulations for specimen X1 at various levels of chord pre-load, using a resistance factor of \( \phi = 0.7 \). Given the simplified assumptions underlying Eq. (57) it is not entirely surprising that the initially proposed resistance factor of 0.7 does not achieve the target reliability level. By trial and error a re-

Table 7
Statistical distributions used in North American Standard.

<table>
<thead>
<tr>
<th>Name</th>
<th>Distribution</th>
<th>Nominal</th>
<th>Mean</th>
<th>COV</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>Normal</td>
<td>( G_n )</td>
<td>1.05( G_n )</td>
<td>0.1</td>
<td>[24]</td>
</tr>
<tr>
<td>Q</td>
<td>Gumbel</td>
<td>( Q_n )</td>
<td>( Q_n )</td>
<td>0.25</td>
<td>[24]</td>
</tr>
<tr>
<td>M</td>
<td>Lognormal</td>
<td>–</td>
<td>1.1</td>
<td>0.1</td>
<td>[26]</td>
</tr>
<tr>
<td>P-prediction 1</td>
<td>Lognormal</td>
<td>–</td>
<td>1.24</td>
<td>0.18</td>
<td>Fitted by authors</td>
</tr>
<tr>
<td>P-prediction 2</td>
<td>Lognormal</td>
<td>–</td>
<td>1.16</td>
<td>0.15</td>
<td>Fitted by authors</td>
</tr>
<tr>
<td>F</td>
<td>Lognormal</td>
<td>–</td>
<td>1.0</td>
<td>0.1</td>
<td>[26]</td>
</tr>
</tbody>
</table>
sistance factor of 0.55 was found to be satisfactory, as shown in Figs. 18 and 19.

6. Conclusions

This paper presents a new method for the design of equal-width RHS X-joints, for which side wall failure is the critical failure mode. The method accounts for the possible presence of a compressive chord pre-load. The approach employs a slenderness parameter which is based on a rational analysis of an infinitely long plate subject to a combination of a localized distributed load and longitudinal compression. A Rayleigh-Ritz approximation was thereby used to obtain the critical elastic buckling stress.

A detailed FE model was developed which includes material and geometric non-linearity and accounts for imperfect geometry. The model was first verified against experimental data including RHS X-joints of widely varying sizes, wall slenderness values and material properties and was found to yield highly accurate results. In a next stage, parametric studies were conducted in which various levels of compressive pre-load were applied to the chord members. It was found that, generally, the chord pre-load does not have a major effect on the side wall buckling load, although a more substantial reduction of the buckling load was observed for the specimens with the most slender chord walls.

A new design equation was proposed which strongly outperforms the current CIDECT design rule for side wall failure. Reliability analyses were conducted within the frameworks of both the Eurocode and the AISC specifications. A partial safety factor of $\gamma_M = 1.6$ was recommended for use within the Eurocode and a resistance factor $\phi = 0.55$ was proposed for design according to the AISC specifications.
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