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Abstract

Interdisciplinary study of hydrodynamic and biogeochemical processes

of a large-scale river plume

Robert A. McEwan

This research has utilised the Massachusetts Institute of Technology gen-

eral circulation model (MITgcm) along with observations taken as part of

the River Influences on Shelf Ecosystems (RISE) study to investigate the

dynamic processes associated with the Columbia River plume at different

temporal and spatial scales.

Firstly, a high resolution (δx=δy=25 m) investigation of the near-field plume

was undertaken using the fully non-hydrostatic mode of the MITgcm. This

resulted in the reproduction of a detailed inner plume as well as a series of

radiated internal waves. In addition to first mode internal waves, second

order waves were radiated from the plume boundary when propagation ve-

locity becomes sub-critical. Third mode internal waves were also observed,

trapped at the plume head. The fine plume structure produced revealed sec-

ondary fronts within the plume that also generated internal waves. These

features increase the mixing occurring inside the plume, resulting in greater

entrainment of underlying waters into the plume. The use of Lagrangian

drifters within the model produced detailed results of the recirculation tak-

ing place within the emerging plume and how this recirculation changes with



depth. This has implications for the near-field recirculation of biologically

important solutes present in the plume waters.

A second coarser resolution horizontal grid (δx=δy=500 m) was imple-

mented to investigate the processes of the large-scale plume with the addi-

tion of wind forcing. Experiments with both simplified and realistic wind

scenarios were carried out and comparisons with in-situ data were made.

This revealed the dominance of wind effects on the outer plume and tidal

effects on the inner plume. In the simplified wind cases, the classical the-

ory of plume propagation under the action of upwelling and downwelling

favourable winds was recreated. For the case of realistic winds, there was

some success in reproducing a hindcast of the plume location. Tracer fields

were used to represent nutrient concentrations based on observed data.

Whilst these results showed variations from observations, they did allow

a spatially and temporally complete view to be taken of nutrient distribu-

tion in the region.
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Chapter 1

Introduction

In this chapter, the motivation, aims and the objectives of this project are outlined and

the presentation of the thesis is described.

1.1 Study motivation

Human interaction with the ocean is greatest at the coast. In 2008 52% of the contigu-

ous United States population lived in coastal watershed counties (U.S. Census Bureau,

2010). The coastal regions of the oceans, into which rivers flow, are of special inter-

est as rivers transport fresh water containing terrigenous material, including nutrients

and pollutants into the ocean. This means that as well as changing the physical prop-

erties of coastal regions, river plumes can also affect the regional ecology, which has

implications for water quality and fisheries.

The Columbia River by volume, is the fourth largest river in the United States and

the largest source of fresh water to the Eastern Pacific. The Columbia River as well

as discharging large volumes of fresh water into the Pacific is also a source of dissolved

silicate and iron to the region (Lohan and Bruland, 2006).The plume has been shown

to significantly alter nutrient supply and primary productivity rates as well as enhance

export of material from productive coastal regions (Hickey et al., 2010).

Mixing processes between the plume and surrounding waters are complex and un-

derstanding them is crucial as the plume can strongly influence the biogeochemical

cycling in the region (Kudela et al., 2010). These processes can be examined in detail

by the utilisation of high resolution 3 dimensional numerical modelling. Due to wind

stress, strong tides and ambient currents, it is expected that transport at an eastern

boundary such at the Oregon-Washington coast will be high. It is therefore of interest

1



1. INTRODUCTION

to investigate the effect of different forcings on the Columbia River plume and how they

affect the distribution of plume waters and dissolved constituents across the shelf.

1.2 Aim and objectives

In order to establish an understanding of the dynamic processes of the Columbia River

plume at several scales, a numerical modelling approach with comparison to in-situ

measurements is required. To achieve this, the following aims and objectives were set:

Aim (1) To thoroughly investigate the vertical and horizontal structure and mixing

effects produced by the Columbia river plume, including investigation of internal waves

generated by the plume, analysis of mixing processes affecting the plume, determining

the importance of non-hydrostaticity in modelling the plume and identifying a detailed

understanding of near-field circulation. Aim (2) of this study was to determine the

nature of the large-scale dynamics of the plume under the action of wind forcing,

including the description of the plume response to upwelling and downwelling winds,

investigation into the effect of realistic wind forcing and the influence of plume dynamics

on the nutrient circulation associated with the plume.

The necessary objectives to achieve aim (1) were:

• Use a high resolution model to resolve the detailed structure of internal waves

generated by the plume.

• Analyse model output to determine the importance of entrainment and detrain-

ment processes on mixing at the plume boundary.

• Generate and compare high resolution output from hydrostatic and non-hydrostatic

model runs, in order to identify the role which non-hydrostatic effects play in

plume dynamics.

• Utilise Lagrangian tracers within a high resolution model to identify the multi-

layer circulation induced by the moving the plume.

2



1.3 Thesis structure

In order to successfully address aim (2), the necessary objectives to be accomplished

were:

• Using a large area model produce upwelling and downwelling responses to a typical

wind stress.

• Generate a month long hindcast of the larger plume region using realistic forcing

and compare to in-situ measurements.

• Introduce a passive tracer field into the model to represent nutrients and compare

with collected data.

1.3 Thesis structure

This thesis is arranged into a series of chapters in the following way. The ’Review

chapter’, Chapter 2, considers some of the relevant areas of importance to river plume

study by reference to current literature on the subject. The third chapter entitled ’The

Columbia River plume’ focuses on the Columbia River plume and examines all aspects

relating to its dynamics and importance to the region. This includes an analysis of

the important forcings that will be later used in the modelling investigations. The

’Methodology’ chapter, Chapter 4, describes the equations and assumptions utilised

by the model. Chapter 5 presents the high resolution near-field investigation results

that were the outcome of the first study objective including how the model was set

up, and interpretation of the results and their significance. The second study objec-

tive is addressed in Chapter 6, which includes the results of the large-scale modelling

investigation and the comparison with observational data. The final chapter, Chapter

7, summarises the findings of this study and presents some suggestions as to how this

work may be built on in the future.

3
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Chapter 2

An introduction to river plume dy-

namics

This chapter discusses some of the foundation as well as the most current research into

river plume processes. Here, the importance of river plumes as an area of study is

shown by presenting the literature relating to this field.

2.1 Plume fronts

River plumes are buoyancy driven surface flows and can be found in many of the world’s

coastal regions. When less dense river water of low salinity flows into more saline, denser

coastal water, a spreading buoyant lens with a sharp interface to the ambient water is

produced from the river mouth. Depending on wind and tidal conditions, these plumes

may transport material for large distances alongshore or offshore, due to the pressure

gradients created by differences in density of the converging waters. As a result, river

plumes are important to the circulation of waters over the continental shelf (Simpson,

1982).

River plume water properties tend to differ from the surrounding coastal waters in

many ways, including: salinity, temperature, dissolved constituents, suspended matter

and biological content. The transport of riverine nutrients and pollutants across large

areas of coastal ocean makes the understanding of river plume dynamics an important

field of study, due to their potential to significantly influence the highly productive and

diverse coastal zones (Jickells, 1998). Coastal areas, into which significant volumes of

relatively fresh river or estuarine water flows, are often referred to as Regions of Fresh

Water Influence (ROFI’s) as the physical properties and dynamics of these areas are

significantly modified by the presence of river outflow (Simpson, 1997b).

5



2. AN INTRODUCTION TO RIVER PLUME DYNAMICS

If freshwater discharge is significantly large or mixing and advection significantly

weak, then a river plume can change the long-term properties of the regional coastal

waters. In many cases, the differing optical properties of plume and coastal waters

means that at the surface the plume can often be visible. River plumes have been

observed optically and through measurements of temperature and salinity for many

years. Remote sensing has been used to describe the variability in plume shape (Fiedler

and Laurs, 1990; Walker, 1994). In-situ observation of the three dimensional plume

structure is difficult, due to the large areas involved and rapidly changing system.

Nevertheless, early studies such as Garvine and Monk (1974) have helped define the

vertical structure of plume fronts. The use of simplified Laboratory experiments such

as those undertaken by Stern et al. (1982); Griffiths and Hopfinger (1983) and Huq

(2009), have enabled the identification of processes, which cannot be isolated via in-

situ observations alone. Further to this, numerical modelling experiments have been

used to investigate the detailed processes involved in river plume circulation at a range

of length scales (Garvine, 1982, 1987; Chao, 1990; Garvine, 1998).

The fate of the plume waters is determined by a number of factors, including the

rotational force of the earth, tides, wind, and bathymetry. If the width of the buoyant

current is greater than the internal Rossby radius of deformation, it is turned to the right

(in the northern hemisphere) and flows along the coast (Wiseman and Garvine, 1995).

Where downwelling favourable winds prevail, the flow is further constrained to the coast

becoming a deeper narrow flow that travels with increased velocity along the coast.

When the wind direction produces upwelling conditions, the alongshore flow is reduced

and the plume becomes shallower and spreads offshore. Several modelling investigations

show that, in the absence of wind forcing, an anticyclonic bulge of recirculating plume

water forms (Chao and Boicourt, 1986; Oey and Mellor, 1993; Kourafalou et al., 1996a).

This bulge expands offshore as a result of mixing which reduces coastal propagation

speed and has been observed at the Columbia River (Hickey et al., 1998; Horner-Devine,
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2.2 Mixing in plumes

2009), and for the Hudson River (Chant et al., 2008). Whilst some modelling studies

use simplified forcing, investigations such as Kourafalou et al. (1996b) on the south-east

U.S. have been successful in using realistic wind and tidal forcing in determining the

fate of river discharge.

The narrow coastal current can be of three forms as described by Yankovsky and

Chapman (1997), depending on inflow width, inflow velocity, inflow depth, reduced

gravity and the Coriolis parameter. Firstly, a surface-advected plume in which the bot-

tom boundary layer does not transport buoyancy offshore. Secondly, a purely bottom-

advected plume and a third intermediate case.

2.2 Mixing in plumes

Mixing of plume waters is important as the balance of entrainment and detrainment

affects the buoyancy of the plume with respect to the surrounding waters. Since the

plume is a buoyancy-driven, flow these effects alter the propagation of the plume. The

bulge created by the plume can spread offshore when mixing reduces the coastal propa-

gation speed relative to the estuarine propagation speed (Horner-Devine, 2009). Mixing

is also important biologically as it allows nutrient-rich waters to be brought up into the

euphotic zone increasing primary productivity (Lohan and Bruland, 2006). The River

water is mixed by the wind and tides, and over time is turned into shelf water. This

process begins within the estuary where tidal mixing is dominant and continues within

the plume where wind mixing is significant (MacCready et al., 2009). The presence of

bathymetric features such as the Astoria Canyon also results in mixing produced by

internal tides. Mixing is also generated by shear with the surrounding waters as the

plume propagates. Much of this mixing occurs behind the turbulent head of the gravity

current as described by Simpson (1997a) and shown in Figure 2.1. Experiments carried

out by Britter and Simpson (1978) show that Kelvin-Helmholtz billows formed on the

7



2. AN INTRODUCTION TO RIVER PLUME DYNAMICS

front of the head are responsible for much of the mixing. Observations recorded by Or-

ton and Jay (2005) of the Columbia River plume show downwelling velocities of up to

0.35 m s−1 and strong mixing behind the head with eddy diffusivity of O(0.2 m2 s−1).

High levels of mixing behind a plume head have also been observed in a small plume,

with mixing being modulated by the estuarine tidal outflow and across frontal velocity

(Pritchard and Huntley, 2002). It has been observed that a highly stratified estuar-

ine front thins and accelerates creating greater vertical shear which leads to turbulent

mixing (MacDonald and Geyer, 2004).

Figure 2.1: Schematic cross section showing plume head shape and location of mixing

2.3 Dimensionless analysis of stratified flows

Stratified flows may be estimated by using a variety of dimensionless parameters, such

as Froude numbers and Richardson numbers. The Froude number is used to define

critical flow conditions and the Richardson number is used to define mixing conditions.
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2.3 Dimensionless analysis of stratified flows

In the following sub-sections, the versions of Froude and Richardson numbers used in

this investigation are defined.

2.3.1 Froude numbers

The Froude number is the ratio of a flow velocity to a gravitational wave velocity and

is defined as,

Fr =
V

c
(2.1)

where V is a characteristic velocity and c is the propagation velocity of a water wave.

For surface waves, wave velocity is given by c =
√
gh. For internal waves, which are

propagating along the interface between two water layers, the wave velocity is given by

c =
√

(∆ρ/ρ)gh, so the Froude number then becomes,

Fr =
u√

(∆ρ/ρ)gh
(2.2)

where h is the surface layer height. When the Froude number is less then 1, the flow

is sub-critical and when greater than 1, it is super-critical. When the Froude number

approaches 1, an internal hydraulic jump may occur.

2.3.2 Richardson numbers

The Richardson number is a ratio of mechanical to density effects and indicates when

mixing will take place. The Richardson number is defined as,

Ri = N2/

(
∂u

∂z

)2

(2.3)

where the buoyancy frequency is N =
√
−(g/ρ)(∂ρ/∂z). If Ri > 0.25, there is little

mixing and flow is considered laminar. If Ri < 0.25, mixing is taking place and the flow

is unstable. As the shear between 2 layers increases, the Richardson number decreases

and Kelvin-Helmholtz waves form at the interface, which can become unstable and

break generating mixing.

9



2. AN INTRODUCTION TO RIVER PLUME DYNAMICS

10



Chapter 3

The Columbia River plume

In this chapter, all relevant aspects of the Columbia River plume that are needed to

fully understand the investigations that were undertaken are described in detail.

3.1 The Columbia River plume

With a drainage basin of approximately 668,000 km2 and mean discharge of 7,300 m

3s−1 the Columbia River is the largest source of fresh water to the Northwest Pacific

(Garcia Berdeal et al., 2002). River discharge varies throughout the year with max-

imum flow between May and June, due to snow melt and minimum flow during late

summer (Fiedler and Laurs, 1990). The Columbia river estuary is wide and shallow

but restricted at the mouth by two jetties to just under 4 km width, with a depth of

less than 20 m producing ebb tidal velocities exceeding 3 m s−1 (Hickey et al., 2010).

Due to heavy damming along the length of the river there are less suspended sediments

transported into the ocean than may be expected from a river of this size.

The region is dominated by wind-driven currents, the southward California Current

in the summer and the northward Davidson Current in the winter. The onset of the

California Current produces an upwelling of low oxygen, nutrient-rich water from the

continental slope onto the shelf (Hickey et al., 2010). This upwelling of nutrients fu-

els the highly productive ecosystem through the spring bloom and into summer. The

interaction of the Columbia River plume with these upwelled waters has been investi-

gated by Banas et al. (2009) using a tested model (MacCready et al., 2009) to track

Lagrangian particles released in the estuary. It was found that the presence of the

plume significantly increased the cross shelf transport of surface waters and increased

retention on the shelf of upwelled waters.
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3. THE COLUMBIA RIVER PLUME

The shelf along the Pacific coast of North America is narrow, approximately 50 km

and falls away steeply to a depth of over 2000 m, just 125 km from the coast. There

is a deep canyon that cuts across the continental slope directly west of the Columbia

River mouth. Cross-shelf canyons have been shown to increase upwelling and therefore

increase nutrient flux onto the shelf (Allen and Hickey, 2010; Hickey and Banas, 2008).

The Columbia River plume has been shown to have a higher chlorophyll concentration

than the surrounding waters (Landry et al., 1989; Thomas and Weatherbee, 2006).

This may be attributed to the formation of a recirculating bulge which forms at the

mouth of the river and increases the residence time of the bulge waters to a few days

(Horner-Devine, 2009; Horner-Devine et al., 2009).

The supercritical outflow of the Columbia River plume has been shown to produce

non-linear internal waves in the stratified shelf waters (Nash and Moum, 2005). It was

found by Pan and Jay (2009a) that 70% of the total frontal energy is carried by eight

internal solitons and that they contribute to the exchange between ambient and plume

waters. It was also found by Pan and Jay (2009b) that the presence of strong velocity

shear increased the depth at which the solitons of maximum amplitude were found.

The creation of these solitons have been replicated in a modelling study by Stashchuk

and Vlasenko (2009), which show that the internal waves detaching from the deceler-

ating plume and propagating freely over the shelf. Soliton detachment was found to

be sensitive to stratification with the best conditions for wave detachment being when

buoyancy frequency decays dramatically with depth. These recent investigations lead

the way to further analysis of the production of internal waves by the Columbia River

plume.

There is no evidence of an investigation into the importance of non-hydrostaticity

to the process of internal wave generation. Also, no literature has been found on the

generation of higher mode internal waves, which could prove to further increase mixing

of the plume. Both of these subjects will be addressed in this thesis.
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3.1 The Columbia River plume

The response of the river plumes to wind forcing is a much studied area and the

effect of wind on the Columbia River plume has been deduced in the recent modelling

studies (Garcia Berdeal et al., 2002; Burla et al., 2010). There has not, however, been

an investigation of wind effects using a high resolution (both temporally and spatially),

non-hydrostatic model. Therefore, it was an objective of this thesis to fully investigate

the response of the Columbia River plume to wind forcing over a short period. The

effect of upwelling favourable wind on plumes has also been recently investigated by

Fong and Geyer (2001), who show that plumes respond in line with Ekman dynamics

and that shear-induced mixing is important depending on the bulk Richardson number.

This work has been furthered by Lentz (2004) and Hetland (2008, 2010) by accounting

for entrainment to the plume. Using these findings an analysis of the Columbia River

plume’s response to wind driven mixing was undertaken in this thesis.

The fate of the Columbia River plume is largely determined by the tide, the wind

and river discharge as well as the currents found in the area (Figure 3.1), all of which

vary considerably in space and time. These driving forces fluctuate with time creating

a very dynamic system. The plume volume depends on the discharge of the river, but

its size and shape in three dimensional space are a result of its interactions with the

dynamics and bathymetry of the surrounding environment.

The plume thickness varies with distance from the coast. At a distance of 20 km

from the coast, the plume thickness is normally less than 10 m and generally closer to

5 m (Kilcher and Nash, 2010). In the vicinity of the river mouth, however, the plume

may be as thick as 18 m and in the estuary river waters regularly extend to the bottom.

Depending on the wind strength and direction, strength and phase of the tide and river

discharge, the plume my spread for tens of kilometres away from the coast and hundreds

of kilometres in the along-shore direction (Thomas and Weatherbee, 2006).
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3. THE COLUMBIA RIVER PLUME

Figure 3.1: A schematic of the driving forces acting on a river plume

3.1.1 Bathymetry

The mouth of the Columbia river is approximately 3.8 km wide, constrained between

constructed jetties. The bar across the river mouth is on average 18 m deep. The

estuary widens and shallows inland to 7 km and this wide part of the estuary stretches

for over 35 km. With the exception of two channels, which are navigable by large

vessels, the estuary is relatively shallow, O(10)m, with a large drying area. The Kelvin

number, the ratio of river mouth width to the internal deformation radius, is generally

less than 0.5 so dynamically the estuary an be considered narrow (Hickey et al., 2010).

Beyond the mouth of the river the continental shelf stretches for 40 km before

reaching the steep continental slope, which drops rapidly to a depth of over 2000 m

14



3.1 The Columbia River plume

(Figure 3.2). The shelf to the north of the river mouth is wider and less steep than

that to the south, potentially increasing the transport of upwelled nutrients in this area

(Bruland et al., 2001). A large, deep canyon (Astoria Canyon) cuts though this slope

adjacent to the river mouth, facilitating the transport of nutrient rich deep water up

onto the shelf. The topography immediately outside the river mouth appears to turn

the central jet of the plume to the south (Stashchuk and Vlasenko, 2009).

3.1.2 Discharge

The discharge of the Columbia River is modified by damming (14 main stem dams) and

extraction of water along its entire length. Despite these anthropological interactions

flow varies seasonally with a broad maximum flow over winter of ≈ 8000 m3 s−1 due

to high precipitation rates in the catchment area, followed by a spring peak of 10000

m3 s−1 which coincides with the increase of meltwater reaching the river, and a late

summer minimum of ≈ 3000 m3 s−1 (Kilcher and Nash, 2010), when both precipitation

and meltwater levels are low. This variability in mean daily discharge is shown in

Figure 3.3, for the 10 years, 2000 to 2009, as measured at Beaver Army terminal.

This variability in discharge results in a seasonal variation in plume volume with larger

volume plumes coinciding with larger discharge, the volume ranges between 2 and

11×1010 m3 (Hickey et al., 2005).

3.1.3 Tide

The discharge of the river is regulated by the tides of the region, which are mixed

semi-diurnal with diurnal inequality (Hughes and Rattray, 1980), so whilst the area

experiences two tides per day, the amplitude of consecutive tides can vary considerably.

The output of the TPXO7.2 barotropic tidal model described by Egbert and Erofeeva

(2002), for the tidal elevation at the Columbia River mouth for August 2005 is shown in

Figure 3.4 and the tidal constituents in Table 3.1. The mean tidal range at the mouth
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3. THE COLUMBIA RIVER PLUME

Figure 3.2: Bathymetry of the shelf and slope adjacent to the Columbia River mouth, A

(North Jetty) is 1.68 m (National Oceanic and Atmospheric Administration, 2011) and

moderate spring tides can produce a range of ≈ 2.5 m (Orton and Jay, 2005).
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3.1 The Columbia River plume

Figure 3.3: Mean daily discharge of the Columbia River at Beaver Army Terminal for

the 10 year period 2000-2009

Figure 3.4: Tidal displacement for August 2005 at the mouth of the Columbia River

(lat=46.235 long=236.0167) as given by the TPXO7.2 tidal model
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3. THE COLUMBIA RIVER PLUME

This tidal regime produces estuarine outflow velocities as high as 3 m s−1, reversing

with the tides generating a pulsed discharge (Horner-Devine et al., 2009). During

the flood tide, shelf water penetrates the estuary and outflow is minimal until the

ebb tide, when a fast flowing jet of estuary water exits the mouth. This can be seen in

observations presented by Nash et al. (2009) of salinity and velocity measurements taken

within the estuary (Figure3.5). The maximum salinity intrusion is 50 km (Simenstad

et al., 1992), although the tidal influence is present 135 km from the river mouth.

This produces a pulsating plume with a semi-diurnal phase which varies in size with

the spring/neap tidal cycle. Within the estuary, the tides influence the transport of

sediments with accumulations occurring during neap tides and remobilization during

spring tides. This process determines the location of the turbidity maximum within

the estuary, which, during spring tides, can be advected by up to 20 km (Geyer, 1993).

Figure 3.5: (a) Salinity, (b) along-channel velocity, during 17-18th August 2005. Data are

plotted with respect to height above bottom, and profile to profile changes in the vertical

extent of data thus reflect changes in the bottom depth (due to ship location). The trend

represents the 3-m surface tide η0 (shown above Figure a). The bottom boundary layer

height hbbl is shown in Figures a (black line), times are in UTC. from Nash et al. (2009)

3.1.4 Stratification

The stratification of the estuarine and shelf waters plays an important role in sev-

eral plume processes. The five year interdisciplinary RISE (River Influences on Shelf

Ecosystems) study gathered salinity and temperature profiles from the Columbia River

Plume region with CTD’s. Some of the the collected profiles are shown in Figure 3.6.
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3.1 The Columbia River plume

Table 3.1: Tidal constituents generated by TPXO7.2 with amplitudes and phases at the

Columbia River mouth

Tidal constituent Amplitude (m) Phase (h)

M2 0.8927 7.637

S2 0.2531 8.538

N2 0.1888 6.792

K2 0.0686 8.249

K1 0.4226 7.874

O1 0.2599 7.406

P1 0.1322 7.804

Q1 0.0447 7.187

MF 0.0139 5.533

MM 0.0064 5.453

The stratification of the shelf waters is important for internal wave generation, separa-

tion and evolution as shown in Stashchuk and Vlasenko (2009)with well mixed waters

being shown to stop the emergence of internal waves.

The estuary is often highly stratified except during periods of low river discharge and

strong tides, which result in weak stratification or partial mixing. Strong tidal currents

often result in a salt wedge formation and Hughes and Rattray (1980) found that tidal

pumping accounted for over half of the up estuary salt flux. The remnants of the plume

in the shelf waters increase localised stratification until they become thoroughly mixed

with the shelf waters by the wind. During the low wind conditions of summer, this

increased stratification can cap the upwelling (Hickey et al., 2005), so reducing the

transport of nutrients to the surface resulting in a reduction of productivity.

3.1.5 Wind

The strength and direction of the wind has been shown to cause river plumes to vary

by inducing currents in the shelf waters and by direct forcing of the plume (Fong

et al., 1997; Kourafalou, 1999; Garcia Berdeal et al., 2002). The region has seasonal
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3.1 The Columbia River plume

Figure 3.7: Schematic of the effect of upwelling wind. Winds from the north produce an

offshore current which induces upwelling of deep water

weather patterns with predominant northerly winds during the summer and southerly

winds during winter. Due to Ekman transport, northerly winds push the plume and

surrounding water offshore in a south-westerly direction and induce the upwelling of

water from the slope, Figure 3.7. Conversely, southerly winds produce an onshore

transport of water, trapping the buoyant plume to the Washington coast and produc-

ing downwelling conditions. Frequently, the plume also becomes bi-directional when

wind direction switches between downwelling and upwelling states (Hickey et al., 2005).

There are regular wind reversals produced by passing weather systems, however, it is

not uncommon for southerly summer winds to persist for 2 to 3 weeks. Wind speeds

rarely exceed 10 m s−1 during summer months.

3.1.6 Internal waves

As observed by Nash and Moum (2005) during the ebb phase of the tide, the Columbia

River plume generates internal waves that are released and propagate freely when the
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3. THE COLUMBIA RIVER PLUME

plume becomes sub-critical (Froude number <1). Figure 3.9, taken from Nash and

Moum (2005), shows measurements of density, acoustic back scatter and velocity taken

across the plume front. The stages of frontal growth (panel a) and wave fission (panels

b and c) have been captured over a period of 1 hour 20 minutes. The horizontal

velocity convergence produced at the plume edge converts some of the plume’s kinetic

energy into potential energy creating vertical displacements of ≈ 25 m. As the plume

decelerates and uf drops to 0.4 m s−1, wave fission occurs and a freely propagating

soliton is released from the plume travelling at a speed of 0.4 m s−1 to 0.45 m s−1 with

an amplitude of 20 m (panel b). After a further 2 hours 30 minutes, a train of 6 freely

propagating waves can be seen (panel d).

The released waves can clearly be seen in Figure 3.8, a synthetic aperture radar

(SAR) image in which the signature of internal waves can be seen radiating from the

river mouth. Internal waves leave a surface roughness signature visible to SAR as

described by Alpers (1985). The leading and trailing edges of the waves are associated

with convergence and divergence zones, which are seen as light and dark bands on

SAR images, due to the respective increase and decrease in Bragg wave amplitude

(Figure 3.10). Findings of Alpers (1985), show that the horizontal gradient δu/δx is

proportional to the deviation in backscattering detected by SAR. By calculating the

horizontal velocity gradient in the model surface layer, it is possible to visualise the

position of internal waves.

3.1.7 Biogeochemistry

The Columbia River is an important source of both macro- and micro-nutrients to the

region and therefore influences the local biological productivity (Kudela and Peterson,

2009; Aguilar-Islas and Bruland, 2006; Lohan and Bruland, 2006). However, unlike

many large estuarine systems, such as the Mississippi, it does not supply a large quantity

of nitrate or iron to the plume region (Turner and Rabalais, 1994; Lohan and Bruland,
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3.1 The Columbia River plume

Figure 3.8: Synthetic Aperture Radar (SAR) image of the Columbia River Plume on

August 9, 2002. Image indicates regions of enhanced surface roughness associated with

plume-front and internal wave velocity convergences. Image processed at the Alaska Satel-

lite Facility, copyright Canadian Space Agency (2002) from Nash and Moum (2005)

2006). In summer, it supplies very high levels of silicic acid which is important for the

growth of marine diatoms. Nitrate concentrations are highest in May and June and

lowest in July and August (Bruland et al., 2008), but the major source of nitrate in

the region is from upwelled waters. The plume’s role in mixing these upwelled waters

is suggested to be more important than the plume’s own nitrate content in influencing

the nitrogen load of the surrounding coastal waters (Lohan and Bruland, 2006). Within

the estuary, summer nitrate and silicic acid concentrations both behave conservatively,

as biological activity is low and residence times are of a few days. Bruland et al.

(2008) found that the relatively low concentration of nitrate in the summer plume is

the limiting factor for phytoplankton growth. The plume also transports sediments

predominantly to the north, which may allow adsorbed nutrients to become available

to organisms in the euphotic zone during periods of upwelling (Hickey et al., 2010).
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3. THE COLUMBIA RIVER PLUME

Figure 3.9: Three stages of a wave-generation event. (1) frontal growth at the plumes

leading edge (panel a), (2) wave fission from the plume front (panels b, c), and (3) free

propagation of a train of large-amplitude internal waves (panel d). Shown are density

(left), acoustic backscatter (middle) and cross-front component of horizontal velocity (right)

in a rotated reference frame aligned and moving with the front. Positive distances and

velocities are approximately northward. Panels are shifted to align the plume front (as

determined from sea surface salinity); vertical black lines represent the plume front (zero

cross-front distance). Only cross-front velocity is shown for the freely propagating waves in

d. Particle streamlines and velocity vectors (u,w) in a reference frame moving with the front

(translating at speed ufas indicated) are contoured over the density plots. Also shown for

pass 4 (panel a) are vertical profiles of density ahead of (red, ambient) and behind (blue,

plume) the front. A schematic cartoon illustrating frontal growth in a reference frame

moving with the plume front (at speed uf) is shown in upper left inset. Velocities of the

near-surface fluid behind the plume front (up) and ambient water ahead of it (ua) are

indicated.from Nash and Moum (2005)
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3.1 The Columbia River plume

Figure 3.10: Schematic plot of streamlines associated with a linear internal wave prop-

agating along a sharp pycnocline. The short-scale roughness is modulated by the surface

current associated with the internal waves
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Chapter 4

Methodology

This chapter systematically presents the set of equations and assumptions on which the

Massachusetts Institute of Technology general circulation model (MITgcm) is based.

The model set-up is described, including the forcing and boundary conditions used.

4.1 Equations

The plume is a stratified structure propagating in a sea of variable depth, which rotates

with the Earth. Its motion is considered in a right-handed rectangular Cartesian system

of coordinates, 0xyz, with 0xy an undisturbed sea surface and the 0z-axis directed

vertically upwards, Figure 4.1. The equations of motion that govern an idealized oceanic

flow on a rotating sphere are; the momentum equation,

ρ
D~u

Dt
+ ρ2~Ω× ~u = −∇p+ ρ~g + µ∇2~u (4.1)

where, ρ=ρ(x,y,z,t) is the density field, DDt = ∂
∂t + ~u · ~∇ is the material derivative,

~u(x,y,z,t)=(u,v,w) is the velocity field, ~Ω=(0,Ω cosφ,Ω sinφ) where Ω is the angular

velocity of the Earth 2π
24×60×60 ≈ 10−4 rad s−1 and φ is latitude. The rate of change

of velocity of a fluid particle is represented in the first term on the left hand side and

the Coriolis force by the second term. On the right hand side ∇ = ∂
∂x + ∂

∂y + ∂
∂z is

the vector gradient operator, p=p(x,y,z,t) is the pressure field. Together, they give the

vector field created by the gradient operator acting on the scalar pressure field, called

the pressure gradient. ~g = (0, 0, -g) is the constant of gravitational acceleration and

µ is the turbulent dynamic viscosity coefficient in the viscosity term that dissipates

small-scale motions and ∇2 is the Laplacian operator and equal to ∇ · ∇.
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4. METHODOLOGY

The continuity equation is,

1

ρ

Dρ

Dt
+ ~∇ · ~u = 0 (4.2)

which states the conservation of volume relative to mass. The energy equation is,

DT

Dt
= κT∇2T (4.3)

which states that heat is conserved and where T=T (x,y,z,t) is the temperature field

and κT is the spatially constant thermal diffusivity. Similarly, the salt equation that

states salt is conserved is

DS

Dt
= κS∇2S (4.4)

where κS is the coefficient of salt diffusion and again spatially constant. Finally, the

equation of state is,

ρ = ρ(T, S, p) (4.5)

which shows that density is dependent on temperature, salinity and pressure.

4.2 Approximations

In order to study a small-scale phenomenon (small compared to the global oceans), such

as river plumes, some assumptions can be made that simplify the equations of motion,

improving computational efficiency whilst still producing an acceptable solution.

4.2.1 Incompressible fluid

For the ocean, it is common to make the assumption that flow is incompressible as even

at the deepest parts of the ocean pressure has little effect on the volume of a water

parcel. So by assuming that 1
ρ
Dρ
Dt = 0 density can be removed from Equation 4.2 and

the continuity equation becomes

~∇ · ~u = 0 (4.6)

(4.7)
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4.2.2 f-plane approximation

The model uses the f-plane approximation, where the Coriolis parameter f is constant

rather than varying with latitude as shown below,

f = 2Ωsinφ (4.8)

where Ω is the Earth’s rate of rotation and φ is latitude.

This approximation can be made as the area of investigation is small compared to

the Earth’s surface and at most spans less than two degrees of latitude (≈ 45 to 47).

In this way we can ignore the curvature of the earth and consider the model domain as

a plane as in Figure 4.1.

Figure 4.1: The coordinate system of the Earth (a) and the model (b)

4.2.3 Equation of state

In order to solve the momentum equations, the model must first calculate local density

values. The equation of state (EOS) for sea water, equation 4.5 ρ=ρ(T,S,p) shows that
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density ρ is dependent on temperature, T, salinity, S and pressure, p. The model has

the option for both linear and non-linear EOS. For this investigation the linear EOS

was used and is given below

ρ = ρ0(Sβ(Sloc − Sref (kref ))− Tα(Tloc − Tref (kref )) + ∂ρ (4.9)

where the coefficients Sβ and Tα were set as 7.4×10−4 and 2×10−4 respectively. Sref

and Tref are reference temperatures and salinities.

Here, density is only dependent on salinity and temperature but not on pressure.

This is justifiable, as here we are primarily interested in surface phenomena where

pressure does not significantly vary.

4.2.4 Hydrostatic approximation

Using the full Navier-Stokes equations in a numerical model is computationally expen-

sive so it is common to simplify them to a hydrostatic form when vertical accelerations

are small compared to the gravitational acceleration. The scale at which the hydrostatic

approximation can be made is given by the non-hydrostatic parameter n (Marshall, Hill,

Perelman and Adcroft, 1997),

n =
γ2

Ri
<< 1 (4.10)

where γ=h/L, with h being the vertical length-scale of the flow and L the horizon-

tal length-scale, and Ri, the Richardson number = N2h2/U2. This means the non-

hydrostatic effects are important for models which have small horizontal length scales

(<1-10 km). If hydrostaticity is assumed at these scales, potentially important details

of vertical structure and mixing may be lost.

When hydrostaticity is assumed only pressure and gravitational effects in the ver-

tical are retained and the vertical momentum equation becomes,

∂p

∂z
= −ρg. (4.11)
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Despite the large areas covered by the Columbia River plume and thin nature of

the feature, it is desirable to model the dynamics at a small scale, because there are

fine-scale features that affect the distribution of the river water, such as the head of the

flow. Due to the scaling mentioned above, a non-hydrostatic method was chosen for

this investigation. There has been little use of non-hydrostatic models to investigate

river plumes but, this study looked at several scales of plume evolution.

4.3 Ocean models

Today, there are many well developed numerical models used to model the dynamics

of the oceans. Here the range of different features utilised within the most widely used

models is presented.

The main community models currently can be categorized as one of the following

types, depending on how they spatially discretise the primitive equations; finite differ-

ence, finite element and finite volume. Finite difference models are the earliest form of

primitive equation models and impose a regular horizontal grid over a model domain

and a Taylor series expansion is solved for each grid point, which can prove problematic

when dealing with irregular coastlines. Similarly, finite volume models often use a regu-

lar grid but have the benefit that mass, momentum and energy are all conserved within

the domain as the governing equations are integrated over the volume of a grid cell.

Finite element models use unstructured grids that allow for a wide range in resolution

and are often used in coastal engineering scenarios. Whilst they can yield good results,

it is difficult to give physical significance to their algebraic terms.

Within these types different vertical coordinate systems are available. These are

geopotential, isopycnic, sigma and hybrid coordinates. Geopotential or z coordinates

are parallel to the sea surface. Isopynic coordinates follow isopycnals so layer thickness

varies between water masses. Sigma coordinates are terrain following so layer thickness

is thinner in shallow regions and are beneficial where steep topography is encountered
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by flows. Hybrid coordinate systems exist that allow the beneficial features of more

than one type of coordinate system to be used.

For the study of buoyant surface flows a z coordinate system is beneficial as the

layer height at the surface can be controlled and maintained across a model domain,

giving maximum resolution in the region of interest. Since there is little interaction of

surface flows with topography, sigma coordinates are not required.

4.4 Method of solution: MITgcm

The model used in this investigation is MITgcm (the documentation for which can be

found at www.mitgcm.org). This model was chosen because it is 3 dimensional and can

be used in non-hydrostatic as well as hydrostatic mode. It also has the ability to add

passive tracers, which can be used to track fluid movements, simulate nutrient dispersal

and has been used in a number of successful studies at a range of scales. A detailed

description of the model’s numerical scheme and governing equations is provided in

Marshall, Hill, Perelman and Adcroft (1997) and Marshall, Adcroft, Hill, Perelman

and Heisey (1997).

MITgcm uses finite volume techniques and an Arakawa C grid configuration. The

finite volume method employed allows grid cells to be shaved in order to conform more

closely to non-uniform topography (Adcroft et al., 1997). For the purposes of this study

a z coordinate system was used in the vertical in order to maintain high resolution in

the surface layer. Time-stepping uses a second-order Adams-Bashforth scheme which

reduces current divergence.

The non-hydrostatic momentum equations discretised in time are

1

∆t
un+1 + g∂xη

n+1 + ∂xφ
n+1
nh =

1

∆t
un +G(n+1/2)

u (4.12)

1

∆t
vn+1 + g∂yη

n+1 + ∂yφ
n+1
nh =

1

∆t
vn +G(n+1/2)

v (4.13)

1

∆t
wn+1 + ∂rφ

n+1
nh =

1

∆t
wn +G(n+1/2)

w (4.14)
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4.5 Parallel computing and data processing

Figure 4.2: T,Sand p are zone quantities whilst u,v and w are face quantities

where the vector G contains all terms in the momentum equation. η is the deviation of

the horizontal pressure surface from its mean and φ is the non-hydrostatic (nh) pressure

field. Spatially, the domain is divided into cells. Velocities are solved normal to the

face of these cells whilst temperature, salinity and pressure are solved for the volume

of the cell as shown in Figure 4.2

4.5 Parallel computing and data processing

The computational time required to carry out complex simulations, over large areas and

at high resolution, is great and even on today’s fastest processors, the time taken would

be impractical. A solution to this problem is to use many processors working in parallel

to distribute the computation. For parallelisation the model domain is broken down

into tiles with each tile being assigned to a processor Figure 4.3. The tile size must allow

for an overlap between tiles of 3 grid points. Between each time-step, information of the
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Figure 4.3: Diagram of a domain divided into tiles and distributed to individual processors

from MITgcm User Manual Adcroft et al. (2011)

variables within these overlapping areas are communicated between tiles, Figure 4.4.

A Poisson equation for the pressure field must be solved across the whole grid in order

to prevent divergence and is a time consuming process. Since the generation of the

pressure field is the most costly task, each tile is assigned to a processor containing the

full ocean depth at that location so minimising communication times between processors

(Marshall, Adcroft, Hill, Perelman and Heisey, 1997). The simulations were run on a

multi-processor cluster utilising 64 to 128 cores with an openMPI scheme. Above 128

cores, even for the largest grid, there were no significant speed improvements and in

some cases run times were increased due the additional time taken to communicate

information between overlapping tiles. Grid resolutions were varied, but for the larger

domain a typical horizontal resolution 500 m with fine scale runs having a horizontal

resolution as fine as 12.5 m (although with a much smaller domain) . Vertical resolution

was 1 m at the surface, but below the depth of the plume, cell thickness was increased

towards the bottom.

Matlab was used to analyse and visualise the model output, which is generated in

the form of 3 dimensional matrices of temperature, salinity, u, v and w velocities and

any tracers used in the run.
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4.6 Advection schemes

Figure 4.4: The figure shows four tiles. The curved arrows indicate exchange primitives

which transfer data between the overlap regions at tile edges and interior regions for nearest-

neighbour tiles. The straight arrows symbolize global sum operations which connect all

tiles. from MITgcm User Manual Adcroft et al. (2011)

4.6 Advection schemes

In order to investigate the movement and interactions water bodies and dissolved nu-

trients, it is useful to use a system of passive tracer tracking. This involves introducing

a representative concentration of tracer into a cell or cells and allowing it to move with

the water between cells. Tracers can also be used as Lagrangian drifters by setting

physical diffusion to 0 and tracking the location of the concentration maximum. Since

these tracers are passive and have no effect on density, a method for their advection

must be prescribed. MITgcm allows the user to choose from several advection schemes,

linear and non-linear, listed in Table 4.1. Each of the schemes present have different

benefits and have varying limitations. The default advection scheme is the linear cen-

tred 2nd order scheme however it has been found that this scheme is not suitable for the

experiments presented here. For the tracer experiments used in these investigations the

2nd order Flux Limited scheme was used. This scheme is non-linear, multidimensional

and utilises forward in time time-stepping rather than Adams-Bashforth time step-

ping and is suitable for use in models containing propagating fronts. Figures 4.5 and

4.6 show the differences between the default and the selected advection schemes. The

tracer originated at grid-point x=700 y=600 and had an initial value of -100. Physical

diffusion has been set to 0, so the spread of tracer is due to numerical diffusion, which

35



4. METHODOLOGY

Table 4.1: Advection schemes available in MITgcm

Advection scheme Properties

centred 2nd order linear

3rd order upwind linear/τ

centred 4th order linear

3rd order Direct-Space-Time linear/τ , non-linear/v

2nd order Flux Limiters non-linear

3rd order Direct-Space-Time Flux Limiter non-linear

occurs due to the discretisation in space and time of the governing equations. The high

level of diffusion seen in Figure 4.5 and spurious positive values are a direct result of

the default advection scheme for tracers for this grid set up.

4.7 Model set-up

4.7.1 Model domain and initial conditions

For near-field experimental runs the complicated shore line was simplified to be a

straight shoreline with both realistic topography from hydro-graphic data as well as

some simple sloping topographies being used. The ocean region of the model was

filled with a uniformly stratified water with salinity So and temperature To, resulting

in the density profile shown in Figure 4.7. The estuary was idealised into an area of

approximately equal volume to the real estuary (Figure 4.8) and filled with less dense

water in line with observed values of estuarine temperature, Te, and salinity, Se (the

estuary water was not stratified). The density difference between the adjacent water

masses results in a lock exchange like process when the model begins with the fresher

water flowing out of the estuary during the ebb tide. On the flood tide saline water is

pumped into the estuary. The velocity fields within the domain are all initialized as 0

so all flows are generated from either the boundaries or are buoyancy driven.
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4.7 Model set-up

Figure 4.5: Advection of a tracer initially at a point after 1 hour using the default linear

centred 2nd order advection scheme

Figure 4.6: Advection of a tracer after 1 hour using the non-linear 2nd order Flux Limited

scheme
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Figure 4.7: Smoothed density and buoyancy profiles used for the model shelf waters

4.7.2 Forcing

The plume propagation depends on the following forcing: river discharge, tide, density

gradient between ocean and river, and wind.

River discharge measurements (Figure 3.3) and estuarine dimensions were used to

calculate a representative flow that could be imposed at the eastern boundary. This was

added to a representative tidal flow for the area calculated from measurements (Figure
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4.7 Model set-up

Figure 4.8: Schematic of near field model domain. Red area represents the ocean, blue

area is the idealised estuary.

3.4). The density gradient was initialized as described in the previous section and was

the same for all experiments. Wind stress can also be applied to the surface layer. For

experiments representing realistic wind forcing, hourly measurements of wind speed

near the mouth of the Columbia River were used to calculate the zonal and meridional
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stresses, which were then used over the whole model domain. This is further described

in section 6.3.1.

In this study, “near field” experiments with a small horizontal grid step and sim-

plified forcing as well as “far field” experiments with a larger grid and realistic forcing

will be considered.

4.7.3 Boundary conditions

The open boundaries used in the model are given a Sommerfield radiation condition as

described by Orlanski (1976) to allow waves to propagate out of the domain rather than

reflecting from the boundary and affecting the dynamics of the interior. The technique

calculates the propagation speed,C, of each variable, φ from adjacent grid points:

Cφ =
−φτj−1 − φ

τ−2
j−1

φτj−1 + φτ−2
j−1 − φ

τ−1
j−2 × 2

∆x

∆t
(4.15)

where j is the boundary grid point and τ is the present time step. This is then used to

calculate φ through the relation:

φτ+1
j =

1− ∆t
∆xCφ

1 + ∆t
∆xCφ

φτ−1
j +

2∆tCφ

∆x

1 +
∆tCφ

∆x

φτj−1 (4.16)

The limitation to this method is that only one wave velocity can be specified for each

variable, in this case for the barotropic wave. Since this model also generates several

modes of baroclinic waves, which cannot be released by the boundary, another solution

to their reflection must be employed. By increasing the horizontal grid length towards

the boundary, it is possible to increase the domain to a size which does not allow the

baroclinic waves to reach the boundary.

4.7.4 Turbulence closure

It is impractical to resolve small-scale turbulent processes over a large model domain as

the small-grid resolution required would become computationally uneconomical. There-
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fore, an approximation of small-scale properties, such as eddy viscosity and diffusivity,

must be made. Since these properties can vary significantly throughout the ocean,

being larger in the surface mixed layer than below the thermocline, simply assigning

them constant values is undesirable.

For a more realistic representation, a sub grid-scale turbulence closure scheme is

required. MITgcm has several vertical mixing scheme options, these include schemes de-

scribed by Pacanowski and Philander (1981)(PP81), Mellor and Yamada (1982)(MY82),

Gaspar et al. (1990)(GGL90) as well as Large et al. (1994)(KPP).

The PP81 scheme is a first order, Richardson number dependent scheme which

provides non-constant parametrisations of v, vertical eddy viscosity 4.17 and k eddy

diffusivity 4.18,

v =
v0

(1 + αRi)n
+ vb, (4.17)

k =
v0

(1 + αRi)n
+ kb (4.18)

where vb and kb are background dissipation parameters and v0, α and n are variable

parameters. This scheme allows mixing to increase in areas where the Richardson

number falls below 0.25, therefore increasing the total mixing taking place within the

model compared to a fixed mixing scheme and so was used in these investigations.

MY82 is a second order Richardson based scheme that dissipates energy locally

by enhancing viscosity above a background value (Klymak and Legg, 2010), whereas

GGL90 is a simple eddy kinetic energy parametrisation. KPP combines several different

processes into one scheme that describes mixing in the surface boundary layer and

interior.

41



4. METHODOLOGY

42



Chapter 5

Vertical structure and water mix-

ing produced by a moving plume

near a river mouth

In this chapter the model set up, theory and results of the investigation into the near-

field plume are discussed. The focus is on the internal waves produced, the mixing

processes and detailed circulation of the Columbia River plume.

5.1 Model set-up

The model domain represents an area 27.5 km in the north-south direction and 23.7

km in the west-east direction and used realistic bottom topography as presented in

Figure 5.1 b. It contains 950×1100 grid points with horizontal step ∆x=∆y=25 m

(some sensitivity runs were conducted with ∆x=∆y=12.5 m). An additional 50 grid

points were added in the north, south and west directions with the grid-step increasing

up to 4000 m. Such a method of grid telescoping helps to avoid reflection from the

boundaries of the model.

The 25 m resolution looks small enough to resolve internal waves with wavelength

at the level of about 200 m (observations by Nash and Moum (2005), Pan et al. (2007)).

An additional sector 1×19.7 km2, attached to the right of the model domain, is volu-

metrically equal to the Columbia River estuary, Figure 5.1 b. Two basins, the estuary

and the ocean, are connected through the narrow gap initially closed by a lock. In the

vertical direction the grid step varied from 1 m resolution near the surface to 10 m in

bottom layers (∆z =1, 1, 1, 1, 1, 1, 1.5, 2, 2.5, 3, 5, 10, 10 m). In order to maintain

stability according to CFL conditions, the time step was 1 second.
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Figure 5.1: Near-field region model domain(a) The fragment of the near coastal zone

showing the surface manifestations of IWs acquired by SAR Pan et al. (2007). The rectangle

designates the model domain. (b) Zoom of the model domain. (c) The profiles of the

background temperature and salinity on the shelf.

The model initialization is similar to that discussed in Stashchuk and Vlasenko

(2009). The river outflow was treated as an opening lock gate, allowing water to flow

from a basin of comparable volume to the Columbia River estuary, into the stratified

sea. The eastern boundary of the estuary was forced with a river flow discharge of 5000

m3 s−1 and a tidal velocity of 0.5 m s−1.

At t = 0 the water inside the estuary was homogeneous with the salinity Se =8 and

the temperature Te =20◦C (observational values, see Stashchuk and Vlasenko (2009))

and density σte =1.92 kg m−3. When the gate was open, the estuarine water started

to move into the open sea as a surface gravity current, where the initial background

stratification was taken as shown in Figure 5.1 c), with σt =14 kg m−3 at the surface

and σt =24.4 kg m−3 at the bottom. The motion is produced by the action of three

major forcings: the ebb tidal flow, river discharge and the horizontal pressure gradient

caused by the density difference between the sea and the estuary.

Figure 5.2 shows how grid lengths can be expanded towards the boundary with

exponential or power functions: red ∆y = exp(3.5 + 0.1(x − 1151)) − 9; green ∆y =

exp(3 + 0.1(x − 1151)) + 5; blue ∆y = 0.25 × 10−6 × (1152 − x)6 + 25. This helps

prevent reflections from the boundaries from interfering with the inner grid. For the

runs presented here, the power function represented by the blue line was used.
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5.1 Model set-up

Figure 5.2: Telescoping grid cell length in 50 cells adjacent to the north and south

boundaries. Red and green lines represent an exponential increase of the grid step length

for two different telescopic grids. Blue line shows a power function.

There are many tunable parameters within MITgcm, this is a description of their

set-up for this investigation. Implicit diffusion and viscosity is used so the horizontal

and vertical coefficients must be defined. The horizontal Laplacian frictional dissipation

coefficient (viscAh) was set to 0.5 m2 s−1. This value was chosen by considering the

velocity scale and grid spacing in order to produce an appropriate Reynolds number,

such that grid scale viscous effects may be resolved. Similarly the vertical dissipation

coefficient (viscAz) was set to 0.001 m2 s−1. A no-slip condition is applied to tangential

velocities, so u=0 at boundaries in y, v=0 at boundaries in x and u=v=0 at z=-H.

These conditions were chosen over slip boundaries as they are realistic for viscous flows.

Horizontal diffusion coefficient for temperature (diffKhT) and salt (diffKhS) were set
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to 0.5 m2 s−1, due to the small time step with the boundary condition of zero fluxes

across the boundaries. The vertical diffusion coefficients for temperature (diffKzT) and

salt (diffKzS) were set to 1×10−5 m2 s−1 since vertical motion is small compared to

horizontal motion and has the boundary condition ∂
∂z = 0. The Coriolis parameter

was calculated using Equation 4.8 and set to 1.053×10−4. A free surface is used rather

than a rigid lid as the time step is small enough for fast waves.

Stashchuk and Vlasenko (2009) also found that, despite the plume being a surface

phenomenon, the bottom topography plays an important role in shaping the plume and

internal waves. Therefore, a realistic topography to a depth of 40m was used as shown

in Figure 5.3.

Figure 5.3: Detailed topography of model domain showing the central channel, which

appears to steer the central jet.

An initial model run was produced with uniform mixing in order to confirm that

sub-grid scale processes should not be neglected. The Richardson number values were

calculated for a cross-section through the plume and are presented in Figure 5.4 (with

density contours in black). This Figure clearly shows that for considerable areas within

the plume having sub-critical Richardson numbers (<0.25), indicating that sheer in-
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duced mixing should be taking place which is not being represented due to the relative

grid coarseness compared to the small-scale turbulent processes. As a result, use of the

PP81 mixing scheme, as described in section 4.7.4 was used with the following values,

νb=10−3 m2 s−1 and κb=10−5 m2 s−1, ν0=1.5·10−2 m2 s−1, α=5 and n=1. Such a

parametrisation for the vertical turbulent viscosity ν and diffusivity κ increases their

values in the areas where the Richardson number is small.

Figure 5.4: Cross-section through the modelled Columbia River plume front and river

mouth of Richardson number overlaid with density contours (black lines)

5.2 Dynamic processes controlling the interaction of the

Columbia River Plume with sea waters near the river

mouth: Radiated internal waves

Modelling of the Columbia River Plume dynamics using the MITgcm as reported in

Stashchuk and Vlasenko (2009) allowed the authors to investigate the conditions of
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generation of a packet of first mode internal waves radiated from the plume. The

comparison of the model wave parameters (amplitude and wave length), with the ob-

servational data of Pan et al. (2007), showed a good agreement. The generated wave

packets were reproduced successfully thanks to the non-hydrostatic dispersion included

in the model, which is normally ignored in a number of oceanic models that exploit the

hydrostatic approximation. Another important condition that made a successful model

validation against the observational data possible, was the fine model resolution used

in Stashchuk and Vlasenko (2009) that allowed the numerical viscosity and dispersion

to be reduced to a level where they did not affect the generated waves.

Some more details on the model results are discussed below, but here the basic

findings from the paper by Stashchuk and Vlasenko (2009), which are relevant to the

present study are summarised. It was found that in the beginning of the ebb phase that

the tidal flow, river discharge and horizontal density gradient acting together moved

fresh river water from the mouth. This water collided with the stagnant shelf waters

and sank at the leading edge of the plume forming a head of the gravity current. At the

first stage of the ebb phase (first 3 hours) the current from the mouth was strong enough

to arrest a system of internal waves that was generated inside the plume. These waves

are released from the plume and propagated independently as a rank-ordered packet

of internal solitary waves when the plume decelerated due to the radial spreading and

weakening of the tidal current.

The mechanism described above is illustrated in Figure 5.5. Here, the free surface

zonal velocity taken across the front of the moving plume is shown for different moments

of the plume development. For a comparison, the dashed line shows the instant velocity

of the plume propagation. It is clear that at the first stage of the plume spreading

(Figure 5.5 a) the radial velocity inside the plume exceeds the velocity of the plume

expansion, so that the effect of overtaking velocity discussed in Luketina and Imberger

(1987) is reproduced by the model quite clearly. Note also that the leading edge of the
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Figure 5.5: Free surface zonal velocity taken across the propagating plume front at

t = 1 h (panel a), 3 h (panel b) and 5 h (panel c) after the beginning of the ebb phase.

The corresponding sections across the outer boundary of the plume for the appropriate

moments of time are shown in panel d. The dashed line depicts an instant velocity of the

plume propagation.

plume is not smoothed, but eroded by a short-scale wave structure with a horizontal

wave length of about 90 m. With progressing time, the overtaking velocity drops almost

to the level of the plume spreading speed (see Figure 5.5 b), however the wave system

is still arrested within the plume near its outer boundary. The analysis of the wave

radiation conditions are discussed below, but here just the fact of their location near

the head of the gravity current, as well as their reduced amplitude (in comparison with

panel a) is stated.

The stage of the wave release is shown in Figure 5.5 c. The radiated waves left
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the moving front behind and propagated freely as an undulating bore that gradually

transforms into a packet of internal solitary waves. One can notice that the spatial

scale of the radiated waves has changed. The leading waves have a wavelength of

about 200 m, which is well resolved with the grid resolution of 25 m taken in the main

series of calculations. Note that some runs were conducted with a grid twice as fine

(∆x=∆y=12.5 m) in order to investigate the sensitivity of the model to the horizontal

resolution. The result of this analysis is reported in Stashchuk and Vlasenko (2009)

(see their Figure 12) with the conclusion that the taken resolution is good enough to

reproduce the radiated waves. In fact, the problem of the numerical dispersion that can

develop in numerical schemes with large leptic ratio (the ratio of the grid resolution to

the total depth) is quite a serious issue that has been investigated recently in a series

of papers (see, for instance, Scotti and Mitran (2008); Vitousek and Fringer (2011)). In

application to this particular study, some evidence of numerical dispersion can be found

in Figure 5.5 a, where the leptic ratio is of order 1. However, with the propagation

from the mouth seaward, the contribution of numerical dispersion decreases, and the

physical dispersion predominates, far away from the mouth in the deep part of the

ocean where the leptic ration is less than 0.5. The confirmation of this fact is the good

agreement between observed and numerical parameters of the radiated waves.

A more detailed spatial structure of the plume (vertical and horizontal) developed

by t = 6 h, as well as the radiated wave system are shown in Figure 5.6. Here, a surface

density overlaid with the horizontal velocity gradient (panel a) represent a plan view

of the developing plume. It is clear that, by the end of the ebb phase (t = 6 h), the

wave fronts are completely detached from the whole body of the plume and propagate

independently as radiated waves. The vertical structure of these waves (for the cross

section a−a shown in panel a) is seen in Figure 5.6 b. It can be treated as a first-mode

rank-ordered internal wave packet. A zoom of this wave fragment (a dashed rectangle

depicted in Figure 5.6 b) is presented in Figure 5.7.
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Figure 5.6: (a) Surface density overlaid with the gradient of horizontal velocity at t = 6 h.

(b) Vertical density section taken in the middle of the plume (cross section a-a in panel a).
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Figure 5.7: Zoom of the fragment of the density field depicted in Figure 5.6 b by a dashed

rectangle. The first-mode internal wave packet is marked by a solid line, the second-mode

waves is shown by a dashed line and third mode by a dotted line.
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It is clear that by t = 6 h the leading wave system has completely detached from

the head of the buoyant flow. It resembles a propagating first-mode solibore on its

initial stage of disintegration into a rank ordered packet of internal solitary waves. The

detailed analysis of their spatial characteristics conducted in Stashchuk and Vlasenko

(2009) has shown that these waves are close to those observed from space on SAR

images by Jay et al. (2010), Pan et al. (2007), Pan and Jay (2009b) and measured

in-situ Nash and Moum (2005).

After t = 6 h, the plume front still propagates seaward, but with substantially slower

velocity. Its dependence on time calculated for the section a-a, b-b and c-c depicted

in Figure 5.6 a is shown in Figure 5.8. An interesting feature of the gravity current at

this stage is that it still contains some wave forms at its leading edge, which have not

yet escaped from the plume with the first-mode wave packet. Analysis of the isopycnal

structure reveals counter phase displacements in surface and bottom layers, which is

particular to the second baroclinic mode (find dashed line in Figure 5.7). Moreover,

2.5 km behind the second mode, the third mode wave can be identified (dotted line in

Figure 5.7). If so, these waves should have a much smaller speed of propagation which

can explain why they are still arrested by the plume. Figure 5.8 b shows the solution

of the following boundary value problem,

wzz +
N2(z)

C2
i

w = 0,

w(0) = 0, w(−H) = 0,

(5.1)

calculated for the first, second and third baroclinic modes over the depth range of the

model domain. Here, w is vertical velocity, Ci is the phase velocity of the i-th baroclinic

mode (i =1,2,3,...).

It is clear, that for separation to take place the phase speed must exceed the plume

propagation velocity. By the end of the six hour run, the plume was still propagating

to the west with a speed of about 0.5 m s−1, see Figure 5.8 a (comparable with the

values reported in Pan et al. (2007)). Since the maximum depth of the domain was
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Figure 5.8: (a) The velocity of the plume expansion along cross section a-a, b-b, and c-c

shown in Figure 5.6 a. (b) Phase velocities at varying depths for three first internal modes

produced as a result of solving boundary value problem (5.1).
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40 m, only first mode waves can separate from the plume. It is expected, however, that

with the increasing depth and further deceleration of the plume due to radial spreading,

the second mode will ultimately separate from the plume and propagate freely when

the second-mode Froude number drops below 1. Figure 5.9 clearly illustrates this

statement. It shows a density field, taken at t = 8 h, of the cross-section b-b depicted

in Figure 5.6 a.

At least three wave systems can be identified here. First of all, a well developed first

mode internal wave packet is clearly seen at a distance of 24− 25 km from the mouth.

The second wave fragment with the characteristics of a second baroclinic mode looks

detached from the plume at a distance of 19.5 − 20 km from the mouth (find vertical

section 2 in Figure 5.9). Its amplitude is comparable with the first-mode waves which

can lead to similar effects on water mixing. Note that the horizontal scale of the second

mode wave is larger (the wavelength is nearly 1
2 km) which can affect the internal mixing

of a larger area (discussed in the next section). Finally, a third mode wave fragment

is still arrested at the edge of the plume (section 3 in Figure 5.9). For this wave, the

propagation speed of the plume is still supercritical (see Figures 5.8), however sooner

or later it will inevitably detach from the gravity current when it decelerates below 0.15

m s−1.

Note that the mechanism described above, that is the successive radiation of the

first, second, third etc. modes, is not completely the same in all directions of the

spreading plume. In fact, the plume is a three-dimensional object whose spatial struc-

ture is sensitive to local characteristics of the marine environment (the depth, first of

all). As an illustration of this fact, Figures 5.10 shows three independent first-mode

wave packets located at 27.5, 26.5 and 24.5 km (evidence of a multi-frontal nature of

the plume as discussed below), whereas a second mode wave located at 23 km from the

mouth are still arrested in the head of the gravity current, although the structure of

the latter shows that these waves are very close to their detachment.
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Figure 5.9: Vertical density cross section taken at t = 8 h along the line b-b depicted in

Figures 5.6 a.
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Figure 5.10: Vertical density cross-section taken along the line c-c shown in Figure 5.6 a.
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5.3 Non-hydrostatic effects in plume-sea interaction

The non-linear evolution of internal waves is a non-hydrostatic process, and so to try to

model their generation with a hydrostatic model will result in errors. Whilst these in-

accuracies may not be large enough to significantly affect large-scale model results,

neglecting non-hydrostaticity will favour the non-linear process of wave steepening

(Hodges et al., 2006). As making the hydrostatic approximation can reduce computing

time by over 40% compared to the non-hydrostatic mode, and as long as many existing

models still use this approximation, it is of interest to make a comparison between

hydro-static and non-hydrostatic outputs for the considered case.

Several runs have been conducted, of which the typical results are given here. The

sharp interface between the density of the plume and the surrounding waters allows

the plume evolution to be tracked. Figures 5.11 and 5.12 show the propagation of the

plume front at a depth of 1 m at each hour of the model run for both the hydrostatic

and non-hydrostatic cases. It can be seen that a jet steered by topography initially

directs the plume towards the south, counter to the effects of rotation. As the plume

spreads and thins, the effects of Coriolis push the plume to the north increasing its

contact with the coast in this direction. When compared the two cases show little

difference in the extent to which the plume spreads over time however slight differences

can be seen around the central jet region.

The qualitative conclusion of a weak sensitivity of the plume characteristics (spatial

distribution and vertical structure) to the non-hydrostatic pressure contribution can be

made for the range of model input parameters considered here. However, this is not the

case for internal waves generated at the leading edge of the plume. The non-hydrostatic

effects are highly important for the accurate predictions of their parameters. Some

details of this analysis will now be presented.

A comparison of horizontal velocity gradient in Figure 5.13, shows that the non-
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5.3 Non-hydrostatic effects in plume-sea interaction

Figure 5.11: Model predictions of density-1000 kg m−3 at 1 m depth for hours 1, 2 and 3 of

the model run. Left column shows hydrostatic results, right column shows non-hydrostatic.
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Figure 5.12: Model predictions of density-1000 kg m−3 at 1 m depth for hours 4, 5 and 6 of

the model run. Left column shows hydrostatic results, right column shows non-hydrostatic.
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5.3 Non-hydrostatic effects in plume-sea interaction

Figure 5.13: Density from the first model layer with horizontal velocity gradient (black

lines) showing internal wave locations

hydrostatic generates a larger band of internal waves. By taking cross-sections through

the model domain perpendicular to the coast and passing through the most westerly

point of the plume shows the internal waves generated by the plume. Figure 5.14

shows the differences in the first mode internal wave generated under non-hydrostatic

and hydrostatic conditions respectively, yet, the representation of the plume waters

appear to be similar. For the non-hydrostatic case the generated first mode waves

are larger than in the hydrostatic case, as vertical momentum is conserved. Closer

inspection of the density profiles (Figure 5.15) shows a clearly separated first mode

internal wave packet. The scale of variation between the first mode internal waves in

the two plots is quite significant, but both show good agreement in the shape and size

of the head of the plume, where the second mode wave is located.
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Figure 5.14: Density profiles at hour six of the (a) hydrostatic and (b) non-hydrostatic

model runs.

5.4 Mixing processes at the boundary of the moving front

One of the most powerful sources of internal mixing is oceanic internal waves developing

and breaking in the interior. A specific feature of this source is that the maximum

vertical velocity shear is usually located in a layer of density jump, where mixing

producing inertial forces are compensated by buoyancy forces. Normally, only large-

amplitude internal waves can overcome this stability producing vertical mixing during

their break-down. In the area of the Columbia River plume, some extra external velocity

shear can be produced by wind stresses. As it was shown in Pan and Jay (2009b), such

externally induced shear can modify the vertical structure function of internal waves

in such a way that the maximum amplitude is shifted from the interface, 5 m deeper,

which can lead to a situation where the Richardson number drops below the critical
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5.4 Mixing processes at the boundary of the moving front

Figure 5.15: Density profile showing internal waves and the head of the buoyant flow at

hour six of the hydrostatic (a) and non-hydrostatic (b) model runs. Coloured lines show

mode 1 (red), mode 2 (blue) and mode 3 (green) internal waves.

value (Ri = 0.25).

Note, however, there is also another possible scenario of further intensification of

vertical mixing in a moving front. It relates to the new systems of second and third

mode internal waves found in this study. As it is clear from Figures 5.16, where the

first three eigen functions of the boundary value problem (5.1) are shown, the strongest

shear of the vertical velocity of second and third modes are located not in the pycnocline

but are shifted to the layers with smaller buoyancy frequency (see Figures 5.16 d). As

a result, this can reduce the Richardson number there, which facilitates water mixing.

Direct calculations of the vertical shear
√

(∂u/∂z)2 + (∂v/∂z)2 for the leading first

and second mode waves shown in Figures 5.9 and 5.10 illustrate the fact that the second

mode waves can produce an even stronger effect on vertical mixing taking into account

that they provide stronger shear. They have longer wavelengths, so they cover larger

areas for mixing as it is seen from Figure 5.9.
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Figure 5.16: The buoyancy frequency profile (a), normalized vertical displacement (b),

horizontal velocity (c), and vertical shear of horizontal velocity (d) calculated from the

boundary value problem (5.1).
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5.4 Mixing processes at the boundary of the moving front

Figure 5.17: Vertical shear
√

(∂u/∂z)2 + (∂v/∂z)2 calculated for the leading first mode

and second mode waves shown in Figures 5.9 (panel a) and 5.10 (panel b). Here u and v

are two components of horizontal velocity.
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5.4.1 Mixing processes within the plume

It is clear generally, that the plume thickness is controlled by two basic competing

processes: the plume’s expansion which leads to its thinning, and the river discharge,

which supplies water making it thicker. A third factor that can also affect the plume

structure (and its thickness) are the mixing processes developing at the interface be-

tween the plume and underlying sea waters. Depending on what process predominates,

upward or downward salt flux, one can distinguish situations of entrainment or detrain-

ment. In fact, this is one of the basic ecological questions on the mechanism of river

water dispersion, which determines the ultimate impact of the river discharge on the

sea environment. With respect to the Columbia River Plume, it was found in McCabe

et al. (2008), on the basis of the observational data (drifter tracks), that entrainment

predominates well beyond the lift-off zone (close proximity to the river mouth). This

was later confirmed by the application of a numerical model in McCabe et al. (2009).

Note, however, that the numerical modelling in McCabe et al. (2009) was conducted

using the hydrostatic model ROMS, which under predicts non-linear internal waves and

thus water mixing. In addition, the modelling was conducted on a relatively coarse grid

(400 m horizontal resolution), which does not reproduce the smaller sub-grid processes,

which can be quite substantial (the effect of short internal waves, for instance, whose

wavelengths according to observations Pan et al. (2007) are about 200 m). In this

section a salt balance analysis for the Columbia River Plume is conducted with the

aim to identify the regime of the water mixing on the lower boundary of the plume, i.e.

entrainment or detrainment, taking into account the short-scale processes developed

there.

To rectify the mixing conditions occurring on the lower boundary of the plume,

one extra transport equation for the passive tracer was introduced into the model.

The initial concentration of the passive tracer was set as C = 1.0 in the estuary, and as

C = 0 outside it. It is clear that, as long as the tracer is passive and does not participate
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5.4 Mixing processes at the boundary of the moving front

in the dynamics of the plume, its spatial distribution and temporal evolution can show

how two water masses mix. Figures 5.18 a and b represent the topography of the plume

at two different moments of its development. The concentration C = 0.1 was taken as

a plume lower boundary. In both panels the lift-off zone near the mouth can be clearly

identified. With the increase in distance from the mouth, the thickness of the plume

decreases in a radial direction. The quantitative characteristics on the plume thickness

can be found in the bottom “projections” (Figure 5.18b). The plume occupies almost

the whole water column in the lift-off area, gradually thinning to the outer boundary.

The qualitative information on the predominance of entrainment or detrainment at

the boundary between river and sea waters can be obtained from the analysis of vertical

fluxes. The vertical velocity values were found at the depth where the tracer isoline

C reaches a value of 0.1 and is presented in Figures 5.18 c and d for 5 and 3 hours of

plume propagation. Here, the red colour corresponds to the positive velocities directed

upward and blue presents the motions directed downward. It is seen that the red colour

predominates in Figures 5.18 c and d, suggesting entrainment. There are some blue

areas denoting descending water, however, they are mostly related to internal waves

developing inside the plume (to be discussed below). Quantification of the entrainment

process obtained by the model at the level of 0.001 m s−1 vertical velocities coincides

with the estimations of McCabe et al. (2009) obtained on the basis of the analysis of

the trajectories of surface drifters.

A more convincing picture on the predominance of the entrainment processes is

shown in Figures 5.19 a. Here, the vertical structure of the plume (passive tracer)

overlaid with the vertical velocity patterns at time moment t = 5 h is shown. To

separate plume water from the underlying sea waters, the density isopycnal σt = 14 kg

m−3 was used (it is shown in magenta colour).

Figure 5.19 a shows that, apart from the lift-off area near the mouth where the

whole water body is in red, only the leading edge of the plume presents the alternation
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Figure 5.18: The topography of 0.1 isoline of a passive tracer at t = 5 h (panel a) and

t = 3 h (panel b) discharged from the mouth with the river water. Initial concentration of

the tracer in the estuary was set to 1. The black isolines in these panels depict the thickness

of plume in m calculated on 0.1 tracer isoline. Vertical velocity at the lower boundary of

the plume (on the surface 0.1 passive tracer isoline) at t = 5 h (panel c) and at t = 3 h

(panel d).
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5.4 Mixing processes at the boundary of the moving front

Figure 5.19: Vertical cross section of horizontal (panel a) and vertical (panel b) velocities

through the centre of the plume (section a-a in Figures 5.6) (coloured) overlaid with the

passive tracer field shown as black solid isolines. Red solid lines in both panels shows the

position of isopycnal of density σt = 14 kg m−3.
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of blue and red colours, and thus it confirms the presence of internal waves here. The

large distance between the C = 0.1 tracer isoline and the isopycnal σt = 14 kg m−3

in the middle of the plume testifies to great vertical salt fluxes from the sea water

penetrating into the plume, which suggests entrainment is taking place.

The entrainment tendency of water mixing found in a qualitative analysis can be

quantified. Figure 5.20 shows the water volume discharged from the mouth (dashed

line) and the volume of the plume calculated on the boundary of C = 0.1 of the passive

tracer concentration (solid line). These two lines show that the volume of the plume is

more than twice as large as the volume discharged from the mouth at all moments of

time. That means that the mixing at the interface in the deep provides strong vertical

fluxes of salty water, which makes the plume thicker. It is interesting that, by the end

of the ebb phase, the rate of change of the total discharged volume is provided only by

the river, which is weaker than the tidal forcing (so that the derivative of the dashed

line is quite small) whereas the solid line by t = 6 h is as steep as during the whole

flood phase. In other words, the entrainment is proceeding with the same rate at all

stages.

Another curious result from the fine-resolution modelling is the confirmation of the

generation of secondary fronts inside the plume predicted by Garvine (1984). It was

assumed there that the internal waves generated at the interface between two layers

of the river and sea waters should propagate from the lift-off area toward the plume

boundary. As soon as these waves reached the front they are reflected back into the

interior of the plume, where they are reflected back again. It was further assumed

that the waves arrested inside the plume can produce multiple fronts. To justify this

idea several patterns of a radially symmetric river plumes were presented in Garvine

(1984) and also some other laboratory and field observations were acknowledged. The

possibility of generation of secondary fronts within the plume in the Koombana Bay

based on the observational data was reported in Luketina and Imberger (1987).
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5.4 Mixing processes at the boundary of the moving front

Figure 5.20: The dependencies of the volume discharged from the mouth on time (dashed

line) and the volume of the plume calculated on the boundary of 0.1 concentration of the

passive tracer (solid line).
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Scrutiny of panels c) and d) of Figures 5.18 shows evidence of secondary internal

waves generated inside the plume and propagated to the boundary. The propagation of

two secondary internal waves from the plume is seen in Figure 5.10. They are marked

by 1’ solid vertical lines. The reason for their generation is an oscillatory nature of the

river discharge, as it was assumed in Luketina and Imberger (1987).

5.5 Horizontal circulation in the plume area

Apart from vertical velocity, Figure 5.19 shows a cross-section of horizontal velocity

through the central part of the plume. The red colour in Figure 5.19 b corresponds

to the velocity directed into the mouth, and the motions from the mouth are shown

in blue. This Figure shows a bi-directional water discharge in one particular section

at one particular moment of time, however it does not characterize the whole spatial

picture in three dimensions.

Horizontal circulation in the moving Columbia River Plume was analysed in Mc-

Cabe et al. (2008) using the data on the drifter tracks released near the mouth at the

time of the maximum ebb current. The summary of this analysis is given in Figure

5.21, where the trajectories of five drifters during a half of tidal cycle are shown. It is

clear that the circulation pattern during the ebb phase resembles characteristics of a

radial spreading during the time span t = 0− 2 h (time moment t = 0 h in Figure 5.21

corresponds to t = 3 h of the model runs). When the ebb flow weakens and is replaced

by the flooding flow the drifters start to bend from their initially straight trajectories.

After making a U-turn to the right, three northern drifters propagate shoreward. Two

other southern drifters reveal similar behaviour, but with an opposite U-turn to the

left. Figure 5.21 shows that the major part of the plume water turned to the north due

to the Coriolis effect.

Note that the Lagrange drifters released on the free surface can not reproduce a

complex three-dimensional circulation, in particular to answer the question how saline
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5.5 Horizontal circulation in the plume area

Figure 5.21: Drifter tracks released on the greater ebb near the mouth of the Columbia

River (taken from McCabe et al. (2008)). White lines show time contours after the drifter

release.

ocean water enters the estuary. To investigate the water circulation in more detail,

a cluster of drifters was implemented into the model. Technically, the drifters were

initialized in the MITgcm using an extra passive tracer transport equation with the

delta-function distributions of the tracer in the appropriate locations at t = 0 h. It is

clear that the tracer concentration changes over time due to advection and diffusion.

The new position of the drifter was calculated as the coordinates of the maximum

concentration of the tracer patch. With low values for horizontal and vertical diffusion

coefficients used in the tracer transport equation, it was possible to accurately detect

the drifter positions every ten minutes for eight hours.

Thus, the methodology of the drifter experiment here was somewhat different to

that used in McCabe et al. (2008). In order to achieve a larger coverage, the number of

drifters was increased from 5 to 27. Their initial positions were arranged in the nodes

of a rectangular grid as shown in Figure 5.22. Nine drifters were released in the surface

layer, 9 drifters at the depth of 5 m, and 9 drifters were located in the layer at 8 m

depth.

A good agreement between the model predicted trajectories of the surface drifter

shown in Figure 5.22 a with the observational drifter tracks presented in Figure 5.21

is clearly seen. After travelling quite a long way offshore, all centrally located drifters

ultimately turned to the right due to the Coriolis force. At the latest stages of the
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Figure 5.22: Model predicted tracks of drifters released on the beginning of the ebb tidal

phase in 9 points near the mouth at 1 m (a), 5 m (b), and 8 m (c) depths. The position of

the drifters were marked at 10 minute time intervals.
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experiment, when the ebb flow reversed to the flood, the drifters propagated shoreward

in the north-eastern direction. Three northernmost drifters were initially located at the

periphery of ebb current, Figure 5.22 a. As a result, they were not advected offshore, but

moved mainly to the north and north-east approaching the shore line. Two southern

drifters travelled similarly to in-situ drifters, especially at the first stage of motion,

radially moving away from the mouth in the south-western direction. At the latest

stage of tidal phase, they almost stopped and completed a small-scale circulation when

the tidal flow in the mouth reversed. Similar drifter behaviour can be found for one

of the southern drifters released in the field experiment (see Figure 5.21). The drifter

that was initially closest to the mouth (green circles) migrated near the point where it

was released being trapped by the near-shore eddy.

The field experiment with the drifters reported in McCabe et al. (2008) allowed one

to describe the surface circulation in the progressing river plume. As it is clear from

the comparison analysis here, the model reproduces these dynamics quite accurately. If

so, one can expect that two other clusters of drifters released in the model at 5 m and

at 8 m depth, can also reconstruct the patterns of real circulation. Figure 5.22 b shows

the tracks of the drifters released at the depth of 5 m. It is clear that, at this depth,

horizontal motions are weaker than in the surface layer. Only two central drifters,

the most remote from the mouth, were strongly advected offshore, whereas all others

rotated locally slowly migrating to the mouth.

The deepest drifter trajectories (depth 8 m) are shown in Figure 5.22 c. Here, two

northern remote drifters and one central drifter were arrested and propagated with the

offshore directed jet far from the mouth. On the contrary, all other drifters, migrated

to the mouth. One should mention that drifter trajectories were not smoothed but

eroded by chaotic pulsations within the plume jet.

Figure 5.23 summarizes the horizontal circulation around the moving plume found

with the help of the drifter experiment. This schematic diagram shows a mostly offshore
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water transport in the surface layer with a predominant tendency to follow the northern

route. At the lower boundary a return current replaces the waters being moved offshore.

5.6 Summary remarks on the near-field dynamics

The mechanism of generation of internal waves by the moving Columbia River plume

in its transition from supercritical to sub-critical regimes of propagation (previously re-

ported in observations Nash and Moum (2005), and reproduced numerically in Stashchuk

and Vlasenko (2009)), was investigated for a longer time period and in a larger model

domain. It was found that not only first-mode, but also second and third mode in-

ternal wave packets can be radiated from the plume, when the velocity of the front

propagation drops below the phase speed of an appropriate internal baroclinic mode.

In other words, the mechanism of internal wave radiation discussed previously in Nash

and Moum (2005) and Stashchuk and Vlasenko (2009) for only first-mode wave packets,

is realised here for higher baroclinic modes.

In terms of possible impact on the marine environment (internal mixing, for in-

stance) these high mode waves can have an effect comparable with the first-mode

counterparts. The reason for that is their specific vertical structure, which suggests

strongest shear of horizontal velocities beyond the pycnocline layer. In fact, strong

stratification in the layer of density interface stabilizes vertical velocity shear induced

by the first-mode waves. However, as it was shown by Pan and Jay (2009b), any kind

of perturbation of vertical structure of internal waves which lead to a displacement of

the eigen function extremums from the pycnocline layer can greatly facilitate mixing

processes. The model output shows that the amplitude of these high mode waves are of

the same order as the leading first-mode waves, which in combination with the upward

shear shift creates favourable conditions for the generation of shear instability.

Thanks to the choice of a fine-resolution grid the details of the internal structure

of the Columbia River plume were reproduced by the model accurately. This structure
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Figure 5.23: Schematic diagram showing the horizontal circulation in the moving plume

based on the drifter tracks analysis.
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shows evidence of secondary fronts inside the Columbia River plume, which were not

captured by other models. The systems of secondary internal waves propagated radially

from the lift-off area to the outer boundary, were they are arrested, are also clearly seen.

The possibility of the existence of such a fine structure within the moving plume was

pointed out in the theoretical paper Garvine (1984), and this fact was confirmed later

in the observational paper Luketina and Imberger (1987)for the Koombana Bay.

Another outcome from the present study is that the MITgcm allowed for the quan-

tification of the mixing processes within the propagating Columbia River plume and

to confirm the predominance of the entrainment mechanism developing on the lower

boundary between the plume’s body and surrounding waters. This conclusion was

made on the basis of the drifter data reported in McCabe et al. (2009), and here on

the basis of model output.

Previous modelling investigations into the Columbia River plume have largely used

coarser resolution grids and hydrostatic models. The use of MITgcm with a hydrostatic

assumption as well as the fully non-hydrostatic mode allowed a comparison to be made,

which identified the use of fully non-hydrostatic equations as crucial to accurately

reproducing the generation and structure of internal waves by the plume. It is also

shown, however, that when considering the near-field spreading of the plume, there is

little difference between the two cases and that the hydrostatic assumption is acceptable

for investigations that do not aim to reproduce the internal waves but only the general

plume structure.

The drifter methodology was applied in the present study in order to reproduce

the horizontal circulation within the moving Columbia River plume. In doing so, 27

Lagrangian drifters were released in the model at depths 1, 5 and 8 m near the mouth

which allowed the drifter tracks to be drawn and to picture the horizontal circulation in

different parts of the Columbia River plume. It showed mostly offshore water transport

in the surface layer in the near-field (close to the mouth) with predominantly northward
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water transport in the far field due to the Coriolis force. In the deeper layers of the

plume, at the levels close to its lower boundary, the water transport in the central part

is mostly from the mouth with some return currents at the plume’s periphery.
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Chapter 6

Large-scale dynamics of the Columbia

River plume under the action of

long-term wind forcing

This chapter describes the investigations into the far-field plume. The effect of wind

forcing on the plume is explained and how this affects nutrient distribution in the

region.

6.1 Introduction: Wind-driven motions

In the previous chapter, the near-field evolution of the Columbia River plume because

of river inflow, tides and density gradient between the estuary and sea was considered.

Another important forcing that influences the propagation of plume waters is wind.

Wind movements at the ocean atmosphere interface imparts energy and momentum to

the upper ocean generating waves and ocean currents (Pond and Pickard, 1983). Wind

stress is the dominant forcing to much of the surface ocean, increasing mixing and

breaking down stratification. It is therefore important to include wind forcing when

modelling surface processes, such as buoyant plume dispersion. In this chapter results

of experimental runs with idealised and realistic wind forcing are presented.

6.1.1 Wind-driven circulation in an infinite basin

When considering wind driven motions, it is important to include an analysis of Ekman

transport, which describes the movement of water due to the transfer of momentum

from the wind in a simplified system. Ekman assumed a basin that has no lateral

boundaries and that is infinitely deep so water movements are not constrained and
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bottom friction is neglected. To further simplify the situation, eddy viscosity, Az, is

assumed to be constant with depth. Ekman also assumed a steady wind, which has

been blowing for a long time, barotropic conditions so that there is no geostrophic

flow and the f-plane approximation was made. These assumptions in the horizontal

momentum equations give rise to the Ekman equations,

fvE +Az
∂2uE
∂z2

= 0 (6.1)

−fuE +Az
∂2vE
∂z2

= 0 (6.2)

showing that Coriolis is balanced by friction. By considering a wind blowing in the y

direction, the Ekman transport in the u and v direction becomes,

uE = ±V 0 cos
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π
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π
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π
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)
(6.3)

vE = V 0 sin
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π
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π
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)
exp

(
π

DE
z

)
(6.4)

+ in the northern hemisphere, - in southern hemisphere, and where the total Ekman

surface current is,

V0 =
(2πτyη)

1/2

DEρ|f |
(6.5)

and τyη is the wind stress at the sea surface, and the Ekman depth is,

DE = π

(
2Az
|f |

)1/2

(6.6)

Solving 6.4 at the sea surface (z=0) we obtain,

u = ±V0 cos 45o, v = V0 sin 45o (6.7)

so for the northern hemisphere the current is offset by 45o to the wind direction. As

depth increases, current speed reduces and the offset angle increases giving rise to the

Ekman spiral (Figure 6.1) and the net Ekman transport is 90o to the right of the wind

direction (in northern hemisphere).
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6.1 Introduction: Wind-driven motions

Figure 6.1: An illustration of the changing current direction and strength as depth

increases forming the Ekman spiral, from Garrison (1993)

6.1.2 Wind-driven circulation near the coast

The effect of the wind in an infinite basin with simplifications as described above shows

a net movement of water in the Ekman layer to be 90o to the right of wind direction

in the northern hemisphere. The displaced waters in that case are replaced by surface

waters to the left of the wind direction. When a coastline prevents adjacent surface

waters from replacing those advected by wind forcing, water from depth is upwelled to

the surface (Figure 3.7). In the case where the coast prevents the advected waters from

moving away horizontally, waters are down-welled.

6.1.3 Wind effect on buoyant surface plumes

In the absence of any wind and the currents that they produce, a buoyant surface plume

may form an expanding bulge near the mouth and a thin coastal current travelling along

the coast to the right in the Northern hemisphere (Fong and Geyer, 2002). This scenario

is not often observed in nature and seems to be a feature produced in simplified models

and experiments (Yankovsky, 2000). Wind forcing can have a great impact on the

large-scale dynamics of river plumes as momentum is trapped within the thin plume

due to a strong density gradient with the ambient water. As a result, buoyant plumes

can be significantly influenced by moderate winds (Lentz, 2012). Alongshore winds

advect the plume front offshore or onshore due to Ekman dynamics as theorised by

Csanady (1978) and observed by Fiedler and Laurs (1990) and Munchow and Garvine
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(1993). Previous modelling studies including those by Chao (1988) and Kourafalou

et al. (1996a) have reproduced these effects. As well as directly advecting the plume

waters, the effect of upwelling favourable winds is to thin the plume (Figure 6.2 a) and

increase mixing (Masse and Murthy, 1992; Souza and Simpson, 1997; Fong and Geyer,

2001). Downwelling winds also increase mixing because of increased shear and advect

the plume away from the river mouth. The plume waters are transported onshore during

downwelling winds and transport alongshore is greatly increased. The stratification at

the plume front is reduced as the front steepens and the plume thickens (Figure 6.2 b).

The task addressed in this chapter is to use MITgcm to recreate a large-scale wind forced

plume and induce upwelling and downwelling within the model and to improve upon

the previous findings of Garcia Berdeal et al. (2002), by including realistic topography

and providing stratification to the coastal ocean. A higher resolution grid will also be

used compared to their 1.5 km × 2 km grid.

6.1.4 Wind of the Columbia river plume region

Seasonal wind-driven processes govern the water properties of the Columbia River

plume. This seasonal cycle is causes by alternating atmospheric pressure systems over

the North Pacific. In summer, the winds are generally moderate and blow steadily from

the north because of the the North Pacific High. In winter, winds are predominantly

from the south due to the Aleutian low (Barnes et al., 1972; Hickey, 1989). Additional

to these seasonal means, 2−10 day fluctuations in wind strength are observed (Hickey,

1989), typically in the direction of the seasonal mean (winter - downwelling favourable,

summer - upwelling favourable) and with magnitudes from 0.5 dyne cm−2 up to 5 dyne

cm−2 during severe storms. The summer fluctuations in either direction tend to be

≈0.5 dyne cm−2 in strength with the majority of storms being during winter months

(Hickey, 1989). The position of the Columbia River plume is also seasonal, as seen

in both satellite data (Fiedler and Laurs, 1990) and in-situ data (Hickey et al., 1998).
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6.1 Introduction: Wind-driven motions

Figure 6.2: Schematic of buoyant plume response to different along shelf wind forcing.

a) Upwelling winds flatten the plume front, causing the plume to thicken and widen. b)

Moderate downwelling winds steepen the front, causing the plume to thicken and narrow.

c)Strong downwelling winds force vertical mixing that widens the plume front but causes

little change in the plume width. After Lentz (2012)
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During summer months the prevailing southward wind results in a plume located to

the south-west of the river mouth. After the transition to northward winter winds, the

plume is observed to be north of the river mouth.

6.2 River Influences on Shelf Ecosystem (RISE) program

It is clear that water mass properties, nutrients, biomass and currents are strongly

influenced by wind-driven processes. The River Influences on Shelf Ecosystem (RISE)

program was a 5 year interdisciplinary study, including observations and modelling

studies. It focused on the influence of the Columbia River plume on the regional

productivity of coastal waters off Oregon (to the south of the Columbia River) and

Washington (to the north), Figure 6.3.

One of the goals of the program was to explain the observation that phytoplankton

biomass is generally higher off Washington than Oregon. This situation is counter-

intuitive as upwelling favourable wind stress increases towards Oregon and the south

(Banas et al., 2009).

6.2.1 RISE field studies

The RISE field program consisted of 5 cruises in July 2004, June 2005, August 2005

and June 2006. Each cruise was undertaken by two vessels, the RV Sur (plume sur-

veys, mixing processes and zooplankton dynamics) and the RV Wecoma (biological and

chemical studies), Figure 6.3. A pre-RISE cruise took place from 27th June to 2nd July

2004 by the RV Point Sur. Both vessels then undertook the cruises RISE-1 from 8th

to 28th July 2004, RISE-2 from 29th May to 21st June 2005, RISE-3 from 4th to 26th

August 2005 and RISE-4 from 21st May to 13th June 2006 (Bruland et al., 2008). The

data collected during the RISE-3 cruise are considered in this chapter as it took place

during a period of relativley stable wind conditions.
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6.2 River Influences on Shelf Ecosystem (RISE) program

Figure 6.3: Location of data collection sites during the August 2005 cruise
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6.2.2 RISE modelling studies

As part of the RISE project, two modelling strategies were used to plan sampling strat-

egy and analyse in situ data. The models used were the Regional Ocean Modelling

System (ROMS) (as described in Shchepetkin and McWilliams (2003) and Shchep-

etkin and McWilliams (2005)) and the CORIE/SATURN modelling system. The

CORIE/SATURN system is comprised of the Semi-implicit Eulerian-Lagrangian Fi-

nite Element (SELFE) model (Zhang and Baptista, 2008) and Eulerian-Lagrangian

CIRCulation (ELCIRC) model (Zhang et al., 2004). The widely used ROMS model

is a terrain following, free surface, hydrostatic, primitive equation model. The inves-

tigations used a horizontal resolution of 400 m in the near-field and up to 7 km near

the boundaries. SELFE is a finite element model with an unstructured horizontal grid

and a hybrid SZ vertical grid. ELCIRC also uses an unstructured horizontal grid with

a finite volume/finite difference Eulerian-Lagrangian algorithm. SELFE/ELCIRC was

used for modelling near plume processes and had horizontal resolutions of 150 m in the

estuary increasing to 1 km in the near plume area and up to 20 km at the boundaries.

These investigations produced varying results, that were unable to completely repro-

duce an accurate plume structure (Hickey et al., 2010). In an attempt to build on the

RISE modelling results, a series of large scale modelling investigations are developed

here.

6.3 Idealised experiment

The observations that were obtained during the August 2005 RISE cruise are used

for this analysis. Wind directions and velocities at a buoy located just offshore of

the Columbia River mouth are shown in Figure 6.4. The negative direction on the plot

corresponds to equatorward, upwelling favourable winds, while the winds in the positive

direction are poleward,downwelling favourable. It was found that the mean velocity of
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wind events is 6 m s−1. In order to develop a reliable model that utilises realistic wind

forcing, it is first necessary to make some preliminary investigations. The large-scale

models response to wind forcing is first tested in a series of model runs with a simplified

constant surface wind speed (6 m s−1). Initially, an investigation into the effect of a

constant alongshore wind on plume distribution was undertaken. It was expected that

there would be great differences in plume distribution with a constant northerly and

southerly wind in line with the findings of a modelling study by Chao (1988), in which

downwelling favourable winds would enhance the transport of plume water along the

coastal jet, whereas upwelling favourable winds that oppose the jet would act to move

the plume further off-shore as seen in Figure 6.2. This effect of upwelling winds has

also been observed in the Gulf on Maine by Fong et al. (1997) and for the Columbia

River plume in Hickey et al. (1998) .

6.3.1 Model set up for idealised experiment

The large scale model domain corresponds to an area which was sampled during the

RISE project data collection phase. The model domain was varied depending on wind

conditions used, but a horizontal grid spacing of 500 m was maintained. Realistic

bathymetry was used along with a simplified estuary in order to recreate estuarine

re-circulation. Vertical resolution was 1 m for the first 6 surface levels then 1.5, 2, 2.5,

3, 5, 10, 10, 20, 20, 20, 50, 50 m. Since MITgcm uses a z vertical coordinate system,

this high surface resolution was maintained over the entire domain. The topography

was limited to 200 m, because below this depth, conditions remain similar and also few

measurements were taken below this depth. The time-step used to maintain stability

was 1 minute and typical runs simulated a one month period. The shelf waters were

initiated with a uniform stratification throughout the domain based on measurements

taken during the RISE cruise of August 2005. MITgcm allows wind forcing to be

prescribed in the form of 2-dimensional zonal and meridional wind stress files, which
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Figure 6.4: Wind velocity measurements for August 2005 taken at Buoy 46029, in the

region of the Columbia River plume

were set every hour. A spatially uniform wind field is justified because weather systems

in the region are often of a similar scale to the model domain.

6.3.2 Northerly wind (upwelling favourable)

For the case of northerly wind, a constant stress of 0.05 N m2 equivalent to a 6.1 m s−1

wind blowing from north to south was applied to the domain from the first time step.

It was expected that there would be an initial period, in which inertial oscillations

dominate. This can be seen in Figure 6.5. The top plot shows the model domain

with the point where the velocities were taken. The bottom two plots show horizontal

velocities at a range of depths for the first 400 hours of the northerly wind run. There

were initially large oscillations which have a period close to the inertial period of the

region given by Tsd/(2sinφ) ≈ 16.6 hours, where Tsd ≈ 24 hours and φ ≈ 46.2 degrees.

There is a relaxation period of approximately 5 days, during which the amplitude of

these inertial oscillations decrease and after 10 days a steady M2 tidal oscillation has

established with a period of approximately 12.5 hours and the inertial oscillations were

no longer detectable. These results show that after an initial 10 day period the effect

of wind stress can be considered reliable and that future runs should include a period
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of spin-up to account for this.

An analysis of vertical velocity structure shows that, in the case of the constant

northerly wind, a clear Ekman spiral is present (Figure 6.5 b) with surface water trav-

elling in a south-westerly direction. The net transport of water is then expected to be

in an offshore direction, which, according to theory should induce upwelling. This has

the effect of drawing the plume waters offshore and with each tidal period a lens of

plume water is advected away from the coast. This process is shown in Figure 6.6, a

series of plots over a tidal period that show and initial plume bulge being formed on an

ebb tide and spreading southwards. There are still waters near the river mouth that

turn to the north due to Coriolis but they are restricted to a small bulge of the main

plume. These figures also show increased salinity at the coast due to the upwelling

of more saline deep water. Figure 6.7 shows the evolution of this plume emergence in

cross-section where the presence of upwelled saline water can be clearly seen. It is also

shown that the plume has formed a thin lens that stretches far from the shore in line

with the theory as described by Lentz (2012).

6.3.3 Southerly wind (downwelling favourable)

For this experiment the model domain was altered to include a larger area to the

north (Figure 6.8 a) of the river mouth and wind stress was a constant 0.05 Nm2

representative of a 6.1 ms−1 wind from the south applied to the model immediately.

Tidal and discharge forcing remained the same. Similarly to the first experiment as the

wind forcing is initiated immediately inertial oscillations are generated (Figure 6.8 c &

d) and again the oscillations reduce over time until after approximately 10 days tidal

oscillations dominate.

The evolution of the plume is very different compared to the previous experiment.

Figure 6.9 shows the plume emerges on the ebb tide and turns immediately to the right

becoming a coastally trapped plume. When viewed in cross-section (Figure 6.10) it can
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Figure 6.5: Northerly wind domain (a), Ekman transport at point x=145 y=200 (b),

inertial oscillations at point x=40 y=210 (c & d)
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Figure 6.6: Surface salinity plots showing the evolution of the plume under constant

northerly wind stress of 0.05 Nm2 through a tidal cycle. Arrows represent surface velocity

vectors
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Figure 6.7: Salinity cross-section showing a thin plume being advected away from the

coast over time
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bee seen that the plume has thickened and isohalines have been displaced downwards

as a result of downwelling. It is interesting to note that, when velocities over depth are

analysed (Figure 6.8 b), the transport appears to be in a constant north-easterly direc-

tion throughout the water column. This is a result of interaction with local topography

and the plume thickening in the region.

6.3.4 Differences in plume structure for northerly and southerly winds

According to the results presented in Chapter 5, the river plume that flows in a rotat-

ing system without applied winds forms a non-linear “bulge region” where the plume

turns to the right (in the northern hemisphere). Thus the Columbia River plume first

generates a slowly expanding bulge near the mouth of the estuary, and then the fresh

water in the outer part of the bulge flows southward, forced by the upwelling current,

resulting in a widening and thinning buoyant plume over the shelf. During the down-

welling favourable wind, the plume turns to the north and forms a deep flow along the

shoreline.

6.4 Realistic wind scenario

The above cases are a simplifications of the naturally variable winds of the region. In

this section, investigations into the response of the plume to realistic wind are analysed.

Whilst the results from the investigations presented so far are in line with theory,

to validate the model fully, this section presents a number of comparisons with in-situ

data collected during the RISE cruise during August 2005 and with the work of other

authors. The RISE cruise of August 2005 consisted of a number of transects along

which CTD deployments were made and water samples taken. Figure 6.11 shows the

four CTD sampling lines and long term CTD station ML that fall within the model

domain and period which are compared to model results. The longitude, latitude and
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Figure 6.8: Southerly wind domain (a), Ekman transport at point x=145 y=125 (b),

inertial oscillations at point x=40 y=210 (c & d)
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Figure 6.9: Surface salinity plots showing the evolution of the plume under constant

southerly wind stress of 0.05 Nm2 through a tidal cycle. Arrows represent surface velocity

vectors
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Figure 6.10: Salinity cross-section showing a thick, narrow plume
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dates for the sampling lines and point ML are presented in Table 6.1. The lines coincide

with the wind events shown by the grey bars in Figure 6.12.

Table 6.1: Locations and timings of RISE CTD lines and station ML

Name Latitude Longitude Date

Line 1 45.50 123.98 to 124.82 7th to 8th

Line 2 46.50 124.27 to 124.44 16th

Line 3 46.00 123.98 to 124.54 21st to 22nd

Line 4 45.50 123.99 to 124.82 25th

ML 46.23 124.17 10th to 11th, 20th to 21st

6.4.1 Model set up for a realistic wind scenario

Hourly in-situ wind speed measurements taken from Buoy 46029, adjacent to the

Columbia river mouth, during August 2005 were used to calculate a realistic time

varying wind-stress to force the model. The wind direction during this period was

predominantly from the north and varied in strength, but did not exceed 10 m s−1 as

shown in Figure 6.12 a.

To calculate the wind drag coefficient, Cd, from the wind speed U, the relationship

by Yelland and Taylor (1996) was used, which is given as,

1000CD10m = 0.29 +
3.1

U10m
+

7.7

U2
10m

(6.8)

when U is less than 6 m s−1 and for U greater than 6 m s−1

1000CD10m = 0.6 + 0.007U10m (6.9)

From this, the zonal and meridional wind shear stress components are calculated as,

τx = CDρu(u2 + v2)0.5 (6.10)

τy = CDρv(u2 + v2)0.5 (6.11)
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Figure 6.11: Model domain and bathymetry, lines represent RISE transects with stations

marked as circles.

100



6.4 Realistic wind scenario

where ρ is the density of 15oC air at sea level (1.29 kg m3) and u and v are the horizontal

components of wind speed. For these runs, the model domain was located predomi-

nantly to the south of the river mouth as this is where the plume waters are expected

to be advected to as a result of the predominantly northerly winds. The bathymetry

was limited to 200 m with 18 depth levels similar to the previous experiments shown

in Figure 6.11. The plume was forced from the estuarine boundary with time varying

velocity representing realistic tidal and discharge velocities with tidal elevations being

generated by the TPXO7.2 model from which tidal velocities were then calculated, Fig-

ure 6.12 b. A velocity representing river discharge, as measured at the Beaver Army

Terminal, was also applied to the eastern boundary, Figure 6.12 c.

6.4.2 Salinity and temperature patterns

To illustrate the variation of surface fields in response to wind forcing for the dates

when CTD sections along Lines 1,2,3 and 4 were taken, Table (6.1), the average model

surface fields of salinity and temperature are examined for similar dates, Figure 6.13.

Both salinity (upper row) and temperature (lower row) surface present averaged fields

taken over several hours with surface currents superimposed, representing periods of

differing wind, tidal and discharge velocities. The grey areas in Figure 6.12 mark the

corresponding dates. It is seen that Line 1 was taken during a period of upwelling

favourable wind, Line 2 was taken after a 2 days of “calmer” weather, and Lines 3 and

4 at the onset of downwelling favourable winds. There are differences between tidal

velocities and river discharge conditions for Lines 3 and 4. Line 3 took place during a

period of much smaller tides than Line 4 and river discharge was slightly greater.

The wind plot in Figure 6.12 a, shows that the measurements were started during

moderately strong northerly wind that was followed by a weak downwelling favourable

wind. Upwelling favourable winds then became re-established as Line 1 measurements

began. As was shown in section 6.3.2, the Columbia River plume is directed south-
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Figure 6.12: Wind, tide and river discharge velocities for August 2005
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westward for upewlling winds and northwards when the wind changes direction. For

the time Line 1 was taken, the plume is unidirectional to the south and Line 1 crosses

a lens that was created earlier in the upwelling event.

After the “calm” period before Line 2 measurements began (Figure 6.12 a) the

Columbia River plume returns to it’s bi-directional form when fresher water leaving the

estuary turns right. The large amount of fresh water to the south is the consequence

of the residual currents that were produced during the previous upwelling period. Line

2 intersects the northern branch of the plume.

The development of downwelling favourable patterns can be traced to the dates

21st and 25th when Line 3 and 4 were taken. According to results presented in section

6.3.3, the plume under the action of a southerly wind starts to move north. The

main difference between these two cases is the tidal phase. Line 3 was taken during the

neaptide and slightly larger discharge compared to the spring tide and smaller discharge

during Line 4, Figure 6.12 b and c. Thus, the southern part of the plume is much more

pronounced during the time of Line 4 than for Line 3.

Comparison between salinity and temperature fields obtained for the same time-

span are presented in Figure 6.13 and show that salinity fields are much more informa-

tive than temperature fields and thus further analysis can be restricted to considering

only salinity fields. Due to the spatial and temporal sparsity of the observational data

it is appropriate to compare cross-sections along the sampling lines rather than the

whole domain. In order to do this, model output corresponding with the period of

individual CTD casts was combined to produce single cross-sections from data span-

ning a time range (Figure 6.14). A limitation of the observational data is that it lacks

measurements in the top 2 m. Salinity cross-sections show a good general agreement

in the location of the plume although the model shows a much fresher lens than was

observed. This is likely due to initial estuarine waters being too fresh and not mixing

sufficiently within the estuary.
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Figure 6.13: Average surface salinity (a to d) and surface temperature (e to h) for the

periods of the sampling lines shown by the black lines.
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Figure 6.14: Cross-sections of observations (left) and model (right) showing salinity. Blue

lines represent the location of CTD casts from which the section is constructed
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Figure 6.15: Model Salinity field comparison for a)ROMS, b)SELFE from Hickey et al.

(2010) and c)MITgcm.

6.4.3 Comparison between models

The two RISE circulation modelling systems ROMS (MacCready et al., 2009) and

SELFE (Burla et al., 2010) were used to simulate a realistic circulation of the Columbia

River plume in the coastal ocean. MITgcm was used in this study to investigate the

behaviour of the plume under conditions seen during the August 2005 cruise. Surface

salinity from 3 models for 8th August 2005 are shown at the top of Figure 6.15. The

salinity cross sections from the models taken during a 5 hour period are underneath

each models surface plot. The bottom row in Figure 6.15 presents the data from CTD

observations for this cross section.

The side-by-side comparison highlights some qualitative differences between models.

The most dramatic difference is that SELFE salinity structure has much less lateral and

vertical structure than ROMS and MITgcm; this may be due to lower order numeric

interpolations associated with the semi-Lagrangian time stepping in SELFE.

The ROMS and MITgcm plumes in Figure 6.15 are fresher than the SELFE plume.

All three models showed the lens of fresh water that was developed due to the strong

upwelling event before the August 5th, Figure 6.4. The position of the lens in ROMS and

MITgcm had a similar latitude , however, ROMS and SELFE show an agreement in the

longitude of the lens position. A comparison of the vertical sections of salinity through

the lens, obtained from all three model runs and observational data, showed better
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agreement for the MITgcm salinity section. ROMS has much more upwelling at the

coast than SELFE and MITgcm, which does not agree with the observational salinity.

ROMS was able to produce similar isohaline inclination to those in the observational

data. The failure of MITgcm to generate strong upwelling, for this section, can be

explained by the restricted depth of 200 m that was used for these runs.

6.5 Chemistry

The plume of the Columbia River, entering the Pacific Ocean, is the site of numerous

oceanographic processes. The plume, being largely comprised of the fresh Columbia

River outflow, is easily identified by its low salinity compared to surrounding waters

(Stefansson and Richards, 1963). The RISE project in the plume region studied various

oceanographic processes, including 1) the physical aspects of sea and river water mixing

and the fate of these mixtures, 2) the biological processes which differ between plume

and ambient seawater because of the addition of nutrients from the river.

The amount of many soluble nutrients found in the river water differs from the

amount found in seawater. Nitrate and silicate concentrations, for example, are much

higher in the river water than in the surface ocean water, largely due to biological

depletion. The concentration of phosphate, however, is of a similar value. It can be

seen in Figure 6.16 from Stefansson and Richards (1963) that during winter, when

biological activity is at a low and downwelling conditions are predominant, surface

ocean waters have low concentrations of nitrate, silicate and phosphate. Through the

halocline these concentrations increase rapidly with depth. Phosphate and nitrate

reach a maxima at ≈ 800 m then slightly decrease with depth whilst silicate continues

to increase in concentration to the sea floor. Figure 6.16 b shows how the waters of

the plume and surrounding waters differs in silicate and nitrate at the surface, yet

phosphate concentrations are similar.
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Figure 6.16: Vertical distribution of nutrients a) outside of the Columbia River plume

(46◦01’N, 126◦40’W, 27th January 1962) and b) near the river mouth (46◦14’N, 124◦10’,2nd

February 1962), with the shallow water values from a) shown for comparison. All concen-

trations are in µM )
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6.5.1 Comparison of silicate sections from the model and in-situ data

Silicate is the most distinctive of nutrients found in the plume and its distribution

obtained during August 2005 has been compared with model results. The concentration

of silicate was measured along Lines 1, 2, 3 and 4, where CTD sections were taken

(Figure 6.11). The dates and coordinates for lines 1, 2, 3 and 4 are given in Table 6.1.

To set a silicate field into the code of MITgcm an additional equation was used:

∂C

∂t
+ u

∂C

∂x
+ v

∂C

∂y
+ w

∂C

∂z
= Kh

(
∂2C

∂x2
+
∂2C

∂y2

)
+Kz ∂

2C

∂z2
, (6.12)

where C is the silicate concentration.

The vertical distribution of silicate in the open ocean was found from measurements

during the August 2005 campaign, Figure 6.17. The value of silicate concentration in

the river mouth was 140 µM and was taken from measurements.

Figure 6.18 shows two groups of four vertical sections obtained from the model run

(right column) and from observations (left column), along Lines 1, 2, 3 and 4. It should

be noted here that some the measurements of silicate were started from a depth of 15

m and therefore the distribution of silicates that come from the river were missing in

the surface layer.

The results shown along Line 1 were found during upwelling favourable winds. The

coincidence between model results and observations along this line are poor. Line 2

shows a better correlation in spatial distribution, yet the values are still too low near

the bottom. The concentration of silicates along Line 3 shows the best coincidence

between model and observations. Line 4 shows a better coincidence than the similarly

located Line 1 taken earlier in the cruise.

The failure of the model to correctly recreate the silicate distribution, especially

along Line 1, can be explained by the initial silicate field not taking into account coastal

upwelling. The initial field was horizontally homogeneous and the model response to
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Figure 6.17: Vertical profile of silicate concentration used to initialise the model in the

open ocean
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Figure 6.18: Cross-sections of silicate concentration along Lines 1, 2, 3 and 4 for obser-

vations (left) and model results (right)

111



6. LARGE-SCALE DYNAMICS OF THE COLUMBIA RIVER PLUME
UNDER THE ACTION OF LONG-TERM WIND FORCING

upwelling winds has yet to be fully developed. Adding horizontally variable silicate

fields could rectify this situation however conditions across the slope at the beginning

of the survey were unknown.

6.5.2 Near-field investigation

A longer-term sampling site located off the Washington-Oregon coast, adjacent to the

river mouth (ML in Table 6.1), was included in the RISE program (ML Figure 6.11).

For this study, data from point ML taken during RISE 3 aboard RV Wecoma over a

whole tidal cycle was considered. The point ML (near-field) was used to investigate

the amount of biologically important chemicals that come from the river. In order to

determine the concentration of the target nutrients, water samples were taken using a

rosette of bottles attached to the CTD. The procedure involved in analysing the water

samples, together with the limitation on the number of bottles that can be used on

each cast, limited the quantity of data collected. This means the frequency of samples

is low compared to CTD measurements and sampling depths are spread further apart.

Since the river water has little dissolved salt compared to ocean water, salinity can be

used as a tracer for chemicals such as silicate that are found in high quantities in the

river water but are depleted in the ocean. The CTD was used to obtain salinity and

temperature data at this point with 19 and 20 casts being made on the respective days.

Figure 6.19 shows salinity from the model runs at a horizontal grid point located at

position ML for the whole of August 2005 (dashed lines). The measurements taken at

point ML are overlaid (solid lines in red areas). There is a good coincidence between

in-situ and model salinity for the two periods of sampling at point ML (10-11th and

20-21st August 2005). Wind data, tidal velocity and discharge that correspond to the

times indicated by the red areas are presented in Figure 6.12. Figure 6.12 shows that

winds were upwelling favourable during both sampling periods, however, tidal velocity

and discharge differed. An increase in wind results in an increase in salinity as the
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upwelling process brings deep saline waters to the surface where they are entrained into

the plume. Given the good agreement between model and observations for the two days

presented, it can be assumed that there was a similar agreement for the whole period of

the RISE-3 cruise (4th to 26th August 2005). By considering wind, tide and discharge,

over the period of the cruise, it is possible to investigate which of these three forcings is

most crucial in determining the salinity, and therefore nutrient measurements, at point

ML. By comparing the respective velocities of river discharge (Figure 6.12) it can be

seen that tidal velocities are far greater than river discharge velocities. This means that

the major forcings are wind and tide. By inspection of Figure 6.20 which presents the

wind speed overlaid with the tidal velocity envelope (blue) and the normalised silicate

concentration (green) expected at point ML, it can be seen that silicate concentration

varies with a periodicity greater than the tidal modulation. This suggests that wind

events dominate the concentration of silicate in this area with upwelling winds pulling

the plume waters away from the coast and bringing up deeper shelf waters balanced

against the effects of wind mixing during periods of strong winds.

6.6 Summary remarks on the large-scale investigation

The effect of wind forcing on the dynamics of the Columbia river plume and the distri-

bution on riverine nutrients has been investigated here. Initially, the effect of constant

northerly and southerly wind was demonstrated. As theory predicts, (Chao, 1988;

Lentz, 2012) the plume acted very differently for the two cases. For the case of up-

welling favourable northerly winds, the plume is advected away from the coast, forming

a thin lens to the south-west of the river mouth. The downwelling favourable southerly

winds produce a narrow plume that remains in contact with the bottom and travels

north along the coast. In both cases it was observed that inertial oscillations dominate

the internal vertical velocities in the domain for the first 5 days of the run and it is

not until 10 days of simulation that these oscillations subside completely leaving only
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Figure 6.19: Salinities at 3, 4, 5 and 6m at point ML. Model results shown by dashed

lines, observations by solid lines

Figure 6.20: Wind speed (black), tidal velocity envelope (blue) and normalised silicate

concentration at Ml (green) for August 2005
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a tidal signature. This means the results of the modelling simulations can be trusted

after this initial period of adjustment to the relatively sudden onset of wind.

The use of realistic wind forcing, taken from in-situ measurements, was next used

to force the large-scale model for the period of August 2005, the time during which

the RISE-3 samples were taken. This meant the modelling results could be compared

to field observations and the results of previous modelling studies, using ROMS (Mac-

Cready et al., 2009) and SELFE (Burla et al., 2010). The MITgcm results improve

on the previous modelling results when compared to observations taken along Line 1.

The fact that the surface distribution of the plume shows similarities between all three

models along with the coincidence of the MITgcm results and the observational cross-

section indicate that the model is reproducing a realistic hindcast of the plume for this

period.

By using a passive tracer field it was possible to produce a representation of silicate

concentration in the Columbia River plume and observe how it is distributed as the

plume spreads. This investigation had limited success largely due to the horizontally

homogeneous initial field. When compared with observations the model did however

produce some accurate results, especially later in the run at which point upwelling

currents were producing a more correct silicate distribution across the slope. The

analysis of observations at the near-field site ML compared to model salinities show

a good coincidence. Salinity is also a tracer of the plume and the normalised inverse

change in salinity can be interpreted in the near-field as variability in silicate. By

comparing this variability over time with the external forcings it is possible to identify

the wind as the dominant characteristic in determining silicate concentration at point

ML.
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Chapter 7

Conclusions and future recommen-

dations

In this chapter, the findings of this study will be presented along with suggestions as

to how the study may be continued in the future.

7.1 Conclusions

This study was successful in meeting its main aims: (1) To thoroughly investigate the

vertical and horizontal structure and mixing effects produced by the Columbia river

plume, including investigation of internal waves generated by the plume, analysis of

mixing processes affecting the plume, determining the importance of non-hydrostaticity

in modelling the plume and identifying a detailed understanding of near-field circula-

tion. (2) To determine the nature of the large-scale dynamics of the plume under the

action of wind forcing, including the description of the plume response to upwelling

and downwelling winds, investigation into the effect of realistic wind forcing and the

influence of plume dynamics on the nutrient circulation associated with the plume.

The objectives of aim (1) were met in the following ways. Firstly a high resolution

(∆x=∆y=25 m) investigation managed to successfully reproduce an approximation of

the near-field river plume. This model has shown that higher mode internal waves

are produced at the plume head and that secondary fronts within the plume are a

source of further internal waves. It was found that once the plume propagation slowed

below 0.3 m s−1 the second mode wave separated and propagated freely away from the

plume. The amplitude of these second mode waves is comparable to the first mode

waves produced and they may produce a significant amount of mixing due to shear

instabilities.
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The second objective was met by performing an analysis of vertical velocities and

plume volume that have resulted in the quantification of the mixing processes within

the propagating plume. The use of a passive tracer allowed the boundary of plume

water (C=0.1) to be compared to density isopycnals. At the lower boundary of the

plume it was shown that entrainment of sea water into the plume was dominant and

that seawater comprises 50% of the plume volume after 4 hours. This is biologically

significant as it means a larger plume containing nutrients from both the river and sea

water is produced which can then be transported across a large area due to spreading

and surface forcing.

Thirdly, it was found by comparison of hydrostatic and non-hydrostatic model re-

sults, that a hydrostatic model at this model scale does not reproduce the internal wave

structure as well as the non-hydrostatic model. The hydrostatic model was, however,

still able to reproduce well the plumes spatial distribution. This means that the use

of a hydrostatic model will be acceptable for future investigations, that do not aim to

resolve the internal waves produced by the plume and only recreate the general spatial

structure of the plume.

The last objective of this near-field investigation was also achieved. By the use of 27

Lagrangian drifters within the model at varying depths and horizontal starting locations

the 3 dimensional circulation of the near-field plume is identified. The modelled plume

surface waters (1 m depth) are shown to be carried offshore and to the north due

to Coriolis. This result is in line with observations and theory. Therefore it gives

confidence in the accuracy of the model in producing realistic results. It was also

shown that the drifter circulation varied with depth and that there was a returning

current at the plume boundaries allowing for plume recirculation to take place.

The large scale investigation, aim (2), was also successful in meeting its outlined

objectives and produced the following findings: The first objective to be realised was

the successful implementation of a large-scale model run for a one month period with
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unidirectional constant wind. It was found that for both, the case of northerly upwelling

favourable winds and southerly downwelling favourable winds, the modelled plume

responded as theory predicts: with a large, thin, south-westerly plume and narrow,

thick, coastal plume produced for the respective scenarios . The generation of inertial

oscillations caused by the onset of wind forcings was identified and seen to become

insignificant after 10 days, at which point only tidal oscillations are observed.

In order to fulfil the next objective, the model was forced with variable realistic wind

forcing taken from observations. The model was able to produce an accurate hindcast

of the plume region when compared to observations and previous modelling results. In

fact, the model outperformed the SELFE model when compared to observations taken

along Line 1. These favourable comparisons give confidence that the model is accurately

representing the response of the plume to the external forcing and can therefore be used

for investigating the distribution of plume waters.

The final objective of this study was to use of nutrient tracer fields and make

comparisons with observations. This was achieved, with success in identifying the

behaviour of plume waters in the near-field, although far-field results can be improved

by using a more representative initial field. Analysis of data from point ML showed

that the near-field plume is not greatly influenced by river discharge or variations in

the tidal cycle and that the dominant forcing here is the wind, which provides a source

of mixing and also upwell silicate rich slope waters.

This study has given insight into the dynamics of the Columbia River plume at

a range of scales and shown the value of modelling studies in understanding plume

dynamics.

7.2 Future recommendations

The project is regarded as successful, however results presented here can be built on

in the future by expanding the study in several ways. Firstly, the investigations into
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the production of internal waves could be extended in two main directions. Given

sufficient processing power and time it would be interesting to increase the horizontal

resolution to less than 10 m in order to determine the effect of non-hydrostaticity on

wave generation compared to the hydrostatic results. The second way in which this

near-field could be extended is to increase the area represented in the model in order

to determine if given sufficient time for the plume to spread and slow the third mode

waves will be released and propagate freely beyond the plume.

There are several ways the large-scale investigation could be added to. One of

these would be to include a surface heating scheme to the model so that a comparison

with observed temperature fields may be undertaken. The next step in the modelling of

nutrient distribution would be dependant on further data collection so that horizontally

variable tracer fields may be applied to the model. Also, the addition of nutrient

sinks and sources could be explored. There is also scope for developing a nested grid,

combining a high resolution near-field plume with a larger far-field simulation.
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